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Preface

The present book, published as volume 164 of the Communications in Computer
and Information Sciences (CCIS) series, includes 84 extended and revised ver-
sions of selected papers from the 2011 Second International Conference on on
Theoretical and Mathematical Foundations of Computer Science (ICTMF 2011).
The conference was held in Singapore together with the 2011 Second Interna-
tional Conference High-Performance Networking, Computing and Communica-
tions Systems (ICHCC 2011). Revised selected papers of the latter conference
are published as volume 163 of the CCIS series. The ICHCC-ICTMF 2011 con-
ferences were organized by the Intelligent Information Technology Application
Research Association (IITA), Nanyang Technological University, and SMU.

The goal of ICHCC-ICTMF 2011 was to bring together researchers from
academia and industry as well as practitioners to share ideas, problems, and
solutions relating to the multifaceted aspects of high-performance networking,
computing and communication systems, theoretical and mathematical founda-
tions of computer science.

Being crucial for the development of high-performance networking, comput-
ing and communication systems, theoretical and mathematical foundations of
computer science, our conference encompassed a large number of research top-
ics and applications: from computational science, engineering and technology to
digital signal processing; from computational biology to game theory and other
related topics, which are included in the scope of this conference.

In order to ensure a high-quality international conference, we had a high-
quality reviewing course, undertaken by experts from home and abroad, with
low-quality papers being rejected.

Nothing would have been done without the help of the Program Chairs,
organization staff, and the members of the Program Committees. Thank you!

We hope readers will gather lots of information from these meaningful papers.

April 2011 Qihai Zhou
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Numerical Study for the Effects of Injection Parameters 
on Flow Fields of the Blockerless Thrust Reverser 

Yun-Hao Zhang1, Eriqitai2, and Xiao-Xing Li1 

1 School of Mechanical Engineering and Automaiton, BeiHang University,  
Beijing, 100191, P.R. China 

2 School of Jet Propulsion, BeiHang University, Beijing, 100191, P.R. China 

Abstract. In this paper, CFD was used to simulate the flow fields of the 
blockerless thrust reverser model. Based on the numerical simulation, the effects 
of different injection parameters on cascade flow ratio and injection flow ratio 
were analyzed. The characteristics of the flow fields were also investigated. It 
was indicated that location, angle and slot thickness of secondary flow injection 
had a great influence on the performance of the thrust reverser. Base on the 
analysis results, we can get the optimum injection parameters.  

Keywords: Blockerless thrust reverser, Numerical simulation, Secondary flow 
injection, Turbofan engine. 

1   Introduction 

The thrust reverser is the commonly used as the reduction gear, which is mainly used 
for reducing the landing distance of the airplane; and it is matched with the brake 
equipments to provide the braking. The large commercial aircraft uses the cascade 
thrust reverser which uses the blocker door to block engine fan flow and forces the air 
current turn to the cascade vanes to generate reverse thrust. With the development of 
the high-bypass-ratio turbofan engines, the disadvantages of the conventional cascade 
thrust reverser as heavy and high maintenance costs are obvious; NASA, GE and 
other research organizations have successively carried out the research on the thrust 
reverser, wherein, the blockerless thrust reverser is one new type thrust reverser [1] 

which draws more attention. The blockerless thrust reverser leads a small amount of 
high-pressure core flow and injects the current into the fan flow to form the high-
pressure gas curtain blocking the fan flow; moreover, makes it turn to the cascade 
vanes to generate the reverse thrust[1] [2][3] [4]. 

In the process of the research on the thrust reverser at present, mainly uses the 
methods of experimental simulation and numerical simulation. For the restrictions on 
the experimental techniques, the understanding for the characteristic of the flow field 
of thrust reverser is not sufficient; however, with the development of the CFD 
technology, the method of using the numerical simulation to study on the flow field of 
thrust reverser is used more and more widely. 

This paper uses the CFD technology to study the flow field of blockerless thrust 
reverser and analyzes the characteristics of its flow field. Through the study on the 
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effect of injection position, injection angle and injection pressure ratio on the 
performance of the reverse thrust to analyze the effect of the regularity for change in 
air injection parameter on the performance of the reverse thrust, which is useful for 
seeking the optimal design parameter when design the thrust reverser. 

2   Methodology 

2.1   Numerical Calculation Model 

The model of the thrust reverser makes the experimental model in the reference [1] as 
the basis and appropriately simplifies it. This model is a 7.9%-scale model with a fan-
to-core bypass ratio of 9 and the cascade vanes of the thrust reverser use the equal-
width vane. The position of the secondary flow injection is the internal face of the fan 
nozzle. To simplify the research, this paper will not consider the effect of the core 
flow on the entire flow field. 

2.2   Method of Calculation 

This paper uses the axisymmetric model and considers the flow of the air current in 
the blockerless thrust reverser as the two-dimensional steady compressible flow. 
Without considering the effects of the gravity, thermal radiation and chemical 
reaction in the flow, the three-dimensional compressible flow N-S equation under the 
Cartesian coordinates can be written as 

. 
(1)

In the equation, U is the Conservation variable and the F, G and H are the fluxes 

and are the viscosity terms.  

Currently, in the numerical simulation for the flow field of the thrust reverser, the 
commonly used turbulence models are SST k-ω model, Realzable k-ε model and 
RNG k-εmodel[5][6][7][8]. In this paper, it uses the RNG k-ε model which fits 
relatively well with the experimental data to do the numerical simulation. The discrete 
scheme of the equation uses the second order upwind difference scheme to obtain the 
higher calculation accuracy. 

 

Fig. 1. Two-Dimensional CFD Mesh used to Simulate the Flow Field in the Fan Duct 
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3   Results and Discussions 

3.1   Effect of the Injection Location 

The calculation in this part selects five injecting locations to study the influencing 
regularities of different injection positions to performance of the reverse thrust. In the 
calculation of this part, set the injection angle as 45 degree. And set the injection 
width as 0.635mm and set the injection pressure ratio 12. The injection locations are 
shown in the following table. 

Table 1. Setting of the Injection Position 

Serial Number 1 2 3 4 5 
Air Injection Position

（mm） 
38.4032 75.2602 85.4202 95.5802 164.0078 

As shown in the figure 2, the cascade flow ratio at different injection position is 
quite different. The cascade flow ratio at the injection position near the throat is 
relatively higher than the average value; therefore, the optimal air injection position 
should be near the throat. With the increase of the pressure ratio, the injection flow 
cannot completely block the fan flow; the unblocked fan flow generates thrust to 
cause the sharp decline of the reverse thrust. And the injection flow ratio also sharply 
reduces with the increase of FNPR. The injection flow ratio is high when it is at the 
low FNPR because the injection flow will baffle the fan nozzle which is at the front of 
the cascade window; therefore, the fan flow is very low and meanwhile, will cause the 
engine to break down; therefore, should try the best to avoid it. 

 

Fig. 2. Effects of the Injection Location on the Cascade Flow Ratio and Injection Flow Ratio 

Select the streamlined diagram of each air injection position when FNPR is 1.6 as 
shown in figure 3. The reflow zone behind the air injection position will gradually 
increase with the air injection position becomes closer and closer to the throat. The 
bigger of the reflow zone becomes, the greater effect of the blocking to the fan flow 
will be. The first three air injection positions cannot form effective blocking for the 
fan flow; therefore, the cascade window will generate the bigger reflow zone, which 
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will affect the performance of the reverse thrust. The flow field of the air injection 
position 4 and 5 are relatively ideal; the flow state in the cascade channel is also 
similar with the flow state of the conventional cascade thrust reverser and its reverse 
thrust efficiency is relatively high. 

 
（a）Injection Location 1       （b）Injection Location 2 

 
（c）Injection Location 3       （d）Injection Location 4 

 
（e）Injection Location 5 

Fig. 3. Streamlined Diagram of the Flow Field at Different Injection Position 

3.2   Effect of the Injection Angle 

Based on the research result of the front part, select the air injection position 4 whose 
barrier properties are relatively ideal and change its air injection angle to study the 
effect on the performance of the reverse thrust. And the settings of the parameters for 
the air injection seam are shown as the following table. 

Table 2. Settings of the Injection Parameters at Different Injection Angles 

Parameter Value 

Injection Width（mm） 0.635 

Injection Angle（°） 15，30，45，60，75，90 
Injection Pressure Ratio 12 

Injection Location 4 
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From the calculated results shown in figure 4, we can find that with the increase of 
the angle, the cascade flow ratio is gradually declining; with the increase of FNPR, 
the cascade flow ratio sharply dropped at first and then kept steady. For one certain 
air injection position, there’s a optimal air injection angle where its reverse thrust 
efficiency is the highest. Moreover, the injection flow ratio decreases with the 
increase of the angle and they seem to be the same at the high FNPR. When the air 
injection angle is relatively small at the low FNPR, the injection flow ratio is far more 
than the restriction of 0.05; therefore, selecting the optimal air injection angle needs to 
consider the reverse thrust efficiency and the injection flow ratio. 

 

Fig. 4. Effect of Injection Angle on the Cascade Flow Ratio and Injection Flow Ratio 

 
                  （a）15 Degree                        （b）30 Degree 

 
                    （c）45 Degree                        （d）60 Degree 

 
 （e）75 Degree                       （f）90 Degree 

Fig. 5. Streamlined Diagram of the Thrust Reverser at Different Injection Angle 
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When set the FNPR as 1.6, the streamlined diagrams for each air injection angle are 
shown as follow and study its characters of the flow field. As shown in the figure 5, it 
generates relatively large separation zone when the air injection is small and the barrier 
properties for the external bypass are also good. Because when the air injection angle is 
relatively small, the component velocity of the air current of the air injection along the 
flow direction of the air current in the external bypass is relatively larger, which has 
better barrier properties for the air current in the external bypass. When the air 
injection angle is too big or too small, then it cannot form the big separation zone to 
barrier the external bypass. We can notice that when the air current of the air injection 
cannot barriers the external well, there will form a relatively large recirculation zone at 
the cascade window, which will affect the reverse thrust efficiency of the entire device. 
There’s an optimal air injection angle at the certain position where its reverse thrust 
efficiency is low and the flow of the air injection is relatively low. The optimal air 
injection angle is related with the air injection position, pressure ration of the external 
bypass and the flow of the air injection. 

3.3   Effect of the Injection Pressure Ratio  

The injection pressure ratio affects the flow of the air injection much; in the 
calculation of this part, select four injection pressure ratios to calculate. The settings 
for the parameters are shown as follow.  

Table 3. Settings of the Injection Parameter at Different Injection Pressure Ratios 

Parameter Value 

the Injection Width（mm） 0.635 

Injection Angle（°） 45 

the Injection Pressure Ratio 1.6，8，10，12 

Injection Location 4 

As shown in the figure 6, the cascade flow ratio o increases with the increase of  
the injection pressure ratio and the reverse thrust increases with the increase of the 
injection pressure ratio. When the pressure ratio if bigger than 10, the curve for the 
cascade flow ratio keeps steady, which means the flow passed through the cascade 
window is almost saturated and there’s no great effect on the reverse thrust when the 
injection pressure ratio is increased; therefore, there’s an optimal injection pressure 
ratio. For the curve diagram for the injection flow ratio, we can get to know that the 
injection flow ratio increases with the increase of the injection pressure ratio. 

When select the pressure ratios as 1.6, the streamlined diagrams for the different 
pressure ratios of the air injection are shown as follow. With the increase of the 
pressure ratio, the separation zone at the back part of the air injection is gradually 
increased; therefore, the barrier properties for the external bypass will become better 
and better. All the four air current of the air injections do not completely barrier the 
external bypass; there’s a big recirculation zone at the cascade window, which will 
affect the reverse thrust efficiency of the entire device. 
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Fig. 6. Effect of the Injection Pressure Ratio on the Cascade Flow Ratio and Injection Flow Ratio 

     

(a) Injection Pressure Ratio 1.6            (b) Injection Pressure Ratio 8 

     
(c) Injection Pressure Ratio 10            (d) Injection Pressure Ratio 12 

Fig. 7. Streamlined Diagrams for the Thrust Reverser at Different Injection Pressure Ratio 
when the Pressure Ratio is 1.6 

4   Conclusion 

This paper uses the CFD technology to do the numerical simulation on the flow field 
of the blockerless thrust reverser; moreover, it inspects the effect of the injection 
position, injection angle and the injection width on the performance of the thrust 
reverser and gets the conclusions as follow: 

（1） To change the injection position, injection angle and the injection width can 
obviously affect the performance of the reverse thrust in the blockerless 
thrust reverser. To obtain the optimal injection position near the throat. When 
the injection angle is relatively small, it can obtain the optimal injection 
angle. And the injection width can significantly affect the injection flow and 
further affects the performance of the thrust reverser. 
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（2） Thrust reverser efficiency and flow injection ratio are two paradoxical 
performance indexes; to satisfy the design requirement of the injection flow 
ratio, the reverse thrust efficiency is always discarded to seek the optimal 
balance point. 

（3） The cascade flow does not change a lot with the different air injection states; 
to seek the optimal reverse thrust performance, it is necessary to improve the 
design of the cascade vanes according to the concrete characteristics of the 
flow field. 
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Abstract. Based on H1-Galerkin mixed finite element method, which
may get off the requirement of LBB consistency condition, a numeri-
cal approximate scheme is established with nonconforming quasi-Wilson
element for the dispersive-dissipative wave equation(DDWE). As quasi-
Wilson element possesses a special property i.e. the consistency error
is one order higher than interpolation error, the corresponding optimal
error estimate is derived by the interpolation technique instead of the
generalized elliptic projection which is necessary for classical error esti-
mates of finite element method.

Keywords: Dispersive-dissipative wave equation, nonconforming quasi-
Wilson element, H1-Galerkin mixed finite element method, optimal error
estimates, interpolation technique.

1 Introduction

With the development of the mixed finite element methods, Pani [1] proposed
a new mixed finite element method named H1-Galerkin mixed finite element
method which need not satisfy the LBB consistency condition. From then on, the
method has applications in many practical problems, for example, the method is
applied to the parabolic partial differential equations[1], hyperbolic type integro-
differential equation[2], pseudo-hyperbolic equations[3], Sobolev equations[4] and
so on. On the other hand, it is known that the famous nonconforming Wilson el-
ement is much better than conforming bilinear element. As an improved Wilson
element, quasi-Wilson element is convergent for arbitrary quadrilateral meshes.
Recently, Jiang and Cheng[5] proposed a simple quasi-Wilson element which
passes Irons patch test and is convergent for arbitrary quadrilateral meshes, this
idea comes from Shi and Chen[6]. Shi and Chen[7] extended this element to
� Corresponding author.
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a class of quasi-Wilson elements. Experiments showed that these elements have
good numerical results. Chen and Shi[8] proved the consistency error due to non-
conformity of elements in [5], Shi and Chen[8] proved that the consistency error
of quasi-Wilson element was an order O(h2), one order higher than of Wilson
element. Because of this, the qausi-Wilson element have the better convergence
behavior. In this paper, we establish a H1-Galerkin mixed scheme with non-
conforming quasi-Wilson element for the following dispersive-dissipative wave
equation[9]⎧⎪⎪⎨

⎪⎪⎩
utt − Δut − Δutt − Δu = f(X), in Ω × [0, T ],

u(X, t) = 0, on ∂Ω × [0, T ],

u(X, 0) = u0(X), ut(X, 0) = u1(X), in Ω,

(1)

where Ω is a convex polygonal domain in R
2 with Lipschitz continuous boundary

∂Ω, [0, T ] is the time interval, u0(X), u1(X) are given functions and f(X) is a
smooth function. Then, we derive optimal order error estimate by using the
above superiority of the proposed method.

2 Construction of the Elements

Let K̂ = [0, 1]× [0, 1] be a reference element on ξ−η plane and Â1 = (0, 0), Â2 =
(1, 0), Â3 = (1, 1), Â4 = (0, 1) be its four vertices.

Next, we define the finite elements {K̂, P̂ i, Σ̂i(i = 1, 2)}

P̂ 1 = span{Ni(ξ, η), (1 ≤ i ≤ 4)}, Σ̂1 = {v̂1, v̂2, v̂3, v̂4},

P̂ 2 = span{Ni(ξ, η), (1 ≤ i ≤ 4), ϕ(ξ), ϕ(η)}, Σ̂2 = {v̂1, v̂2, v̂3, v̂4, v̂5, v̂6},
where

N1(ξ, η) = (1−ξ)(1−η), N2(ξ, η) = ξ(1−η), N3(ξ, η) = ξη, N4(ξ, η) = (1−ξ)η,

ϕ(t) = −3
4
t(t − 1) +

5
32

[(2t − 1)4 − 1],

v̂i = v̂(Âi) (1 ≤ i ≤ 4), v̂5 =
∫

K̂

∂2v̂

∂ξ2
dξdη, v̂6 =

∫
K̂

∂2v̂

∂η2
dξdη.

The interpolation functions which are well-posed can be expressed as follows:

Îhv̂ =
4∑

i=1

Ni(ξ, η)v̂i, Î1
hv̂ =

4∑
i=1

Ni(ξ, η)v̂i + ϕ(ξ)v̂5 + ϕ(η)v̂6.

Let Ω ⊂ R
2 be a convex polygonal domain with boundaries ∂Ω parallel to

the axes, and Γh be a family of decomposition of Ω with Ω̄ =
⋃

K∈Γh

K.
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∀K ∈ Γh, let OK = (xK , yK) be the center of K, and hx, hy be the perpen-
dicular distances between OK and two sides of K which are parallel to the two
coordinate planes, respectively.

The K can be written as

K = [xK −hx, xK +hx]× [yK −hy, yK +hy], hK = max{hx, hy}, h = max
K∈Γh

hK .

The affine mapping FK : K̂ → K is defined as follows:{
x = xK + hxξ,

y = yK + hyη.

Then, the associated finite element spaces Vh and Wh are defined by

Vh = {vh : vh |K∈ P̂ 1 ◦ F−1
K , vh |∂Ω= 0};

Wh ={−→w h =(wh
1 , wh

2 ) :wh
i |K∈ P̂ 2 ◦ F−1

K , for any nodal point a∈∂Ω,−→w h(a)=(0, 0)},
then for all v ∈ H2(Ω), −→w = (w1, w2) ∈ (H1(Ω))2, we define the interpolation
operators Ih and Πh as

Ih : H2(Ω) → Vh, Ih |K= IK , IKv = (Îhv̂) ◦ F−1
K

and

Πh : (H1(Ω))2 → Wh, Πh |K= ΠK , ΠK
−→w = ((Î1

hŵ1) ◦ F−1
K , (Î1

hŵ2) ◦ F−1
K ),

respectively.

3 Semi-discrete Scheme of the H1-Galerkin Mixed Finite
Method

We split the first equation of (1) into the following system of two equations

∇u = −→q , utt − div−→qt − div−→qtt − div−→q = f. (2)

The weak form of (2) is defined to be a pair {u,−→q } : [0, T ] → H1
0 (Ω) ×

H(div, Ω) satisfying⎧⎪⎨
⎪⎩

(∇u,∇v) = (−→q ,∇v), ∀v ∈ H1
0 (Ω),

(−→qtt,−→w ) + (div−→qt + div−→qtt + div−→q , div−→w ) = (f, div−→w ), ∀−→w ∈ H(div, Ω),
u(X, 0) = u0(X), ut(X, 0) = u1(X), in Ω.

(3)
The semi-discrete procedure of H1-Galerkin mixed finite element method for

system (3) is to find a pair {uh,−→q h} : [0, T ] → Vh × Wh such that⎧⎪⎨
⎪⎩

(∇uh,∇vh) = (−→q h,∇vh), ∀vh ∈ Vh,

(−→qtt
h,−→w h) + (div−→qt

h + div−→qtt
h + div−→q h, div−→w h) = (f, div−→w h), ∀−→w h ∈ Wh,

uh(X, 0) = Ihu0(X), uh
t (X, 0) = Ihu1(X), in Ω.

(4)
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4 Error Estimates

At first, we give a lemma which is important for the error analysis and can be
found in [8].

Lemma 1. ∀u ∈ H1
0 (Ω)

⋂
H2(Ω), ∀−→ψ ∈ Wh, then there holds

|
∑

K∈Γh

∫
∂K

u(−→ψ · −→n )ds| ≤ Ch|u|2‖−→ψ ‖0,

where ‖−→ψ ‖2
0 =

∑
K∈Γh

‖−→ψ ‖2
L2(K) and ‖−→ψ ‖2

H(div;Ω) = ‖−→ψ ‖2
0 + ‖div

−→
ψ ‖2

0. Here and

later, hK is the length of the longest side of K, h = max
K∈Γh

hK and C denotes a

general positive constant which is independent of h.
Now, we will state the following main result of this paper.

Theorem 1. Suppose {u,−→q } and {uh,−→q h} are solutions of (3)and(4), respec-
tively. There holds

‖u − uh‖2
h + ‖−→q −−→q h‖2

H(div;Ω) ≤ Ch2

∫ t

0

χ(τ)dτ,

where χ(τ) = ‖u‖2
2 + ‖utt‖2

1 + ‖−→qtt‖2
1 + ‖−→q ‖2

1 + ‖div−→qt ‖2
1 + ‖div−→qtt‖2

1 + ‖div−→q ‖2
1.

Proof: Let u − uh = (u − Ihu) + (Ihu − uh) = η + ξ, −→q − −→q h = (−→q −
Πh

−→q ) + (Πh
−→q −−→q h) = −→ρ + −→

θ , then the error equations can be rewritten as⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(∇ξ,∇vh) = −(∇η,∇vh) + (−→ρ ,∇vh) + (−→θ ,∇vh),

(−→θtt,−→w h) + (div
−→
θ + div

−→
θt + div

−→
θtt, div−→w h) =

−(−→ρtt,−→w h) − (div−→ρt + div−→ρtt + div−→ρ , div−→w h) +
∑

K∈Γh

∫
∂K

utt
−→w h · −→n ds.

(5)
Setting vh = ξ, −→w h = −→

θ in (5) and summing its two equations, we get

‖∇ξ‖2
0 +

1
2

d

dt
‖−→θt‖2

0 +
1
2

d

dt
‖div

−→
θt‖2

0 +
1
2

d

dt
‖div

−→
θ ‖2

0 = −(∇η,∇ξ) +

(−→ρ ,∇ξ) + (−→θ ,∇ξ) − (−→ρtt,
−→
θt ) − (div−→ρt , div

−→
θt ) − (div−→ρtt, div

−→
θt ) −

(div−→ρ , div
−→
θt ) +

∑
K∈Γh

∫
∂K

utt
−→
θt · −→n ds =

8∑
i=1

Ai. (6)

Using Cauchy-Schwartz inequality and Lemma 1, terms on the right side of
(6) can be estimated as follows

|A1| = | − (∇η,∇ξ)| ≤ C(‖∇η‖2
0 + ‖−→ρ ‖2

0) + ε1‖∇ξ‖2
0;

|A2| = |(−→ρ ,∇ξ)| ≤ C(‖∇η‖2
0 + ‖−→ρ ‖2

0) + ε1‖∇ξ‖2
0;

|A3| = |(−→θ ,∇ξ)| ≤ C‖−→θ ‖2
0 + ε1‖∇ξ‖2

0;

|A4| = | − (−→ρtt,
−→
θt )| ≤ C‖−→ρtt‖2

0 + ε2‖−→θt‖2
0;
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|A5| = | − (div−→ρt , div
−→
θt )| ≤ C‖div−→ρt‖2

0 + ε3‖div
−→
θt‖2

0;

|A6| = | − (div−→ρtt, div
−→
θt )| ≤ C‖div−→ρtt‖2

0 + ε3‖div
−→
θt‖2

0;

|A7| = | − (div−→ρ , div
−→
θt )| ≤ C‖div−→ρ ‖2

0 + ε3‖div
−→
θt‖2

0;

|A8| =
∑

K∈Γh

∫
∂K

utt(
−→
θt · −→n )ds ≤ Ch|utt|2‖−→θt‖0 ≤ Ch2‖utt‖2

2 + ε2‖−→θt‖2
0.

Integrating both sides of (6) form 0 to t, employing the above estimates and

noticing
∫ t

0

‖−→θ ‖2
0dτ ≤

∫ t

0

(
∫ τ

0

‖−→θt‖2
0ds)dτ ≤ C

∫ t

0

‖−→θt‖2
0dτ , the following esti-

mate will be derived by Gronwall’s lemma

‖−→θt‖2
0 + ‖div

−→
θt‖2

0 + ‖div
−→
θ ‖2

0 ≤ C

∫ t

0

(‖∇η‖2
0 + ‖−→ρtt‖2

0 + ‖−→ρ ‖2
0 + ‖div−→ρt‖2

0 +

‖div−→ρtt‖2
0 + ‖div−→ρ ‖2

0)dτ + Ch2

∫ t

0

‖utt‖2
2dτ =

7∑
j=1

Bj . (7)

By interpolation theory, we have the following estimates

B1 =
∫ t

0

‖∇η‖2
0dτ ≤ Ch2

∫ t

0

‖u‖2
2dτ ;

B2 =
∫ t

0

‖−→ρtt‖2
0dτ ≤ Ch2

∫ t

0

‖−→qtt‖2
1dτ ;

B3 =
∫ t

0

‖−→ρ ‖2
0dτ ≤ Ch2

∫ t

0

‖−→q ‖2
1dτ ;

B4 =
∫ t

0

‖div−→ρt‖2
0dτ ≤ Ch2

∫ t

0

‖div−→qt ‖2
1dτ ;

B5 =
∫ t

0

‖div−→ρtt‖2
0dτ ≤ Ch2

∫ t

0

‖div−→qtt‖2
1dτ ;

B6 =
∫ t

0

‖div−→ρ ‖2
0dτ ≤ Ch2

∫ t

0

‖div−→q ‖2
1dτ.

Based on the above estimates, we gain
7∑

j=1

Bj ≤ Ch2

∫ t

0

χ(τ)dτ. (8)

Combining (7) and (8), we can deduce that

‖−→θt‖2
0 + ‖div

−→
θt‖2

0 + ‖div
−→
θ ‖2

0 ≤ Ch2

∫ t

0

(‖u‖2
2 + ‖utt‖2

1 + ‖−→qtt‖2
1 + ‖−→q ‖2

1 +

‖div−→qt‖2
1 + ‖div−→qtt‖2

1 + ‖div−→q ‖2
1)dτ. (9)

Noticing that −→θ (0)=−→0 , we get −→θ (t)=
∫ t

0

−→
θt (τ)dτ and ‖−→θ ‖2

0 ≤ C

∫ t

0

‖−→θt‖2
0dτ .
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Thus, the following estimate can be obtained by (9)

‖−→θ ‖2
H(div;Ω) = ‖−→θ ‖2

0 + ‖div
−→
θ ‖2

0 ≤ Ch2

∫ t

0

(‖u‖2
2 + ‖utt‖2

1 + ‖−→qtt‖2
1 + ‖−→q ‖2

1 +

‖div−→qt‖2
1 + ‖div−→qtt‖2

1 + ‖div−→q ‖2
1)dτ, then the proof of Theorem 1 is completed

by use of triangle inequality.
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Abstract. In recent years, the geohazards are very serious all over the world, 
especially in China such as the Wenchuan earthquake-trriggered geohazards 
and Zhouqu debris flows. As one of the effective and inexpensive approaches, 
pre-geohazards information monitoring technology is being more and more 
valued and has attached lots of researchers’ interests. Some modern information 
technologies are adopted to develop the geohazards equipments such as 
GPRS/GSM/GPS, WSN, and MEMS and the effects are obvious. However, 
almost most monitoring equipments use fixed-period sampling model which 
has caused some conflicts among the data redundancy, data integrity, 
communication costs and the system power consumptions. Thus, one dynamic 
hierarchical data acquisition (DHDA) model according to the geohazard 
development characteristics is proposed and the implementation technology is 
described. Finally, one case study about the model application is developed in 
the Panzhihua Airport Landslide, China. The results have evinced the DHDA 
model is effective for pre-geohazards information acquisition. 

Keywords: Geohazards – Information acquisition – Landslide displacement – 
Monitoring – Early warning. 

1   Introduction 

1.1   Severity of the Geohazard Situation 

Every year, countries all over the world have been struck by lots of geohazards. All 
geohazards have caused substantial human and financial losses. Furthermore, China is 
one of the countries with serious geohazards in the world, estimated at the annual 
dead of about 1000 people and the annual cost of approximately 10 billion Yuan 
(Zhang et al. 2005).  

On Monday, May 12, 2008, a devastating mega-earthquake of magnitude 8.0 
struck the Wenchuan area, northwestern Sichuan Province, China. The earthquake has 
triggered lots of secondary geohazards such as rock avalanches, landslides, landslides 
dams and debris flows. China Geological Survey has identified 4,970 potentially risky 
sites, 1,701 landslides, 1,844 rock avalanches, 515 debris flows, and 1,093 unstable 
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slopes (Cui et al. 2009). There are more than 10,000 potential geohazard sites induced 
by the Wenchuan earthquake (Yin et al. 2009). Meanwhile, Lessons from Wenchuan 
Earthquake tell us that geohazards will continue after the earthquake in active fault 
regions (Cui et al. 2009). In all, the geohazard situation of China is very severe. 

1.2   Importance and Urgency of the Geohazards Monitoring 

Facing to the lots of geohazards and the expensiveness of the mechanical 
reinforcement measures (Uchimura et al. 2010), the geohazards monitoring and early 
warning work is undoubtedly important.  

Cui P et al. (Cui et al. 2009) indicated that after the Wenchuan earthquake, 
Landslides and rock avalanches will continue for the next 5 or 10 years in the affected areas 
and debris flow activity for 10 or 20 years. As China has more than 20 earthquake zones in 
the mountainous area, it is very urgent to carry out geological hazards monitoring work. 

As all we know, Geohazards risk reduction is a pressing societal need in 
mountainous countries and along many coasts, lakes and rivers in other areas. 
Engineering measures to stabilize dangerous slopes can be costly or impractical in 
many cases. Monitoring and Warning are the most economical risk-reduction measures 
for rapid-onset geohazards, and development of early warning systems for mitigating 
natural risks is a topic of much research around the world (Sassa et al. 2010). We 
should take effective monitoring and warning measures to reduce the disaster losses.  

1.3   Status of the Pre-geohazards Information Acquisition 

According to geohazards characteristics, they can be monitored by catching the pre-
hazards information before the disasters. The pre-hazards information can be divided 
into two parts and one is generated by the geologic bodies such as the earth fissures, 
rock cracks and tilts, and sonic waves. Another is the external factors which may 
trigger the geohazards such as rainfalls, typhoons and earthquakes. All the pre-
hazards information is the foundation of the geohazards monitoring and early 
warning. It is very important for geohazard monitoring that how can we obtain these 
information efficiently. 

Yin YP et al. (Yin et al. 2010) have developed related works, he and his colleagues 
have established one geohazards monitoring and warning demonstrate station in the 
Three Gorges Reservoirs area since 1999. The monitoring system mainly acquires the 
GPS, BOTDR and deep displacement data, and adopts GPRS to transfer data within 
hours, minutes, or even shorter. Uchimura et al. (Uchimura et al. 2010) present a low-
cost and simple monitoring method for early warning of landslides by employing 
MEMS tilt sensors in place of extensometers on the slope surface and volumetric 
water content sensors, and the data are transferred through a wireless network with 
the cycle of 10 minutes. Sassa et al. (Sassa et al. 2010) present a study aimed at 
developing a new computer simulation code integrating the initiation and motion of 
rapid landslides triggered by earthquake, rain, or their combined effects. 

After summarizing the predecessors’ research achievements, we can obtain the 
following primary conclusions about the current situations of the pre-hazards 
information acquisition: Generally speaking, there are mainly two methods for the 
pre-hazards information acquisition currently, one is the artificial field acquisition and 
another is automatic acquisition. The first method needs our technical persons 



 One DHDA Model for Pre-geohazards Information Acquisition 17 

acquiring the concern data by professional equipments at the monitoring sites and the 
acquisition cycle is fixed according to the degree of the disaster. At the same time,  
the automatic approach uses the wireless communication platforms to collect the 
motoring information. Specifically, first we install the acquiring equipments at the 
disaster site, and then under the controlling of the MCU (Micro-Control-Unit) 
embedded in the acquiring equipments, the data will be uploaded to the remote 
controlling center or saved locally on the basis of the acquisition cycle set by the 
MCU instruction. The GSM/GPRS/CDMA technologies are always adopted to 
establish the wireless communication platform. Furthermore, both methods have a 
common feature that the acquisition cycle is fixed (Also known as fixed-period 
sampling) and always can’t be modified. 

2   Model Buildings 

2.1   Development Characteristics of Geohazards  

On basis of the geohazards characteristics, the developmental process can be divided 
into two periods: developmental period and disaster-coming period. During the 
developmental period, the variation of pre-geohazard is too small and the geohazard 
parameters changing cycle is about several days or even several ten days. On the 
contrary, the variation is large and the geohazard parameters changing cycle is about 
several hours or even several minutes.  

In this case, if we use the fixed-period sampling method, it will undoubtedly give 
rise to the data redundancy during the developmental period and data missing during 
the disaster-coming period. Specifically, a smaller sampling interval will ensure the 
integrity of data during the disaster-coming period but lead to the data redundancy 
during the developmental period, and furthermore, the effectiveness of the monitoring 
system will be greatly reduced because of the promotion of the communication costs 
and the system power consumptions during the developmental period.  

On the other hand, a larger sampling interval will reduce the degree of the data 
redundancy, the communication costs and the system power consumptions during the 
developmental period, but lead to the data missing during the disaster-coming period 
and that is not conducive to disaster early warning and forecast. 

Thus, one more effective, dynamic hierarchical data acquisition (DHDA, dynamic 
hierarchical data acquisition) approach according to the geohazards characteristics is 
proposed in this paper and the corresponding model and implementation technology 
are described too. 

2.2   Model Present 

On basis of the discussion about the geohazards development characteristics, we have 
merged the dynamic and hierarchical data acquisition thought. The basis thought of 
the DHDA model is that: on basis of the geohazard risk hierarchical table, we 
dynamically regulate the current sampling interval according to the pre-geohazard 
information we have previously acquired. The DHDA model consists of 6 steps as 
follows: 
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Step I: Determining the category of the pre-geohazard information concerned. 
According to the monitoring object’s condition, there are mainly - several ten 
categories we can choose such as displacement, pressure, rainfall, tilt angle, and 
volumetric water content and so on. We mark the concern category as PGIC-a for 
example. 

Step II: Classing the geohazards based on the risk reflected by the pre-geohazard 
information we concerned such as PGIC-a. In other words, here we class the 
geohazards in view of the level of the PGIC-a, not of the risk of the geohazards itself. 
According to the PGIC-a, the geohazards are classed into 1, 2, 3 … N-1, N in total of 
n grades, and then we set the sampling interval as t1, t2, t3… tN-1, tN corresponding to 
the risk grade (t1>t2>t3>…>tN-1>tN).  

Step III: Acquiring the initial value of the PGIC-a. With the motoring equipment 
set in situ, the MCU embedded in the motoring equipment obtains the initial value as 
V0 and stores the V0 into the information-comparison memory. The initial sampling 
interval is determined by experiences and we mark it as tm (1<m<N). Especially, here 
we used a timer integrated in the MCU controlling the data sampling.  

Step IV: Acquiring the current value of the PGIC-a. When the sampling interval 
time is coming, the motoring equipment will acquire the current PGIC-a as Vc. 

Step V: Determining the current risk grade of the geohazard. We mark the previous 
sampling as Vc-1, and then we calculate the difference between Vc and Vc-1 by formula 
(Equation 1): 

△ = | Vc - Vc-1 | (1)

According to the △ value above, we can determine the current risk grade on basis of 
the geohazard risk hierarchical table. 

Step VI: Modifying the current sampling interval. Using the current risk grade 
determined in the step V, we can modify the sampling interval by using the MCU 
embedded in the motoring equipment. 

In order to facilitate interpretation, finally, one case study about the model 
application is developed in the Panzhihua Airport Landslide, China. 

3   Case Study: The Panzhihua Airport Landslide Displacement 
Information Acquisition 

3.1   Basic Characteristics of the Panzhihua Airport Landslide 

Panzhihua City is located in Panzhihua-Xichang Rift Valley, where the topography 
and geological conditions are quite complex and the Panzhihua Airport is in this 
belt.(Qin. 2008). Since September 2009, the NO.12 landslide located in the east of 
Panzhihua Airport filling body part P140-160 has been developed. The back edge of 
the landslide appears obvious traction cracks and the cracks begin to widen coupled 
with slippage. The front retaining walls have been pushed and begin to appear 
deformation cracks. October 3, the landslide severely slides and is being an unstable 
state. The landslide is a typical tongue shape, with length of 450m, width of 400m,  
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thickness of 40m, the volume of about 5 million m3 and the sliding distance of about 
400~450m. By the preliminary estimate, the landslide is a very large one produced in 
the airport high-fill body. 

3.2   Displacement Monitoring 

According to site survey situation, we have developed the displacement monitoring 
programs along the surface fissure groove and Fig. 1 shows the schematic and the 
field photo of the monitoring approach in situ. 

   

Fig. 1. Schematic and field photo of the monitoring approach in situ 

In this case, the system used the resistance-type rod-type displacement sensor and 
the sensor was set above the fissure. When the fissure enlarges, the pull rod of the 
sensor will move along the drawing direction. Through the lead wire, the sensor is 
connected with the data acquisition equipment. 

According to the status of the fissure development, we determined 4 grades: 1-
grade, 2-grade, 3-grade and 4-grade. At the same time, 4 sampling interval one-to-one 
corresponding to the 4 risk grades are determined. The t1 is 3 hours, t2 is 2 hours, t3 is 
1 hours and the t4 is 0.5 hours. Furthermore, Table 1 shows the fissure displacement 
risk grades. 

Table 1. Fissure displacement risk hierarchical table 

Sampling 

interval 
Grade 

The variation of 

displacement 

during t
1
-sampling 

interval 

The variation of 

displacement 

during t
2
-sampling 

interval 

The variation of 

displacement 

during t
3
-sampling 

interval 

The variation of 

displacement 

during t
4
-sampling 

interval 

t
1
=3 hours 1-grade 0~5 mm 0~3 mm 0~2 mm 0~1 mm 

t
2
=2 hours 2-grade 6~10 mm 4~7 mm 3~4 mm 2~3 mm 

t
3
=1 hours 3-grade 11~15 mm 8~10 mm 5~6 mm 4~5 mm 

t
4
=0.5 hours 4-grade •16 mm 11 mm 7 mm 6 mm 
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For example, if the △ value during the t1 sampling interval is 13 mm, then the 
current risk grade should be 3-grade according the Table 1. And thus, we should 
regulate the current sampling interval into t3 mean to 1 hours sampling interval. 
Furthermore, if the △ value during the t1 sampling interval is 8 mm, then the current 
risk grade should be 2-grade. And thus, we should regulate the current sampling 
interval into t2 mean to 2 hours sampling interval. 

3.3   Monitoring Results and Performance Analysis 

Table 2 and Table 3 show that the displacement information acquired by using the 
DHDA model. 

Table 2. Displacement value from 00:41:43 to 21:39:19 on Feb 28, 2010 

Day time Sampling time 
Displacement 
value/mm △/mm 

Sampling 
interval/hours 

2010/02/28 00:41:43 85 --- 3 
2010/02/28 03:41:10 85 0 3 
2010/02/28 06:40:38 85 0 3 
2010/02/28 09:40:06 85 0 3 
2010/02/28 12:40:01 85 0 3 
2010/02/28 15:39:28 85 0 3 
2010/02/28 18:39:24 85 0 3 
2010/02/28 21:39:19 85 0 3 

Table 3. Displacement value from Dec 4 to Dec 5, 2009 

Day  Sampling 

time 

Displace- 
ent value 
/mm 

△/mm 
Sampling 
interval 
/hours 

Day  Sampling 

time 

Displace-
ment value 
/mm 

△/mm 
Sampling 
interval 
/hours 

12/04 11:09:06 119 --- 3 12/05 05:41:19 214 9 0.5 
12/04 14:09:10 125 6 2 12/05 06:11:50 223 8 0.5 
12/04 16:09:38 130 5 2 12/05 06:41:35 231 10 0.5 
12/04 18:10:06 132 2 2 12/05 07:11:28 241 6 0.5 
12/04 20:10:15 136 4 2 12/05 07:41:56 247 7 0.5 
12/05 00:10:28 144 8 2 12/05 08:12:25 254 6 0.5 
12/05 01:10:56 151 7 1 12/05 08:42:52 260 6 0.5 
12/05 01:40:19 157 6 0.5 12/05 09:12:19 266 7 0.5 
12/05 02:11:29 165 8 0.5 12/05 09:42:35 273 7 0.5 
12/05 02:41:38 172 7 0.5 12/05 10:12:58 280 7 0.5 
12/05 03:11:06 180 8 0.5 12/05 10:42:27 287 9 0.5 
12/05 03:41:15 186 6 0.5 12/05 11:12:09 296 10 0.5 
12/05 04:10:28 193 7 0.5 12/05 11:42:02 306 12 0.5 
12/05 04:40:56 200 6 0.5 12/05 12:41:33 318 20 0.5 
12/05 05:10:34 206 8 0.5 12/05 13:11:50 338 24 0.5  

From Table 2, if the risk grade is low such as 1-grade, this DHDA model can only 
acquire 8 data per day and the communication cost is about 0.8 Yuan if the 
communication service provider is Chinese companies. On the contrary, take 2 hours 
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sampling interval for example, the traditional approaches which use the fixed-interval 
sampling technology can acquire 12 data per day and the cost is about 1.2 Yuan. 
Thus, on the condition of the low risk grade, the DHDA model can save about 1/3 
costs per day and the data redundancy is only 2/3 of the traditional method. 
Furthermore, the larger sampling interval needs the little boot time and so the system 
power consumption could be reduced considerably. 

From Table 3, if the risk grade is high such as 3-grade, the traditional approach can 
only acquire 13 data on the condition of 2 hours fixed sampling. But the DHDA 
approach can acquire about 30 data because of the dynamic hierarchical mechanism. 
So it assures the integrity of the pre-geohazard information during the disaster-coming 
period although the communication costs and the system power consumption can be 
slightly increased. 

4   Conclusions 

Aiming at the traditional geohazards information acquisition conflicts among the data 
redundancy, data integrity, communication costs and the system power consumptions, 
one dynamic hierarchical data acquisition model is proposed.Several cognitions are 
formed from the research as follows: 

I: The DHDA model and the corresponding technology enable our monitoring 
work finding one equilibrium point among the data redundancy, data integrity, 
communication costs and the system power consumption. Specifically, it can 
effectively induce the data redundancy during the developmental period and assure 
the integrity of the information during the disaster-coming period. At the same time, it 
can also visibility reduce the communication costs and the system power consumption 
so as to promote the practical applicability and long-lasting of the geohazards 
monitoring instruments. 

II: The DHDA model proposed can also been put into other measuring areas such 
as environmental monitoring, health monitoring of the buildings and bridges. 

III: The risk grade hierarchical table was designed depending on the researchers’ 
experiences and thus there were some errors because of uncertainty. But with the 
progress of the geohazards monitoring and early warning, the errors will be less and 
less and the monitoring effect will be better and better. 

IV: Because different geohazards have different development characteristics, it 
needs us designing different risk grade hierarchical tables according to the special 
sites, and that is the shortcoming of the model. 

V: There are still spaces for the implementation algorithm of the model such as 
two-dimensional fuzzy control and nonlinear algorithm so as to improve the 
performances.  

In all, the application results have evinced that the DHDA model is effective 
although there are several points need to be studied further. 
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Abstract. The network content security system of Internet information requires 
a controlling force over information flows which allows the access to some 
information and prohibits some other information. The complexity of Internet 
information flows makes it difficult to control precisely over the Internet. 
Consequently, corresponding evaluation shall be conducted over all kinds of 
controlling methods. In the paper, precision rate and error rate metrics are 
proposed to evaluate the network content security system. Consequently we use 
the evaluation methods in intrusion detection and information retrieval for 
reference to evaluate the network content security system. We take a deep 
analysis for the evaluation methods from two aspects which are “monotony” of 
evaluation methods and the sensibility of evaluation methods and point out 
which of these methods are applicable to network content security controlling 
system. At last, we state briefly the application range of CID, ECC, NAMI and 
other metrics. 

Keywords: content security; access control; evaluation method; metric. 

1   Introduction 

The fast development of the Internet has enabled people to acquire information in a 
more convenient way. Currently, the Internet has replaced newspapers, TV and other 
traditional media as the main information source for people, especially for the youth. 
However, there are also large amount of pornographic, violent and terrorism 
information that spread on the Internet [1][2], which endangers the physical and 
psychological health of youngsters. In order to control the illegal flow of the 
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information, we shall classify and filter all the information during the transmission 
process, as well as at the target end. As for this, network content security was 
considered to prevent the harmful information transmission. But how to evaluate the 
efficiency of the network content security system is very important. Therefore, 
evaluation of the controlling capability of content security system on the Internet is in 
fact a research concentration [3]. 

At present, research on information content security of network still remain at the 
preliminary stage and they paid more attention to network security evaluation. [4] 
provides several effective and efficient methods for modeling and analysis of network 
security, and also analyze network survivability. [5] proposes a model for Information 
Security Management, called an Information Security Management Model (ISM2) 
which introduces the idea of international security criteria or international security 
standards. [6] presents a Colored Petri Net based tool which allows to describe 
graphically a given network topology, the network security mechanisms and the 
security goals required. Few researches are conducted on the evaluation methods of 
network content security. In this paper, we paid more attention to evaluate the content 
security of the Internet. 

However, there are some similarities between the objective of network content 
security and the objective of intrusion detection and information retrieval. At the same 
time, there are also obvious differences between content security and intrusion 
detection, as well as information retrieval. For this reason, we will have to make 
corresponding research on related evaluation methods over them and make sure which 
of these methods are applicable to the evaluation of network content security. 

The paper mainly discusses evaluation methods that related with precision rate and 
error rate, so as to analyze which of these methods are applicable to network content 
security systems evaluation. As for this, we would mainly proceed from three aspects: 
(1) Equivalency of evaluation methods; (2) “Monotony” of evaluation methods; (3) 
Sensibility of evaluation methods. Here, sensibility refers to the situation that: if a 
slight value change of a certain evaluation method A would lead to a major value 
change of another evaluation method B, we can say that B’s sensibility is higher than 
that of A. Many systems have requirements in sensibility.  

2   Overview of Performance Evaluation Methods 

Because of the similarity among the network content security and intrusion detection 
and information retrieval, we are able to use the evaluation methods in intrusion 
detection and information retrieval for reference to evaluate the network content 
security system. So we first analyze the evaluation methods in intrusion detection and 
information retrieval. 

The most commonly used evaluation methods [7-12] in information retrieval are: 
Precision, Recall, Normalized Precision and Recall, ε, F, Receiver Operating 
Characteristic (ROC), Average Search Length (ASL), Expected Search Length (ESL), 
response time, system stability and resource occupancy rate. Precision and Recall are 
the basis of all other evaluation methods (except for ASL, ESL, response time, system 
stability and resource occupancy rate). 
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The most frequently used evaluation methods[13-16] in intrusion detection are: 
True Position Rate (TPR), False Position Rate (FPR), Positive Predictive value 
(PPV), Negative Predictive value (NPV), CID(Intrusion Detection Capability), ROC, 
Cost-based Analysis, response time, system stability and resource occupancy rate. 
True Position Rate and False Position Rate are the basis of all other evaluation 
methods (except for ASL, ESL, response time, and system stability and resource 
occupancy rate) for intrusion detection. 

2.1   Intrusion Detection Evaluation Metrics 

Basic Methods for Intrusion Detection Evaluation: 

a
TPR

a b
=

+               

c
FPR

c d
=

+  
(1)

For intrusion detection, ‘a’ stands for the volume of intrusion events that have been 
detected. ‘b’ stands for the volume of intrusion events that have not been detected. ‘c’ 
stands for the volume of normal events that have been mistaken as intrusion events. 
‘d’ stands for the volume of normal events. When using in information retrieval and 
content security, the meaning of ‘a’, ‘b’, ‘c’ and ‘d’ remains the same and we will not 
be explained any more. 

We can see that TPR is the probability that intrusion events are successfully 
detected, while FPR is the probability that normal events are mistaken as intrusion 
events. The evaluation on TPR and FPR is double-metric evaluation. In most 
occasions, what we need is synthetically evaluation metric. For this reason, we have 
to integrate these metrics. In the following, we are going to discuss integration 
methods applied in intrusion detection. 

Set X as the input variable of the Intrusion detector, in which, X=1 stands for that 
the specified event is intrusion event, while X=0 stands for that the event is normal 
event. Set Y as the output variable of the intrusion detector, in which, Y=1 stands for 
warning, while Y=0 stands for non-warning. Consequently the CID method shall be: 

( ; )

( )ID

I X Y
C

H X
=

 
(2)

In the method, H(X) is the information entropy of the variable X. It represents the 
uncertainty of the variable X. I(X;Y) stands for the mutual information of X and Y. It 
represents the decrement of the uncertainty of X under the situation that the variable 
Y is given.  

In information theory, 0≤I(X;Y)≤H(X), therefore, 0≤CID≤1.  
When TPR=1 and FPR=0, I(X;Y)=H(X) and CID =1. That is the method of CID 

can obtain a maximum value when the detection rate is 1 and the false detection rate 
is 0. It complies with practical meaning. 

Normalized Mutual Information (NMI): 

( ) ( )

( , )

H X H Y
NMI

H X Y

+=  (3)
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Entropy Correlation Coefficient (ECC): 

2 ( , )
2

( ) ( )

H X Y
ECC

H X H Y
= −

+  
(4)

Normalized Asymmetric Mutual Information (NAMI): 

( ; )

( )

I X Y
NAMI

H Y
=

 
(5)

The above listed all evaluation methods. The methods were conducted by setting 
TPR and FPR as the basic evaluation methods without giving consideration to the 
consequences of false detection and miss detection.  

2.2   Specifications Information Retrieval Evaluation Metrics 

In the following, we will discuss basic evaluation metrics in information retrieval. In 
information retrieval, Precision and Recall are separately defined as: 

a
Precision

a c
=

+
a

Recall
a b

=
+  

(6)

Precision stands for the ratio of related documents among all the retrieved 
documents. Recall stands for the ratio of related documents among all the documents. 
In order to unify Precision and Recall, researchers have put forward the following 
evaluation method: 

1 1

2
1

Precision recall
ε − −= −

+  
(7)

1 1

2
1

Precision recall
ε − −= − =

+
F

 
(8)

Apparently, ε and F contradict with each other. When ε increases, F will decrease. 

3   Research on Network Content Security System Evaluation 
Metric 

In content security control, we focus on the detection rate (precision rate) of illegal 
information flows, as well as the probability that legal information flows are mistaken 
as illegal information flows (error rate). However, if we merely evaluate the network 
content security controlling system with precision rate and error rate, we would 
sometimes feel it difficult to evaluate whether the content security controlling system 
is good or bad. For example, if the precision rate of A is 0.90, the error rate of A is 
0.05, the precision rate of B is 0.85 and error rate of B is 0.02, it would be difficult for 
us to tell which one is better. Due to the similarity between the content security 
controlling system and intrusion detection, as well as information retrieval, we can 
draw lessons from them. We don’t make discussions on response time, system 
stability and resource occupancy rate in intrusion detection and information retrieval. 
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Different evaluation methods can reflect the different characteristics of the system 
that we are studying of. In most occasions, these evaluations are incompatible and 
some of them even conflict with each other. Thus, we should take a deep analysis to 
observe the methods which are applicable to the network content security. 

3.1   Evaluation Metric Analysis 

In order to unify the description, we have established four parameters: α, β, γ and δ. 

=
d

c d
α

+
=

a

a b
β

+
c

a c
δ =

+
a b

a b c d
γ +=

+ + +
(9)

3.2   Basic Definition 

Definition 1 (Basic Input Set, Metrics Set, and Measurement): A tetrad set as the 
basic input set, Δ={(α, β, γ, δ)∣0≤α, β, γ, δ≤1}. The meanings of α, β, γ, δ are 
shown as above. Assume Ｒ1 as the real number set, andＲ2 as the finite set. The 
elements inＲ2 are elements in the chain, then: 

Quantitative Measurement: M1: Δ→Ｒ1, i.e. The Quantitative Measurement is a 
mapping fromΔtoＲ1; 

Qualitative Measurement: M2: Δ→Ｒ2, i.e. The Qualitative Measurement is a 
mapping from Δ toＲ2; 

From now on, quantitative measurement and qualitative measurement are called 
measurement for generalization. 

In the definition, every element inＲ2 shall be combined as the elements in the 
same chain, i.e. every two random elements shall be comparable. It is necessity for 
qualitative evaluation.  

Definition 2 (Equivalent Measurement): Assume that Mi and Mj are measurements 
in Δ. For each x ∈Δ, we can say that Mi and Mj are equivalent if Mi(x)=Mj(x). We 
describe it as Mi≡Mj. If there is a x ∈Δ which leads to the result that Mi(x)≠Mj(x), 
we can say that Mi and Mj are non-equivalent, described as i jM M≡ . 

If we want to achieve a same evaluation result with different evaluation methods, 
especially for qualitative measurement, definition 1 is suitable. In quantitative 
measurement, it is not necessary to always follow such strict equivalent measurement. 
Instead, we just need to keep certain monotony. As for this, the following definition is 
then given: 

Definition 3 (Mono-equivalent Measurement): Assuming that Mi and Mj are 
measurements inΔ. For any x, y ∈Δ, Mi(x)≤Mi(y) if and only if Mj(x)≤Mj(y). For 
any x, y ∈Δ, Mi(x)＞Mi(y) if and only if Mj(x)＞Mj(y). We can say that Mi and Mj 
are mono-equivalent measurements which is described as . 
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Obviously, ε and F are not mono-equivalent measurements. For any x, y ∈Δ, ε(x) 
≤ε(y), if and only if F(x)≥F(y). Defining that M1=α/(α+β), M2=2α/(α+β), then M1 
and M2 are non-equivalent measurements. However, they are mono-equivalent 
measurements. 

Definition 4 (Interval Mono-equivalent Measurement): Assuming that Mi and Mj 
are measurements in Δ. We set 'Δ ⊆ Δ . For any x, y∈Δ′, Mi(x)≤Mi(y) if and only 
if Mj(x)≤Mj(y). We can say that Mi and Mj are mono-equivalent measurements in 
the interval 'Δ , described as . 

Mono-equivalent measurement reflects whether different measurement methods lead 
to the same evaluation result over the same system. However we shall not only give 
consideration to mono-equivalence, but also take into account the sensibility of 
different measurement methods in many quantitative measurements. The sensibility 
of evaluation metric refers to the sensibility of evaluation metric variables. 

4   Analysis of Evaluation Metric 

Error rate ‘1-α’ and precision rate ‘β’ are basic evaluation metrics in network content 
security system evaluation. When we analyze other evaluation methods, we shall take 
into consideration the relationship between these methods and ‘α’, ‘β’ in order to 
analyze the effective evaluation methods of network content security system. We will 
discuss separately in the following part. 

4.1   CID Method 

CID method is based on information theory and its algorithm is shown in the 
following: 

,

( ; ) ( , )
( , ) log

( ) ( ) ( )ID
x y

I X Y Pr x y
C Pr x y

H X Pr x pr y
= =

 
(10)

Firstly, we’ll talk about the relationship between CID and error rate. 

 

Fig. 1. Comparison between CID and error rate 1-α, γ =0.01 

In Figure 1, curved surface can show the variation trend of CID along with the 
variation of α and β, in which, γ=0.01. The surface closing to a straight line represents 
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the variation trend of the error rate1－α along with the variation of α and β (actually, 
the value of 1－α has nothing to do with β). The azimuth angle of Figure 2 is -37.5°, 
and elevation angle is 30°. (The azimuth angle in all figures in the paper is -37.5° and 
the elevation angle is 30°. We will not explain any more.) From Fig. 2, we can find 
that the surface of 1－α crosses the curved surface of CID. Therefore, CID and the 
error rate are neither equivalent measurements, nor mono-equivalent measurements. It 
means that “qualitative” differences may be caused if adopting CID and error rate to 
evaluate the same system. 

Then we analyze the sensibility of CID to α and β. From Fig. 1, we find that the 
sensibility of CID to α and β would be very strong when the error rate and miss rate 
are quite large or quite small. The sensibility of CID to α and β would be weaker 
when α and β approach to 0.5. When α and β approach to 0, the sensibility of CID to α 
is strong than its sensibility to β. Similarly, the sensibility of CID to α is strong than 
its sensibility to β when α and β approach to 1. 

The curved surface in Fig. 2 shows the variation trend of CID along with α and β, 
in which γ=0.01. The flat surface in Fig. 3 complies with the β as the measurement. 
From Fig. 2, we also find the curved surface of CID crosses the flat surface with β. It 
indicates that CID and error rate are neither equivalent nor mono-equivalent. 

Fig. 3 shows the comparison between CID and β in the interval of [0.5, 1], in 
which γ=0.01. In the figure, we can find that the method CID is always located below 
the interval of [0.5, 1]. It indicates that CID and β are mono-equivalent in the interval 
of [0.5, 1].In network content security system, α and β may be larger than 0.50  
 

 

Fig. 2. Comparison between CID and the precision β, γ =0.01 

 

Fig. 3. Comparison between CID and β in the Interval of [0.5, 1] 
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because information channels are difficult to be captured and contents are not easy to 
be identified. In Fig. 3 also shows that the controlling effect is under a poor situation 
and CID still approaches to it maximum value 1 when α and β approaches to 0. It 
contradicts with practical significance. The fact can prove that CID would not be 
suitable for evaluation method for content security system when error rate and miss 
rate are very large. 

4.2   Methods of ECC and NAMI 

Fig. 4 and Fig. 5 are separately comparison between ECC and 1－α, as well as NAMI 
and 1－α, in which γ=0.01. We find that 1－α has divided NMI into two parts. Thus, 
ECC, NAMI and error rate are not mono-equivalent. When miss rate and error rate 
approaches to 0 or 1, the value of both ECC and NAMI would approach to 1. It means 
that ECC and NAMI are not suitable to the valuation of network content security 
system with larger miss rate and error rate. It also shows that ECC and NAMI would 
be suitable only if there are strict controlling requirements over the miss rate and error 
rate of the network content security system. Besides, Fig. 4 and Fig. 5 also show that 
ECC and NAMI are quite sensitive to error rate and their sensibility to miss rate is 
weak. 

 

Fig. 4. Comparison of ECC and 1－α, γ=0.01 

 

Fig. 5. Comparison of NAMI and 1－α, γ=0.01 

5   Conclusion 

Network content security system is to control the illegal flow of the information and 
prevent the harmful information transmitting in the Internet. In the paper, metrics of 
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precision rate and error rate are proposed to evaluate the network content security 
system. Because of similarity with the intrusion detection and information retrieval, 
we analyze the evaluation methods using in intrusion detection and information 
retrieval from two aspects which are “monotony” of evaluation methods and the 
sensibility of evaluation methods. We also find evaluation methods which are suitable 
to network content security controlling system. From experiments, the results show 
that the sensibility of CID, ECC and NAMI to error rate is higher than their sensibility 
to miss rate if the rate of illegal information flow is less than 0.5. It is suitable for 
using CID evaluation method when miss rate and error rate are less than 0.5. ECC and 
NAMI are applicable to the environment with higher requirements on miss rate and 
error rate. All these measures have provided theoretical references for selecting 
different evaluation metrics according different applications. 
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Abstract. A variety of methods have been introduced to remove noise from 
digital images. However, many algorithms remove the fine details and structure 
of the image in addition to the noise because of assumptions made about the 
frequency content of the image. The non-local means algorithm does not make 
these assumptions, but instead assumes that the image contains an extensive 
amount of redundancy. This work will implement the non-local means algorithm 
and compare it to other denoising methods in experimental results. The main 
focus of this paper is to propose an improved non-local means algorithm 
addressing the preservation of structure in a digital image. The NL-means 
algorithm is proven to be asymptotically optimal under a generic statistical image 
model. The powerful evaluation method to be the visualization of the method 
noise on natural images.  

Keywords: Image denoising; Non-Local means; Local Smoothing Filter. 

1   Introduction 

Image denoising is a classical problem in image processing [1]. The goal is to estimate 
the original image f of a given observed image I using some regularization. Many 

algorithms have been proposed to solve this problem. Basic approaches for denoising, 
such as Gaussian and median filtering, have a tendency to over-smooth edges and 
remove image detail. More sophisticated approaches use the properties of natural 
image statistics to enhance large intensity edges and suppress lower intensity edges. 
This property has been used by wavelet methods [2], anisotropic diffusion [3], bilateral 
filtering [4], and Field of Experts models [5]. The non-local means (NL-means) image 
denoising algorithm [6] is introduced based on weighted averaging and similarity of 
patches. In addition to standard, direct comparison, reduction of computational cost 
using principal component analysis (PCA) has been employed with promising results 
[7]. The NL-means method allows a large number of pixels of the search window 
participate in denoising. Although this means participation of many relevant pixels, at 
the same time a large number of irrelevant pixels will be considered in the averaging. 
Removing irrelevant candidate pixels based on the set of low dimensional features 
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(obtained in PCA method) has also been used successfully [8]. An alternative strategy 
based on the singular value decomposition to eliminate non-similar pairs has been used 
[9]. In this work, a robust selection of the relevant pixels method is proposed which is 
completely automatic.  

2   Non-Local Means Denoising 

The NL-means denoising algorithm replaces the noisy gray-values ( )iI of each pixel 

i  with a weighted average of the gray-values of all pixels on the image I . We denote 
by i  the pixel to be denoised (or target pixel) and by j  the candidate pixel used to 

denoise. The estimate value ( )iÎ  for a pixel i  is computed based on the weighted 

average of all the pixels j  on the image: 

( ) ( )jIwiI
s
iNj

ij
∈

=ˆ . 
(1)

where the family of weights ijw  depends on the similarity between the pixels i  and 

j , and satisfy the usual conditions 10 ≤≤ ijw  and 1= j ijw . 
ijw  computed 

depending on the similarity of their patches and is defined as 

( )( ) ( )( ) 2

22
*

1

exp
1 jNIiNIG

h

i
ij

dd
d

Z
w

−−
= . (2)

where Z  is the normalizing term, =
j iji wZ ,

dG  is a Gaussian spatial kernel, * is the 

convolution operator and h  acts as a filtering parameter. It controls the decay of the 
exponential function and therefore the decay of the weights as a function of the 
Euclidean distances. This parameter is typically adjusted manually in the algorithm. 

There are many dissimilar pixels in the search window. These pixels must be 
excluded from the weighting (1). In [10], a variational method has been proposed. In 
this work, an automatic method has been devised to select the most relevant pixels 
tfrom the candidate pixels. 

3   The Improved NL-Means Method 

To deal with computational burden, our main idea is to select only the pixels jx  in iP  

that will have the highest weights ( )ji xxw ,  without having to compute all the 

Euclidean distances between ( )( )iNI d  and ( )( )jNI d , and on the similarity of the 

average over the neighbourhoods ( )iN d  and ( )jN d  of the gradient orientation at 

pixel ix  and jx . Intuitively, similar neighbourhoods have the same mean and the 
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same gradient orientation. But the computation of the gradient orientation is sensitive 
to noise. For this reason, the preselection of pixels is based on the mean and the 

variance of ( )( )iNI d  and ( )( )jNI d  which allows to decrease the computational 

burden. Let us estimate the original value at a pixel ,i  ( )iu , as the mean of the noisy 

grey levels ( )jv  for IJj ⊂∈ . One expects averaged pixels to have a non noisy grey 

level value, ( )ju , similar to ( )iu  in order to reduce the noise and restore the original 

value. Assuming this fact, 

( ) ( ) ( ) ( ) ( )( )211
ˆ 

∈∈

−+≈=
JjJj

jujniu
J

jv
J

iu . (3)

Because the average of noise values tends to zero.  

If the averaged pixels have a non noisy grey level value close to ( )iu , as expected, 
then the variance of the average should be close to 2σ . If it is a posterior observed that 
this variance is much larger than 2σ . This fact can hardly be caused by the noise only. 
This means that Non-Local is averaging pixels whose original grey level values were 
very different in the original. At those pixels, a more conservative estimate is required, 
and therefore the estimated value should be averaged with the noisy one.  

The smoothing parameter h  depends on the standard deviation of the noise σ , 

and typically a good for 2D images is σ11=h . Equation 2 shows that h  also needs 

to take into account ( )( )iNI d , if we want a filter independent of of the neighbourhood 

size. Let X  and Y  be two real random variables. Then, the linear estimate Ŷ , 

 −+−= 2

2

2

22

1
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Y σ
 . (4)

Repeating this procedure we arrive to the recursive algorithm 

( ) ( ) ( ) −− −+−=
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ˆ1
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σ
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In our case, NYX +=  where N  is independent of Y , with zero mean and 

variance 2σ . This equation defines the aggregation in this algorithm. 
This strategy can be applied to correct any local smoothing filter. The NL-means 

algorithm converges to the conditional mean. The conditional variance van be also 
computed by the NL-means, by taking ( ) 2xx =φ  and then computing the variance as 

( )22 EXEX − . In the case of images, this stationary condition amounts to say that as 

the size of the image grows, we are able to find in the image many similar patches for 
all the details of the image. This is a crucial point to understand the performance of the 
NL-means algorithm. 
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4   Experimental Results 

The NL-means algorithm chooses for each pixel a different average configuration 
adapted to the image. The most favorable case for the NL-means is the periodic case. In 
this situation, for every pixel i  of the image one can find a large set of samples with a 
very similar configuration, leading to a noise reduction and a preservation of the 
original image, see Figure.1 for an example. 

     

Fig. 1. NL-means denoising experiment with a nearly periodic image. Left: Noisy image with 
standard deviation 30. Right: NL-means restored image. 
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Fig. 2. NL-means denoising experiment with a Brodatz texture image. Left: Noisy image with 
standard deviation 20. Right: NL-means restored image. 

         

Fig. 3. NL-means denoising experiment with a natural image. Left: Noisy image with standard 
diviation 20. Right: Restored image. 
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Another case which is ideally suitable for the application of the NL-means algorithm 
is the textural case. Texture images have a large redundancy. In Figure.2 one can see an 
example with a Brodatz texture.  

The NL-means is not only able to restore periodic or texture images. Natural images 
also have enough redundancy to be restored by NL-means. The same algorithm applies 
to the restoration of color images and films, see Figure 4. 

    

Fig. 4. NL-means denoising experiment with a color image. Left: Noisy image with standard 
deviation 15 in every color component. Right: Restored image. 

   

Fig. 5. Optimal correction experience. Left: Noisy image. Middle: NL-means solution. Right: 
NL-means corrected solution. The average with the noisy image makes the solution to be 
noisier, but details and fine structure are better preserved. 

4.1   Visual Quality Comparison 

The visual quality of the restored image is an important criterion to judge the 
performance of a denoising algorithm. Let us present some experiences on a set of 
standard natural images. The objective is to compare the visual quality of the restored 
images, the non presence of artifacts and the correct reconstruction of edges, texture 
and fine structure. Figure 6 present this experiences comparing the visual quality of 
previous methods. 

Figure 6 illustrates the fact that a non local algorithm is needed for the correct 
reconstruction of periodic images. Local smoothing filters and local frequency filters 
are not able to reconstruct the wall pattern. Only the NL-means algorithm and the 
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global Fourier Wiener filter reconstruct the original texture. The Fourier Wiener filter is 
based on a global Fourier transform which is able to capture the periodic structure of 
the image in a few coefficients. Now, in practice, this is an ideal filter because the 
Fourier Transform of the original image is used.  

    

   

Fig. 6. Denoising experience on a periodic image. From left to right and from top to bottom: 
noisy image (standard deviation 35), Gauss filtering, Total variation, Wiener filter (ideal filter),  
DCT empirical Wiener filtering, NL-means algorithm. 

5   Conclusion 

After the analysis of the test results the non-local means 
algorithm proved to be a better algorithm for image denosing, 
than its predecessors. The non-local means method performed exceptionally 
well. As expected, the non-local means did a better job of preserving edges than the 
other methods. It performed best on periodic textures like the stripped pants from the 
Barb test case. In all test cases for the non-local means method, the method noise 
contained little structure from the image. The non-local means algorithm accomplished 
its goals of removing noise and preserving detail. So the NL-means method is a 
highly successful way of approaching image denoising. 
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Abstract. A controllable quantum sequential multi-signature scheme is 
proposed, in order to realize digital signature validly and reliably in multi-user 
quantum environment. The signature of cryptograph and users validation are 
achieved by using the property of quantum entanglement swapping in Bell states; 
The choice of target users and the transmission of signature-information between 
users are implemented by controllable quantum teleportation; The quantum key 
and one-time pad ensures the safety of our scheme. The verification for each 
terminal and the center is required in our scheme, so it can position where the 
error happens accurately, is with strong practicability.  

Keywords: Quantum signature, Controllable, Sequential, Entanglement swapping. 

Digital signature scheme has been wildly researched and applied in information security 
field because of those features, such as reliable distinguishment, unforgement, 
non-repudiation. However, the safety of digital signature scheme, which belongs to the 
classic cryptography, is still based on calculation ablility. But the emergence of quantum 
computers and related algorithms, directly make classical digital signature schemes lose 
efficacy. Because of the unconditional security of quantum effects, quantum digital 
signature scheme gradually become the research hotspot. 

In 2001, Gottesman and Chuang first proposed a quantum signature scheme based 
on quantum one-way function[1]; in the same year, ZengGuiHua and etc put forward a 
arbitration quantum signature scheme based on trusted third party, by using GHZ 3 
particle states[2]; by 2004,Lee and etc brought forward a arbitration quantum signature 
scheme with message recovery[3]; Lu and etc proposed two quantum signature 
scheme[4, 5], one is arbitration quantum message signature scheme based on GHZ 
states, another is quantum digital signature scheme based on quantum one-way 
function. By 2006, WangJian and etc proposed a quantum signature scheme using 
quantum key distribution and one-time pad[6], avoid using quantum entanglement 
states; And WenXiaoJun proposed two non-arbitration information signature schemes 
using the characters of EPR entanglement Particles and quantum teleportation, solving 
the problems which Previous scheme depend on the arbitration[7, 8]. In 2008, 
YangYuGuang and etc put forward quantum threshold group signature scheme and 
Proxy signature scheme, namely t users in n users can generate or verify a group 
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signature[9, 10]. In 2010, ChenYongZhi, put forward a proxy signature scheme based 
on controlled quantum teleportation [11]. 

Considering the Actual situation in instructions issue and message transmission, this 
paper aim at the frequently situation, which the message sender needs sequential 
choose users to transfer and get the ciphertext, then verify users signature successively, 
Propose a controllable quantum sequential multi-signature scheme. 

1   Basic Principles 

In this paper, the Entanglement Swapping in Bell states is used to achieve and verify 
message signature. Entanglement swapping refers to the process that two independent 
entangled pairs exchange their entangled photons in some ways and become to two new 
entangled pairs. 

For example, there are four entangled photons, photons 1# and 2# are in entangled 

state
12

ψ − , photons 3# and 4# are in entangled state
34

φ − . So, the four particles are 

in the state
1234

ψ : 

1 2 1 2 3 4 3 41234 12 34

1 1
( 0 1 1 0 ) ( 0 0 1 1 )

2 2
ψ ψ φ− −= ⊗ = − ⊗ −  (1-1)

If we measure particles 1# and 3# in Bell basis, it will result in corresponding spectral 
decomposition and states collapse right now. The formula (1-1) now can be rewritten 
with four Bell basis decomposition as: 

1234 13 24 13 24 13 24 13 24

1
( )

2
ψ φ ψ φ ψ ψ φ ψ φ+ + − − + + − −= − − +  (1-2)

The measurement will be collapsed into one of the four entangled states in 

equiprobability. For example, if our measurement is 
13

φ + , then the particles 2# and 

4# must in bell state 
24

ψ + . 

From the above, we can see that if we measure particles 1# and 3# in Bell basis, it will 
certainly cause particles 1# and 3# be entangled, which are never in an entanglement 
state before, and collapsed into the corresponding quantum states, similar to particles 2# 
and 4#.The process we call it Entanglement Swapping. 

The character of quantum entanglement swapping is very important in quantum 
information technology field, It can be used in quantum digital signature, data 
transmission and etc. The specific evolution rule can be found in references[8]. 

2   Controllable Quantum Sequential Multi-signature Scheme 

The participants include the ciphertext sender and the last verifier Alice, all may 
received messages users (U1…Un), all received message and sign their name users Ui. 



42 M. Ying, T. Wei-Jian, and F. Yang-Yu 

Normally, Alice may only require some rather than all users to read the ciphertext 
and sign. So, it's necessary for Alice to choose or approve users who have permissions 
to know about the ciphertext, in advance. Here, only offer U1, U2 and Ui as chosen users 
to expound our scheme. 

According to implementation process, our scheme can be roughly divided into 
preparation stage, signature stage and verification stage. 

2.1   Preparation Stage 

(1) Alice and each user(U1…Un) distribute quantum keys K1-Kn, the method of 
quantum key distribution could use protocol BB84,which is unconditional safe and 
simple. 

(2)Alice and each user(U1…Un) rule segmenting the classic information every 2bit 
as an unit, every unit corresponding to a Bell state, the corresponding relationship is as 
follows: 

00 φ +→
, 

01 φ −→
, 

10 ψ +→
, 

11 ψ −→
 

(2-1)

(3) Each user Ui generates two entangled pairs sequence BTi and BTi’, then send one 
photon of each entanglement pair sequence to Alice, both of them keep those photons 
properly, and used them as a bridge when Alice choose target user. 

2.2   Signature Stage 

(1) Alice encrypts plain text M,M={m(1),m(2),…,m(t)},with quantum key K1,then 
send the ciphertext to the first user,U1, by classic channel. 

(2) User U1 decrypts the ciphertext and gets M, then updates the communication 
key(K1) with Alice immediately. According to the rules, U1 segments M every 2bit, 
then generates corresponding Bell states. For example, M={010010}, U1 will generate 

Bell state sequence BM={ φ −
， φ +

， ψ + } according to M. 

(3) U1 generates corresponding Bell states sequence according to previously K1, note 
for BK1={bk1(1), bk1(2),…,bk1(t)}. For example, if K1=111000, the BK1 will be 

BK1={ ψ − , ψ + , φ + }. 

(4) U1 begins entanglement swapping for those every 2qbit 4 photons belonging to 
BM and BK1, and measures entanglement photons in Bell basis after swapping. One 
group of the measurement result is recorded as bs1(i); Another is bs1(i)’. In that way, U1 
gets measurement sequence BS1 and BS1’ after entanglement swapping. 

(5) U1 converts BS1’ into classical bit sequences according to congruent relationship 
of formula (2-1),notes for S1’, then uses updated quantum key to encrypt S1’,and send it 
back to Alice; Alice obtains S1’ and stores it for verifying user signature; Alice 
simultaneously records all previous key information formed with U1; U1 use S1’ as a 
key encryption BM, BK1and BS1 sequence, so U1 gets his signature sequence 
SU1=ES1’{BM,BK1,BS1}. 

(6) Alice selects next signature users in term of needs. For example, Alice select U2 as 
next signature user, Alice firstly entangle local stored photons of BT1 and BT2. By that 
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way, Alice constructs entanglement pairs sequence between U1 and U2.Then through 
quantum teleportation, U1 can transmit signature information SU1 directly to U2. 

(7) After U2 gets signature information SU1=ES1’{BM,BK1,BS1} from U1, Alcie 
uses K2 to encrypt S1’,and sends it to U2 by classic channel. Then, U2 know about the 
information in SU1 by decrypting S1’. Referencing step (2-5), U2 generates together 
corresponding Bell states sequence from K2 and BS1, according to congruent 
relationship of formula (2-1), and begins a new entanglement swapping, the results note 
for BS2 and BS2’. Here, U2 obtain plain text M, and give his signature 
SU2=ES2’{BM,BK1,BS1,BK2,BS2}. Meanwhile, U2 encrypts S2’ and send it back to Alice. 

(8) Similarly, Alice chooses last signature user Ui. Alice firstly entangle local stored 
photons of BT2’ and BTi, constructing entanglement pairs sequence between U2 and Ui. 
Then through quantum teleportation, U2 transmits signature information SU2 to Ui. Ui 
using Ki decrypts ciphertext form Alice by classic channel and gets S2’. Ui farther kown 
about all information in SU2 including BS2, then swapping entanglement with BS2 and 
BKi, the result note for BSi and BSi’. Thus, Ui has his own signature SUi= 
ESi’{BM,BK1,BS1,BK2,BS2,BKi,BSi}. 

(9) Ui converts SUi and BSi’ into classic bits and encrypts them by Ki, then send it 
back to Alice. 

2.3   Verification Stage 

This scheme requires all Ui（i=2,…,n）verifying signature of preceding user Ui-1; At 
last, Alice will verify the validity of all signature user. 

(1) U2 verify signature of U1 
Alice encrypts S1’ using K2 and sends it to U2, U2 obtains information of 

{BM,BK1,BS1} in SU1 and BS1’ using S1’. U2 should verify if Bell state of every photons 
in BS1 and BS1’ march direct product evolution rules of BM and BK1 sequnence, namely 
whether the following is accordant: 

1 1 1( ) ( ) ( ) ( ) 'm k s sb i b i b i b i⊗ → ⋅     ( 1, 2, , )i t=  (2-2)

If the above is accordant, U2 think the signature of U1 for M is effective; Otherwise is 
ineffective, U2 refuses to continue to sign for plain text, and terminates the entire digital 
signature process. 
(2) Ui verify signature of U2 

Similarly, Ui obtains the information of {BM,K1,BS1,K2,BS2} by decrypting SU2 using 
S2’ from Alice. Ui should verify if Bell state of every photons in BS2 and BS2’ march 
direct product evolution rules of BS1 and BK2 sequnence, namely whether the following 
is accordant: 

1 2 2 2( ) ( ) ( ) ( ) 's k s sb i b i b i b i⊗ → ⋅     ( 1, 2, , )i t=  (2-3)

If the above is accordant, Ui think the signature of U2 for M is effective; Otherwise is 
ineffective, Ui refuses to continue to sign for plain text, and terminates the entire digital 
signature process. 
(3) Alice verify the effectiveness of signature to all chosen users 

Alice obtains SUi and BSi’ by decrypting ciphertext from Ui. Alice firstly contrast the 
accordant of M stored in local, K1, K2 and Ki in entanglement swapping. If the result is 
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correct, combing information of BS1’ and BS2’ stored in local, Alice verify ordinally 
every user if accords with rules of Bell states quantum entanglement swapping. If all 
verification results of entanglement swapping for chosen users accord with the rules, 
Alice finally accepts the validity of the whole quantum signature process; otherwise, no 
matter any user errors, Alice refuses to accept the whole signature. 

3   Analysis of Security and Validity 

(1) Deceptive attack 
If any signature user Ui maliciously tamper with signature to deceive the subsequent 

signer and verifier, maybe he can make Ui+1 get wrong message, but will ultimately fail 
to pass Alice's verification. Because Alice will first check M, all corresponding Ki, then 
verify the validity of signature ordinally. In that way, Alice will locate users, which 
maliciously tamper with information, and examine the integrity of all signature users. 
(2) The validity of signature  

For any signer Ui, in the process of forming his own signature information, not only 
need to use quantum key, Ki, consulted with Alice, to transfer S(i-1)’ as important 
signature information and decryption password, but also Ki takes part in the process of 
signature as an element to form signature, further more, Ki itself is a important symbol 
of user identity.  

Secondly, BSi’, as one of the signature information, is measured immediately and 
sent to Alice safely after entanglement swapping, only when the next user Ui+1 verifies 
the validity of signature for Ui, Alice will send it to Ui+1 by safe channel. Therefore, 
singnature user Ui must have two terms: one is the quantum key, Ki, formed with Alice 
in advance; another is BSi and BSi’, which is of uniqueness, measured after current 
entanglement swapping. So it has property that can't be denied. 
(3) The confidentiality of signature 

In this scheme, the user Ui only selected by Alice can might kown about the message 
M, and signs his own signature Sui. And Ui sends Sui by quantum teleportation 
controlled by Alice to next user assigned by Alice too, the user Ui itself doesn't know 
who is the next user; Further more,Ui+1 can obtain the information only after being 
authorized(decryption password of signature) by Alice. This ensures that the whole 
signature process has high confidentiality. 
(4) Intermediary attack 

The eavesdropper attempts to intercept message M, quantum key Ki, or user's 
signature information Si’, in order to master and tamper with the message and signature 
of users'. Due to the above information encrypts by quantum key during transmission, 
use the quantum key distribution protocols have been proved as unconditional security, 
such as BB84.And Alice updates keys with Ui in every communication process, namely 
ensures one-time-pad in communication. Therefore, the eavesdropper would be unable 
to get any useful information, and to say nothing of mastering and tampering with any 
message and signature of users. 

The eavesdropper can intercept entanglement pairs sequence for choosing signature 
user, sent by Ui to Alice, and generate the same entanglement pairs sent to Alice. If 
what Ui transfers is plain text by quantum teleportation, the Eavesdropper can 
completely unnoticed acquire all the information including message M of Ui. Although 
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the signature has still the property that can not be denied, it makes scheme meaningless 
in some degree. After encryting signature information by Si’, the eavesdropper can't get 
any useful information totally. Moreover, because Si’ is formed in randomness, for the 

every bit in Si’, the eavesdropper has only 
1

32
 probability to "guess" the right bit, so 

the behavior of the eavesdropper will easily be detected, the attack will not be 
successful. 

4   Conclusion 

This paper proposes a quantum sequential multi-signature Scheme strictly controlled 
by message sender, by using the property of entanglement swapping in Bell states, and 
with the help of quantum teleportation. The scheme possesses a high degree of 
confidentiality, security, and can't be counterfeited and repudiated. it's particularly 
suitable for small scale network, with strong practicability. 
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Abstract. Dimension reduction is crucial when it is applied on intrusion 
detection systems. Many data mining algorithms have been used for this 
purpose. For example, manifold learning algorithms, especially Isometric 
feature mapping (Isomap) have been investigated. Researchers successfully 
applied Isomap on intrusion detection system as a nonlinear dimension 
reduction method. But it had some problems such as operation on batch mode 
and being disabled to handle new data points, additionally, it had computational 
cost and could not be properly applied on huge datasets. Losing time and 
reducing speed of detection is another problem of Isomap in intrusion detection 
systems. Incremental Landmark Isomap which selects landmarks among whole 
data points has been invented for solving these problems. In this paper, we use 
FCM as a data reduction method to select meaningful landmarks for 
Incremental L-Isomap instead of choosing them randomly. This method is 
implemented and applied on some UCI datasets and also NSLKDD dataset. The 
results demonstrate higher detection rate for the proposed method, comparing to 
classical Incremental L-Isomap which chooses landmarks randomly.  

Keywords: Intrusion Detection System, Manifold Learning, Landmark, 
Incremental Landmark Isomap, FCM Clustering, Dimension Reduction. 

1   Introduction 

With rapidly development of communication, there is no restriction of real distance 
for people to contact with each other. Besides the improvement and efficiency of the 
network, it is distinguished that unauthorized activities by external attacker or internal 
sources are increased dramatically. Accordingly, computer network’s becomes an 
urgent issue. So the intrusion detection system which was introduced by Anderson [1] 
is an important problem nowadays. Anomaly detection and misuse detection are two 
                                                           
* Corresponding author. 
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prominent approaches in computer intrusion detection. In misuse detection, intrusions 
are detected by comparing activities with known signatures of intrusions. Those 
matched are then detected as attacks. This approach fails in detecting novel intrusions. 
Anomaly detection identifies activities that deviate from the normal. Although this 
method can handle novel attacks, it suffers from the difficulty of defining “Normal”.  
We investigate anomaly detection in this study.  

Many techniques based on data mining and machine learning approaches, such as 
neural networks, support vector machines [2] have been applied in anomaly intrusion 
detection. These algorithms work on all of data points’ features. But in many datasets 
such as intrusion detection many features are redundant or less important [3].So 
reducing feature space by extracting features would be a good method for improving 
detection rate and reducing the time of processing. 

PCA [4] and MDS [5] are two prominent methods for linear dimension reduction. 
These methods fail to act properly on real-world datasets, because these datasets are 
non-linear. 

Manifold learning is one of the methods that used for dimension reduction. Non- 
linear manifold learning algorithms such as Locally Linear Embedding (LLE) [6] and 
Isometric Feature Mapping (Isomap) [7] have been used for nonlinear dimension 
reduction. In linear methods, usually linear kernels and Euclidean distances have been 
used. These restrictions can be eliminated in non-linear methods. Non-linear manifold 
learning methods are divided in two main categories. First category includes methods 
that try to maintain globally structure of dataset while second category maintains 
locally structures. For instance, Isomap is based on maintaining globally geometry of 
dataset. This method attempts to preserve Geodesic distances between data points 
while mapping them from high dimensions to low dimensions. LLE is one of the non-
linear dimension reduction algorithms that global geometry is inferred only from local 
interactions between data points. 

Landmark Isomap [8] is a variation of Isomap, which preserve all of attractive 
attributes, but is more efficient. It selects some data points as landmarks to construct 
the map. Landmark points are chosen, randomly. While L-Isomap embeds data points 
that have smooth manifolds with a little loss of information, it does not perform well 
on data points with more complex manifolds. If the landmark points are selected in a 
meaningful way rather than randomly, L-Isomap will perform better on these kinds of 
manifolds. 

An important fact that exists in data mining domain is that sometimes the 
information should be collected sequentially through dataflow. Manifold learning 
algorithms operate in “batch” mode. It means that all data should be available during 
training and they cannot be applied on dataflow. Incremental manifold learning has 
been invented for this purpose.  Martin law et all in [9] proposed incremental Isomap 
and incremental L-Isomap that can solve this problem. Their method can handle 
unseen data, and it can be applied on data stream too. 

In this paper, we use the incremental version of L-Isomap. This method could 
handle the problem of data streams, and, because of landmark part of this algorithm, it 
also can solve bottlenecks of classical Isomap. 

Experiments indicated that if landmarks are chosen in a way that they can show 
distribution of whole data points, L-Isomap will be able of reaching the same level of 
feature reduction as classical Isomap without losing important information. In order to 
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choose landmarks, we used clustering method. Clustering can be considered as the 
most important unsupervised learning problem. So, as every other problem of this 
kind, it deals with finding a structure in a set of unlabeled data point. Moreover, it can 
be used as a method for data reduction. Output of clustering method contains data 
points that will be used as landmarks for L-Isomap. In this work, Fuzzy-C means 
(FCM) algorithm [10] is used for clustering. 

The rest of the paper is organized as follows. Section 2 provides a brief overview 
on FCM clustering, Isomap, L-Isomap and Incremental Isomap and finally it 
describes proposed method. The experimental results are described in section 3. The 
conclusions are presented in section 4. 

2   Methodology 

2.1   Isomap 

Isomap [7] is a generalization of MDS (Multi-Dimensional Scaling) [5] in which the 
pairwise distance matrix is replaced by the matrix of pairwise geodesic distances. The 
algorithm contains three steps: 

1. Construct graph that shows manifold of data points in high dimensional 
space. 

2. Compute pairwise distance matrix D with the Floyd or Dijkstra algorithm. 
3. Apply MDS on D. 

2.2   Landmark Isomap 

Landmark Isomap [8] is a variation of Isomap, which preserve all of the attractive 
attributes, but is more efficient. Landmark Isomap saves three bottlenecks that exist in 
classical Isomap algorithm: storage, calculation of distance matrix, and the eigenvalue 
problem. 

2.3   Incremental Isomap 

Suppose that data points for 1  exist. Batch Isomap algorithm can calculate 
 for 1 , so that  is embedded form of original data points in low 

dimensional space. Then, the new data point    arrives. The goal of incremental 
Isomap [9] is to update the transformed data points  so that to best preserve the 
updated geodesic distances. This is done in three stages: 

1- Updating the Geodesic Distance for the original n vertices. 
2- Updating the embedded data points regarding to the new Geodesic Distance 

matrix. 
3- Calculating the transformed instances of new data point . 

2.4   Fuzzy C-Means (FCM) 

The fuzzy c-means algorithm is one of the clustering methods that belongs to 
overlapping clustering category. Like fuzzy logic, in fuzzy clustering, each data point 
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belongs to clusters with a degree. The degree of membership for each cluster would 
be different. For each data point, sum of the membership degree of belonging to 
clusters would be one: . 1  (1)

The centroid of the cluster would be mean of all data points, that belong to that 
cluster. As the formula shows, the coefficient of each data point is related to its degree 
of belonging to the cluster: ∑∑  (2) 

For each data point, the degree of belonging to each cluster is related to the inverse 
of distance to the cluster center: 1 ,  (3) 

Then the gained coefficient are normalized and fuzzyfied with a real parameter     
m > 1 so that their sum is 1: 

∑ ,, ⁄  
(4) 

FCM method includes these three steps: 

1. Choose a number of clusters. 
2. Assign a coefficient to each data point that indicates the degree of belonging to 

each cluster, randomly. 
3. Repeat until the algorithm is converged(the coefficient’s change is smaller than 

threshold  criteria) 

3.1. For each cluster compute its center, using above formula 
3.2. For each data point determine the degree of being in each cluster using 

above formula. 

2.5   Our Approach 

We applied FCM in a way that is more useful for the problem of incremental 
landmark Isomap. Using FCM method, there are two ways to choose the landmarks. 
The first solution sets number of clusters equal to number of landmarks,  and chooses 
one data point in each cluster as an indicator of that cluster. These indicators would be 
landmark points. This method has some problems. The first problem is that if the 
number of landmark points is high, this method should assign high number of clusters 
to data points. When the number of clusters becomes high, FCM has computational 
complexity. The second problem is that choosing one data point from each cluster is 
not a good way to gather landmarks. Because different clusters contains different 
number of data points. Some clusters are bigger than the others, and as a result they 
have more priority in a dataset. But, in this method one data point has been chosen 
from each cluster, and this indicates that it assigns the same priority to all clusters. 
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The second solution, which is the approach used in our proposed method, does not 
allocate equal priority to each cluster. At the beginning, this method assigns weight to 
each cluster. Assigning weights to clusters is based on the number of data points that 
each cluster contains.  ∑ .∑ ∑ ..  (5) 

After assigning weights, the number of landmarks that should be chosen from each 
cluster calculated according to this formula: 

 (6) 

Which L  is the number of landmarks that have been selected from cluster k, and LT is the whole number of landmarks that would be representative of all data points. 
For selecting data points from each cluster, the data points having bigger 

membership degrees are chosen. 
It is worth mentioning here that, the main contribution of this paper would be the 

second solution which firstly assigns weights to the clusters. It then selects the 
appropriate landmarks based on the assigned weights from each cluster. After this 
step, these landmarks are used in L-Isomap algorithm to reduce the features of data 
points. We used this algorithm in intrusion detection systems to could obtain better 
detection rates. In next section, some of the experimental results are described. 

3   Results 

In this section, we present the experimental results in evaluating the proposed method.  
The proposed methods are evaluated on the following datasets selected from UCI 
repository in addition to NSL-KDD dataset. [11]. NSL-KDD is a dataset suggested to 
solve   the inherent problems of the KDD'99 dataset mentioned in [11]. However, this 
new version of the KDD dataset still suffers from the problems discussed by McHugh 
[12] and may not be a perfect representative of existing real networks. Because of the 
lack of public datasets for network-based IDS, we believe that it still can be 
considered as a suitable benchmark allowing researchers to compare different 
intrusion detection methods. Table 1 shows the properties of these datasets. As Table 
1 shows the CMC and Waves train datasets are not separated from the test part. In 
these experiments, 70% of whole dataset is considered as train set and the remain 
dataset would be test set. 

Table 1.  Summery of used datasets 

No. Features No. Class No. Samples  
10 3 1472 CMC 
41 3 5000 Waves 
41 2 25192 Train NSL-KDD 
41 2 22544 Test + NSL-KDD 
41 2 11850 Test – NSL-KDD 
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In these experiments, firstly data reduction with FCM is performed, and finally 
incremental L-Isomap via selecting landmark points based on FCM method is 
investigated. 
 
1. Data reduction with FCM: 

The proposed FCM is used for selecting meaningful landmarks. We applied this 
method on datasets shown in Table 1 to reduce data points. The reduced data points 
could be considered as landmark points for incremental L-Isomap algorithm. But, in 
this step we want to show that the reduced data points are appropriate representatives 
for whole dataset.  As Tables 2-5 show, the proposed algorithm was able to reduce the 
number of data points in each dataset. After reduction of data points, datasets are 
classified with decision tree. The proposed FCM has two parameters: number of 
clusters and number of reduced data points. After setting these two parameters, we 
executed this method 30 times. Consequently, for each time executing this method, 
the reduced dataset, is classified by decision tree. Accuracy of classifying reduced 
datasets is shown in Tables 2-5. Table 6 shows the accuracy of classifying original 
datasets before reduction. It can be seen that the accuracy of selecting data points 
using proposed FCM is near to the accuracy of original data points before reduction. 
This fact shows us that selecting landmarks via proposed FCM preserves the 
distribution of original dataset. 
 

 
Table 2. CMC 

 Number of clusters 
Train 
size 

10 50 75 100 

100 38.59 40.56 38.60 39.69 
300 42.51 40.20 41.10 40.85 
500 43.92 42.16 42.37 43.38 
800 43.14 43.33 44.01 43.75 

 

Table 3. Waves 

 Number of clusters 
Train 
size 

10 50 75 100 

500 62.54 63.46 63.17 62.57 
1100 64.91 65.59 64.92 65.48 
2000 68.60 69.68 69.21 69.29 
3000 72.60 73.07 73.01 73.33 

Table 4. NSL-KDD (+) 

 Number of clusters 
Train 
size 

10 50 75 100 

5000 58.97 59.08 59.03 59.03 
10000 65.03 74.64 70.08 71.22 
15000 64.51 71.22 70.51 73.06 
20000 75.22 73.79 72.93 75.51 

 

Table 5. NSL-KDD(-) 

 Number of clusters 
Train 
size 

10 50 75 100 

5000 51.40 51.36 51.38 51.38 
10000 51.38 55.43 56.36 54.80 
15000 53.99 55.80 55.99 56.06 
20000 57.80 56.17 57.62 57.99 

Table 6. Accuracy of classifying original datasets before reduction 

Dataset Train-size Accuracy 
CMC 1000 44.4909 

Waves 3500 73.3983 
NSL-KDD(+) 25192 78.0119 
NSL-KDD(-) 25192 58.1941 
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2. Incremental L-Isomap via selecting landmark points based on FCM method: 
We applied incremental manifold learning on datasets shown in Table 1 to 

transform data points from high dimensional space to low dimensional space. Number 
of features is reduced to half for each data point. Number of features of each dataset 
after performing manifold learning algorithm is shown in Table 7. The number of 
neighbors to construct manifold, for each dataset is presented, too. Number of 
landmarks and number of clusters for FCM landmark selection are two parameters 
that have to be set. In classical incremental L-Isomap, landmark points are chosen 
randomly. But, Landmark points have to be chosen in a way that they show 
characteristic of all data points. In the proposed method, landmark points are selected 
using FCM algorithm. These landmarks should be representative of all data points. 
After feature reduction with incremental L-Isomap, we classified data points with 
decision tree classifier. Table 8 shows that when we applied incremental L-Isomap 
with selecting landmarks via FCM, results are more accurate in comparison with 
selecting landmarks randomly. Besides, original datasets without applying manifold 
learning algorithms are classified. It can be seen that incremental L-Isomap improves 
accuracy of classifying. This shows that some features are irrelevant or noise and 
using incremental manifold learning can omit them. 

Table 7. Parameters of proposed incremental L-Isomap and number of features befor and after 
reduction 

Dataset 
Number of 
neighbors 

Number of 
landmarks 

Number of cluster for 
FCM landmark selecting 

Number of features 
after embedding 

CMC 20 50 10 5 
Waves 35 150 25 20 

NSL-KDD(+) 40 500 50 20 
NSL-KDD(-) 40 500 50 20 

Table 8. Comparison between accuracy value in the proposed incremental L-Isomap and classical 
incremental L-Isomap and original dataset without feature reduction 

Dataset 
Classical incremental 

landmark Isomap 
Proposed incremental 

landmark Isomap 
Original dataset 

CMC 37.4028 46.8512 44.4909 
Waves 70.0469 71.3083 73.3983 

NSL-KDD(+) 79.2119 82.2367 78.0119 
NSL-KDD(-) 60.7713 63.2828 58.1941 

4   Conclusion 

This paper firstly discusses the concept of incremental landmark Isomap and its 
advantages to classical Isomap. The proposed FCM landmark selection is applied on 
incremental landmark Isomap method and is compared with classical incremental 
landmark Isomap. The results show that the landmark points chosen by FCM 
algorithms are better representatives of whole dataset. Therefore, they can construct 
similar manifold in less processing time. In addition, applying FCM to select 
landmarks makes incremental L-Isomap more robust. Consequently, this method 
could be more useful for large datasets. 
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We applied Incremental L-Isomap on UCI and NSLKDD datasets. To evaluate the 
applicably of our method, we used decision tree as the classifier for intrusion 
detection system. Experiment results demonstrate higher detection rate. 

The use of Incremental L-Isomap improves the overall performance of IDS mainly 
due to two reasons. Firstly, it reduces the dimension, thereby making the 
computational efforts less. Second reason is the reduction of noise in the data. By 
reducing the noise, we can expect a better classification of normal and abnormal data. 
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Abstract. Certificate-based encryption (CBE) is a new asymmetric encryption 
paradigm which combines traditional public-key encryption and identity-based 
encryption (IBE) while preserving some of their most attractive features. It 
provides an efficient implicit certificate mechanism which eliminates the third-
party queries and simplifies the certificate revocation problem in the traditional 
PKI. It also solves the key escrow problem and the key distribution problem 
inherent in IBE. In this paper, we propose a quite efficient CBE scheme which 
is chosen-ciphertext secure in the random oracle model. The proposed CBE 
scheme requires computing only one bilinear pairing and introduces no 
redundancies in ciphertext. Compared with the existing CBE schemes, our 
scheme enjoys better performance on both the computation efficiency and the 
communication bandwidth. 

Keywords: Certificate-based encryption, chosen-ciphertext secure, bilinear 
pairing, random oracle model. 

1   Introduction 

In Eurocrypt 2003, Gentry [12] introduced the notion of certificate-based encryption 
(CBE), which combines identity-based encryption (IBE) and traditional public key 
encryption (PKE) while preserving some of their most attractive features. As in the 
traditional PKE, each user in CBE generates his own public/private key pair and 
requests a certificate from a CA. The CA generates a certificate and is responsible for 
pushing a fresh certificate to the holder of the public key. A certificate in CBE has all 
the functionalities of a traditional PKI certificate, and also acts as a partial decryption 
key. This additional functionality provides an implicit certificate so that the sender is 
not required to obtain fresh information on certificate status and the recipient can only 
decrypt the ciphertext using his private key along with a fresh certificate from its CA. 
The feature of implicit certificate allows us to eliminate third-party queries for the 
certificate status and simplify the public key revocation problem. Therefore, CBE can 
be used to construct an efficient PKI requiring fewer infrastructures. Furthermore, 
there is no key escrow problem (since CA does not know the private keys of users) 
and key distribution problem (since the certificates need not be kept secret) in CBE. 
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In the original work [12], Gentry constructed the first CBE scheme in the random 
oracle model from the BF-IBE scheme [5]. A subsequent paper by Yum and Lee [24] 
provided a formal equivalence theorem among IBE, certificateless public key 
encryption (CL-PKE) [1] and CBE, and showed that IBE implies both CBE and CL-
PKE by giving a generic construction from IBE to those primitives. However, Galindo 
et al. [10] pointed out that a dishonest authority could break the security of their 
generic constructions. Actually, these generic constructions were inherently flawed due 
to a naive use of double encryption without further treatments. In [17], Lu et al. solved 
this problem by using the Fujisaki-Okamoto conversions [8, 9] and gave a method to 
achieve generic CCA-secure CBE constructions in the random oracle model. In [7], 
Dodis and Katz claimed that their generic technique which was proposed to build 
multiple-encryption schemes from PKE schemes can also be applied to IBE and PKE 
(instead of two PKEs) to build CBE schemes without resorting to the random oracle 
model. However, their construction encrypts the messages in parallel by the encryption 
algorithms of IBE and PKE, which results in long ciphertext size. In [2], Al-Riyami 
and Paterson gave an analysis of Gentry’s CBE concept and repaired a number of 
problems in the original definitions of CBE and its security model. They also presented 
a generic conversion from CL-PKE to CBE and claimed that a secure CBE scheme 
could be constructed from any secure CL-PKE scheme using this conversion. Kang 
and Park [14] pointed out that their conversion was incorrect due to the flaw in their 
security proof. This implies that the derived CBE scheme by Al-Riyami and Paterson 
[2] is therefore invalid. In [25], Yum and Lee proposed a separable implicit certificate 
revocation system called status CBE to relieve the certifier’s burden of certificate 
revocation, in which the authenticity of a public key is guaranteed by a long-lived 
certificate and the certificate revocation problem is resolved by a short-lived certificate. 
However, Park and Lee [21] pointed that their status CBE scheme is insecure under the 
public key replacement attack. In [19], Morillo and Ràfols proposed the first concrete 
CBE scheme in the standard model from the Waters-IBE scheme [23] and the BB-IBE 
scheme [4]. Galindo et al. [11] revised this CBE scheme and proposed an improved 
one. In [16], Liu and Zhou proposed a new CBE scheme in the standard model from 
the Gentry-IBE scheme [13]. Recently, Lu et al. [18] proposed a quite efficient CBE 
scheme in the random oracle model from the SK-IBE scheme [22, 6] which requires 
computing only one pairing. 

In this paper, we propose a new CBE scheme which is secure under the hardness of 
the computational Diffie-Hellman problem and the gap bilinear Diffie-Hellman 
problem in the random oracle model. The proposed CBE scheme requires computing 
only one pairing and introduces no redundancies in ciphertext. Compared with the 
existing CBE schemes, our scheme enjoys better performance on both the 
computation efficiency and the communication bandwidth. What is worth mentioning 
is that our scheme has low communication bandwidth and is more suitable for the 
bandwidth limited network. 

The rest of this paper is organized as follows: In Section 2, we briefly review some 
background definitions including certificated-based encryption, symmetric 
encryption, bilinear map and hard problems on which the security of our scheme is 
based. In Section 3, we describe our CBE scheme. In Section 4, we give the result 
about the security of our scheme and make an efficiency comparison between our 
CBE scheme and the existing ones. In Section 5, we conclude our paper. 
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2   Preliminaries 

In this section, we briefly review some background definitions including certificate-
based encryption, symmetric encryption, bilinear map, and the hard problems on 
which the security of our CBE scheme is based. 

2.1   Certificate-Based Encryption 

In a CBE scheme, a CA will first generate the system parameter including a master 
key and a list of public system parameters. Then, the CA will use the system 
parameter to generate certificates for users in the system. Users will generate their 
own public/private key pairs and contact the certifier to obtain the corresponding 
certificates. A user should use its private key and certificate from the CA as the 
decryption key to decrypt the ciphertext which is sent to him. The following 
definition of CBE is taken from [1] essentially, where the original definition given in 
[12] was reconsidered. 

Definition 1. A CBE scheme is defined by following five algorithms: 

− Setup is a probabilistic algorithm taking as input a security parameter k. It returns 
CA’s master-key msk and the public parameters params that include the 
descriptions of a finite message space MSPC and a finite ciphertext space CSPC. 
Usually, this algorithm is run by a CA. We consider the public parameters params 
to be an implicit input to the rest of the algorithms. 

− UserKeyGen is a probabilistic algorithm that outputs a public and private key 
pair (upk, usk). 

− CertGen is a deterministic algorithm that takes the master key msk, an index τ of 
the current time period, a user’s identity id and a public key upk as input. It returns 
a certificate Certid,τ, which is sent to the user id through an open channel. Here τ is 
a string identifying a time period, while id contains other information needed to 
certify the user. Usually, this algorithm is run by a CA. 

− Encrypt is a probabilistic algorithm that takes an index τ of the current time 
period, a user’s identity id, a user’s public key upk and the message M∈MSPC as 
input. It returns a ciphertext C∈CSPC for the message M. 

− Decrypt is a deterministic algorithm that takes a user’s private key usk, a user’s 
certificate Certid,τ and a ciphertext C as input. It returns either a message M or the 
special symbol ⊥ indicating a decryption failure. 

Naturally, it is required that these algorithms must satisfy the standard consistency 
constraint, that is ∀M∈MSPC, Decrypt(params, Certid,τ, usk, Encryp(params, τ, id, 
upk, M)) = M where Certid,τ = CertGen(params, msk, τ, id, upk), and (upk  usk) is a 
valid key-pair generated by the algorithm UserKeyGen. 

The strongest security notion of a CBE scheme is IND-CBE-CCA2. Due to the 
space limitation, we omit the concrete definition here and refer the readers to [12, 1] 
for more details about the security notions of CBE. 
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2.2   Symmetric Encryption 

A symmetric encryption scheme SE is specified by a deterministic encryption 
algorithm E and a deterministic decryption algorithm D. Let λ be a security 
parameter. Algorithm E takes a symmetric key K ∈ {0, 1}λ and a message M as input, 
and returns a ciphertext C = EK(M). Algorithm D takes K ∈ {0, 1}λ and a ciphertext C 
as input, and returns either a message M = DK(C) or a special symbol ⊥ denoting a 
decryption failure.  

Next, we review the notion of chosen-ciphertext security for a symmetric 
encryption scheme described in [15]. 

Definition 2. A symmetric encryption scheme SE = (E, D) is said to be IND-SE-
CCA2 secure if no adversary A has non-negligible advantage in the following game: 

− The challenger randomly chooses a key K ∈ {0, 1}λ. 
− The adversary A issues a series of queries to the encryption oracle and the 

decryption oracle. The challenger responds these queries by using the key K. 
− The adversary A outputs two plaintexts M0 and M1 which were not submitted to 

the encryption oracle or obtained from the decryption oracle. The challenger 
chooses a random bit b ∈ {0, 1} and encrypts Mb using the key K. It then outputs 
the resulting ciphertext C* to the adversary A. 

− The adversary A issues more queries as in Phase 1, but with the restrictions that C* 
can not be submitted to the decryption oracle and M0, M1 can not be submitted to 
the encryption oracle. 

− The adversary A outputs a guess b’ ∈ {0, 1} for β and wins the game if b = b’. A’s 
advantage in this game is defined to be Adv(A) = 2|Pr[b = b’] - 1/2|. 

2.3   Bilinear Map and Hard Problems 

Let G1 be an additive cyclic group of a large prime order q and G2 denotes a 
multiplicative cyclic group of the same order. Let P be a generator of G1. A mapping e: 
G1 × G1 → G2 is called a bilinear map if it satisfies the following properties: 

− Bilinearity: ∀ P1, P2 ∈ G1, ∀ a, b ∈ Zq
*, we have e(aP1, bP2) = e(P1, P2)

ab. 
− Non-degeneracy: e(P, P) ≠ 1. 
− Computability: ∀ P1, P2 ∈ G1, e(P1, P2) can be efficiently computed. 

Definition 3. The computational Diffie-Hellman (CDH) problem in G1 is, given (P, 
aP, bP) with uniformly random choices of a, b ∈ Zq

*, to compute abP ∈ G1. Let B be 

an adversary against the hardness of the CDH problem. B’s advantage is defined to be 

Adv(B) = Pr[B(P, aP, bP) = abP]. 

Definition 4 [20]. The gap bilinear Diffie-Hellman (Gap-BDH) problem in (G1, G2 ) is, 
given (P, aP, bP, cP) with uniformly random choices of a, b, c ∈ Zq

*, to compute e(P, 
P)abc with the help of a DBDH oracle ODBDH(⋅) that takes (P, aP, bP, cP, T) as input  
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and outputs 1 if T = e(P, P)abc and 0 otherwise. Let B be an adversary against the 

hardness of the Gap-BDH problem. B’s advantage is defined to be Adv(B) = Pr[B(P, 

aP, bP, cP, ODBDH(⋅)) = e(P, P)abc]. 

3   A New CBE Scheme 

Our scheme is constructed based on a hybrid variant of the BF-IBE scheme proposed 
by Libert and Quisquater [15]. It is described as follows: 

Setup(1k): It performs the following steps:  

− Generate a pair of cycle groups (G1, G2) of prime order q and a bilinear map e: G1 
× G1 → G2.  

− Choose a random generator P ∈ G1 and a random element s ∈ Zq
*, compute Ppub = 

sP.  
− Choose two cryptographic hash functions H1: {0, 1}* → G1

* and H2: (G1)
3 × G2 → 

{0, 1}λ, as well as a symmetric encryption scheme SE = (E, D) of keylength λ, 
where λ is polynomial in k.  

− Output s as the master key msk and {G1, G2, e, q, P, Ppub, H1, H2, λ, E, D, n} as the 
public parameters params, where n denotes a bound on the size of plaintexts. The 
plaintext space is MSPC = {0, 1}n and the ciphertext space is CSPC = G1 × {0, 1}n. 

UserKeyGen(params): It chooses a random element x ∈ Zq
* as the private key usk 

and sets xP as the corresponding public key upk. 

CertGen(params, msk, τ, id, upk): It computes and outputs Certid,τ = sQid as the 
certificate for the identity id in the time period τ, where Qid = H1(τ, id, upk). 

Encrypt(params, τ, id, upk, M): It performs the following steps:  

− Choose a random r ∈ Zq
* and compute U = rP. Compute SK = H2(Qid, U, r⋅upk, 

e(Ppub, Qid)
r) where Qid = H1(τ, id, upk).  

− Compute V = EK(M) and outputs C = (U, V) as the ciphertext.  

Notice that once e(Ppub, Qid) has been pre-computed, the above encryption algorithm 
does not require any pairing computations to send messages to the user id in the time 
period τ.  

Decrypt(params, Certid,τ, usk, C = (U, V)): It computes SK = H2(Qid, U, usk⋅U, e(U, 
Certid,τ)) and outputs the message M = DK(V). 

The consistency of the above CBE scheme is easy to check as we have 

SK = H2(Qid, U, usk⋅U, e(U, Certid,τ)) 

  = H2(Qid, U, r⋅upk, e(Ppub, Qid)
r). 
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4   Security and Efficiency Analysis 

Under the hardness of the CDH problem and the Gap-BDH problem, we have proved 
our CBE scheme is IND-CNE-CCA2 secure in the random oracle model. The 
following theorem is our result about the security of our scheme.  

Theorem 1. Suppose that H1, H2 are random oracles and the symmetric encryption 
scheme SE is IND-SE-CCA2 secure, then the above CBE scheme is IND-CBE-CCA2 
secure under the hardness of the CDH problem and the Gap-BDH problem. 

Proof. We will write the proof of this theorem in the full version of this paper. 

We now make an efficiency comparison between our scheme and the existing CBE 
schemes. In the computation cost comparison, we consider three major operations: 
Pairing (p), Multiplication (m), and Exponentiation (e). Among these operations, the 
pairing operation is considered as the heaviest time-consuming one in spite of the 
recent advances in the implementation technique in [3]. As usual, all symmetric 
operations are ignored. Moreover, we denote the signing algorithm and the 
verification algorithm in the signature scheme by (Sign, Vfy). In the communication 
cost comparison, ciphertext expansion represents the length difference between the 
ciphertext and the plaintext. The length of a string X is denoted by |X|. We denote the 
public commitment string and the de-commitment string in an encapsulation scheme 
by com and dec respectively, the message authentication code by mac, and the 
verification key and the signature in a one-time signature scheme by vk and σ 
respectively. Ciphertext expansion represents the difference between the ciphertext 
length and the message length. In [12] and [18], l should be at least 160 in order to 
obtain a reasonable security. Considering the pre-computation, the detailed 
performances of all the CBE schemes are listed in Table 1. 

Table 1. Efficiency comparison 

Scheme 
Computation Cost Communication Cost 

Encryption Decryption Ciphertext Expansion Public Key Certificate 

Gentry03 [12] 2p+1m+1e 1p+1m |G1|+l |G1| |G1| 

MR06 [19] 4m+2e 3p+3m 3|G1|+|dec|+|com|+|mac| 2|G1| 2|G1| 

GMR08 [11] 5m+2e+Sign 3p+3m+Vfy 3|G1|+|vk|+|σ| 2|G1| 2|G1| 

LZ [16] 2m+7e 2p+1m+2e 2|G2|+|G1| 6|G1| 3|G1|+3|Zq| 

LLX 09[18] 2m+2e 1p+1m+1e |G1|+l |G2| |G1| 

Our Scheme 2m+1e 1p+1m |G1| |G1| |G1| 

From the table, we can see that our scheme has better performances on both the 
computation efficiency and the communication bandwidth. What is worth mentioning 
is that our scheme introduces non redundancies in ciphertext and has short public keys 
and short certificates. Therefore, it is more suitable for the bandwidth limited 
network. 
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5   Conclusion 

In this paper, we present a new CBE scheme which is IND-CBE-CCA2 secure under 
the hardness of the CDH problem and the Gap-BDH problem in the random oracle 
model. Our scheme does not require computing any pairings in the encryption 
algorithm and requires computing only one pairing in the decryption algorithm. 
Furthermore, our scheme introduces non redundancies in ciphertext and has short 
public keys and short certificates. When compared with the previous CBE schemes, 
our CBE scheme has obvious advantage on both the computation efficiency and the 
communication bandwidth. 
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Abstract. The paradigm of forward security provides a promising approach to 
deal with the secret key exposure. It guarantees that the compromise of current 
secret keys does not compromise past secret keys and past communications. 
Therefore, forward security can minimize the resulting damage caused by the 
secret key exposure. In this paper, we propose a new forward-secure identity-
based encryption (FS-IBE) scheme which is forward-secure against adaptive 
chosen-ciphertext attacks under in the standard model. In the proposed scheme, 
some of the main efficiency parameters are independent on the total number of 
time periods. Compared with the existing FS-IBE scheme, our scheme is much 
more efficient. 

Keywords: Forward security, key exposure, identity-based encryption, standard 
model. 

1   Introduction 

In traditional public key cryptography, private keys are generated randomly with no 
connection to users’ identities. Therefore, a Public Key Infrastructure (PKI) is used to 
provide an assurance to the users about the relationship between a public key and the 
identity of the holder of the corresponding private key by certificates. However,  
the need for PKI supporting certificates is considered as the main difficulty in the 
deployment and management of traditional public key cryptography. To simplify the 
management of the public key certificates, Shamir [12] introduced the notion of 
identity-based cryptography (IBC) in 1984. In IBC, the public key of each user is 
derived directly from certain aspects of its identity, such as an IP address or an e-mail 
address, and the corresponding private key is generated by a trusted third party called 
Private Key Generator (PKG). Rather than obtaining the disparate public keys and the 
corresponding certificates of its intended recipients separately as is done in traditional 
public key cryptography, a message sender who knows the identities of its recipients 
needs only to obtain the public parameters of the PKG. Therefore, the main practical 
benefit of IBC lies in great reduction of need for public key certificates and certificate 
authorities. However, it was an open problem to construct an efficient identity-based 
encryption (IBE) scheme until almost two decades after Shamir posed the initial open 
question in [12]. In 2001, Boneh and Franklin [5] presented the first practical and 
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provably secure IBE scheme using the bilinear pairings on elliptic curves. Despite its 
only recent invention, IBE has been used extensively in practice, and is currently in 
the process of getting standardized. 

The paradigm of forward security provides a promising approach to deal with the 
key exposure. The central idea of forward security is that the compromise of current 
secret keys does not compromise past secret keys. The notion of forward security was 
first proposed in the context of key-exchange protocols by Günther [11] and later by 
Diffie, et al. [8]. In forward-secure key-exchange protocols, compromise of long-term 
secret keys does not compromise past session keys. A forward-secure key-exchange 
protocol naturally gives rise to an interactive forward-secure encryption scheme in 
which the two communication parties interact to generate a shared key which is 
erased immediately after being used to encrypt a single message. The notion of non-
interactive forward security was first proposed by Anderson [1] and later formalized 
in the context of signature by Bellare and Miner [2]. In the model formalized by 
Bellare and Miner, the lifetime of the system is divided into N time periods labeled 
0,…, N-1, and secret keys are evolved at regular time periods with the time of the 
system. The device begins by storing secret key SK0. At the beginning of each time 
period i, the device applies some key-evolving algorithm to the previous secret key 
SKi-1 in order to derive the secret key SKi which is used in the time period i, and then 
deletes the previous secret key SKi-1. Notice that if being in a public-key 
cryptosystem, the public keys are never updated and remains fixed while the private 
keys are evolved with the time. A forward-secure cryptosystem guarantees that an 
adversary who learns the secret key SKi for a time period i will be unable to break the 
security of the system for all time periods prior to i. 

As pointed out by Yao, et al. [13], the standard notion of IBE security is vulnerable 
to the secret key exposure. Therefore, forward-secure IBE (FS-IBE) schemes would be 
desirable. In [13], Yao, et al. proposed a forward-secure hierarchical identity-based 
encryption scheme in the random oracle model [7] by combining the forward-secure 
public key scheme proposed by Canetti, et al. [6] with the hierarchical identity-based 
encryption scheme proposed by Gentry and Silverberg [9]. We write this scheme to be 
YFDL04 scheme for short. In the YFDL04 scheme, the dependency of all the 
performance parameters on the total number of time periods is poly-logarithmic. 
Suppose that N is the total number of distinct time periods, then the first-level of this 
scheme results in ciphertext/public key/private key of size O(log2N) and key 
generation/key update/encryption/decryption of time O(log2N). Obviously, the YFDL04 
scheme is quite inefficient for large values of N. In this paper, we construct a quite 
efficient FS-IBE scheme which is secure in the standard model. In our scheme, some of 
main efficiency parameters are independent on the total number of time periods. What is 
worth mentioning is that the ciphertext in our scheme consists of only four or five group 
elements and the decryption requires only three or four pairing operations. Compared 
with the first-level of the YFDL04 scheme, our FS-IBE scheme is much more efficient. 

The rest paper is organized as follows: In Section 2 we briefly review the definition 
of bilinear map and describe the hardness assumption on which the security of our 
scheme is based. In Section 3 we give the definitions of FS-IBE and its security. In 
Section 4 we present a FS-IBE scheme which is provably secure in the standard 
model. In Section 5, we make an efficiency comparison between our scheme and the 
first-level of the YFDL04 scheme. In Section 6, we conclude our paper. 
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2   Bilinear Map and Hardness Assumption 

Let p be a large prime number, G1 and G2 denote two multiplicative cyclic groups of 
the same order p. A mapping e: G1 × G1 → G2 is called a bilinear map if it satisfies 
the following properties: 

− Bilinearity: e(ua, vb) = e(u, v)ab for all u, v∈G1 and a, b ∈ Zp
*. 

− Non-degeneracy: e(g, g) ≠ 1 for a random generator g ∈ G1. 
− Computablity: e(u, v) can be efficiently computed for all u, v ∈ G1. 

The security of our scheme is based on a complexity assumption called the 
truncated decision q-augmented bilinear Diffie-Hellman exponent (q-ABDHE) 
assumption proposed by Gentry in [10]. Let q = q(k) be a polynomial. The truncated 

decision q-ABDHE problem is defined as follows: Given (g, gα, …,
q

gα , 'g ,
2' q

g α +

) 

∈ 3
1
qG + and an element T ∈ G2, where g and g’ be generators of G and α be a random 

element in Zp
*, decide whether

1'( , )
q

T e g g α +

= or T is a random element of G2. Let A 

be a probabilistic algorithm against the truncated decision q-ABDHE problem. The 
advantage of the algorithm A in solving the truncated decision q-ABDHE problem is 
defined to be 

2 1' ' 'Pr{ ( , , , , , , ( , ) ) 1}
q q q

A g g g g g e g gα α α α+ +

=…�  

2' 'Pr{ ( , , , , , , ) 1}
q q

A g g g g g Tα α α +

− =… . 

Definition 1. We say that the truncated decision (t, ε, q)-ABDHE assumption holds in 
(G1, G2) if no t-time algorithm has advantage at least ε over random guessing in 
solving the truncated decision q-ABDHE problem in (G1, G2). 

3   Definitions of Forward-Secure Identity-Based Encryption 

Our definitions of FS-IBE generalize the standard notions of IBE, similar to the way 
in [6] where the definitions of FS-PKE generalize the standard notions of PKE. 
Similar definitions of forward security for HIBE can be found in [13]. 

Definition 2. A forward-secure identity-based encryption (FS-IBE) scheme is a 5-
tuple of PPT algorithms (Setup, KeyGen, KeyUpd, Enc, Dec) such that: 

− Setup takes as input a security parameter 1k and the total number of time periods 
N. It returns the system public parameters params and the PKG’s master key msk 
that is kept secret. Usually, this algorithm is performed by a PKG. 

− KeyGen takes as input params, msk, and a user’s identity id. It returns the user’s 
initial private key SKid|0. Usually, this algorithm is also performed by a PKG. 

− KeyUpd takes as input params, an index i∈[0, N-1) of the current time period, 
and the associated private key SKid|i. It returns a private key SKid|i+1 for the time 
period i+1. 
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− Enc takes as input params, an identity id, an index i∈[0, N) of the current time 
period, and a message M. It returns a ciphertext C for the time period i. 

− Dec takes as input params, an index i∈[0, N) of the current time period, a private 
key SKid|i, and a ciphertext C. It returns a message M or ⊥ if C is invalid. 

Definition 3. A FS-IBE scheme is said to be (t, qk, qd, ε)-FS-ID-CCA secure if for any 
t-time adversary that makes at most qk key extraction queries and at most qd 
decryption queries has advantage at most ε in the following game: 

− Setup. The challenger runs Setup to generate params and msk. It gives the 
adversary params and keeps msk to itself. 

− Phase 1. The adversary issues a series of key extraction queries and decryption 
queries adaptively. The challenger responds as follows: 

 On key extraction query <id, i> where i∈[0, N), the challenger runs algorithm 
KeyGen to generate the initial private key SKid|0 for the identity id, then runs 
algorithm KeyUpd recursively to derive the private key SKid|i for the time 
period i. Finally, it returns the key SKid|i to the adversary. 

 On decryption query <id, i, C>, the challenger first generates the private key 
SKid|i as above, then runs Dec to decrypt C using SKid|i and returns the resulting 
plaintext to the adversary. 

− Challenge. Once the adversary decides that Phase 1 is over, it outputs an identity 
id*, a time period i*, and two equal length plaintexts M0 and M1 on which it 
wishes to be challenged. The constraint is that no private key query has been 
issued for the identity id* for any time period 0 ≤ j ≤ i*. The challenger chooses a 
random bit b ∈ {0, 1}, and sets C* = Enc(params, id*, i*, Mb). It sends C* as the 
challenge ciphertext to the adversary. 

− Phase 2. The adversary issues more private key queries and decryption queries. 
The constraint is that <id*, j> where 0 ≤ j ≤ i* is not a subject of the private key 
queries, and <id*, i*, C*> is not a subject of the decryption queries. 

− Guess. Finally, the adversary outputs a guess b’∈{0, 1} and wins the game if b = 
b’. The advantage of the adversary is defined to be |Pr[b = b’] - 1/2|. 

4   A New FS-IBE Scheme 

In this section, we present a new FS-IBE scheme which is FS-ID-CCA secure in the 
standard model. Our scheme is constructed from the IBE scheme proposed by Gentry 
[10] and the HIBE scheme proposed by Boneh, Boyen and Goh [4].  

To update the users’ private keys, we take a labeled full binary tree as the key 
evolving-tree. To do so, we associate the time periods with all nodes of the binary 
tree. Assume that the total number of time periods N ≤ 2l+1-1, this binary tree has 
depth l. For an identity id, let id|ω(i) denote the node associated with the time period 
i∈[0, N), we associate the time periods with all nodes of the binary tree according to a 
pre-order traversal as follows: 
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− Set id|ω(0) to be the root node of the tree (i.e., id|ω(0) = id|ε). 
− If id|ω(i) is an internal node then id|ω(i+1) = id|ω(i)0; 
− Else if id|ω(i) is a leaf node and i < N-1 then id|ω(i+1) = id|ω’1, where ω’ is the 

longest binary string such that ω’0 a prefix of ω(i). 

Moreover, the private key SKid|i for a given time period i consists of the secret key 
for the node id|ω(i) (which is acted as the decryption key in the time period i) and the 
secret keys for all right siblings of the nodes on the path from the root to the node 
id|ω(i) (which are used to update the private key from SKid|i to SKid|i+1 at the beginning 
of the time period i+1). 

For simplification, we assume that the identities in our FS-IBE scheme are 
elements in Zp

*. Of course, we can extend our scheme to identities over {0, 1}* by 
first hashing the identities into elements in Zp

* using a collision resistant hash function 
H: {0, 1}* → Zp

*. Let G1 and G2 be two groups of prime order p, and let e: G1 × G1 → 
G2 be a bilinear map. Our scheme is described as follows: 

Setup: The PKG selects a random generator g ∈ G1 and a random element α ∈ Zp
*. It 

sets g1 = gα. It furthermore randomly choose g2, h1,…,hl ∈ G1 and a hash function H 
from a family of universal one-way hash functions. The system public parameters are 
params = (N, g, g1, g2, h1,…,hl, H) and the master key is msk = α .  

KeyGen: The PKG selects a random rid ∈ Zp
* and sets |0 2( , ( ) )−= id

id
r

id idSK r g g α as the 

initial private key for the identity id. 

To simplify the description of the KeyUpd algorithm, we define an additional 
algorithm as follows: 

KeyExtract: On input params and the secret key |idsk ω associated with node id|ω, this 

algorithm generates and outputs the secret key for nodes id|ω0 and id|ω1 as follows: 
If id|ω = id|ε, this algorithm selects a random s ∈ Zp

* and outputs 

2|0 2 1( , ( ) , , ,..., )id

l

id
r r r r

id idsk r g g g h hα−= and
2|1 2 1 1( , ( ) , , ,..., )id

l

id
r r r r r

id idsk r g g h g h hα−= ⋅ . 

Else, let 1| | ... {0,1}k
kid idω ω ω= ∈ , it first parses |idsk ω as (a0, a1, a2, bk+1,…, bl), 

where 

0 ida r= , 1 2
1

( ) ( )id i

id k
r r

i
i

a g g h ωα−

=
= ⋅ Π , 2 1

ra g= ,
11 k

r
kb h

++ = ,…,
l

r
lb h= . 

It then selects a random s ∈ Zp
* and outputs  

1

1 1 2

1

| 0 1 2 1 2
1

( , ( ) , , ,..., )k i

k k i k l

k
s s s s

id k l
i

sk a a b h a g b h b hω ω
ωω

+

+ + +

+

+=
= ⋅ ⋅ Π ⋅ ⋅ ⋅ ,  

where 1 {0,1}kω + ∈ . Let 'r r s= + , it is easy to verify that 

' ' ' '

1

1

| 2 1 2
1

( , ( ) ( ) , , ,..., )id i

k

id k
r r r r r

id id i k l
i

sk r g g h g h hωα
ωω +

+
−

+=
= ⋅ Π . 

Therefore,
1| kidsk ωω +

is a valid secret key for the node 1
1 1| ... {0,1}k

kid ω ω +
+ ∈ . 
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KeyUpd: To derive the private key SKid|i+1 for the time period i+1, this algorithm 
performs as follows: If the node id|ω(i) according to the time period i is an internal 
node, then run KeyExtract to generate the secret keys ( )| 0iid

sk ω and ( )| 1iid
sk ω for the two 

child nodes of the node id|ω(i), and output the private key 
( ) ( ) ( )| 1 || 0 | 1 |

{ , } ( { })i i iid i id iid id id
SK sk sk SK skω ω ω+ = ∪ − ; Else if id|ω(i) is a leaf node, then 

simply output ( )| 1 | |
{ }iid i id i id

SK SK sk ω+ = − . 

Enc: To encrypt M ∈ G2 using id in the time period i, if i = 0, the sender selects a 
random t ∈ Zp

* and computes the ciphertext 

2

2 2
1 2 3 4 2 1 1 2 1( , , , ) ( ( , ) , ( , ) , , ( ) )id t id t t tC c c c c M e g g e g g g h h G Gβ− ⋅ ⋅= = ⋅ ∈ × , 

where 1 2 3( , , )H c c cβ = . Else, let the node according to the time period i to 

be 1| ... {0,1}∈ k
kid ω ω , this algorithm selects a random t ∈ Zp

* and computes the 

ciphertext 

2

2 3
1 2 3 4 5 2 1 1 2 1

1
( , , , , ) ( ( , ) , ( , ) , , ( ) , ( ) )− ⋅ ⋅

=
= = ⋅ Π ∈ ×i

i

k
id t id t t t t

i
C c c c c c M e g g e g g g h h h G Gω β , 

where 1 2 3 4( , , , )= H c c c cβ . Notice that encryption does not require any paring 

computations once ( , )e g g and 2( , )e g g have been pre-computed.  

Dec: To decrypt the ciphertext C using SKid|i, if i = 0, the receiver first parses C 
as 1 2 3 4( , , , )c c c c  and SKid|0 as 0 1( , )a a , then computes 1 2 3( , , )H c c cβ =  and verifies 

whether
21 4 3 1( , ) ( , )e g c e c h hβ= . If so, it outputs the plaintext 

0
1 3 1 2( , ) aM c e c a c= ⋅ ⋅ . 

Else, let the node according to the time period i to be ( )
1| | ... {0,1}= ∈i k

kid idω ω ω , it 

first parses C as 1 2 3 4 5( , , , , )c c c c c and ( )| iid
sk ω as 0 1 2 1( , , , ,..., )k la a a b b+ , then 

computes 1 2 3 4( , , , )= H c c c cβ and verifies whether
21 5 3 1( , ) ( , )=e g c e c h hβ . If so, it 

outputs the plaintext 

0 1
1 3 1 2 2 4( , ) ( , )−= ⋅ ⋅ ⋅aM c e c a c e a c . 

The correctness of above scheme can be checked as follows: 

(1)
2 2 2 2

' '
1 4 1 5 1 1 1 1 3 1 3 1( , ) ( , ) ( , ( ) ) ( , ) ( , ) ( , )t te g c e g c e g h h e g h h e c h h e c h hβ β β β= = = = = . 

(2) 0
1 3 1 2( , ) ac e c a c⋅ ⋅ 2 1 2( , ) ( , ( ) ) ( ( , ) )id id

id
r rid t t id tM e g g e g g g e g gα−− ⋅ ⋅= ⋅ ⋅ ⋅ M= . 

(3) 0 1
1 3 1 2 2 4( , ) ( , )−⋅ ⋅ ⋅ac e c a c e a c  
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2 1 2 1

1 1

( , ) ( , ( ) ( ) ) ( ( , ) )

( , ( ) )

id i id

i

i

id k
r rid t t r id t

ii
k

r t

i

M e g g e g g g h e g g

e g h

ωα

ω

−− ⋅ ⋅

=

=

⋅ ⋅ ⋅ Π ⋅
=

Π
M= . 

We can prove that the above FS-IBE scheme is FS-ID-CCA secure in the standard 
model. The following theorem is our result about the security of the scheme. 

Theorem 1. Let q = qk + 1. Assume that the truncated decision (t, ε, q)-ABDHE 
assumption holds in (G1, G2). Then, the above FS-IBE scheme is ( 't ,ε, qk, qd)-FS-ID-

CCA secure for ' 2
expt t O( t q l )= − ⋅ ⋅ , where texp is the time required to compute the 

exponent in G1. 

Proof. We will write the proof of this theorem in the full version of this paper. 

5   Efficiency Comparison 

In Table 1, we make an efficiency comparison between our scheme and the first-level 
of the YFDL04 scheme [13].  

Table 1. Efficiency comparison 

Parameters YFDL04 [13] Ours 
Key generation time O(log2N) O(1) 
Key update time O(log2N) O(1) 
Encryption time O(log2N) O(1)~O(log2N) 
Decryption time O(log2N) O(1) 
Ciphertext length O(log2N) O(1) 
Public key length O(log2N) O(log2N) 
Private key length O(log2N) O(log2N) 

From the table, we can see that the time required for key generation, key update 
and decryption, and the length of ciphertext in our scheme are independent on the 
total number of time periods N. At the same time, the dependency of these 
performance parameters of the YFDL04 scheme on the total number of time periods 
N is poly-logarithmic. The ciphertext in our scheme consists of only four or five 
group elements and the decryption requires only three or four pairing operations. 
Furthermore, the security of our scheme is hold in the standard model while the 
security of the YFDL04 scheme is proved only in the random oracle model. 
Therefore, our FS-IBE scheme is much more efficient and practical than the first-level 
of the YFDL04 scheme. 

6   Conclusion 

In this paper, we proposed a new FS-IBE scheme which is secure in the standard 
model. In our scheme, some of main efficiency parameters are independent on the 
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total number of time periods. What is worth mentioning is that the ciphertext in our 
scheme consists of only four or five group elements and the decryption requires only 
three or four pairing operations. When compared with the existing scheme, our  
FS-IBE scheme is much more efficient and practical. 
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Abstract. In this paper, we studied the Kolmogorov and the linear widths on 
the generalized Besov classes 

,pB θ
Ω  in the norm of

qL in the Monte Carlo 
setting. Applying the discretization technique and some properties of pseudo-s-
scale, we determined the exact asymptotic orders of the Kolmogorov and the 
linear widths for certain values of the parameters p, q, θ. 
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1   Introduction 

The theory of information-based complexity has created notions and tools to 
understand the efficiency issues both for deterministic and Monte Carlo methods. 
This way some comparison between the deterministic and the Monte Carlo settings 
becomes possible. What is the superiority of Monte Carlo methods compared with 
deterministic methods, i.e., can it be of help to involve chance, randomness into 
numerical processes, and if yes, in which situations is this advisable? The first results 
about the analysis of efficiency of randomized(Monte Carlo) methods were due to 
Bakhvalov [1] in 1959, while an intensive wider research started only after the theory 
of information-based complexity [2] was established. For the general background on 
the theory of information-based complexity, we can refer to Traub, Wasilkowski, 
Wo′zniakowski [2]. 

Recently many authors have investigated the complexity of problems on function 
approximation,quadrature formulae, approximate solutions of differential and integral 
equations [2–10] in the randomized setting. In particular, Novak [10], Math′e [8, 9] 
and Heinrich [5, 6] studied the approximation problems on the classical multivariate 
Sobolev space ([0,1] )r d

pW  in the norm of ([0,1] )d
qL , 1 ≤ p, q ≤ ∞ by different 

methods in the deterministic and the Monte Carlo settings.From the point of view of 
approximation efficiency, the randomized methods lead to considerably better rates 
than those of the deterministic ones in many cases. The detailed analysis can be found 
in Heinrich [5] and Math′e [9]. In [11, 12], we also studied the approximation 
problems on the Sobolev classes with bounded mixed derivative in the Monte Carlo 
setting. 
                                                           
∗  Project supported by the NSF of China(Grant No.10926056 and No.10971251). 
** Corresponding author. 
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It is well-known that the Besov classes of functions also play an important role in 
the approximation theory and other mathematical fields. For the approximation 
characteristics of the classes, many researchers have devoted their efforts to the classes 
and obtained many meaningful results. For more information, we can refer to [13–16] 
and the references therein. In 1994, N.N. Pustovoitov [17] introduced a function class 

( )d
qH TΩ . He first used a standard function ( )tΩ , a prototype of which is 

1
1( ) : drrr

dt t t tΩ = =  as a majorant function for the mixed modulus of smoothness of 

order l of functions 
qf L∈  instead of the standard function rt  and obtained the 

estimates of best approximations of classes 
qH Ω  with some special 

1( , , )dt tΩ … . In 

1997, Wang heping [18] introduced the Besov classes 
, ( )d

pB Tθ
Ω  by means of ( )tΩ , 

i.e., an extension of the Besov classes 
, ( )r d

qS Tθ , which was introduced first by 

Amanov [19] and gave the asymptotic estimates for Kolmogorov n-widths of the 
classes under the condition

1( ) ( )dt t tωΩ = … , where *( ) ltω ∈ Ψ  (i.e.,univariate 

function). In [20, 21], Stasyuk and Fedunyk studied the Kolmogorov and the linear 
widths of 

, ( )d
pB Tθ
Ω  for some values of parameters p, q, θ, respectively. In addition, in 

[22] the author also considered the best m-term approximation on generalized Besov 
classes and gave the asymptotic estimates for some values parameters p, q, θ. 
However, the behavior of these approximate characteristics in the Monte Carlo setting 
is still open. At this point, it is suitable to indicate a fact which, in the author’s opinion, 
is of interest in studying the problems of approximation of the classes 

, ( )d
pB Tθ
Ω  in the 

Monte Carlo setting. In the present paper, we investigated the estimates exact in order 
for the Kolmogorov and the linear widths in the Monte Carlo setting. 

2   Preliminary and Main Result 

Let X, Y be Banach spaces. L(X, Y ) denotes the set of all bounded linear operators 
from X to Y . Let S be a continuous(possibly nonlinear) operator from a closed 
bounded subset 

0X  of a Banach space X to a Banach space Y . Here, we assume that 

0 XX B=  is the unit ball of X, and S is an operator mapping the data to the exact 

solution of the problem. We seek to approximate S by mappings of the form u = φ ◦ N, 
where  

0 0: ; : ( ) .nN X R N X Yϕ→ →  

N and φ describe a numerical method. φ(N(f)) is the outcome of the numerical 
operations performed on N(f) in order to obtain an approximation to S(f). According 
to the properties of N and φ, we pay our attention to the following classes of methods. 

For fixed k ∈ N, a rule 
0:u X Y→  of the form u = φ◦N is said to be a 

Kolmogorov method,if the information operator N is an arbitrary mapping from 
0X  

to kR and φ extends to a linear mapping from kR  to Y and a linear method, if the 
information operator N is the restriction of a continuous linear mapping from X to 

kR and φ extends to a linear mapping from kR  to Y.  
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Let 
0 0( , ), ( , )k kD X Y A X Y  denote the sets of all Kolmogorov, linear methods 

which have cardinality equal to k, and put  

0 0 0 0
0 0

( , ) : ( , ); ( , ) : ( , )
n n

n n
k k

k k
D X Y D X Y X Y A X Y

= =
= =∪ ∪A , 

such that 

0 0 0 0( , ) : ( , ); ( , ) : ( , )n n

n N n N
D X Y D X Y X Y X Y

∈ ∈
= =∪ ∪A A  

give rise to the respective classes of Kolmogorov and linear methods. Note that we 
will denote by 

0( , )X YM  any of the classes of Kolmogorov and linear methods in this 

paper. 
Now we pass to the randomized setting, or Monte Carlo methods. As compared to 

deterministic procedures, the randomized methods, and hence also the approximation 
results, depend on chance, or on a random parameter. We assume that both 

0X  and Y 

are equipped with their respective Borel σ-algebras 
0( )B X and B(Y ), i.e., the σ-

algebras generated by the open sets. 
Definition 1. Given a class of methods 

0( , )X YM , a triple ([ , , ], , )F P u kΡ ΩM
 

is called an M -Monte Carlo method, if 

(1) [Ω,F, P] is a probability space.  
(2) 

0: ( , )u X YΩ →M is such that the mapping 
0: ,X YΦ ×Ω →  defined by 

0( , ) : ( ( ))( ), , ,f u f f Xω ω ωΦ = ∈ ∈Ω  

is product measurable into Y and the set 
0{( ( ))( ), , }u f f Xω ω∈ ∈Ω  is a separable 

subset in Y . 
(3) The cardinality function k : Ω → N is a measurable natural number, for which 

( )
0: ( ) ( , ), .ku u X Yω

ω ω ω= ∈ ∈ΩM  

The Monte Carlo error is defined as 
2 1/2

0( , ) : sup{( || ( ) ( ) || ( )) , }.Ye S S f u f dP f Xω ω
Ω

Ρ = − ∈M
 

The cardinality of a Monte Carlo method ΡM  is defined through the cardinality 

function k as 

MC-card( ΡM ) := ( ) ( ).k dPω ω
Ω  

The n-th Monte Carlo error is defined as 

( , , , ) : inf{ ( , ),MC
ne S X Y e S= ΡMM  MC-card( ΡM ) 1}n≤ − . 

If we take the specific class of methods as M  in the Monte Carlo setting, we can 
obtain the following pseudo-s-scales ,respectively 

( , , ) : ( , , , ); ( , , ) : ( , , , ).MC MC MC MC
n n n nd S X Y e S D X Y a S X Y e S X Y= = A  

Let dR  be the Euclidean space with dimension d. Denote by ( )d
qL T , 1 q≤ ≤ ∞ , 

the Lebesgue space of q-th powers integrable functions defined on the d-dimensional 
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torus : [0, 2 )d dT π= , which are 2π-periodic with respect to each variable with the 

usual norm || ||q⋅ . 

In what follows, we assume that functions ( )f x  belong to the space 

0 ( ) { : ( ), ( ) 0, 1, , }.d d
q q jL T f f L T f x dx j d

π

π−
= ∈ = = …  

For 0 ( )d
qf L T∈ , we set 

,
| |

( , ) : sup || ( ) ||l l
q h q

h t
f t f x

≤
Ω = Δ  

where l Z+∈  is a fixed positive integer, 
1( , , ) 0dt t t= ≥…  (i.e., 0jt ≥  , j = 1, . . . , d), 

1( , , ),dh h h= … 1| | (| |, ,| |),dh h h= …  and | |h t≤  means | |j jh t≤  , j = 1, . . . , d. 

At last, 

1 1, , 1 ,1( ) : ( ( ( )) ),
d d

l l l l
h h d h d hf x f x

− −Δ = Δ Δ Δ  

where 

, 1 1, 1
0

( ) ( 1) ( , , , , , ), 1, , .
i

l
l l j
h i i i i i d

j

l
f x f x x x jh x x i d

j
−

− +
=

 
Δ = − + = 

 
 … … …  

As we know, ( , )l
qf tΩ  is the order l modulus of smoothness in ( )d

qL T  norm (of 

mixed type). In order to give the definition of the generalized Besov spaces 

, ( )d
pB Tθ
Ω , we need the following some definitions given by Wang heping in [18]. 

Definition 2. Let : [0, )dR Rφ + +→ = ∞  be a non-negative function defined on 

1{( , , ) | 0, 1, , }d
d jR x x x j d+ = ≥ =… … . We say that *( ) ltφ ∈Φ  if it satisfies 

(1) (0) 0, ( ) 0tφ φ= >  for any , 0dt R t+∈ >  (i.e., 0jt >  , j = 1, . . . , d); 

(2) ( )tφ  is continuous; 

(3) ( )tφ  is almost increasing, i.e., for any two points , dt Rτ +∈  and 

0 t τ≤ ≤ (i.e., 0 j jt τ≤ ≤ , j = 1, . . . , d), we have ( ) ( )t Cφ φ τ≤ , where C ≥ 1 is a 

constant independent of t ; 

(4) for any 1: ( , , ) d
dn n n Z+= ∈…  

1 1 1
1

( , , ) ( , , ),

l
d

d d j d
j

n t n t C n t tφ φ
=

 
≤  

 
∏… …  

where l ≥ 1 is a fixed positive integer and C > 0 is a constant independent of n and t . 

Definition 3. Let ( )tφ  be a non-negative function defined on dR+ which satisfies 

conditions (1), (2) in Definition 2. We say that *( )t Sφ ∈  provided that there exists a 

vector 
1( , , ) 0dα α α= >…  such that ( )t t αφ −  is almost increasing. 
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It is easy to see that in this definition we can always assume 0 1α< <  
(i.e., 0 1, 1, ,j j dα< < = … ) without loss of generality. Throughout this paper, the 

capital letter C  has different values in different places. 

Definition 4. Let ( )tφ  be a non-negative function defined on dR+ satisfying (1),(2) in 

Definition 2. We say that *( ) lt Sφ ∈  if there exist 
1( , , )dγ γ γ= …  such that 

0 , 1, ,j l j dγ< < = … and a constant C > 0 such that for any two points 0 t τ< ≤  

it always holds 
1 1( ) ( )l lt t Cγ γφ φ τ τ− ⋅ − ⋅≥ . 

Denote * * * * *
l l lS SΨ = Ψ = Ψ ∩ ∩ . The generalized Besov spaces 

, ( )d
pB Tθ
Ω are 

defined as follows. Let : {1, , }, .d de d e e= ⊂…  If 1{ , , },me j j= … 1 ,mj j< <…  

then we write
1

: ( , , )
m

e
j jt t t= … , 1( ,1 ) : ( , , ),e e

dt t t= … where i it t=  for i e∈ , 

1it =  for \di e e e∈ = . 

Definition 5. For *( ) ltΩ ∈ Ψ , we write , ( )d
pf B Tθ
Ω∈  if it satisfies 

(1) 0 ( )d
pf L T∈ ; 

(2) for any non-empty de e⊂ , 

1/

2 2

0 0

( , )
,1 ,

( ,1 )

el e
p j

e e
j e j

f t dt

tt

θθ
π π

θ
∈

  Ω   < ∞ ≤ < ∞  Ω   
∏   

and 

0

( , )
sup , ,

( ,1 )

e

e

l e
p

e e
t

f t

t
θ

>

Ω
< ∞ = ∞

Ω
 

where 

1
| |

( , ) : sup || ( , ) || , : ( , , ),
e e

e
me e

l e l e
p p j jh

h t

f t f x h h h
≤

Ω = Δ = …  

1 1 11 1
, , ,( , ) ( ( , , , , ) ).

e

e
j m j m j mm m

l l l l
h j h j h j j jh

f x f x x
−−

Δ = Δ Δ Δ … … … …  

We define 

,

1/

2 2

( ) 0 0 0

( , )
|| || : || || sup , , ,1 ,

( ,1 )

e

d
p e

d

l e
p j

pB T e e
te e j e j

f t dt
f f

ttθ

θθ
π π

θ θΩ

>⊂ ∈

  Ω  = + < ∞ = ∞ ≤ < ∞  Ω   
 ∏ 

and 

, ( )
0

( , )
|| || : || || sup , .

( ,1 )

e

d
p e

d

l e
p

pB T e e
te e

f t
f f

tθ
θΩ

>⊂

Ω
= + < ∞ = ∞

Ω
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It was not difficult to verify that the generalized Besov spaces 
, ( )d

pB Tθ
Ω  with the 

above norm are complete. In this paper, we mainly considered the case 

1( ) ( )dt t tωΩ = …  where *( ) ltω ∈ Ψ  for some α . For convenience, we suppressed the 

domain dT  in the notation below. 
   In this paper, we used the notations  and ∼ . For two sequence { }n n Na ∈  and 

{ }n n Nb ∈  of positive real numbers, we wrote 
n na b  provided that 

n na cb≤  for 

certain 0c > . If furthermore, also 
n nb a , then we wrote n na b∼ .  

Now we are in a position to state the main result of this paper. 

Theorem 1. Let 
1( ) ( )dt t tωΩ = …  where *( ) ltω ∈ Ψ  for some α . Then for any 

natural numbers M and n  such that 12n dM n −∼ , we have 
 

, ,( , , ) ( , , )MC MC
M p q M p qd I B L a I B Lθ θ

Ω Ω∼ ∼  

( 1)(1/2 1/ )

( 1)(1/2 1/ )

(1/ 1/ )

(1/ 1/2)

( 1)(1/2 1/ )

(2 ) , 1 2 , 2 , 0;

(2 ) , 2 , 2 , 0;

(2 )2 , 1 2,1 , 1/ 1/ ;

(2 )2 1 2 ,1 2, 1/ ;

(2 ) , 2 ,2 ,

n d

n d

n n p q

n n p

n d

n q p

n q p

p q q p q

p q p

n p q

θ

θ

θ

ω θ α
ω θ α
ω θ α
ω θ α

ω θ

− − −

− − −

− −

− −

− − −

< ≤ < < ∞ ≤ ≤ ∞ >
< ≤ < ∞ ≤ ≤ ∞ >

< ≤ ≤ ≤ ≤ > −
< ≤ ≤ < ∞ ≤ ≤ >

≤ ≤ < ∞ ≤ ≤ ∞

∼

1/ 2.α







 >

 

    
For the proof of Theorm 1, by Maiorov’s discretization technique, we can obtain 

the main result along the same line as in the work by Fang and the author [11]. Here 
we omit the its details. Comparing Theorem 1 with the deterministic corresponding 
approximation characters obtained by Wang [18], Stasyuk[20] and Fedunyk[21], we 
can observe that for linear width Monte Carlo methods lead to considerably better 
rates than deterministic methods for p q< and 2 .q≤ < ∞   
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Abstract. In this paper the authors consider the existence of the solution to the 
initial boundary value problem for a class of generalized Zakharov equations 
and prove the global existence of the generalized solution to the problem by a 
priori integral estimates and Galerkin method.  

Keywords: Zakharov equations, generalized Zakharov equations, Initial boundary 
value problem, Generalized solution. 

1   Introduction 

The Zakharov equations, derived by Zakharov in 1972 [1], describes the propagation 
of Langmuir waves in an unmagnetized plasma. The usual Zakharov system defined 
in space time 1d + is given by 

,tiE E nE+ Δ =  (1.1)

2 ,| |ttn n E− Δ = Δ  (1.2)

where 1: d dE + → is the slowly varying amplitude of the high-frequency electric 

field, and 1: dn + → denotes the fluctuation of the ion-density from its equilibrium. 
In the past decades, the Zakharov system was studied by many authors [2-7]. In 

[4], B. Guo, J. Zhang and X. Pu established globally in time existence and uniqueness 
of smooth solution for a generalized Zakharov equation in two dimensional case for 
small initial data, and proved global existence of smooth solution in one spatial 
dimension without any small assumption for initial data. Linares F. and Matheus C.[5] 
obtained global well-posedness results for the initial-value problem associated to the 
ID Zakharov-Rubenchik system, and the results are sharp in some situations by 
proving ill-posedness results otherwise. In [6], Linares F. and Saut JC. proved that the 
Cauchy problem for the three-dimensional Zakharov-Kuznetsov equation is locally 
well-posed for data in 3 9

8( ),sH s > . If 0 4p< < , the existence and uniqueness of the 
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global classical solution for a generalized Zakharov equation were obtained in [7]. 
The nonlinear Schrodinger limit of the Zakharov equation was discussed in [8-9]. 

In this paper, we are interested in studying the following generalized Zakharov 
systems. 

2(| | ) 0,t xxiE E nEg x′+ − =  (1.3)

0, (0, )t xxn x aϕ+ = ∈  (1.4)

2(| | ) 0, 0t n g Eϕ βϕ β+ + + = ≥  (1.5)

1 0 2 1 2| 0, | 0, , 0, 0x x x x aE E E E tα α α α= =− = + = ≥ ≥  (1.6)

0 0| | | | 0, 0x x a x x an n tϕ ϕ= = = == = = = ≥  (1.7)

0 0 0 0 0 0| ( ), | ( ), | ( ), (0, )t t tE E x n n x x x aϕ ϕ= = == = = ∈  (1.8)

We mainly consider the existence of the Generalized solution to the system. 
For the sake of convenience of the following contexts, we set some notations. 

For 1 q≤ ≤ ∞ , we denote (0, )qL a the space of all q times integrable functions in 

(0, )a equipped with norm 
(0, )

|| || qL a
⋅ or simply || || qL

⋅ and , (0, )s pH a  the Sobolev space 

with norm , (0, )
|| || s pH a

⋅ . If 2p = , we write (0, )sH a  instead of ,2 (0, )sH a . 

Let
0

( , ) ( ) ( )
a

f g f x g x dx= ⋅ , where ( )g x denotes the complex conjugate function of 

( )g x . General constant C  depends on initial value data. Now we state the main 

results of the paper. 

Theorem 1. Suppose that 

(1) 1( ) , [0, ),g s C s∈ ∈ ∞  and 
1
2 2| ( ) | . , 0g s As B A B

δ−≤ + > , 0δ > ; 

(2) 1 2 1
0 0 0( ) (0, ), ( ) (0, ), ( ) (0, ).E x H a n x L a x H aϕ∈ ∈ ∈  

Then there exists a global generalized solution of the initial boundary value problem 
(1.3)-(1.8), 

1 1
2 4

1 1
2 2

( , )1 1 1

2 1 1

( , )1 1 2

( , ) (0, ; (0, )) (0, ; (0, )) ( )

( , ) (0, ; (0, )) (0, ; (0, ))

( , ) (0, ; (0, )) (0, ; (0, )) ( )

E x t L T H a W T H a C Q

n x t L T L a W T H a

x t L T H a W T L a C Qϕ

∞ −
∞

∞ −
∞

∞
∞

∈

∈

∈

∩ ∩
∩
∩ ∩

 

The paper is organized as follows: In section 2, we make a priori estimates of the 
problem (1.3)-(1.8). In section 3, we obtain the existence of the global Generalized 
solution of the problem (1.3)-(1.8) by Galerkin method. 

2   A Priori Estimations of Problem (1.3)-(1.8) 

Lemma 1. Suppose that 2 1
0 ( ) (0, ), ( )E x L a g s C∈ ∈ . Then forthe solution of problem 

(1.3)-(1.8) we have 
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2 2

2 2
0(0, ) (0, )

( , ) ( )
L a L a

E t E x⋅ =‖ ‖ ‖ ‖ . 

Proof. Taking the inner product of (1.3) and E , it follows that 

2( (| | ), ) 0,t xxiE E nEg E E′+ − =  (2.1)

since 

2

21 d
Im( , )

2 dt L
iE E E

t
= ‖ ‖ , 2Im( (| | ), ) 0nEg E E′− = , 

( )
( )
( )

0 0

2 2
2 1

Im( , ) Im | d

Im ( , ) ( , ) (0, ) (0, )

Im | ( , ) | | (0, ) | 0

aa
xx x x x

x x

E E E E E E x

E a t E a t E t E t

E a t E tα α

= −

= −

= − − =


 

hence from (2.1) we get 

2

2d
( , ) 0

d L
E t

t
⋅ =‖ ‖ , 

i.e. 

2 2

2 2
0( , ) ( )

L L
E t E x⋅ =‖ ‖ ‖ ‖ . 

Lemma 2. (Sobolev's estimations) Assume that ( )qu L∈ Ω , ( )m rD u L∈ Ω , 1 q≤ , 

r ≤ ∞ , 0 j m≤ ≤ , nΩ ⊆ R , we have the estimations 

1

( ) ( ) ( )p r q

j m

L L L
D u C D u uα α−

Ω Ω Ω
≤‖ ‖ ‖ ‖ ‖ ‖ , 

Where C  is a positive constant, 0 1j
m α≤ ≤ ≤ , 

1 1 1
(1 )

j m

p n r n q
α α = + − + − 
 

. 

Lemma 3. Suppose that the conditions of Lemma 1 are satisfied, and assume that 

(1) 
3
2 2| ( ) | , , 0, 0g s As B A B

δ

δ−≤ + > > . 

(2) 1
0 ( ) (0, )E x H a∈ , 2

0 ( ) (0, )n x L a∈ , 1
0 ( ) (0, )x H aϕ ∈ . 

Then we have 
1 2 1 1(0, ) (0, ) (0, ) (0, ) (0, ) (0, )

.
H a L T L a L T H a L T

E n Cϕ∞ ∞ ∞× × ×
+ + ≤‖ ‖ ‖ ‖ ‖ ‖  

Proof. Taking the inner products of (1.3) and tE , 

it follows that 

( )2(| | ), 0t xx tiE E nEg E E′+ − =  (2.2)

Since 

( )Re ,  0t tiE E = , 
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( )0 0
Re( , ) Re d| aa

xx t x t x xtE E E E E E x= −  
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2

2 2 2
2 1

1 d d
| ( , ) | | (0, ) |

2 d d x L
E a t E t E

t t
α α = − + + 
 

‖ ‖  

2 2 2 2

0 0

2 2

0 0

2

0 0

2

0 0 0 0

1 1 d
Re( (| | ), ) (| | ) | | d (| | )d

2 2 d
1 d 1

(| | )d (| | )d
2 d 2
1 d 1

(| | )d ( )d
2 d 2
1 d 1 1

(| | )d d d d
2 d 2 2 2
1 d

2 d

a a

t t

a a

t

a a

t t

a a a a

xx t xx t

nEg E E g E n E x n g E x
t

ng E x n g E x
t

ng E x n n x
t

ng E x x x n n x
t

ϕ βϕ

βϕ ϕ ϕ ϕ

′ ′− = − = −

= − +

= − + − − −

= − + + −

= −

 

 

 

   

2 2 2

2 2 2 2

0

1 d 1 d
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then we deduce from (2.2) 

2 2 2 2

2 2 2 2 2 2 2
2 1 0

d 1
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d 2 2
[ ]a

x x xL L L L
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Letting 

2 2 2

2 2 2 2 2 2
2 1 0

1
( ) | ( , ) | | (0, ) | (| | )d ,

2

a

x xL L L
w t E a t E t E ng E x nα α ϕ= + + + + +‖ ‖ ‖ ‖ ‖ ‖  

and noticing (2.3) we obtain 

( ) (0).w t w≤  (2.4)

On the other hand 
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Hence from (2.4) we get 

2 2 2

2 2 2 const.x xL L L
E nϕ+ + ≤‖ ‖ ‖ ‖ ‖ ‖  

Taking the inner products of (1.5) andϕ , it follows that 

( )2(| | ), 0.t n g Eϕ βϕ ϕ+ + + =  (2.5)
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Since 

2 2

2 21 d
( , ) , ( , ) ,

2 dt L Lt
ϕ ϕ ϕ βϕ ϕ β ϕ=‖ ‖ ‖ ‖  

2 2 2 2 2

2 2 2( , ) ( 1) ( 1) ,
L L L L L

n n C n Cϕ ϕ β ϕ β ϕ≤ ≤ + + ≤ + +‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖  

( ) 2 22

2 2 2(| | ), (| | ) .
L LL

g E g E Cϕ ϕ ϕ≤ ≤ +‖ ‖ ‖ ‖  

thus we deduce from (2.5) 

2 2

2 2d
1

d L L
C

t
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By using Gronwall inequality we obtain 

2

2 const.
L

ϕ ≤‖ ‖  

Lemma 4. Suppose that the conditions of Lemma 3 are satisfied. Then we have 

1 1 2 2(0, ; (0, )) (0, ; (0, )) (0, ; (0, ))
,t t tL T H a L T H a L T L a
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1 1 1 1
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,
C Q C Q
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where (0, ) (0, ).Q T a= ×  

Proof. Taking the inner products of (1.3)-( 1.5) and v , it follows that 

( )2(| | ), 0,t xxiE E nEg x v′+ − =  (2.6)

( ) 0,t xxn vϕ+ =  (2.7)

( )2(| | ), 0.t n g E vϕ βϕ+ + + =  (2.8)
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We obtain from (2.6) 
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From (2.7), there is 
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Therefore, from (2.9),( 2.10) and (2.11), it follows that 
1 1 2 2(0, ; (0, )) (0, ; (0, )) (0, ; (0, ))

.t t tL T H a L T H a L T L a
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On the other hand, if 2 1x x≥ , we get 
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and the same result as above are valid for 2 1x x< .  

Then we deduce from (2.12) and (2.13) 
1 1
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Moreover, 
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the same argument used to obtain (2.13) now shows that 
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It follows from (2.14) and (2.15) that 
1 1
2 2( , )( , ) ( ).x t C Qϕ ∈  

3   The Existence of Global Generalized Solution for Problem 
(1.3)-( 1.8) 

By using Galerkin method and the priori integral estimates in section 2 we have 

Theorem 1. Suppose that 
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Then there exists a global generalized solution of the initial boundary value 
problem (1.3)-( 1.8), 
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Application and Research of Virtual Reality Technique 
on the Safety of Transportation of Dangerous Goods 

Li Qi-Zhong 

North China Institute of Science & Technology,  
Yanjiao Beijing-East, 101601 

Abstract. Transportation of dangerous materials is highly risky and difficult in 
management. Once accident happens, it would cause great loss in lives and 
properties, and bring serious social impact. The safety is the lifeline of railways 
transportation, and human is the most important factor. With the application of 
computer, information and network technique, it was adopted the means of Virtual 
Reality （VR） to simulating the work of railway transportation of dangerous 
materials. This means was provided with the trait as reality, safe, economy and 
speediness, so it had important practical value. 

Keywords: dangerous goods, Railway transportation, Safety, Virtual Reality, 
simulation. 

1   Introduction 

We transport dangerous chemicals nearly 160 million tons every year by railway. There 
are 2187 Dangerous Goods handling stations which include 330 stations for only 
dangerous goods, 98 stations for only dangerous goods container, 64 stations for only 
virulent. There are nine categories, more than 8000 kinds of dangerous goods 
transportation with flammable, explosive, toxic, radioactive, corrosive and other 
features. We assume the transportation of dangerous chemicals for these enterprises 
such as petroleum and chemical, military and national defense, aerospace, building 
materials, medicine, scientific research and education system.  

Because the dangerous goods is different from ordinary, it has its own special 
requirements in equipment and technology management, transport organization, 
security protection and accident rescue, etc. so the practitioners of dangerous goods 
transportation management will be needed higher requirements.  

Considering the difficulty and dangerous of the actual operation of dangerous goods, 
we lead virtual reality technology into the transportation of dangerous goods 
management and the training of its practitioners, it will have a great advantage. We can 
simulate the dangerous goods by computer, and operate them through the data glove, 
we can also simulate a dangerous situation to deal with them, and we also use the VR 
system for training through the distance network. Therefore, it has the characteristics 
such as less investment, safe and reliable, repeatable by using the VR technology to 
simulate of transportation of dangerous goods management and training.  
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The virtual world 

The VR software 

 Input unit Output unit 
 

Fig. 1. Constitution of the VR system 

2   Brief Introduction of VR 

The VR(Virtual Reality) is a high-tech which developed at the end of 1980s, it has 
collected many essential technologies such as the computer graphics, multimedia 
technical, the artificial intelligence, the man-machine connection technology, the 
sensor technology, the highly parallel real-time computation technology, person's 
behavior study research and so on. It is the newest and ultimate layer of the simulation 
technology; it is one front science of the world now. [1] 

The VR technology’s definition may summarize as one kind of artificial simulated 
environment which produces by the computer, and the environment is the 
three-dimensional space which constitutes by the computer, or establishes 
verisimilitude "the simulated environment" in the computer by realistic environment. It 
lets the user absorbed in this environment by many kinds of special equipment, and 
causes the user to produce one kind of feeling of immersing in the simulated 
environment on the sense of vision, hearing, touch, taste and so many kinds of sense of 
organs. Compares with the traditional man-machine interactive technology, the VR has 
three most prominent characteristics: interaction, immersion and conception. And the 
interaction means the participant achieving the object’s operated degree and the natural 
degree of the feedback of the simulated environment by using special equipment and 
the humanity's natural skill. The immersion means the real degree of the participant’s 
feeling of existing in the simulated environment just like a protagonist. The conception 
means the application of VR technology is enables to solve the practical question in the 
project, the medicine, the military and so on. [2] It maybe makes people get sensitive 
and rational cognizance from the simulated environment. And it may deepen concept, 
generate fresh idea and conception, seek, explore and accept the information on its own 
instead of passive acknowledgment. 

A typical VR system mainly includes five constituents: the virtual world, the 
computer, VR software, the input unit and the output unit (as fig.1 shows). The 
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approximately process of interacting with the virtual world is: the user firstly activates 
input device such as data helmet, data glove, and microphone and so on for providing 
input signal to the computer. Then VR software receives input signal which sends by the 
tracking device and sensor to explain, updates the database of the simulated environment, 
adjusts the scene of current simulated environment, and makes the three dimensional 
picture under this new viewpoint and other information such as sound, touch, feedback of 
strength and so on to be transmitted immediately for the corresponding output unit such 
as the helmet monitor, earphone, data glove and so on in order to make the user promptly 
obtain the simulated effect on many kinds sense of organs. 

3   The Research of the Application of VR in the Railway Safe 
Transportation of Dangerous Goods 

3.1   Brief Application of VR 

Railway safe transportation of dangerous goods in VR is using current computer 
technology, information and network technology. By using VR methods, we can 
simulate and emulate the on-site operations of transportation of dangerous goods. It is 
based VR, comprehensively use multimedia such as graphics, images, animations and 
sound to simulate the actual situation. Combined with the remote control technology, 
people can work by staying away from dangerous workplaces. The system is known as 
a virtual remote operating system. Through the system, the operator can use the 
traditional mechanical equipment to operate away from the job site.  

3.2   System Architecture 

Generally, a virtual remote operating system is divided into four parts: man-machine 
interface systems, image processing and calibration systems, on-site operating system, 
virtual simulation system.  

The image processing system and the virtual simulation system is the key part of the 
remote operating system, and it is the main work of the system design. There are many 
ways to get a virtual three-dimensional image from the current methods which people 
mastering. For the virtual remote operating system, the key part of image processing 
and virtual simulation is how to get synchronized with the on-site changes in a virtual 
environment. Namely, it is a question of solving the communication and control delay 
of the virtual environment and job-site.  

To solve the problem, the system uses the organic integration of “virtual” and 
“reality” to achieve synchronized results. The specific method is: through the model to 
establish a framework for virtual simulation environment, using live video images and 
simulation environment for video integration and synthesis of a virtual simulation 
environment. The virtual simulation environment will give a real-time feedback to the 
operator under the control instructions, while the remote operation machinery will have 
same and Synchronization action under the control instructions, repeating the results of 
simulation environment, and feedback the results into the virtual environment to reduce 
the synchronization error. 
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3.3   The Program of the System Implementation 

Virtual remote operating system is not only a complex system but also involve a large 
number of new technical theories. So it is necessary to emulate the program of the 
system’s design, to research and explore the technical theories, such as virtual 
environments, remote control, man-machine interface.  

According to the characteristics of the railway freight yard, we can determine the 
composition of virtual simulation system experiment as follows:  

(1) Job field. We can produce the model railroad freight yard in proportion. The 
model consists of sites, buildings, goods, operating machinery, etc. The operating 
machinery is the focus of the experiment simulation. We select the forklift as the 
operating machinery, because the forklift is a very typical material of handling 
machinery, while its movements and actions is relatively simple, and easy to control.  

(2) Computer hardware. It include three-dimensional graphics processing system 
and human-computer interaction devices, such as 3D accelerator card, head-mounted 
display, space ball, data glove, mouse, keyboard, control and communications 
interfaces.  

(3) Software environment. Use World Toolkit (WTK) as a simulation engine for 
the whole system, and use Visual C++ to develop the integrated simulation 
environment and control procedures. 

3.4   Establishment of Virtual Simulation Scenarios 

3.4.1   Modeling the Operating Mechanical 
(1) Geometric mode 
From the point of view of the structure is relatively simple and has the typical 
representation, forklift was a more appropriate operating machinery. The typical 
forklift consists of four parts: the body, working device, driving device and the power. 
Working device includes door, forks, tilt cylinders, lifting cylinders, chain pulley 
blocks and drive devices. The driving devices include chassis, wheels, transmission, 
etc. When it is working the driving device to complete the function of walking and 
transportation, the work unit implements the task of handling and stacking. According 
to the need of simulation and control, simplify the structure of forklift. All kinds of 
power plants use the motor drive, and set drive motor on the wheels, doors and fork 
respectively. Through the control of motor, it completes the driving, steering, extract, 
and stacking and other moves. 

We use ordinary three-dimensional modeling software to establish the model of 
forklift, and transform it into the file format, such as “.wrl” file which can be 
recognized by the simulation software WTK.  
(2) Kinematical model 
The body, doors and fork of a forklift compose a chain of movement by the order of 
succession. The spatial location of each component not only with relate to its own 
movement, but also to the “dependency” components and the spatial location of the 
body. In order to describe the interdependence and interaction of the movement relation 
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of the components, we use the global coordinates, the body coordinates and the 
possession coordinates to describe the movement of forklift. As shown in Figure 2, its 
coordinates are: body coordinate system x0y0z0, possessed coordinates x1y1z1 
(doors), possessed coordinates x2y2z2 (fork), the global coordinate system xyz.  

 

Fig. 2. The coordinate system of forklift model 

According to the definition of the coordinate system between the forklift models, 
combined with the relative motion relationship of components, we can deduce the 
graphics transformation matrix of components when they are moving. And we can 
deduce the relationship between the drive motor rotation of wheels, doors, car fork and 
graphics transform. 

3.4.2   Virtual Scene Modeling Based on WTK 
(1) Introduction of WTK 
WTK (World Toolkit) is a virtual environment application development toolkit which 
provided by the Sense8 company of the United States. Through a plug-in platform, they 
provide users with a complete three-dimensional virtual environment for interactive 
development platform. WTK provides users with more than 1000 library functions 
which include device drivers and compiled the C language. And the function can be 
directly called by C/C++ program. At the same time, WTK can provide users with 
high-level application development interface by the underlying OpenGL graphics 
functions. In C/C++ language integrated environment, users can easily take WTK as 
external library and directly embed in their own applications, to develop 
three-dimensional virtual environment application. 
(2) Construction of WTK virtual environment 
The way of constructing the virtual environment with WTK is: in C++ software 
development platform, call WTK related function, use the object's geometric model to 
composite a scene graph by the relationship between each scene. And add texture and 
light on the scene and so on. Then they are unified managed by simulation management 
program and acting under all kinds of operating instructions of users. 
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WTK organize the virtual environment in accordance with object-oriented, its main 
classes include: Universe, Geometry, Object, Polygon, Vertex, Path, Sensor, 
Viewpoint, Light, Node, Portal, Animation and so on. From the class hierarchy view, 
Universe is the most senior class and its function is equivalent to a container which can 
accommodate a variety of objects to form a variety of scene. 

The virtual environment which created by WTK is constituted by one or more 
Universe, while the various kinds objects and nodes which provided by WTK is 
constituted by a certain hierarchy relation. Thus, the focus of virtual environment 
modeling under WTK platform is how to establish the scene which based on WTK and 
meet the user’s needs. In WTK, the basic unit of the scene is the Node, each scene graph 
is a collection of a number of points of order, and its structure is equivalent to a 
top-down inverted trees. The node which constitute a scene graph include: Geometry 
Node, Light Node, Fog Node, Transform Node, Group Node and so on., they describe 
the entire virtual environment together. 

When we establish the 3D geometry model of the virtual object, we can use the 
three-dimensional modeling capabilities of WTK. We can also use other 
three-dimensional modeling software. WTK supports multiple file formats input. 
(3) Construction and assembly of the virtual environment scene tree  
Railway freight yard scene is composed with fixed objects moving objects. Fixed 
objects include: freight yard background, terrain, ground buildings and other fixed 
facilities. Moving objects include: operating machinery (forklifts), the goods to be 
handling and other operating machinery. Through the WTK organization in the scene 
and the characteristics of the railway freight yard, we establish the structure of the 
scene, as shown in Figure 3. 

 Root node

Light node 

Global 
transform node

Yard environment
node Group node

T
ra

ns
fo

rm
 o

f 
lo

ca
tio

n 
an

d 
di

re
ct

io
n 

T
ra

ns
fo

rm
 o

f 
vi

ew
 

G
eo

m
et

ri
ca

l 
m

od
el

 

T
ra

ns
fo

rm
 o

f 
lo

ca
tio

n 
an

d 
di

re
ct

io
n 

“F
or

kl
if

t”
 

“C
on

ta
in

er
” 

“O
th

er
s”

 

 

Fig. 3. The virtual simulation scene of railway job field 

In the scene graph in Figure 3, the group node can be connected to multiple group 
nodes. We can also establish the inheritance child nodes by hierarchical model. The 
group node “forklift” can be created multi-level child node. The child nodes have their 



90 L. Qi-Zhong 

own controlled independence movement, while they also inherit the motion 
characteristics of the parent node. Thus, in the simulation environment, we can 
complete various control of the job machinery and its moving parts. 
(4)The assembly of scene graph 
It may load geometry file of each object in the scene by the WTK function 
WTnode_load or WTmovenode_load. And the scene tree loads the scene sub-tree with 
the composition of the scene. The parent node is appointed to adopt the loading 
methods in the parameters of the function. Assembling all objects in the scene, we can 
get a complete scene graph finally. As core equipment and control objects in 
simulation, the forklift can be seen as an independent object in the scene graph when it 
link with other parts of the scene. But it is also a mobile node which is composed with a 
large number of moving parts and structural parts. In order to ensure the virtual forklift 
truck moving synchronized with the actual, we must strictly to calculate the 
transformation matrix when loading the geometry nodes to do forklift assembly. And 
determine the correct position of the components in the space.  

3.5   The Conclusion of Application and Research 

The site of the operation for the virtual simulation experiment is a 1000mm × 1000mm 
bench, and the simulation is a simple on-site rail operations. The yard include forklifts, 
obstructions, goods, construction and other physical model, they are produced scaled. 
The initial position of all objects in the yard is correspondence with the virtual scene. 
Through determining the speed of the forklift truck model’s wheel drive motor, door 
drive motor, fork drive motor and the actual one’s speed, we can get correspondence 
between the virtual motor and the actual, and make the forklift truck models and the 
actual have synchronized movements.  

In the course of simulation, we can use the space ball as space navigation tool of 
view, and track people's horizons. The operator see the three-dimensional simulation 
images on a computer screen through head-mounted display to obtain the experimental 
information of the operating table, use the keyboard and data glove to control the 
movement and loading and unloading operations.  

4   Conclusions 

The virtual reality modeling and simulation of rail transport of dangerous goods of is 
the concrete application of virtual reality technology, it simulates a audio-visual space 
for the rail transport of dangerous goods safety. It can make the user learning and 
training efficient in the virtual environment. At the same time, users can remotely train 
in different locations, breaking the constraints of previous training time and space. The 
development and putting into use of the system will give benefit to management of 
dangerous goods and the training for field operations staff, thus to improve the level of 
railway transport safety. 
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Abstract. Recently support vector machines based intrusion detection
methods are increasingly being researched because it can detect un-
known attacks. But solving a support vector machine problem is a typical
quadratic optimization problem, which is influenced by the number of
training samples. Due to GPU’s high performance in parallel comput-
ing, this paper proposes a Euclidean distance based reduction algorithm
developed on GPU platform, which is called GPU-RSVM, to eliminate
samples that have less effect on building SVM classifier. Experiment re-
sults show that the time of reduction process can decrease significantly.
With optimal reduction ratio, the overall performance of the intrusion
detection classifier based on the proposed GPU-RSVM algorithm is bet-
ter than that based on LIBSVM algorithm.

Keywords: Intrusion Detection System, Support Vector Machines, data
reduction, GPU.

1 Introduction

With the increase of network and computer security events, intrusion detection
system (IDS) becomes an important part in security detecting system. Accord-
ing to the difference of detection technology, IDS can be classified into misuse
detection and anomaly detection [1]. Machine learning-based intrusion detec-
tion approaches belong to the latter one. Since it can identify both known and
unknown attack activities, it has been widely researched in recent years.

Support vector machines (SVMs), proposed by Vladimir.N, is an approach
of machine learning and has been seen as a powerful tool for solving intrusion
detection classification problems in the latest few years. Huang HP proposed a
SVM based intrusion detection system and found it could achieve better perfor-
mance than ANN (Artificial Neural Network) based IDS [2]. Yu J applied MIB
and SVM to implement effectively detection on traffic flooding attack [3]. Song
used clustering and one-class unsupervised SVM for intrusion detection, and
experiments result proved its method can detect unknown attacks effectively [4].

But solving SVM problem would require calculating a quadratic programming
(QP) problem whose memory and time complexity requirement increases as a

Q. Zhou (Ed.): ICTMF 2011, CCIS 164, pp. 92–100, 2011.
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function of l2, where l is the number of samples [5]. Consequently, for large-
scale network intrusion detection problem, when l increases, the computation
consuming of using SVM would be too costly to practise.

In this paper, a Euclidean distance based reduction algorithm is proposed
to speed up SVM training, and GPU (Graphics Processing Unit) is utilized to
reduce the time complexity in samples reduction period. The paper is organized
as follows. In section 2, SVM theory and the reduction algorithm is preliminarily
described. In section 3, the GPU-based reduction algorithm is introduced. In sec-
tion 4, experiment results on KDD’99 intrusion detection dataset are described.
Finally, conclusions are given in section 5.

2 Related Background

2.1 Support Vector Machine

Given training sample (x1, y1),. . . ,(xl, yl), x ∈ Rd, yl ∈ {+1,−1}, l is the
number of training sample, d is the dimension of the sample feature, x =
{x1, x2, . . . , xd}, yl is the class label.

According to the SVM theory [6],[7], there is an optimal hyperplane (decision
boundary), which classify two-class samples with maximum distance, see Fig.1.

Fig. 1. Optimal hyperplane and support vectors of SVM

In order to obtain this hyperplane, according to Wolfe dual theory, SVM solves
the following quadratic optimization problem:

max W (α) =
l∑

i=1

αi − 1
2

l∑
i,j=1

αiαjyiyjK(xi, xj) (1)

s.t.
l∑

i=1

yiαi = 0, 0 ≤ αi ≤ C, i = 1, 2, · · · , l

Where C is a penalty coefficient, αi are the Lagrange multipliers. Accord-
ing to the Karush-Kuhn-Tucker (KKT) conditions, the samples that yield cor-
responding αk > 0 are called support vectors (SVs). Support vectors, which
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are near the optimal hyperplane, locate on the class boundary of each class.
In Fig.1, SVs are those samples which are surrounded by hollow circular. The
support vector machine classifier is determined by the set of support vectors.
K(xi, xj) = φ(xi) · φ(xj) is the kernel function. The common kernels are linear
kernel, polynomial kernel, and radial basis function (RBF) kernels.

By solving the quadratic optimization problem, the decision function is:

f(x) = sgn

{ l∑
i=1

α∗
iyiK(xi, x) + b∗

}
(2)

In formula (2), α∗
i and b∗ are optimal parameters.

2.2 Eucledean Distance Based Reduced Algorithm

According to the theory of support vector machine, optimal hyperplane is only
decided by support vectors. The samples which are far from the optimal hyper-
plane can be deleted without degrading the classification effect. In this paper,
a simple reduction algorithm for linear or similarly linear separable case is pro-
posed, which is based on two facts:

1. if one sample is near the centroid of its own class, then the sample can be
deleted. This kind of samples are called periapsises.

2. if one sample is far from the centroid of another class, then the sample can
be deleted. This kind of samples are called apoapsises.

To find the periapsises and apoapsises, the reduction algorithm includes three
main steps, calculating the centroid of each class, calculating the distance be-
tween samples and centroids, sorting the samples by the distance.

In this algorithm, the centroid of positive class is defined as x+ = 1
l1

l1∑
i=1

xi

and the centroid of negative class is defined as x− = 1
l2

l2∑
j=1

xj . Here, l1, l2 is the

number of positive samples and negative samples respectively. The distance d∗+
from the sample x∗ in positive class to the centroid x+ is:

d∗+ =‖ x∗ − x+ ‖=
√

(x∗
1 − x+

1 )2 + (x∗
2 − x+

2 )2 + . . . + (x∗
m − x+

m)2 (3)

and the distance d∗− from sample x∗ in positive class to the centroid x− is:

d∗− =‖ x∗ − x− ‖=
√

(x∗
1 − x−

1 )2 + (x∗
2 − x−

2 )2 + . . . + (x∗
m − x−

m)2 (4)

In formula (3) and (4), m is the dimension of the sample. The distance d
′
+,d

′
−

from some sample x
′
in negative class to the centroid x+ and x− can be calculated

in the same way.
When getting the distance between samples and centroids, sorting the pos-

itive and negative samples by the distances d∗+, d∗−, d
′
+ and d

′
− respectively in
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ascending order to generate four monotonous data sequences s∗+, s∗−, s
′
+ and s

′
−.

Then the first ε percent samples (periapsises) in sequence s∗+, s
′
− and the last

θ percent samples (apoapsises) in sequence s∗−, s
′
+ are the samples that could

be deleted respectively. Here, ε and θ are the reduction coefficients. Assuming
parameter γ is the sum of ε and θ. At last, there are total γ percent samples that
are eliminated. The remaining (1− γ) percent samples are used to construct the
reduced SVM training dataset.

3 Intrusion Detection Classifier Based on GPU-RSVM

3.1 The GPU Based Reduction Algorithm

In 1999, NVIDIA introduced its first GPU as a specialized accelerator for 3D
graphic. With the development of CUDA (Compute Unified Device Architec-
ture), GPU began to be widely used for general-purpose computations, such as
gene squence [8], modecular dynamics [9], fluid dynamics [10].

In CUDA programing model, CPU is called host and GPU is device or co-
processor. CPU is in charge of dealing with the strong logic events and serial
computation, while GPU focuses on highly threaded parallel processing tasks.
CPU and GPU have their own memory space respectively: host memory and
device memory. Device memory includes global memory, shared memory, local
memory, and also has two additional read-only memory spaces: constant and
texture memory [11]. The program executes on the GPU is called kernel. One
kernel function takes block as execution unit. Each block includes many threads.
Kernel executes sequential program concurrently on a set of parallel threads
under SIMT (Single Instruction Multiple Threads) mode. When CUDA kernels
are invoked, CUDA threads may access data from multiple memory spaces.

Fig. 2. Memory Hierarchies of GPU
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In the reduction algorithm described above, there are a lot of addition, sub-
straction and multiplication operations between matrixes. With CUDA threads,
these operations can be executed in parallel.

1) Distance calculation. The distance calculation between samples mainly
includes three kernel programs on GPU. The centroid compute() kernel is
used to calculate the centroid of two-class samples respectively. Second, the
vector compute() kernel is developed to compute the difference and square be-
tween the elements of vectors, such as (x∗

i − x+
i )2. And the sum reduction()

kernel is designed to accumulate these values. In order to get high accuracy, the
system single-precision floating-point functions fadd rn() and fmul rn() are
used in these kernels.

2) Sorting Operation. Bitonic sorting method is adopted to select the peri-
apsises and apoapsises [12]. Bitonic sort is an unusual sorting algorithm designed
specially for parallel machines. The detail of bitonic sorting method is in[13].

When designing kernel program, it is very important to assign device memo-
ries reasonably. For example, the centroid of two-class samples are used in each
time of distance calculating, so they should be assigned into the constant mem-
ory because the data transfer speed of constant memory is much faster than
global memory. Also, in sum reduction() and bitonic sort() kernel, since ker-
nel threads need to access memory frequently to do accumulation and comparison
operation, the data in computing should be loaded into shared memory firstly
till the distance calculation and bitonic sorting is done. Then these data should
be transferred to global memory for further analysis.

3.2 GPU-RSVM Intrusion Detection Classification Algorithm

The GPU based reduction SVM algorithm (GPU-RSVM) includes three parts:
SVM training data reduction, SVM based intrusion detection classification model
training and intrusion detection testing. In this proposed algorithm, SVM pat-
tern recognization method is applied to build intrusion detection classifier and
detect unknown attacks. The reduced SVM algorithm is proposed to decrease
the amount of SVM training samples to resolve complexity of time and space
in SVM modeling process without sacrificing detecting accuracy. The reduction
algorithm is implemented on GPU parallel to save the time in reduction process.

4 Experiments and Results

4.1 Dataset Description

A real world data set taken from the KDD’99 (1999 knowledge discovery and
data mining conference) intrusion detection standard dataset was used in ex-
periment [14]. In this dataset, there are about 5 million network connection
records that including normal network connection record and four categories
attack record: DoS, R2L,U2L and Probing.

Because the size of original dataset is huge, two subsets of the original data set,
known as the ‘10percent’ dataset in KDD’99, were selected as the training dataset
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‘D41’ and testing dataset ‘T41’. Each of the dataset contains approximately
50000 records. The data are labeled as attack or normal. In these two datasets,
the normal records and attack records are mixed randomly.

4.2 Experiments and Analysis

In this section, three groups of experiments are executed. All experiments run
on a stand-alone personal computer with Pentium Dual-Core CPU running at
2.79GHz, 2G main memory and an NVIDIA GeForce GTS250 GPU which has
16 multiprocessors, 128 cores and 512MB of RAM.

1) Experiment 1. In experiment 1, the reduction algorithm runs on GPU and
CPU respectively to compare their reduction speed. Four subsets with different
size, including 1000, 5000, 20000, 49407, are taken from ‘D41’ respectively. With
the same reduction coefficients ε = 0.2, θ = 0.2, the cost time of reduction
operation on different datasets are shown in Fig.3.
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Fig. 3. The time of reduction implemented on CPU vs. GPU

From the Fig.3, when the number of sample is 1000, 5000, 20000 and 49407,
the speedup ratio of GPU to CPU is 0.03, 0.73, 10.14 and 40 respectively. And
with the increase of amount of samples, the speedup ratio increases sharply.
The reason is that GPU communicates with CPU using PCI-E bus. Limited
by the I/O bandwidth, the data transfer between GPU and CPU usually is
the bottleneck in GPU+CPU collaborative work model. When the calculation
density is low, the I/O transfer time between GPU and CPU is longer than the
computing time. But with the increase of calculation density, the time consuming
in computing become longer and will cover the I/O transfer time. So GPU is
suitable for parallel computing with large amount of samples.

2) Experiment 2. Experiment 2 focuses on seeking the optimal reduction co-
efficients θ and ε of the intrusion detection dataset ”D41”. To find the optimal
pair of coefficients, we change one coefficient and fix another coefficient, and
use classification accuracy of SVM classifier as evaluation index. LIBSVM [15] is
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Fig. 4. The accuracy of classifier in different ε and θ

adopted as SVM training and testing tool in this experiment. In training period,
default parameters are taken. The reduction ratio-dependent accuracy curves
are shown in Fig.4.

From the Fig.4, it shows, in RBF kernel, the classification accuracy on the
original dataset ‘D41’ is 98.92%. When taking ε=0.45 and θ=0.4 (it means there
is only 15 percents samples of ‘D41’ remaining) , the classifier gets the highest
accuracy 99.07%. But the classification accuracy drops sharply if the number
of eliminated points continues decreasing. In linear kernel, the classification ac-
curacy on the original dataset ‘D41’ is the highest. With the increase of θ, the
classification accuracy is inclined to decrease. But the shape of these curves
with different ε is almost coincident, it means that ε is a non-sensitive parame-
ter for linear kernel. Considering the decrease of 1% in classification accuracy is
acceptable, ε = 0.45 and θ = 0.4 are taken as the optimal parameter pair.

3) Experiment 3. This group of experiments are conducted to compare the
performance of intrusion detection classifiers trained by GPU-RSVM and LIB-
SVM in terms of the training time, testing time, prediction accuracy, number of
support vectors, false negative rate (FNR) and false positive rate (FPR).

According to the results of experiment 2, when applying RBF kernel to train
SVM model, the optimal reduction coefficients θ is 0.4 and ε is 0.45. In this case,
the cost time of sample reduction is 265.68ms on GPU and 8564.23ms on CPU.
The speedup ratio of GPU to CPU is 32. The number of eliminated samples is
41995 and 7412 samples are reserved. When applying linear kernel to train SVM
model, the reduction coefficients θ is 0.4 and ε is 0.5. The cost time of sample
reduction is 247.32ms on GPU and 9234.72ms on CPU. The speedup ratio of
GPU to CPU is 37. The number of eliminated samples is 41995 and 4941 samples
are reserved.

After the reduction operation, the SVM intrusion detection classifiers are
trained on reduced dataset and original dataset respectively. In training process,
default parameters are used. The dataset ”T41” is taken as testing dataset in
testing process. The experiment result is shown in Table.1.
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Table 1. The performance comparison between GPU-RSVM and LIBSVM

GPU-RSVM LIBSVM

Kernel RBF LINEAR RBF LINEAR

Training Time(s) 4.141 1.875 34.625 25.047

Testing Time(s) 19.218 10.653 21.688 14.125

Number of SVs 854 461 975 671

Accuracy(%) 99.07 98.76 98.92 99.32

FPR(%) 0.41 0.08 0.67 0.42

FNR(%) 0.52 1.16 0.41 0.27

From the Table 1, whether in RBF or linear kernel, the training and testing
time of GPU-RSVM is shorter than that of LIBSVM. In RBF kernel, the overall
speedup ratio is 8.28 in training process (including the reduction time) and
1.13 in testing process, the prediction accuracy increases. In linear classifier, the
overall speedup ratio is 13.36 in training process (including the reduction time)
and 1.33 in testing process, the prediction accuracy decreases, but less than 1%.

5 Conclusion

In order to build SVM based network intrusion detection classifier fast, a reduced
SVM algorithm (GPU-RSVM) is proposed. This reduction algorithm is imple-
mented on GPU platform. With GPU’s highly parallel computation capability,
the cost time of reduction process decreases greatly. By deleting the periapsises
and apoapsises in the original SVM training dataset, the size of the training
dataset can shrink effectively. In this way, the training and testing time become
shorter, while the prediction accuracy hasn’t obviously declined in general.

The future work will focus on parallelizing the SVM algorithm on GPU to
speed up the whole modeling process.
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Abstract. Low complexity decoding algorithm is proposed to reduce the 
complexity of decoding algorithm for nonbinary quasi-cyclic LDPC codes. The 
algorithm uses methods of logarithm domain and look-up table based on  
the FFT-QSPA algorithm, avoiding multiplication and division calculations. 
These calculations make the hardware compute slowly. As a result, the 
algorithm makes the hardware easier to realize. The parity check matrices with 
quasi-cyclic form are constructed based on the finite fields, which are benefit 
for linear encoding based on the feedback shift registers. The letter presents a 
scheme combined with the constitution, coding and decoding of nonbinary 
quasi-cyclic LDPC codes with low complexity. The simulation shows that 
nonbinary quasi-cyclic LDPC codes achieve significant coding gains over RS 
codes with lower complexity and better performance.  

Keywords: nonbinary LDPC codes, FFT-QSPA, quasi-cyclic codes, finite field. 

1   Introduction 

Nonbinary LDPC code is discovered by Davey and Mackay in 1998. They also 
brought forward the quasi sum-product decoding algorithm (QSPA)[1]. Their 
research indicate that the nonbinary LDPC code has superior capability than binary 
LDPC code, especially in middle short code(code length less than 1000), but with 
high decoding complexity. To reduce the complexity of decoding algorithm, FFT-
QSPA is proposed by Davey and Mackay in 2000, which using FFT algorithm based 
on QSPA, with complexity of ( log )o q q . This letter focus on low complexity 

decoding algorithm for nonbinary LDPC codes, a scheme combine construction-
coding-decoding is presented, that quasi-cyclic structured check matrix to bring 
coding superiority. Only simple cycle-shift register accumulate(CSRAA)union to 
carry through coding, the complexity is direct ration to the check bit. FFT-QSPA is 
used for decoding eclectic of capability and complexity. 

The letter arranged as follows: The second part present methods to construct 
nonbinary LDPC codes with finite field; the third part present the low complexity 
Decoding algorithm and analyze the complexity; the forth part present the simulate 
result and analysis; the fifth part summarize the letter and point out the next step to 
deepen the research.  
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2   Construct of Quasi-Cycle Nonbinary LDPC Code 

The construct of nonbinary LDPC code focus on the design and construct of the check 

matrix.Suppose α is the primitive of GF( q ), then 0α −∞ = , 
0 1α = , α ,… , 

2qα − are al the elements of GF( q )field. Location vector of nonzero element iα  

( 0 2i q≤ ≤ − ） is 0 1 2( ) ( , , , )i
qz z zα −=z … , i

iz α= , other 2q − elements  

are 0. 
In GF( q ) field, a basic matrix W  is needed: 

0,0 0,1 0, 10

1,0 1,1 1, 11

1,0 1,1 1, 11

n
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m m m nm

w w w

w w w

w w w
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W  has to satisfy the α -row restriction 1 and 2:1. For 0 i m≤ < , 

0 , 1k l q≤ < −  and k l≠ , k
iα w  and l

iα w  are at least different in at least 

1n − positions; 2. For 0 ,i j m≤ < , i j≠ , and 0 , 1k l q≤ < − , k
iα w  and 

l
jα w  are different in at least 1n − positions. ,i jA  is construct through the horizon 

expand and vertical expand of every element ,i jw : 
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( 1) ( 1)m q n q− × − dimension check matrix Η  is constructed: 

0,0 0,1 0, 1
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 (3)

Consider the add group, suppose α  is the primitive of GF( q ) field, construct the 
base matrix W : 
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0 2

2 0 1
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1 1 1

1 1 1
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W  (4)

3   Low Complexity Decoding Algorithm 

3.1   The Basic Concepts and Initialization Process 

In the chart 1, nonbinary LDPC decoding gene chart contains variable node(cob on 
the top), check node(cob on the floor), permutation node and reset node. 

 

Fig. 1. Nonbinary LDPC decoding gene 

Define the variable as follows: 1, ,{ }
vpv v d=V … represent the variable node enter the 

degree vd  node, 1, ,{ }
vvp v d=U …  represent the variable node come out from the 

degree vd  node. The suffix pv represents the vector transfer from permutation node 

to reset node, vp  represent the reverse; Also 1, ,{ }
cpc c d=U …  represent the vector 

enter the degree cd  check node, 1, ,{ }
ccp c d=V … represent the belief enter in the check 

node. 
We assume the ( , )N K nonbinary LDPC code transferring on AWGN channel, 

using high rank modulate[10] ( q  scale, 2bq = ), mapping the code 

serial 1 2 1 2 1 2
1 1 1 2 2 2

b b b
N N Nc c c c c c c c c… … … …（ ）to 1 2( , , , Ns s s… ）. The received array 

after demodulated is: 
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, , , , , ,( ) ( )i i i i c i s i c i s i c i sy s v s js v jv y jy= + = + + + = + , 1, ,i N= …  (5)

,i cv  and ,i sv are two independent gauss white noise. 

( )as represent constellation plot the a th symbol, suppose ( ) ( ) ( )a a a
c ss s js= + , 

due to Bayes formula, the beforehand verify probability is: 

2 2
, , , ,

2

( ) 2 ( ) 21
, ,

2
0

( ) ( )
exp( )1 2( | )

( ) ( )
exp( )

2

i c i c i s i s

i i a aq
i c c i s si

a

y s y s

P y s
y s y sk

σ

σ

−

=

− + −
−

= ⋅
− + −

−
0, , 1i N= −… (6)

2( ) 2 ( )i i ik P s P yπσ= is a constant. 
When adopting BPSK modulate, mapping mode is 2 1i is c= − ( 1, ,i N= … ), 

the initialize probability is: 

2( | 0) 1 [1 exp(2 / )]i i iP y c y σ= = +  

2( | 1) 1 [1 exp( 2 / )]i i iP y c y σ= = + −  
(7)

3.2   Low complexity FFT-QSPA Algorithm 

Adopting BPSK modulate,calculate the probability according to the receive channel 

iy , then initialization probability is gained: 

1 1
1

( | ) ( | [ ] [ ]) ( | )
q

i i i i i iq q i i k
k

L p y p y c c a a p y c a
=

= = = = = =∏c a  

0, , 1i N= −…  

(8)

ka is k th bit of binary form of a ,believe degree 1 2( , , , )NL L L=L … . 
Because we adopt the logarithm field to calculate, so all the believe degree turn to 

logarithm. To conquer the limit of q , using the Fourier transfom to transfer the 

calculation to the frequency field, convolution turn to multiplicative operation. Then 
use the logarithm field turn the multiply algorithm to additive algorithm, depress the 
hardware operation time. All the operation of exponent and logarithm use the look-up 
table to reduce the operation complexity. 

Suppose 1[ , , ]pi iU … as p  dimension vector, and 1( , , ) {0,1}p
pi i ∈… . The FFT 

operation rule of 1[ , , ]pi iU …  in GF( 2 p ) if formula(8): 

1 2( ) p= = × × ×W U U F F F…F  (9)
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Tensor multiplication k= ×Z U F  is defined as formula (9): 

1 1 1 1 1 1 1 1 1

1
[ , , ,0, , , ] ( [ , , , 0, , , ] [ , , ,1, , , ])

2
k k p k k p k k pi i i i i i i i i i i i− + − + − += +Z U U… … … … … …

1 1 1 1 1 1 1 1 1

1
[ , , ,1, , , ] ( [ , , , 0, , , ] [ , , ,1, , , ])

2
k k p k k p k k pi i i i i i i i i i i i− + − + − += −Z U U… … … … … …  

(10)

1
1 1 1( , ) {0,1}p

k k pi i i i −
− + ∈… … 。 

The detailed steps are as follows: 

Step 1:initialization  

Suppose vp =U L , factors in L calculated in terms of formula(7); 

Step2:Update the check node 

(S1):Shift step 

( )( ) ( )pc h x vpvec vec=U P U  (11)

( )h xP is actually cycle shift all the factors,the reverse shift denoted by 1
( )h x

−P ; 

(S2):Reset 

Rearrange the believe degree as ascending order according to the 

a ∈GF( q ); 

(S3): FFT 

1

1,

(exp( (log( ( )))))
cd

tp pv
v v t

−

= ≠

= V UF F ， 1, , ct d= ； (12)

Step 3:Update the variable node 

1,

exp(log( ) log( ))
cd

tp pv
v v t= ≠

= + U L V  1, , ct d= ； (13)

Step 4:Try decoding :Hard-judge 

( )
1

ˆ arg max(log( ) log( ))
cd

n pv
GF q

v=

= +c L V ， 1, , ct d= ； (14)

If ˆ T= ⋅ =z c H 0 , then decoding correctly; or repeat step 2\3\4 until the most 

iterative time. 
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3.3   Complexity Analyses 

The decoding of nnbinary LDPC code use the iterative decoding mode, the operation 
complexity focus on the check node, the operations on variable node affect little to the 
whole. Using QSPA algorithm to decode LDPC code in GF( q ) field, the operation 

complexity of check node is 2( )o q . When calculating in FFT, check node turn to 

multiply operation, the complexity descending to ( log )o q q . Then method of log 

domain and lookup table make the multiplication turn to addition, the complexity 
descending again and easier to realization for hardware. For the sake of balance 
complexity and decoding performance, the letter present an algorithm for low 
complexity nonbinary LDPC codedecoding, based on look-up table, which barring 
multiplication and easier for hardware completement. For ( , )N K regular GF( q )-

LDPCcode, every step of every iterative process list as follow: 

Table 1. Operation quantity of every iterative 

Step Additive operation 

2 
2( 1 2 log )v cNd q d q− +  

3 ( 1)v vNd q d +  

4 ( 2) ( )(2 1)v v cNd q d N K d+ + − −  

Total 
2(2 2 2 log ) ( )(2 1)v c v cNd q d d q N K d+ + + + − −
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Fig. 2. Performance curve of (90,51) GF(24)-LDPC code and (90,50)RS code 

4   Simulation and Analyse 

The simulation is carried based on AWGN channel, the sender use BPSK modulation, 
the constructed nonbinary LDPC code compared with RS code as the rate and length 
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is equivalent. Nonbinary LDPC codes use the decoding algorithm this letter 
presented. The max iterative time is 50, RS code use the hard-judge algorithm. 

Construct the check matrix Η in GF(24) with finite approach, choose vd =3 and 

cd =6,the null space of Η present(90,51)QC-LDPC code with rate 0.57 and least 

distance 4. 
In figure 2, when BER=10-5, (90,51)GF(24)-LDPC code gain 3dB coding plus than 

(90,50)RS code. when BER=10-2, (90,51)GF(24)-LDPC code gain 2.79dB coding plus 
than (90,50)RS code. 

Conclusion can be made from figure 2 that nonbinary LDPC code is superior than 
RS code at the same code rate and the same bit length. 

Table 2. Operation times of every iteration 

LDPC iterative times  (90,51) LDPC (90,50)RS 
5 86,400 2,073,600 

50 864,000 2,073,600 

When using FFT-QSPA decoding algorithm, conclusion can be made from table 1 

that operation times of every iteration is ( log )m
v

mo qd qN . Table 2 present the 

decoding operation times of nonbinary LDPC code and RS code. When iterated for 5 
times, the operation times of every iteration of (90,50)RS code is 24 times that of 
(90,51) LDPC code, when iterated for 50 times, the operation times for every iteration 
of (90,50)RS code is 2.4 times that of (90,51) LDPC code. So the complexity has a 

relation to construct of check matrix Η , N and vd  is also the factor restrict the 

complexity. The low complexity decoding algorithm is gained on the consider of 
complexity of decoding but also has to consider the construct of the check matrix. 

5   Summarize 

The decoding complexity of decoding of nonbinary LDPC code is an important 
factor restricts the complication. For the sake of reducing the complexity of decoding 
of nonbinary quasi-cyclic low density parity check(QC-LDPC)code, the construct of 
the quasi-cyclic check matrix is based on finite geometry and finite field. These 
methods can be realized by linear coding of nonbinary LDPC. The simulation prove 
that the nonbinary QC-LDPC code construct with the method this letter present has 
not only a significant performance over RS code with same parameter, but also 
reducing the complexity a lot. 
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Abstract. To protect two party privacy of database’s query, known solutions are 
encrypt the entire database and thus the encryption cost is excessively high. To 
resolve this problem, we construct a new efficient solution to database’s query in 
semi-honest mode, Based on the assumption of combination commutative 
encryption and the oblivious transfer protocol. The protocol can safely and 
efficiently finished database’s secure query lack of third-party participation. 
Furthermore, the correctness, the security and the computational complexity of 
this scheme are as well analyzed. The results of analysis show that compared 
with known solutions, the proposed scheme has much less computational 
complexity. 

Keywords: secure multi-party computation, secure query, commutative 
encryption, privacy preserving. 

1   Introduction 

Database security question not only has extensive applications in secure multi-party 
computation [1], but also plays a very important role in many practical applications. 
For example, a customer wants to apply for endowment insurance at an insurance 
company. In order to prevent the applicant, the insurance business must find out 
whether the circ database has already existed his insurance information, or others. 
During the inquiry process, the server may maliciously modify the policy-holder's 
information. At the same time server also do not want the inquirer to know other 
irrelevant the information of policy-holder in the database. Therefore in the database 
query, on the one hand if the user can get the results of his query only and don’t know 
any other records; On the other hand, The owner of the database do not know which the 
record the user inquires, such inquiry is called the secure query[2]. Security query is 
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widespread in commercial competition, military cooperation and etc. Therefore, under 
the condition of preserving privacy, how to query database is became more and more 
important. 

Rakesh Agrawal gives an effective resolution to security retrieval scheme [2]. In this 
scheme, two participates respectively encrypted their plaintexts, then sent their 
ciphertext to each other, after that they re-encrypted the ciphertext, last they both get 
two sets ciphertext results. Without third party, they realized the secure query. But the 
deficiency of the scheme is overmuch encryption calculation. 

Based on Equijoin protocol, a scheme was proposed in Literature [3], which 
encryption cost is too much. So it was hard to adapt to the large database queries. In 
2009, Yuan proposed the method for a sensitive information retrieval. Based on 
exchange encryption assumptions; it achieved the sensitive information query in 
semi-honest mode. Due to the third party may be incredible, such scheme brought a 
new hidden danger. 

Aiming at the problems above, based on exchange cryptographic function and 
oblivious transfer protocol, we puts forward a new database secure query protocol, 
which does not needs the third party. It meets definition of the secure query. 

2   Preliminaries 

2.1   Commutative Encryption 

The commutative encryption is a pair of combination of encryption function of which 
form like ))(())(( vfgvgf = [4,5]. Through encrypting v , two participates will not 

decrypt ))(( vgf without mutual cooperation. Supposed F is a commutative 

encryption function, which satisfies f : Key F × Dom F → Dom F, The following 

properties: 

(1) For all e , keye ∈'  F, which satisfies eeee ffff '' = , that is, F is 

interchangeable. 

(2) For each Domfe :  F → Dom F, f is bijective function. 

(3) For a given e, inverse function is computable in polynomial time. 

(4) Distribution of ))(,),(,( yfyxfx ee and distribution of ),),(,( zyxfx e are 

indistinguishable, of which Domzyx r∈,, F and Keye R∈ . 

2.2   Oblivious Transfer-OT 

Alice and Bob are two parts in this protocol. The definition of k
nOT is that a sender 

Alice inputs n messages },,,{ 21 nmmm , and a receiver Bob gets k messages out of 

n. At the same time Alice doesn’t know which k messages Bob has got. 
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Inputs: Alice inputs n messages },,,{ 21 nmmm  and Bob k 

messages },,,{ 21 kλλλ . 

Outputs: Bob gets k messages },,,{
21 kiii mmm . 

3   The Scheme 

Suppose that Alice and Bob are two participants. The model of secure query protocol 
shows below (see Figure 1). 

 

Fig. 1. Secure Query 

Alice is a user and she has a condition v, where v is a value of the property V. Bob 

has a table from database (see Table 1). There are two sets, one is V= { nvvv ,,, 21 } 

and the other is { )(,),(),( 21 nvextvextvext }. Alice would like to know whether 

the property V of the relational table equal to v. If there is, it returns the results v 
corresponding to the record; if not, returns nothing. 

Table 1. Relational Table 

 Attribute A Attribute V Attribute B 

)( 1vext  1a  1v  1b  

)( 2vext  2a  2v  2b  

    

)( nvext na  nv  nb  

The proposed protocol:   

Inputs: Alice inputs a property v, and Bob a table from database. 
Outputs: Alice gets some records of which properties V equal to v. 

Security: 

At the end of this protocol, Alice knows what she wants to know. Bob knows 
nothing what Alice gets. 
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The detailed description of the protocol: 

There are have Alice and Bob to participate the communication in the protocol is 
proposed, and is based on semi-honest mode. Alice selects the public/private 

keys( apk , ask ), Bob selects the public key bpk .Open the public key and private key 

is kept confidential, E() is the commutative encryption function. 
The execution of the protocol is as follows: 

Steps 1: Alice Encryption: )(vE
apk ; 

        Alice → Bob: )(vE
apk  

Steps 2:  Bob Encryption: ))(( vEE
ab pkpk  and 

        For  i=1  to  n { 

Bob Encryption: )( ipk vE
b

 

} 

        Bob → Alice: ))(( vEE
ab pkpk , )( 1vE

bpk , )( 2vE
bpk ,, )( npk vE

b
 

Steps 3:  Alice Decryption: 

  )()))((( vEvEED
baba pkpkpksk =  

        For  i=1  to  n { 

        If  )(vE
bpk = )( ipk vE

b
 

            Then  v= iv  

         Alice gets i  
} 

        Alice may be gets the set{ kiii ,,, 21 } （ nik ≤≤1 ） 

Steps 4: Bob selects a random records sets is { )(,),2(),1( nrrr },One random 

record ),,()( '''
iii bvair = ,as show in table 1. 

        For  i=1  to  n { 
        Bob calculates :    

               )()()( irvextirext i ⊕= ； 

 as    ),,()( iii rbrvrairext =  

 Or as   '
iii aara ⊕=  

        '
iii vvrv ⊕=  

        '
iii bbrb ⊕=  

        } 

Steps 5: Alice and Bob execute twice k
nOT  protocol together, the other k

nOT  

protocol: 

          Alice inputs { kiii ,,, 21 }, Bob inputs { )(,),2(),1( nrextrextrext } 



 Efficient Query Protocol for Database’s Privacy 113 

          Alice and Bob executes the k
nOT protocol, 

          Alice obtains k data { )(,),(),( 21 kirextirextirext }; 

      The another k
nOT protocol: 

          Alice inputs { kiii ,,, 21 }, Bob inputs { )(,),2(),1( nrrr } 

          Alice and Bob executes the k
nOT protocol, 

          Alice obtains { )(,),(),( 21 kiririr }; 

Steps 6: for  1ij =   to  ki { 

       Alice computes )()()( jrjrextvext j ⊕=  

 as    ),,()( jjjj bvavext =  

 Or as '
jjj araa ⊕=  

      '
jjj vrvv ⊕=  

      '
jjj brbb ⊕=  

        } 

     The sets { )(,),(),(
21 kii vextvextvext i } is the information that the user 

inquires. 

After that, Alice only gets the record contains attribute values v, but don't know the 
other information of the relation table in database; Meanwhile, Bob also don't know 
what Alice gets. 

4   The Performance Analysis of the Protocol 

We analysis the correctness, the security and the complexity of protocol as follows. 

4.1   Correctness 

In our protocol, we used commutative encryption function to encrypt user query v and 

the attribute values iv of the database relational table. Comparing cipher-text by 

encrypted with the query attribute values, and finally we can gets records information 

through executes two k
nOT  protocol. 

We can see the user will be get the information that he want to query, so the query 
results of the protocol is correct. 

4.2   Security 

Theorem 1. The user's private information is not leaked. 
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Proof: Firstly, Alice encrypted property value v with the public key apk and sends it 

to Bob. Because the public key apk is public, the private key ask  is secret, Bob can 

not decrypt, so he can not get any information about the values v . 

Secondly, Alice and Bob executes two k
nOT  protocol together, the security of 

k
nOT  protocol means: After the end of the k

nOT ,except the messages which he or 

she chooses, the receiver can not get any other messages. Meanwhile, the sender does 
not know what messages the receiver received. 

As mention above, the user's private information is not leaked. 

Theorem 2. The database's information is not leaked except the user's query 
information. 

Proof: Firstly, Bob encrypt )(vE
apk  and the attribute value iv  with the public key 

bpk ,and sends ))(( vEE
ab pkpk and )( ipk vE

b
to Alice. Because the public key is 

public, the private key is secret, Alice can not decrypt, so can not get any other 

information about the value iv . 

Secondly, Alice and Bob execute two k
nOT  protocol together, The security of 

k
nOT protocol is analyzed above. 

As mention above, our protocol can protect the security of database, because the 
database's information is not leaked except the user's query information.  

4.3   Complexity 

Computation complexity analysis: The efficiency of k
nOT in literature[6] is better 

than others, so our protocol is also efficient. If n is the number of database's records, m 
is the number of database's fields. Alice executes encryption operation once and 
decryption operation one times, Bob executes n+1 times encryption operation, so this 
protocol needs to n+3 times operation. Comparison with encrypted the whole database 
in the literature[3], our protocol only to encrypted attribute value that the user will 
query, and the costs of encryption is relatively small. Comparison of the complexity of 
computer as shown in Table 2. 

Communication complexity analysis: In step1, Alice sends )(vE
apk to Bob, they 

needs communicates one times.During step2, Bob sends ))(( vEE
ab pkpk , )( 1vE

bpk , 

)( 2vE
bpk ,,  )( npk vE

b
to Alice, therefore they need communicate once. In order 

to get 2k data, Alice and Bob collaborate to achieve two times k

n
OT in step5, They need 

to communicate 4 times each other. As mention above, the total times of 
communications are 6. 

From the above analysis, we can see the protocol is secure and efficient. 
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Table 2. Comparison of computational complexity of the protocol 

protocok 
Computation 
complexity 

Jing 
weiwei[3] 

mn+3n+3 

This paper n+3 

5   Conclusion 

Based on cryptographic algorithms and k

n
OT , we designed a secure query protocol, 

which effectively solves the problem of the secure query from database without the 
third part. We analyzed the accuracy, security and complexity of the protocol. The 
results of analysis show that this protocol is secure and efficient. For further research, 
we will make efforts to achieve a more secure and more effective secure query protocol 
under the condition of a malicious model.  
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Abstract. To address the centralized index bottleneck of large scale distributed 
system, a hybrid overlay network with redundant super nodes is established. It 
includes a local hierarchical sub network composed of District/Site/Node and a 
super nodes network composed of peer-to-peer District nodes. Based on it, a 
corresponding hybrid search and location model is put forward. In this model, 
search and location in system is separated into two levels: the top level is 
among super nodes and the destination Districts can be located based on DHT 
(Distributed and Hash Table); another is intra-District and the destination Sites 
or Nodes can be located by employing back trace and index. Comparison and 
analysis illustrate that this model can achieve higher reliability, availability, 
load balancing and location efficiency than similar models in existence. 

Keywords: large-scale distributed system, hybrid overlay network, search and 
location, back trace, DHT. 

1   Introduction 

The first and most important work of Large-Scale Distributed System (LSDS) is 
efficient search and location model design. The existent search or location models 
mainly focus on Grid[1], CDN[2] and P2P[3]. Most of them are implemented by 
establishing overlay network supporting efficient routing or improving existing search 
or location algorithms. By motivation of making use of advantages each other, more 
and more of LSDS adopt hybrid overlay network with super nodes. These systems 
always include two layers: the top layer is Super-Node P2P Network (SPN), which is 
composed of nodes with better performance and mainly responsible for resources 
indexing, message routing and transmitting; the next layer is composed of many Local 
Hierarchical Networks (LHNs) organized by the rest common nodes and managed by 
one super node respectively. The layer’s number of LHN can be given beforehand or 
adjust in running time[4-7]. Meanwhile, LHNs thinking of topology or user search 
interesting can achieve further benefit of search and location efficiency[5,8]. 
However, the problem of system reliability and availability caused by single super 
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node design is evident. Moreover, the resources index transfer and network topology 
reconstruction become mostly factors on service performance of LSDS.  

To share in index storage and management of super nodes, reduce access load and 
avoid single node failure, a hybrid overlay network based on District/Site/Node tri-
layer LHN with redundant super nodes is established and a novel corresponding 
model named Large-Scale Distributed Hybrid Search and Location (LDHSL) is put 
forward. Comparison and analysis indicate that LSDS is more reliable, available as 
well as higher search and location efficiency. 

2   The Hybrid Overlay Network Model 

Figure 1 is the hybrid overlay network model based on tri-layers hierarchies 
District/Site/Node and peer to peer in Districts layer.  

District layer 

physical node 

site agent node 

district agent node 

Site logical area 

District logical area 

mapping relation 

Node layer 

Site layer 

 

Fig. 1. The sketch map of hybrid overlay network 

“District” and “Site” here are same as super and hypo-super node respectively. 
Thus, the District layer is SPN and all nodes belong to each District can make up of 
tri-layer hierarchical LHN. This model can commendably solve the scale problem of 
LSDS. For instance, even if a LSDS with 106 nodes and the biggest capacity of each 
District and Site is 50 as well as the average load of each node is 50%, then the nodes 
of SPN is only 1600. Consequently, the search and location can be handled even in 
SPN layer.In order to describe expediently, we differentiate the tri-layer nodes as 
follows: 

Resource Storage Node (RSN): nodes in Node layer and mainly take charge to 
store resources, manage and publish local resources’ index. RSN is also the entrance 
of search. When it receives a search query, it becomes the search agent (SA) of the 
query. Some RSN with close relation can organize a Sit. 

Site Agent Node (SAN): node configured specially or selected from RSN 
according to their integrated performance (such as online time, network bandwidth, 
etc.). It mainly manage and publish resources in local Site. Many SAN with close 
relation can organize one District. 
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District Agent Node (DAN): node configured specially or selected from SAN 
according to their integrated performance. It mainly manages nodes and resources in 
its District. At the same time, it must manage and maintain the index distribution in 
DANs, transmit query message and route in DAN layer. 

3   Search and Location Model Based on Large-Scale 
Distributed System 

Based on figure 1, the search and location model is composed of two layers: one is in 
LHN witch is based on design of “back trace + index”, the other one is SPN witch is 
based on DHT. 

3.1   Search and Location Based on Back Trace and Index 

3.1.1   Search and Location Based on Back Trace in Local District 
A tri-layer solution space tree can be constructed by LHN. The search constraint is 
defined as a node with required resources and corresponding QoS. Search path 
advances according to “the initial RSN→its Site→its District→destination 

Site→destination RSN”. This search will stop when one or more an appropriate 
nodes is met. 

For example, the solution space tree shown in figure 2(a) has District A, Site B and 
C as well as RSN D, E, F, G and H. When a query comes, a RSN becomes Search 
Agent (SA) and the search begins from this SA. As shown in figure 2(b), the search 
path from node D must be one of the following four ways: 

District layer 

Site layer

Node layser 

a a solution space (b) sketch map of search and location 

tree  

Fig. 2. The sketch map of search in District based on back trace 

a) D: the destination node is D; 
b) D→B→E: the destination node is E in local Site; 
c) D→B→A→other District: the destination node is not in local District and 

need search in the top layer SPN 
d) D→B→A→C→H: the destination node is in local District and finally locate 

node H in Site C. 
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3.1.2   Location Mode Based on Hierarchical Index in Local District 
Destination node in local District can be found by hierarchical index as figure 3. Each 
symbol is explained as follows: 
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Fig. 3. Sketch map of location In local District based on hierarchical index 

ILocal、ISite和IDistrict: Respectively represent resources index of local RSN, RSN 
distribution in local Site and Site distribution in local District; 

NR (Resource Name): name or representation keywords of resource; 
KR (Resource Kind: the type of resource; 
Size: the size of resource; 
Path: the local path of resource;  
RSNs: the RSN distribution of resources in local Site; 
SANs: the SAN distribution of resources in local District; 
…: other information, such as QoS information of node load, bandwidth, etc. 

3.2   Search and Location in Districts Based on DHT 

Our model is improved on Chord as follows: 

a) The Chord logical ring sort ascending by Hash value of District name and 
each District has a group of redundant DANs; 

b) MD5 is selected as Hash function and the distribution information in Districts 
of NR is synchronized to redundant DANs according to Chord protocol; 

c) Add information of redundant DANs in routing table and the new routing 
table is Finger Table<Start, Interval, Successor, Backup-of -Successor>, in 
witch: 
Start: Sort ascending Dx pointed in Finger Table computed. Here, x is 
computed as following formula: 
x=(Hash(name of local District)+2i) mod 2128 
Interval: The cyclic Hash interval, [(Dx+2i) mod 2128, (Dx+2i+1) mod 2128), 
used to index distribution and location in DANs  
Successor: The successor District ID; 
Backup-of-Successor: Set of redundant DANs in Successor, including node 
IP, loads and other necessary assistant location information.  
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d) Chord protocol is adopted in search course in Districts. At first, the 
corresponding District is selected according to hash mapping value of NR, 
then the destination District with lightest loads can be found from Backup-of-
Successor of this District. 

e) District drops out only when all redundant DANs are failure and new DANs 
have not put forward. 

3.3   Algorithm of Whole Search and Location 

The whole search and location will be initiated by certain RSN when this RSN 
receives a query about NR. The algorithm is described as follows: 

    Query in ILocal at first. If there is satisfied NR, the path of NR in local RSN 
will be returned, otherwise, the algorithm is ended; 
Query in local ISite. Transmit this query to the least loads RSN in local Site 
when NR is existent and turn to step ① next; 
Query in local IDistrict. Transmit this query to the least loads SAN in local 
District when NR is existent and Turn to step ② next; 
Locate the destination District of NR based on DHT. If successful, transmit 
this query to destination District and algorithm ends. Otherwise, return 
NULL as search and location result. Algorithm ends.  

4   Comparison and Analyses of Performance 

This section, the advantages of LDHSL is illustrate by the following comparisons and 
analyses. 

4.1   Routing Performance and Loads of SPN 

As shown in table 1, two similar overlay networks based on index model, IS-P2P[4] 
and TAC[5], are selected to compare with our system. 

Table 1. Comparison of routing performance and loads among IS-P2P, TAC and LDHSL 

name of system length of search path sum of routing states sum of average index sum of average message 
IS-Chord log2(N/M) log2(N/M) L·N·r/M q·N·h/M 
IS-CAN d·(N/M)1/d 2·d L·N·r/M q·N·h/M 
IS-Pastry logb(N/M) b·logb(N/M)+b L·N·r/M q·N·h/M 
IS-Tapestry logb(N/M) logb(N/M) L·N·r/M q·N·h/M 

TAC log2(N/M2)+2 log2(N/M2) L·N·r/M q·N·(1-β)·h/M 
LDHSL log2(N/M2)+2 log2[(N/M2)·R] L·N· r /M    q·N·(1-β)2·h/M/R 

The meaning of parameter in table is as follows: 

N: sum of nodes in system; 
b: base of identifier; 
M: ratio of nodes’ sum from upper layer and lower layer; 
L: total number of resources provided by each node; 
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d: spatial dimensions of IS-CAN; 
r: the average redundancy number of resources in each layer (r≥1); 
q: average query speed of each node; 
R: the average redundancy number of DANs in LDHSL (1≤R≤M); 
β: the average ratio of query handling in index nodes of each layer (0≤β≤1). 

Results in table 1 illustrate that, in condition of N and M are same in every system: 

a) The length of search path in LDHSL is equal to TAC but less than IS-Chord, 
witch is the shortest path system in IS-P2P. Therefore, routing performance 
can be improved only when capacity of node in LDHSL is more than 4. 

b) The average sum of index in LDHSL node is 1/ r of IS-P2P and TAC. 
Because r≥1, this illustrate the costs on index storage of DAN is relatively 
smaller than the other system. 

c) In condition of same length of search path, the message transmitting loads is 
smallest among three systems. It is only (1-β)2/R of IS-2P and (1-β)/R of TAC 
in LDHSL Because the following expression: 

1/1/)1()1( 2 ≤≤−≤− RRββ  

d) Because two expression as follows: 

)/(log])/[(log 2
2

2
2 MNRMN ≥⋅  

)/(log)/()/(log])/[(log 22
2

2 MNMRMNRMN ≤⋅=⋅  

It is evident that the sum of routing states is between TAC and IS-P2P. It is 
equal to TAC when R=1 and degenerates as IS-P2P. 

From comparison and analyses above, the routing performance, index storage and 
network loads of LDHSL have more evident advantages than the two similar 
system. 

4.2   Analyses on Load Balancing 

The load balance of LDHSL is various: 

a) The load balancing among Districts comes from the balance of Hash function 
MD5; 

b) The load balancing of redundant DANs in one District comes from the loads 
information in Finger table. By loads information in this table, the search 
queries can be almost distributed evenly among all DANs in same District. 

c) The load balancing of redundant SANs in one Site comes from the search and 
location algorithm. This is because the search agent always selects the SAN 
with the smallest load to transmit current query in the algorithm.  

4.3   Analyses on Reliability and Availability 

The redundant DANs reduce the probability of District failure and thus enhance the 
reliability and availability of search and location in SPN. Furthermore, search and 
location in District is based on back trace method and it can be handled at every 
hierarchical nodes. Thus, redundant DANs and SANs can efficiently guarantee the 
integrality of search on the solution space tree. Thereby, the high reliability and 
availability of search in District can be achieved.  
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5   Conclusion 

To avoid the bottle neck of super nodes in large-scale distributed system efficiently, a 
novel hybrid overlay network with redundant super nodes is constructed and based on 
it, a hybrid search and location model based on “back trace and index” in local 
hierarchical network and DHT in top super nodes network is put forward and 
described in detail. In this model, large number of search and location query can be 
handled in local hierarchical network, only small amounts of query must transmit to 
top super nodes layer. Comparison and analyses with similar system illustrate the 
novel model can achieve higher routing efficiency, more reliable and available, better 
load balancing and lower network loads. 

References 

[1] Jiménez, Á.B., Lázaro, J.L., Dorronsoro, J.R.: Finding Optimal Model Parameters by 
Discrete Grid Search. Innovations in Hybrid Intelligent Systems Advances in Soft 
Computing 44/2007, 120–127 (2007) 

[2] Mulerikkal, J.P., Khalil, I.: RMIT Univ., Melbourne. An Architecture for Distributed 
Content Delivery Network. In: 15th IEEE International Conference on Networks, pp. 359–
364 (2007) 

[3] Ghamri-Doudane, S., Agoulmine, N.: Enhanced DHT-based P2P Architecture for 
Effective Resource Discovery and Management. Journal of Network and Systems 
Management 15(3), 335–354 

[4] Xia, Q.-Z., Xie, G.-G., Min, Y.-H., et al.: IS-P2P: Index-Based Structured P2P Networks. 
Chinese Journal of Computer 29(4), 602–610 (2006) 

[5] Li, J.-F., Zhou, X.-M., Zhang, C.-X.: Peer-to-Peer Network Model with Three-tier 
Topology Based on Auto Clustering. Computer Science 36(2), 66–69 (2009) 

[6] Feng, J.-X., Chen, G.-H., Xie, J.-Y.: Hierarchical and Ordered P2P Super2peer Topology 
Construction. Computer Science 36(10), 131–217 (2009) 

[7] Trana, D.A., Nguyen, T.: Hierarchical multidimensional search in peer-to-peer networks. 
Computer Communications 31(2), 346–357 (2008) 

[8] Li, Z., Mohapaira, P.: The impact of topology on overlay routing service. In: IEEE 
INFOCOM (2004),  
http://spirit.cs.ucdavis.edu/ pubs/conf/infocom04b.pdf 



Q. Zhou (Ed.): ICTMF 2011, CCIS 164, pp. 123–127, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

The Exploration of Mainstream VPN Technologies  
in Campus Network 

Yao Bao, Wenjin Tian, and Zhiyuan Du 

Hubei Meidcal University 
Shiyan, Hubei, 442000, P.R.C 
Boil1988@hotmail.com 

Abstract. This article introduces the principle of IPSec VPN and SSL VPN, 
compares and analyzes the security, complexity and scalability of these two 
kinds of VPN technologies. Summarizes the advantages and disadvantages, 
points out their applicable fields. On this basis, we analyze the model that the 
users use the digital campus network while the campus network as application 
environment, and then we conclude that it is feasible to construct VPN which 
based on both SSL and IPSec protocols. 

Keywords: SSL, IPSec, Smart Card, digital campus, MPLS. 

1   Introduction 

With the rapid development and popularization of the Internet, Digital Campus 
construction is in full swing, the colleges regard campus network as its basic 
communicational platform. As the campus scale expanding then it appears such 
problem: huge data flow, remote education, access network off-campus, in the entire 
traditional campus network already cannot meet the requirement of the developing 
universities. Now how to make data transmission more efficient, data exchange 
low-cost and resources more secure in the highly shared campus network environment. 
And also how to manage all the campuses in logical integration. There are so many 
campus network problems we should be faced. So in this case, the VPN becomes the 
first choice in campus network expansion and development. These problems should be 
faced in digital campus constructions. So in this case, the VPN in the digital campus is 
an important part of the construction. 

2   VPN Technology 

VPN (virtual private network) technology is the virtual private network technology, 
which connects remote branches, business partners and mobile officers, etc by an open 
public network resources and provides them end-to-end security data transmission, 
VPN can handle their own information through the public Internet as the same with 
leased line. So we can construct different kinds of VPN According to different 
application environment. Always VPN has three kinds of solutions: Access VPN, the 
enterprise Intranet VPN and Extranet VPN. 
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At present, there are three kinds of VPN technologies already used, which includes 
IPSec VPN, SSL VPN and MPLS VPN. These VPN technologies have their own 
characteristics and strengths. Now overseas manufacturers take more seriously in 
MPLS VPN and SSL VPN technology. But the IPSec VPN is still the most widespread 
used and matures technology. 

2.1   IPSec VPN Technology 

Because the IP packets are lacking in security, ITEF puts forward IPSec. IPSec (IP 
Security) is the standard that protects IP secure communication; it mainly authenticates 
and encrypts IP protocol group. IPSec encrypts and authenticates the data in the 
network layer, provides end-to-end network security plan such as access control, data 
source confirmation, the holistic confirmation of connectionless data, data content 
confidentiality, the replay protection as well as data stream confidentiality, etc. 

The services IPSec provided is transparent and safe to upper protocol and 
application process, many kinds of protocols and application procedures may share the 
IP layer safe service and key management, so they do not need to design and realize 
their own safety mechanism, thus it can reduce expense of key consultation and lower 
security possibilities. Therefore IPSec is the most general method to provide security in 
Internet. 

As a protocol family (series of interrelated protocols), IPSec composes of following 
components: Some protocols that protect packet stream; Protocols that establish Key 
exchange for packet stream.  

The former contains two parts: Encapsulating Security Payload (ESP) and 
Authentication Header (AH). ESP provides Confidentiality for the original data, AH 
provides Authentication for packet stream and ensures information integrity. 

IPSec VPN works similar to Packet Filter Firewall. When the CPE (Customer 
Premise Equipment) A receives an IP packet, it queries the SPD (security policy 
database) to decide whether forward the packet to the CPE B or not. It executes IPSec 
processing if required, this processing includes encrypting the data packets and 
encapsulating the packets into another ones. So that the packets are sent to CPE B 
through the network, when CPE B receives the data packets it requires decryption and 
decapsulation. 

Of course in the processing procedure, if the newly generated packet is bigger than 
the MTU (Maximum Transfer Unit), it needs additional subcontractors and packages 
between the CPE A and CPE B. 

2.2   SSL VPN 

SSL is a protocol to solve the security of web-based application which proposed by 
Netscape, SSL protocol provides security of data-link between Web service (HTTP) 
and TCP / IP. It provides data encryption, server authentication and message integrity 
verification for TCP / IP links. 

SSL includes two layers: SSL Record Protocol; It is built on a reliable transport 
protocol (such as TCP) to provide data encapsulation, compression, encryption and 
other basic support for upper protocols. SSL handshake protocol; It is built on SSL 
Record Protocol and used to authenticate the two sides, negotiate encryption algorithm, 
exchange encryption keys and so on before the start of the actual data transmission.  



 The Exploration of Mainstream VPN Technologies in Campus Network 125 

The workflow of SSL as below:  

I. Server authentication phase:  
i. Client sends a start message "Hello" to the server to start a new session connection;  
ii. Server determines whether need to generate a new main key, if necessary, the 

server responses the information with new key inside to customer;  
iii. Customer generates a main key based on information received from the server, 

and then return the key to server that encrypted by the public key;  
iv. Server gets back the main key, and returns client authentication information with 

the main key in order to make client complete authenticating server.  
II. User authentication phase: Until the server has passed through the client 

authentication, it is turn to authenticate client. The authentication server sends a 
question to customers, customer returns signature of the questions and their public keys 
to the server. 

SSL VPN gateway is the agency during the communication. When users request to 
visit server, the information have not been directly to the application server but 
received by SSL VPN gateway. The data is first analyzed by the SSL VPN agency, then 
it executes identification, authentication and access control for security policy, and last 
it converts the data to proper protocols and sent it to application server. 

2.3   Comparison of IPSec and SSL VPN 

While in application, IPSec works in network layer, it protects all the data that transmits 
among correspondence. Usually IPSec VPN is suitable for all application procedure; it 
also makes remote users feel the same with local users when accessing local resources. 
But SSL locates at the socket layer, it has close relation with the application layer, 
which can only visit these resources that supported by SSL or the WEB browser. 
Therefore, its application filed is mainly consisted of e-mail system, file sharing and the 
Web application procedure. 

While in security, IPSec VPN and SSL VPN strengthen its security through 
authentication and encryption. It has the direct relationship between IPSec VPN 
authentications and strategy of the network equipment, network parameter and 
equipment's IP address, etc. That’s quite safe to the long-distance connection. In SSL 
VPN, the user may login in depending on its willing and judge the server certification 
by itself whether effective or not. IPSec VPN uses the more complex encryption 
algorithm, longer key than SSL VPN. But IPSec VPN generally only provides the 
encryption in gateway, no encryption between the application server and gateway. SSL 
VPN provides the end-to-end encryption. 

While in extendibility, IPSec VPN is based on network layer, which has nothing to 
do with the application procedure. The enterprise could revise application procedure at 
its willing without modifying VPN. However, due to the very requirements of its 
clients, which makes it relatively trouble while adding new users. SSLVPN serves for 
the application layer, therefore changing application program means changing the 
interface of VPN, and moreover not all application programs may use the Web way to 
visit. If increasing a Web server as the proxy before many non-Web application 
procedures, it will cause Web server the overloaded. And last it will lead to system 
performance degradation. 
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While in the usage complexity, Because IPSec works in network layer, IPSec VPN 
clients for remote access is not easy to achieve, configure and maintain. For SSL VPN, 
it works among TCP and various application-layer protocols, and SSL also is 
embedded in web-browsers. So business based on B/S can directly use the browser to 
establish SSL VPN connection without installing clients. 

3   Application of VPN Technology in the Campus Network 

3.1   The Conception of Dital Campus 

Digital Campus is based on campus network, relied on advanced management 
concepts, use advanced IT methods and tools, integrate existing teaching, research, 
management, life, service and other related resources and to achieve reunification, user 
management, resource management and access control; It is aimed at achieving 
efficient allocation of resources, full utilization of the school management and 
optimizing logistics services, and building a new mode of education, expanding the real 
dimensions of time and space in campus, providing online information exchange 
environment for students and teachers, creating e-school and educational resources, 
virtual communities and network services, digital and virtual university educational 
environment, and ultimately the overall educational process information, so as to 
improve teaching. 

3.2   Problems and Solutions in Smart Card System of Digital Campus 

As a part of digital campus, “The Smart card System” has already penetrated into many 
corners of university, this is the trend of university informationization and the symbol 
of university modern management. 

Smart card system integrates its own function and computer network, then creates a 
integration among traditional relatively independent school roll administration, library, 
computer management, access control discrepancy, identity authentication, 
consumption and settlement etc, last realizes unified management and integrated 
resources. However, smart card system still exists some bottleneck problems, these 
problems are mainly: 

Campus Information Island. The mergence and enrollment of University, make each 
school has established numerous campuses, these campuses are often trans-regional. 
While these campuses have not realized the inter-communication in network. This 
makes a card cannot spanned "tong" problem and students in different campuses have 
to use different smart cards. This is not only inconvenient, but also a waste of resources.  

For some reason, Information transmitted in Smart card is not encrypted, so it’s easy 
to be forged. In theory, the card itself is a strong password medium; it is not easy to be 
forged. However, coupled with the openness of campus network, an attacker can easily 
steal data and reproduce a legitimate smart card through vacant record cards, and it can 
cause losses to the card user. 

Fortunately, in the above figures of the campus smart card business, we found that it 
is a good solution to use both IPSec and SSL VPN integration to solve the inherent 
problems. 
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Multiple smart cards sites connect through the IPSec VPN. We can access card 
management areas through the security certification, establishment of tunnel, 
encryption and other mechanisms of transmission. This mode builds mutual trust and 
the security of encrypted information between the transmission channels so as to 
achieve the effect of private network. At the same time, also enables application-layer 
access control filtering. 

There are many different types of card reader terminals in campus, and some is 
based on the computer terminal platform, and some are dedicated reader devices. We 
can use SSL VPN to encrypt transmission for the computer terminal device. As long as 
they can use the browser's terminal equipment, we can use the SSL protocol to establish 
a secure, encrypted transmission channel. For the dedicated reader device, you can 
access the network using the PPTN, etc.  

4   Summary 

In solving the interconnection and the remote security access, both IPSEC VPN and 
SSL VPN have the respective good and bad points. Users will face these two problems 
in its own developing process, if using the sole VPN solution, it will exposure its own 
shortcomings gradually. So in this case, IP Sec VPN is deployed to be as general 
remote access solution and point-to-point collecting solution, with auxiliary SSL VPN 
deployed as remote access solution for Web visiting service. At the same time another 
VPN technology MPLS VPN has matured, it can be very simple to realize the 
horizontal and vertical visitations among school departments and does not require the 
configuration when adding a new node. So MPLS VPN technology has a very good set 
of maintainability and scalability. He is also more suitable for formatting complex and 
large-scale VPN networks. Although this kind of technology has not been popular in 
the current buildings, with the development of times, it will make a great contribution 
to the digital campus. 
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Abstract. This paper gives a solution of wireless keyboards with mobile Ad-hoc 
network (a mobile, multi-hop and autonomous decentralized system) without 
fixed infrastructure, which is a novel technology about establishing a mobile 
Ad-hoc network.  
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1  Brief 

With development of radio communication, demands for portable devices are 
increasing day by day and wireless keyboards become a new trend. Especially, 
keyboards with mobile Ad-hoc network is interested by more and more young people 
when they play games.  

2  The Wireless Architecture of Keyboard with Zigbee 

The wireless keyboard normally consists of two parts: the ZigBee Keyboard Sender 
(Sender for short) and the ZigBee Keyboard Receiver (Receiver for short). The wireless 
scheme of keyboard with ZigBee is presented in Fig.1 the Receiver and the Sender are 
both built-in JN5121model (from Jennic company) based on ZigBee protocol. 

 

Fig. 1. Block schematic of ZigBee Keyboard 

3  The Scheme of Zigbee Keyboards with Mobile Ad-Hoc Network 

With three Receivers (also called End Device or Node, here reference computer 
receiver built in ZigBee module) and corresponding three Senders (here reference 
keyboard with ZigBee module), we built a simple prototype of mobile Ad-hoc network, 
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and technology, especially the application of Embedded, Zigbee system and technology, 
especially the application of Zigbee, wireless sensor network. 
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which can establish the truth of four schemes: one peer to one peer, one peer to 
multi-peer, multi-peer to one peer and multi-peer to multi-peer mobile Ad-hoc network, 
which is shown as in Fig. 2. 

 

Fig. 2. Multi-peer to multi-peer scheme of keyboards with Ad-hoc keyboard network 

4  The Way of ZigBee Binding 

Binding mechanism is a key technology to build a mobile Ad-hoc network and also a 
kind of connection mechanism established among ZigBee nodes for fast and 
convenient exchange information. The binding mechanism is mainly realized through 
binding algorithm and binding table, which are mainly constituted by mobile Ad-hoc 
network address and the endpoint identity code. 

There are two types of binding way. One is Direct binding, that binding table is 
preserved in Senders node, the other is indirect binding, that binding table is preserved 
in Coordinator node. 

4.1  The Process of Direct Binding  

1) First the sender endpoint (here called request point), is desired to transmit data, 
broadcast binding request to any other endpoint in the mobile Ad-hoc network. 
2) Second an endpoint in mobile Ad-hoc network to respond the binding request by 
transmitting back message of ZigBee Device Profile (ZDP for short) only at the 
moment that the receiver endpoint discovered that this binding request data is matched 
with the receiver endpoint itself. 
3) Third the request endpoint will store the receiver endpoint address in mobile Ad-hoc 
network and the identity code of receiver endpoint into the binding table only at the 
moment that the request endpoint discovered that the replied data of ZDP meets the 
requirement and is correctly. 
4) If the other endpoints information has been stored in the binding table of the request 
endpoint, that means the direct binding is established among the request endpoint and 
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the another endpoints in the mobile Ad-hoc network, the request endpoint can directly 
mutually exchange data with each other endpoints by the binding table. 

4.2  The Process of Indirect Binding 

1) First the sender endpoint, is desired to transmit data, send binding request to 
Coordinator of the mobile Ad-hoc network. 
2) Second Coordinator responds the binding request of the sender endpoint by 
transmitting back message of ZDP and stores the sender endpoint address in mobile 
Ad-hoc network and the identity code of Sender endpoint into the binding table.  
3) The indirect binding is finished as soon as the request endpoint has correctly 
received reply message from Coordinator. 
4) After indirect binding is established, each other endpoints in mobile Ad-hoc network 
can exchange data through Coordinator. 

Wireless keyboard’s Sender and Receiver built in ZigBee module make up the 
mobile Ad-hoc network, which network topology scheme is shown as Fig. 3. 

 

Fig. 3. Topology construction of the system 

In Fig.3, Receiver1 plays the role of Coordinator and startups the network. 
Receiver2 and Receiver3 via USB interface to receive keyboard codes and exist as the 
role of the Router. Sender1, Sender2 and Sender3 connect with keyboard via PS/2 
interface to send keyboard codes to binding Receiver and also plays the role of Router. 

5  System Debug and Test Result 

Debug and test by the following the three steps: 

5.1  One Sender Transmit Vs. Multi-receivers Catch Information Respectively 

Startup the Sender, message displayed on terminal of PC is as Fig.4 shown. 

At startup, as the Fig.5 shown: the default receiver end is coordinator and the sender 
node is the Sender1. 
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Fig. 4. Startup the Sender 

 

Fig. 5. At startup, sender1 transmit and coordinator receive 

The first step is about only one Sender transmits data and the other multi-Receivers 
waits to be linked for getting information respectively. 

The process of exchanging data between one peer to multi-peers is as following: 

1) Pressing the switch1, that means launch the Sender node 1 to send information 
and Receiver node 1 wait to be linked for getting information corresponding. The 
content on terminal of PC is shown as the Fig.6 and the situation of Sender node 1 send 
VS Receiver node 1 receive is shown as the Fig.7. 

 

Fig. 6. Content on terminal of PC 

 

Fig. 7. Sender node 1 send VS Receiver node 1 receive 
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2) Pressing the same switch once again (the second time), that means launch the 
Sender node 1 to send and Receiver node 2 wait to be linked for getting information 
corresponding. The content on terminal of PC is shown as the Fig. 8 and the situation of 
Sender node 1 send VS Receiver node 2 receive is shown as the Fig. 9. 

 

Fig. 8. Content on terminal of PC 

 

Fig. 9. Sender node 1 send VS Receiver node 2 receive 

3) Pressing the same switch (the third time), that means launch the Sender node 1 

 

 

Fig. 10. Content on terminal of PC 

to send and Receiver node 3 (coordinator), Receiver node 1 and Receiver node 2 
concurrent wait to be linked for getting information corresponding. The content on 
terminal of PC is shown as the Fig.10 and the situation of Sender node 1 send VS 
multi-Receivers nodes receive is shown as the Fig.11.  
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Fig. 11. Sender node 1 send VS multi-Receivers nodes receive 

4) Pressing the same switch (the fourth time), that means launch the Sender node 1 
to send and Receiver node will be coordinator again is shown as the Fig.12., and next 
loop (is shown as the Fig.13) will be to start. 

 

Fig. 12. Content on terminal of PC 

 

Fig. 13. Loop 

In accordance with the above mentioned method, pressing number two switch with 
one time (two times, three times), that means launch the Sender node 2 to transmit dada, 
we need check the situation of Receiver node 1 (2, 3) to catch information respectively.  

Within the same way, pressing the number three switch with one time (two times, 
three times), that means launch the Sender node 3 to transmit dada, we need check the 
situation of Receiver node 1 (2, 3) to catch information respectively. 

And so on, a completing debug process about one Sender transmit VS multi-Receivers 
is reached. 
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5.2  Multi-senders Transmit Vs. One Receiver Catch Information Respectively 

The second step is about multi-Senders transmit and only one Receiver wait to be 
linked for receiving information respectively is shown as the Fig.14. Under such 
circumstances of closing Receiver node 2 and Receiver node 3, we need only check the 
situation of Receiver node 1 gain data when pressing the switch 1, switch 2 and switch 
3 concurrent. Similarly, check Receiver node 2 and Receiver node 3. 

 

Fig. 14. Content on terminal of PC 

5.3  Multi-senders Transmit Vs. Multi-receivers Catch Information Respectively 

The third step is about while simultaneously pressing switch one, switch two and 
switch three, that means launch the Sender node 1, Sender node 2 and Sender node 3 
simultaneously to send, Receiver node 1, Receiver node 2 and Receiver node 3 all wait 
to be linked for receiving information at random type is shown as the Fig.15. 

 

Fig. 15. Multi-Senders transmit VS multi-Receivers 

Test is strictly by various settings and the results are satisfied after many months’ 
executions. 
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Abstract. The architecture of an Open Platform for Earthquake Engineering 
Simulation (OPEES) is introduced. This project is sponsored by the Ministry of 
Finance, China，cost 30 million RMB during last five years. The various parts 
of the large platform are linked based on earthquake observation system, 
experiment systems, and theoretical research systems. The core equipment, 30 
Teraflops parallel supercomputer and 200T storage array, are described. At last, 
2 test cases, one seismic wave simulation and pseudo-dynamic test are used to 
verify the successful integration of OPEES. 

Keywords: OPEES, Supercomputer, Storage, Test cases. 

1  Introduction 

In 2000, the U.S. National Science Foundation (NSF) invested more than 80 million 
U.S. dollars to integrate a network of cooperative experimental system (NEES). The 
NEES network infrastructure encompasses 1 management headquarter, 14 earthquake 
engineering and tsunami research facility sites located at universities across the U.S., 
available for testing on-site, in the field, or through telepresence and cyberinfrastructure 
operations ,the network connects, and the work of the experimental facilities, 
researchers, educators and students. Japan started to build the E-Defense since 2005 
which is a full-size three-dimensional vibration destruction facility and is the largest 
in the world. The collaborative research between NEES and E-Defense focuses on 
tests and analyses to develop major experiments involving bridge columns and 
structures .This shaking table permits nearly full-size bridge models to be subjected to 
earthquakes as largely as any recorded one in Japan or in USA during the Kobe and 
Northridge earthquakes.  

Since 2004, with the support of Chinese Natural Science Foundation, Institute of 
Engineering Mechanics, China Earthquake Administration (IEM/CEA), Tongji 
University, Hunan University and the other institutions had also launched basic 
researches for a collaborative network in experimental systems. China is one of the 
most countries hit by destructive earthquake and it is well known that large-scale 
experiments on Earthquake engineering is one of the most direct methods of verify 
the seismic capacity of various types of engineering structures.  

In order to meet the challenge of high seismic activity in China, IEM/CEA 
proposed a project, Open Platform for Earthquake Engineering Simulation, to reduce 



 An Open Platform for Earthquake Engineering Simulation in China 137 

the impact of earthquake and to develop an active collaboration, a network center for 
plenty of researchers based on the development of information technology [1].  

The goal of this project is effective integration of all kind of original earthquake 
related information and build an open platform which will serve for the earthquake 
engineering within China. This project has gotten sponsored from Ministry of 
Finance, China and the total fund is about 30 million RMB within 5 years. As the key 
involvers, this paper gives an introduction of the OPEES. 

2  OPEES Architecture  

The Open Platform for Earthquake Engineering Simulation(OPEES) was operated 
since 2004 and started to found in late April 2008. The Fig.1 shows there are three 
main components in the platform, the networked hardware environment, the 
numerical simulation and research, and the basic information repository. Architectural 
design explains the components within the open platform and how each component 
interacts with each other. This open platform will act as an operating system for 
earthquake engineering researches, trying to connect the facilities, data, information, 
knowledge and people together to this distributed networked platform. OPEES 
initiative will be a sample model for the networked hardware environment, and 
parallel computer which serves as the basis for the numerical simulation component, 
and data warehouse which can be expanded to serve as the basic information 
repository [2]. 

Under OPEES architecture, we design the hardware including the supercomputer 
and mega storage array. The OPEES Supercomputer consists of 384 nodes of HP 
ProLiant BL460c Blade Server,12 I/O node of HP Proliant DL380 G5and 8 
management nodes of HP Proliant DL380 G5 and linked by Voltaire ISR 2012 
Infiniband with 20T EMC CX3-80F Fibre Channel solution supporting HP blade 
servers. The theoretical CPU speed reaches 30 teraflops and have the ability to handle 
the earthquake engineering issue. The supercomputer also combines efficient compute 
power and high spatial density, with expanded memory for maximum performance. 

Under OPEES architecture, we also design 3 layers software. The first layer is the 
Redhat Linux EL AS 4.0 U2 x6, a platform well-suited for a broad range of 
applications across the OPEES infrastructure and provides support for the new and 
existing applications. HP CMU is also installed as an efficient and robust tool for the 
management of Linux-based nodes in HPC clusters.  The CMU simple graphic 
interface enables centralized console management, monitoring of cluster-wide and 
node-specific metrics, and software installation. And it is also easy for frequent 
changes to the software configuration across the cluster or on a subset of the cluster.   

The second layer is the commercial parallel software which apply to the earthquake 
engineering simulation, such as ANSYS, ADINA and ABQUAS, and provides 
volume parallel capabilities to support multiple users, with complete flexibility to 
deploy the software wherever there are distributed resources. The parallel 
performance permits users to exploit the supercomputer systems using distributed 
parallel processing and offers parallel solver, which are improved iterative solver 
performance on many difficult large and complex earthquake engineering problems. 

The third layer is the development and localization of series software to serve to 
physical remote control experiments and computational simulations, such as remote 
 



138 R. Wen et al. 

 

Fig. 1. OPEES components 

 
Fig. 2. OPEES hardware architecture 

data collection, remote data storage, request management, real time data sharing, 
remote viewing and robotic control, etc. This prototype matches well with US NEES 
system so that the connection between China and US is available [3]. 

   

Fig. 3. 30 Teraflops supercomputer (left) and 200T storage (right) 
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3  Test Cases 

Now the OPEES has the functionality of integrated data exchange, remote 
manipulation, high performance calculation, and multi-site collaboration within the 
networked environment. The following are two samples of the OPEES application. 

3.1  Seismic Wave Propagation Simulation by Supercomputer 

To model a cubic region 50km by 50km by 35km with 3 different material layers, and 
the simulations use 3240000 hexahedron finite elements with a spatial resolution 
300m on a side, Fig. 5 and the material assumes the elastic rock layers .Due to the 
mesh size much less than the seismic wave length, wave propagation step is given 
0.001s for 20s. Ricker wavelet used for control function as point seismic source and 
the epicenter is at the center of the cubic region. The central difference method is 
applied by the explicit algorithm. The CPU time costs for different CPU shows in Fig. 
5 and implies the effective parallel computing .The visualization of the propagation 
simulation are in Fig.6 [4]. 

 

     

Fig. 4. Seismic wave simulation model               Fig. 5. CPU and time cost 

3.2  Pseudo-Dynamic Test between IEM and UIUC  

This simple concrete frame in Fig. 7 applied for pseudo-dynamic test. In Fig. 8, the 
Multi-axial Full-scale Substructure Testing and Simulation (MUST-SIM) facility and 
the National Center for Supercomputing Applications (NCSA) at the University of 
Illinois at Urbana-Champaign (UIUC) is linked by OPEES located in IEM/CEA, 
Fig.8. 

The MUST-SIM and NCSA provides a total testing-analysis-visualization-display 
environment under complex loading and boundary conditions. When the IEM server 
receives a propose request, it validates the request, creates a new object to represent 
the proposed transaction and calls propose method. This method should return true if 
all site-specific conditions for accepting a proposed transaction are met, and false 
otherwise. For each pseudo-dynamic test, it needs 6 times data exchange, Fig.9. 
[5][6][7]. 
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Fig. 6. Seismic wave propagation simulation by point source 

   

Fig. 7. Simple concrete frame model 

 

Fig. 8. Chart for pesduo-dynamic Test 
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Fig. 9. Control command flowchart  

4  Conclusion 

In this paper, OPEES project has been introduced and the framework of this system 
has been tested and the results show the architecture could serve the earthquake 
engineering well. The infrastructure will soon link earthquake engineering sites across 
the country, provide data storage facilities and repositories, and offer access to high-
performance computing applications used for conducting simulations. In the next 5-
year plan, this center will also expand the services for earthquake early warning 
system, which is another key project for China earthquake mitigation. 
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Abstract. Ultra wideband communications synchronization is an important and 
challening work because of its ultra short pulse shape and low-power 
transmissions. In this paper, the method of Using APA as a pilot sequences is 
proposed. The receiver utilizes the correlator which matches the pilot pulsed 
sequence, synchronization of receiver and transmitter can be attained by the 
peak value of the correlator. Theoretical analysis is consistent with simulation 
results. The synchronization performance of APA pilot sequences and random 
pilot sequences in AWGN and multipath channel is compared. Simulation 
results indicate that APA pilot sequences is superior to random pilot sequences 
in synchronization performance. 

Keywords: synchronization, UWB, APA. 

1   Introduction 

UWB technology offers the potential for low-power transmissions, robustness to 
multi-path fading and excellent range resolution capabilities compared with its narrow 
band counterparts ,but one of the most challenging in the UWB realization is symbol 
synchronization. The coherent method is present in reference [2]. We know that 
timing error is sensitive in the UWB communication system from reference [3]. The 
receiver need the very accurate timing, if the receiver use the fixed template 
signal,which is difficult to achieve. The scheme of inserting the piolt pusle sequence 
in sender is proposed in reference [4], which is capable of matching the UWB signal 
without the phase of receiving signal,so UWB signal is captured. In this paper 
,acquisition and time-synchronization algorithms for pilot pulsed sequence is 
analyzesd. Its idea is that the cross-correlation between receiving signals and 
templated signal is made. In this way, the output of correlator is changed by the 
similarity of receiving signal and template signal, the higher of similarity, the output 
of correlator is bigger. The receiver consider that the pilot singal appeared if the 
output of correlator exceeds a certain threshold, then the receiver estimate the peak of 
output of correlator and calculate the delay of the template signal, which is estimated 
for propagation delay. Ideally, the singal is not the influent by noise and distortion.so 
the value estimated keep the transmitter and receiver accurate synchronous. 

                                                           
*  Doctor, Master Instructor, main research areas: Communication system and application. 
** Master Instructor, main research areas: Communication network direction. 
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In this paper, the synchronization of receiver and transmitter by choosing 
appropriate series as pilot sequence is mainly discussed. Pilot sequences must have 
the good correlation. According to this request, almost perfect sequence (APA) is a 
very good choice. So that, the algorithm of considering the APA series as pilot 
sequences is proposed. 

2   Synchronization Algorithms for APA Pilot Sequence 

2.1   Signal Model 

Hypothesis: 2PPM - TH - UWB ultra-wideband system, its transmited signal can be 
expressed as: 

( ) ( )
+∞

−∞=

−−−=
j

jcjsp dTcjTtpEtS ε                    (1) 

Where sT  is the pulse repetition time, ( )p t  is the transmitted pulse, ε  is the 

modulation index, c is the random bit value, cT is the code cycle, jd  is 

information bits, pE  is single cycle pulse energy. 

2.2   Receiver System Structure 

Supposing ( )ur t  is the received signal bearing information by the receiver, which is 

polluted by the additive noise. Therefore , the received signals can be expressed as: 

( ) ( ) ( )ur t r t n t= +  

In AWGN, ( )ur t  is signal that went by the delay and channel attenuation of  

transited signal ( )s t . ( ) ( )ur t as t τ= − ,Where a is the channel gained , τ  is 

the propagation delay. 
In actual UWB communication system, for the receiver, τ is unknown..Receiver 

structure is shown in figure 1. ( )r t  and ( )s t  are the input of correlator, its output 

is expressed as: 

( ) ( ) ( )dttstrR ττ ˆˆ −=   

= ( ) ( ) ( ) ( ) −+−− dttstndttsts τττα ˆˆ                       (2) 

From type (1) can be seen: Maximum relevance is obtained when τ̂ τ= . That is 
to say,  

The corresponding time position , on which the maximum peak of ( )ˆR τ  is 

appeared, is the accurate estimation of the propagation delay.  

( )( ) ( )ττ RRMax =ˆ                              (3) 
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( )tr

( )ts

( )tR

 

Fig. 1. Receiver structure 

2.3   APA Sequence 

Correlator is the core of the synchronization algorithms based on pilot pulse sequence. 

For type （2）have ( ) ( )ˆn t s t dtτ− , the output of correlator is affected by 

SNR. As shown in figure 2  the output peak of correlator is very apparent and it is 
easy to capture the pilot pulse, when SNR is high. But detector can't accuratly identify 
the pilot pulse when SNR is lower. Therefore, the choice of appropriate pilot 
sequences is key. Its peak of the autocorrelation function is obtained on the origin and 
other peak is approximate 0. According to this request, APA sequence is a good 
choice. 
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（a）SNR=50dB （b）SNR=0dB 

Fig. 2. The output of the random sequence correlator 

The definition of the APA sequence is given in reference [5]. APA sequence is 
sequence that correlation coefficient of the all out-of-phase is alone ly a nonzero cycle 
sequence. e.g: 

8 [1 1 1 1 1 1 1 1]C = − − − − −
 

12 [ 1 1 1 1 1 1 1 1 1 1 1 1]C = − − − − − − −
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The correlation function 8C  of  the APA sequence is expressed as: 

( ) ( ) ( )
8

8 8 8
1

[8 0 0 0 4 0 0 0]
i

R C i C iτ τ
=

= − = −
 

Obviously, the first peak is much higher than other value, which is very capable of 
capturing pilot pulse signal. 

3   Simulation 

In order to prove that APA sequence has better capture signal than random sequences, 
computer simulations is used. In simulation, the comparsion of 8-APA sequence with 
8-random sequence is conducted.  

The parameters of simulation are as follow: average power of transmitted signal 
Pow =- 30dBm; Impulse pulse duration Tm=0.5e-9s; Pulse form factor Tau=0.2e-9s; 
sampling frequency fc=1e11; Ts=8e-9s; the code-repetition number Ns=8;  the 
maximum of jumped-time-code is Nh=8;cycle of the jumped-time-code is Np=8; 
code-time Tc=1e-9s; ε =0.5e-9s. 
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Fig. 3. The comparison of synchronization error between APA sequence and random sequence  
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AWGN, LOS, NLOS are tested in the simulation. Those channel parameters are 
from the channel model recommended by the IEEE. 

As shown as the figure 3, APA sequence has better synchronize than random 
sequence for all the channel. For AWGN channel, They tend to be the same when 
SNR is less than -5dB, which resulted from the large of noise energy. 

In LOS and NLOS channel, Synchronous precision obviously decreased for  the 
influence of multipath distortion.  

4   Conclusion 

Through the simulation of synchronization algorithms for APA pilot pulse, the 
propose algorithms is feasible. Simulation results show that the proposal is practical 
for UWB system. The proposed algorithm is superior to the scheme based on the 
random sequence. 

Acknowledgment. “Eleventh Five-Year” national scientific and technological support 
for project sponsors (No: SK201127). 
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Abstract. Earthquake damages roads and bridges, so the rescue of human and 
material can not be implemented in the first time to the devastated areas. In order 
to obtain the degree of destruction of roads and bridges, we need a real-time 
monitoring system. To ensure the safety and availability of the system, we need 
an effective key management scheme for the monitoring system for the 
availability of devastated road. In this paper, we proposed a new key 
management scheme combined with the polynomial-based key pre-distribution 
scheme and the Chinese Remainder Theorem based key distribution scheme. The 
new scheme can better support dynamically adding and deleting sensor node, can 
better save the storage space, computing power and communication energy of 
nodes. The new scheme is more suitable for the monitoring system for the 
availability of devastated road. 

Keywords: sensor networks, key management, devastated road, monitoring 
system. 

1   Introduction 

Wireless sensor networks(WSN) collect the perceived target information within the 
coverage area through large numbers of nodes deployed in monitoring regional, then 
the information is transmitted to end-users after processed through multi-hop 
communication methods. For the nodes have the characteristics of random deployment 
and the dynamic changes of network topology, wireless sensor networks have broad 
application prospects in environmental monitoring, precision agriculture, national 
defense, military and commercial field. As the ordinary sensor nodes are limited by the 
energy, computing and storage capacity, communication bandwidth and transmission 
distance, they are vulnerable to security threats such as monitoring, capturing nodes, 
wormhole attacking. The content must be encrypted and authenticated to protect its 
safety communications. Key management becomes a very worthy of study. 
                                                           
* Youth Science and Technology Foundation of disaster prevention and mitigation(200910): 

WSN security node localization technique for monitoring post-disaster roads and bridges.  
Teacher Research Fund of China Earthquake Administration(20100116): research of delay and 
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At present, many scholars carried out relevant research on key management scheme 
for WSN. Eschenauer and Gligor[1] proposed a probabilistic key predistribution 
scheme for pairwise key establishment. The main idea was to let each sensor node 
randomly pick a set of keys from a key pool before deployment, so any two sensor 
nodes have a certain probability of sharing at least one common key. Chan [2] et al. 
further extended this idea and developed two key predistribution techniques: 
q-composite key predistribution and random pairwise keys scheme. The q-composite 
key predistribution also uses a key pool but requires two sensors compute a pairwise 
key from at least q predistributed keys they share. The random pairwise keys scheme 
randomly picks pairs of sensors and assigns each pair a unique random key. Du and Liu 
were partly based on Blom matrix [3] and polynomial model [4] to propose 
corresponding threshold solutions, these shemes effectively improved the ability of 
node to anti-capture under the case of increasing communications and computing. Zhu 
et al [5] proposed LEAP program to establish four types of communication key. 
Although the LEAP program achieved certain of the safety performance, but did not 
solve the problem of energy consumption for key updating.  

2   Security Technology for Wireless Sensor Network  

Since there is no considering of security during the design stage of protocol for sensor 
networks, there exists a variety of security risks of sensor networks. As the same with 
the traditional network, the research objective of sensor networks’ security is to address 
the message confidentiality, integrity, message authentication, intrusion detection and 
access control et al. Used security technology are cryptographic algorithms, security 
protocols, authentication, secure routing, intrusion detection, access control. 

2.1   Cryptography Algorithm 

To prevent the transmission of confidential information, the most effective way is to 
establish an information encryption mechanism. The computing power and storage 
space of wireless sensor nodes are limited, so many existing cryptographic algorithms 
are difficult to use. At present, symmetric encryption algorithm is mainly used. 

2.2   Security Protocol 

For data confidentiality, data integrity, message authentication, data freshness and 
other security features, security protocol can be used to solve these problems. A. Perrig 
et al proposed sensor network security protocols SPINS, which contains two 
sub-protocols: SNEP and μTESLA. SNEP provides the basic security mechanisms: 
data confidentiality, data authentication and data fresh. μTESLA is sensor network 
broadcast authentication protocol. 

2.3   Authentication Technology 

The authentication technology of sensor network include authentication between 
entities, authentication within networks and users, broadcast authentication. And the 
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used authentication techniques are based on cryptography, based on message 
authentication codes, based on the authentication protocol. The key management of 
sensor network is the basis to achieve certification.  

2.4   Secure Routing 

Common routing protocol is designed simply, mainly for efficiency and saving energy, 
not considering safety factors. So it is vulnerable to various attacks, such as forged 
routing information, selective forwarding, cesspools, etc. Secure router designs from 
two considerations: the first is using information encryption and authentication to 
ensure the integrity and authentication of information transmission, the second is using 
the redundant of sensor nodes to provide multiple paths.  

2.5   Key Management 

The key is used in all of above security technology, so key management is the base of 
the security of sensor networks. To implement the security of sensor networks, key 
management is the first problem to be solved. Currently, most of the key management 
are based on symmetric encryption systems. E-G basic random key pre-distribution 
protocol is the most classic key management protocol. 

3   The Key Management of Monitoring System for the Availability 
of Devastated Road 

In the design of monitoring system for the availability of devastated road based on 
wireless sensor networks, we have completed the design of deployment of nodes, 
routing protocol and the algorithm of the determination of combination events. To 
ensure the safety and availablity of the system, we give a new key management scheme 
for the monitoring system for the availability of devastated road.  

3.1   Network Topology 

After the earthquake, the roads and bridges are severely damaged, network, 
communications and other infrastructure are paralyzed. We can laid sensor nodes to 
temporarily set up heterogeneous wireless sensor networks in the affected area to 
achieve disaster information. The networks consists of station, cluster nodes and sense 
nodes. There are more sense nodes, they have less computing capacity, limited energy, 
limited storage space and communication range, they are responsible for collecting 
information within the monitoring area. There are less cluster nodes, they have strong 
computing capacity, enough energy, enough storage space and communication range, 
they are responsible for collecting information from sense nodes, and forward the 
information out to the station. 

The sense nodes are deployed along the road on both sides, and seperated in cluster 
based on the communication range of cluster nodes. See Figure 1. Sense nodes in the 
same cluster can only communicate with its neighbor nodes and the cluster node. Cluster 
nodes communicate with station directly, and need not communicate with each others. 
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Fig. 1. Network topology 

3.2   The Key Management Scheme 

As the network is deployed in the affected area, the node can be physical damaged 
easily. The key management scheme is adopted to be able to better support dynamically 
adding and deleting nodes, to ensure that the replacement of cluster node does not 
affect network topology and key establishment. For the special nature of network 
application, we use the polynomial-based key predistribution protocol[4] to establish 
the shared key between cluster node and station. Each cluster node shares one key with 
the station seperately, so capturing one cluster node will not affect the safty of other 
cluster nodes. We use the key management scheme based on Chinese Remainder 
Theorem[6] to establish the shared key between cluster node and sense nodes, to reduce 
the number of keys computated and storaged in cluster nodes, to save energy and 
storage space for cluster nodes. In our new scheme, we combined the two schemes 
through intermediate variable. The station is responsible for large amount of 
computation to reduce energy consumption of cluster nodes and sense nodes. 

3.2.1   System Initialization Phase 
At the initialization phase, it is assumed that each node has a unique ID, for example, 
node u has IDu. The key setup server randomly generates a bivariate t-degree 
polynomial f(x,y)=aijxiyj, it has the property of f(x,y)=f(y,x). The polynomial f(x,y) is 
pre-storaged in station and cluster nodes, f(IDi，y) is pre-storaged in cluster node i, 
and the master key Kshare is pre-storaged in station, cluster nodes and sense nodes. 
Nodes are deployed according to network topology, and sense nodes chose nearly 
cluster node according to some rules. About how to chose cluster node , there are many 
effective solutions, and it will not be discussed here. 

3.2.2   Key Establishment Phase 
After the network is set up, the shared key should be consulted dynamicly between 
sense node and its cluster node, between sense node and its neighbor nodes, between 
cluster node and station to ensure the reliability and confidentiality of information. 
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Step 1: The cluster node i collects the ID of each sense node IDu (u=1,2,…，n，n is 
the number of sense nodes in the same cluster). And then sends the message 
M={EKshare(ID1), EKshare(ID2),…EKshare(IDn), EKshare(IDi)} to the station. 

Step 2: The station decrypts M to achieve IDi of cluster node i and IDu (u=1,2,…,n) 
of sense nodes. Randomly choses a cluster key K, according to Chinese Remainder 
Theorem, we have: 

X≡k1  (mod ID1) 
X≡k2  (mod ID2) 
… 
X≡ku  (mod IDu) 
… 
X≡kn  (mod IDn) 
X≡ki  (mod IDi) 

In which, ku=K⊕IDu, (u=1,2,…,n), ki=K⊕IDi. The station computes X and f(X, 
IDi), encrypts X by Kshare and sends it to cluster node i. 

Step 3: Cluster node i gets X and computes f(IDi,X)=f(X, IDi) as the shared key 
between cluster node i and station. Then computes K=(X mod IDi)⊕IDi , and sends X 
to each sense node in the cluster. 

Step 4: Sense node u(u=1,2,…,n) gets X and computes K=(X mod IDu)⊕IDu 
seperately as the shared key between cluster node and the sense node. 

Then we established shared keys between station, cluster node and sense node 
seperately. 

3.2.3   Adding and Deleting of Nodes 
(1) Adding and Deleting of Sense Nodes 
After key agreement is completed, if a new sense node joins the cluster, the cluster 

node collects IDnew of the new sense node, computes new value of M and forwards to 
the station. The station computes new encryption parameters through the Chinese 
Remainder Theorem: 

Xnew≡k1  (mod ID1) 
Xnew≡k2  (mod ID2) 
… 
Xnew≡ku  (mod IDu) 
… 
Xnew≡kn  (mod IDn) 
Xnew≡knew (mod IDnew) 
Xnew≡ki  (mod IDi) 

The station sends Xnew to cluster node, cluster node sents Xnew to sense nodes, 
then cluster node and sense nodes computes shared key Knew=(Xnew mod IDx)⊕IDx 
seperately. So there is a new shared key in the cluster, and the shared key between 
cluster node and station is the same as before. 

When the sense node exits the cluster because of energy depletion, physical damage, 
being captured et al, assume that the station can detect the occurrence of this event 
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through the information returned by cluster node, the station will delete the ID of this 
exiting node, recompute X, and send X to each node to renew the shared key in the 
cluster. 

In the case that wireless sensor networks is used for collecting post-disaster 
information, the node exits mainly due to energy depletion or physical damage. When a 
certain number of nodes exit the network, we need to re-deploy nodes. The station will 
add the ID of new node, delete the ID of exiting node, compute the new value of X. 
Then all nodes in the cluster will compute new shared key. 

(2) Replace of Cluster Node 
In our application environment, the exiting of individual sense node does not cause 

much of the network function, but the damage to the cluster nodes influenced more. So 
once the cluster node exits, it must be updated in time. If the replace of cluster node 
occurs, then recompute the shared key between cluster node and station, between 
cluster node and sense nodes according to section 3.2. 

3.3   Performance Analysis 

(1) Performance Analysis of Security 
The network deploys in the affected areas where roads and bridges are severely 

damaged. In this case, the probability of sensor node to be physical damaged is much 
more than to be captured. Another major security threat is information monitoring. The 
communication range between cluster node and sense nodes is too small to be 
monitored. If one node is captured, the station will delete its ID, and recompute the 
shared key in the cluster. The time of decrypting key is longer than the time of updating 
key. The communication range between cluster node and station is so long that it can be 
monitored easily, but the keys between each cluster node and station are different, so 
the failure of a cluster node will not affect other nodes. 

(2) Storage Space 
Common sense node only need store its own ID, shared master key Kshare and the 

shared key K. Cluster node need store its own ID, shared master key Kshare, 
polynomial value of f(IDi，y), shared key  f(IDi, X) with the station, shared key K 
with the sense nodes in the cluster. Compared with most key management schemes, this 
scheme greatly saves the storage space of each node. 

(3) Calculation of Consumption 
Common sense node just do one encryption operation to send ID, do one decryption 

operation to achieve X, and do one modulo operation and one XOR operation to 
calculate a shared key K. The cluster node need do one encryption operation to send ID 
within cluster, do one decryption operation to achieve X, do one polynomial operation 
to calculate shared key f(IDi，y) with station, and do one modulo operation and one 
XOR operation to calculate a shared key K. The X value and most of the polynomial 
operation are calculated by the station. So the energy consumption of nodes are saved 
significantly. 

(4) Communication Cost 
In wireless sensor networks, the energy consumption of once communication is 

much more than the energy consumption of once calculation. In this scenario, the 
communication is single-hop-based, and greatly reduces the communication energy. 
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4   Conclusion 

In this paper, for the wireless sensor networks used in the situation of collecting 
post-disaster information, we proposed a new key management scheme combined with 
the polynomial-based key pre-distribution scheme and the Chinese Remainder 
Theorem based key distribution scheme. The program is divided into three stages: 
system initialization, key establishment, adding and deleting of nodes. In the system 
initialization phase, each node prestores relevant variables. In the key establishment 
phase, the station and nodes consult shared keys with stored variables, including the 
key between cluster node and sense node, the key between cluster node and station. In 
the last phase, we discuss the issues of key update in the case of adding and deleting 
nodes. The new scheme can better support dynamically adding and deleting of node to 
ensure the security of network communications, can better save the storage space, 
computing power and communication energy of nodes. The new scheme is suitable for 
monitoring system for the availability of devastated road.  
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Abstract. The process of logistics experiment platform’s design and 
implementation with OMT (Object Modeling Technology) techniques are 
presented in this thesis. We use OMT techniques to construct the object model, 
dynamic model and functional model in the logistics experiment platform, at 
the same time conduct an analytical research for the three models in design 
level, use multi-layer distributed architecture to achieve the logistics simulation 
system. 

Keywords: OMT, object model, dynamic model, function model. 

1   Introduction 

The logistics enterprises mainly provide logistics services that include receiving, 
unloading, warehousing, warehouse management, shipping and distribution, return 
services, circulation-processing, transfer and other value-added logistics services to 
customers. In order to complete all the above services, the logistics enterprises must 
create a powerful, easy to use, stable, reliable and with good available growth 
logistics information system. 

Logistics experiment platform based on "data accuracy"and "information security” 
provide the decision-makers with an advanced, reliable, and efficient management 
methods. Logistics experiment platform’s design goal represents in the following 
areas: system reliability, system security; system advancement, extensibility; 
adaptability of system to the policy; achieving level management, helping leader to 
make decision; management standardization. 

2   Main Design Idea of Experiment Platform  

The organization structure of the logistics enterprises generally adopts a classification 
approach to design (as shown in Figure 1). The enterprise’s headquarters coordinate 
and manage the cross-regional logistics activities. Regional logistics center is 
responsible for managing the region's orders, sales, warehousing, replenishment and 
other activities, at the same time submits the cross-regional goods information to 
enterprise’s headquarters. The front-end logistics center’s main duty is purchasing, 
shipping, warehousing and transportation. when the logistics enterprises receive the 
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cross-regional projects such organization structure allows each regional logistics 
center to exert full potential and work together to complete the logistics distribution 
tasks, while each regional logistics center can also carry out small-scale logistics 
distribution independently in own region . 
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Fig. 1. Hierarchical management organization chart 

The quality of services provided by logistics center directly affects the supply 
relationship between owners and customers. Logistics information system aims at 
monitor and industriously enhances the services quality of logistics center; make the 
logistics center become a reliable business partner of the goods owners. For this 
reason the entire logistics experiment platform can be divided into several interrelated 
modules are as follows (as shown in Figure 2): warehouse management module; 
procurement management module; sales management module; distribution 
management module; maintenance module; safety monitoring module. 
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Fig. 2. Logistics Information System Modul 

The work using OMT (Object Modeling Technology) [1],[2] to analyze and design 
was divided into four steps: 

Analysis: it based on descriptions of the problems and the users’ demands to build 
real-world models. The main product of this stage is description of problem, object 
model, dynamic model, and functional model. 
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Systems design: Combine the knowledge of problem domain and the architecture 
of target system and divide the target system into several subsystems. In this stage, 
the system design documents that describe the basic system architecture and high-
level’s decision will be formed. 

Object design: combine the problem domain based on analysis model and add to 
implementation details to complete the system design. The main design content is to 
refine object model, dynamic model and functional model respectively and set the 
foundation of implement. 

Implementation: it transforms the design to a particular programming language or 
hardware, while maintains traceability, flexibility and extensibility. 

3   Establishment of Model 

OMT is an object-oriented development method. The basis of development work is to 
model on the objects of real world, and then use the analysis model around these 
objects to carry on design independent of the language. Object-oriented modeling and 
design promote the understanding of demands, thus facilitate to develop clearer and 
easier to maintain software system. OMT describes the system from three aspects, 
correspondently provides three models, namely object model, dynamic model and 
function model [3],[4],[5]. 

Object model describes the static structure of objects and their relationships, which 
includes class, property, operation, inheritance, association, and aggregation and so 
on. Dynamic model describes the system’s aspects changed with time, which includes 
state, sub-state, super-state, event, behavior, and activity and so on. Function model 
describes the conversion of data values within the system, which includes processing, 
data storage, data flow, control flow, and roles and so on. 

3.1   Establishment of Object Model 

OMT adopts the combination of bottom-up and top-down method to model. The first 
step starts from the problem statements, constructs the system model, which is a 
bottom-up inductive process. The work after system model building is decomposition, 
which is a service-based decomposition. This analysis and design processes from 
concrete to abstract and from abstract to concrete in turn follow the human’s thinking 
pattern, make the requirement analysis more thorough and the system maintainability 
can be improved too. In accordance with the above analysis methods and steps, we 
construct the part object models of the logistics management information system 
(including object name, attribute, operation, and subclass as shown in Figure 3). 

3.2   Establishment of Dynamic Model 

Dynamic model describes the content related with time and sequence of operations of 
system, which mainly includes trigger events, event sequences, event status and the 
organization of event status. Dynamic model ffocus on the control that describes the 
sequence of operations occur in the system regardless of what to do, how to operate, 
and how to implement these operations. Creating a dynamic model must pass through  
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a complex gradual approximation process from writing the event script, outlining 
user’s interface pattern diagram and event tracking diagram to describing the object 
state diagram. 

Goods Documents 

Order form Customers 

Requisitions Staff 

Conveyance Invoice 

Storage lists Warehouse 

 

Fig. 3. Object Model 

Step 1. Prepare the script of typical interactive behavior.  
Script is a sequence of events, which is generated when the information exchanges 
occur between objects and customers of the system, the exchange information is the 
event's parameters. For each event, it should determine the action objects of triggered 
event, the external display format and the event parameters. 

Step 2. Define the interface form. 
Most interactions can be divided into two parts, namely application logic and 
application interface. Dynamic model represents the control logic of applications, so 
in analyzing the logistics management system, firstly the control flow should be 
concentrated on but not the display format. Format’s description form is not 
important; the most important is the application logic can accept the command line, 
file, or mouse and so many different forms of input, enabling the exchange of 
information.  

Step 3. Define events. 
All the external events such as the signals coming form or sending to users and 
external device, input interrupt and conversion and so on must be ensured by 
checking all scripts. In the design process using scripts to find the normal events (such 
as passwords legitimacy), the error events (the value of illegal) and abnormal events 
(such as transmission errors) and assemble the events that control flow have same 
effect, and give them a unique name. Represent the script with an event trace diagram, 
which describes the series of events during the transmission. Multiple objects exist in 
the diagram; assign a separate column to each object, every event affects specific 
object directly can be found by observing the trace of each column of diagram. Figure 
4 is the diagram of event tracking.  

3.3   Function Model 

Function model is used to describe all the derivation processes of the calculation or 
function in the system. It shows the operation meaning of object model, meaning of 
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constraints and action meaning of dynamic model, which uses data flow diagram 
(Data Flow Diagram, DFD) to express. The process of DFD corresponds to the 
activities or actions of class status diagram and the data flow of DFD corresponds to 
the object or attribute of the object diagram. The construction procedures of function 
model are as follows: determine the input/output, establish DFD, describe function 
and determine the constraints between objects. Logistics Information System DFD is 
as shown in Figure 5. 
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Fig. 4. Tracking diagram of goods warehousing events 
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Fig. 5. Top-level DFD of logistics information system 

4   Architecture Design of Logistics Experiment Platform 

System design complete the advanced problem-solving strategies, which contains 
decomposing the system into subsystems, subsystem’s hardware and software 
configuration, detail design, frame construction and other methods and strategies. 
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Architecture design’s main task is to combine the three models mentioned above, add 
to some internal object classes implemented conveniently, and then implement the 
division for a system. 

Logistics experiment platform is a distributed information management system, so 
use B/S structure to achieve is more reasonable, the application system under B/S 
environment usually composes browser, Web server, database server. Implementation 
of logistics information system adopts three architecture layers and consists of three 
relatively independent units as presentation layer, business logic layer and data source 
layer. The structure is as shown in Figure 6. 
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Fig. 6. Three-layer structure of the logistics information system 

Presentation layer contains the system's display logic, is located in client and 
responsible for human-computer interaction, including the graphics and interface 
operations related to data and applications. 

Business Logic contains the transaction processing logic of the system. WEB 
server is mainly responsible for responding to the client applications request. Firstly it 
needs to implement the relative extend applications and connect with the database 
connection, by means of SQL and other methods apply the processing applications to 
the database server. Back-end database server submits the data processing results to 
the Web server and Web server then returns the results to the client. Application 
server is responsible for centralized management of application logic namely the 
transaction processing. The application server is divided into several parts according 
to specific business processed by which. 

Database server is mainly responsible for data storage and organization, distributed 
database management, database backup and synchronization. 

5   Design of Object 

Object design phase is to determine the whole definition of the classes used in 
implementation and all kinds of associations and the forms of interfaces, and to 
achieve the operation on objects. The object design of logistics information system is 
to design the objects in object model, function model and dynamic model described in 
front analysis phase and the relationship between the objects. In addition, to 
determine the classes and the inheritance of class used in implementation, and to 
construct the internal object needed in implementation phase, at the same time 
optimize the algorithms and data structures of the object. 

Since the task of logistics information system is mainly to carry on decentralized 
acquisition, comprehensive utilization and centralized management. Therefore, to the 
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specific object design in the logistics information system, it mainly carries on the 
specific design of the tables in object model got from proceeding analysis and defines 
its attributes. In addition, decompose the operations of table object, select the 
appropriate algorithm, design the necessary internal object, analyze the relations with 
other objects, and determine the pattern of message transmission. 

6   Conclusion 

Logistics experiment platform uses OMT to modeling and uses the multi-layer 
distributed architecture to carry out it. It can simulate the management methods of 
logistics enterprise’s network and informationization based on Internet. The design 
process of system covers the effective points of the logistics management,  
which consist of procurement management, warehousing management, inventory 
management, out of warehouse management, sales management, distribution 
management, customer management, staff management, system maintenance and other 
modules. These modules interconnect and form a tight, organic and complete system to 
achieve a centralized management of logistics information. 
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Abstract. Because the energy consumption of wireless communication between 
nodes is greater than its data processing, Based on the data fusion strategy of 
sensor network, this paper proposes a method of setting the level of 
connectivity between nodes based on similarity of the nodes, so that it can 
greatly reduce data redundancy, and effectively reduce the amount of data 
transmission network, thereby reduce the consumption of communication, so it 
can achieve to save energy. 
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1   Introduction 

Since wireless sensor networks have some characteristics, for examples, no default 
network equipment, and network automatically and quickly, and easy to spread, so the 
wireless sensor network has broad application prospects in the military, 
environmental monitoring, industrial, medical health[1].  

Wireless sensor network consists of a large number of sensor nodes, these nodes 
were scattered in the monitored scene by arranged randomly or point placed, For the 
individual sensor nodes, all the tasks can not be completed because its limited 
monitoring range and reliability[2][3]. Therefore, to ensure the accuracy of 
monitoring information and network communications connectivity, the distribution of 
sensor nodes required to reach a certain density[4]. At the same time, inevitably the 
monitoring scope of multiple nodes overlap with each other, especially when there are 
many homogeneous sensor nodes overlap with each other, these neighboring nodes 
collect the same information, so it brings data redundancy, as with the node density 
increases, this situation becomes worse[5]. 

The emergence of data fusion is conducted for the data processing within the 
network, that is, the data between the multi-source nodes fusion each other they are 
sent to next node, it can reduce redundancy, and reduce the net flow of data 
transmission and not lost the amount of information[6][7]. 

As the energy consumption of wireless communication between nodes is greater 
than tits data processing, so although the node energy consumption will increase by 
its computing and storage because the data fusion technology is lead into the sensor 
network, but also the communication consumption is reduced through the network, so 
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it can achieve to save energy. In the ideal case, the input data of the middle M nodes 
which have the equal amount of data can be combined into an equivalent output data, 
and the energy consumption is I / M of the original data transfer; In the worst cases, 
fusion operation dose not reduce the amount of data by correlation effects, but by 
reducing the number of data groups the energy consumption of the channel 
negotiation or competitive can reduce.In recent years, with the rapid development of 
integrated circuit technology, micro-processor, the processing energy consumption 
continue to be reduced. In the near future, the data fusion within the network and 
reducing redundant data communication is become more important[8]. 

2   Sensor Data Fusion Strategy 

The key of data fusion is the relevance of data, in a specific application there must be 
related between the data, and because the role of different attribute is different in 
describing node character, so the attribute weight is different. The relevance of sensor 
nodes is determined according to weights of attributes, and the connectivity level 
between nodes is determined according to relevant of sensor nodes, and the data 
fusion route is determined, so it effectively reduces the data redundancy, reduces the 
amount of data transmission, saves communication energy[9]. 

First of all sensor nodes is expressed as: 

G (A, W, Gt, T) 

G is the sensor node of network, A is the node attribute set, W is the attribute weight 
set, Gt is the node set which connected to G, T is connectivity level set which 
correspond to Gt, and T is calculated. 

2.1   Attribute Weights 

Many methods for calculating attribute weight have been described in many papers, 
can use neural network, genetic algorithm, but the rough set method is more objective 
reflection of the importance of the attribute itself, eliminating maximum the influence 
of human factors, so this paper uses the rough sets theory to determine the attribute 
weight.  

There are more and less many uncertainty factors in many actual applications, the 
data sets collected from actual application are often contains noise, inaccurate or 
incomplete. Rough set theory is another mathematical tool for dealing with 
uncertainty problem after the probability theory, fuzzy sets, evidence theory. As a 
relatively new soft computing method, rough set theory obtains more and more 
attention in recent years, its effectiveness has been confirmed in many scientific and 
engineering fields, and becomes a research hot spot in the field of artificial 
intelligence theory and its application now. 

Rough set theory is based on classification mechanism, and it will be understood as 
a particular the equivalence relations on classification space, and equivalence 
relations determine the division of the space. Knowledge is understood as the division 
of data in Rough set theory, each division is called a concept. The main idea of rough 
set theory is to approximately characterize the imprecise or uncertain knowledge 
based on the known knowledge. The most notable difference between rough set 
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theory and other theories dealing with the problem of uncertainty and imprecision is 
that it is not required to provide any prior information except the needed dataset, so 
the description or process of the uncertainty problem is more objective. Because this 
theory could not contain the methods of dealing with imprecise or uncertain raw 
dataset, so this theory is highly complementary with probability theory, fuzzy 
mathematics and evidence theory dealing with uncertain or imprecise problem.  

Rough set theory abstracts the objective or object world into an information 
systems, the information systems is to study to describe the knowledge of object by 
specifying the basic characteristics and characteristic values of object, in order to 
discover useful Knowledge or decision rules from large amounts of dataset with using 
a certain method, so the information system is also called attribute - value system.  

The concrete steps to determine attribute weights based on rough set theory will be 
introduced as follows [10].  

(1) Construction of decision table 
At first, in order to calculate attribute weigh, we should construct a decision table, 

the decision table is consist of condition attribute set and decision attribute set, each 
attribute has a value. A is the set of all attributes, U is the set of all attribute value. 

For the same node, decision attributes is different form different applications, for 
example, for the same plant node, the decision attribute is the harmful attribute if the 
node is used to distinguish that the plants is harmful or not, the decision attribute is 
the traits attribute if the node is used to distinguish plant classification. In this way, 
decision attribute of different applications is different, and the construction of 
decision table is also different. 

(2) Attribute discretization 
The data processed by the rough set theory must be discrete, it is the preparation of 

calculating attribute weight. There are two methods, automatic and expert discrete. 
(3) Calculating attribute SGF 
C is the condition attribute set, D is the decision attribute set, C is the sub-set of 

node attribute set, and D also is, axi∈C, then the SGF of axi is expressed as： 

 SGF(axi,C,D)= γ (C,D)－γ (C－{axi},D) 
γ (C,D) expresses the dependence degree of C and D,γ (C－{axi},D) expresses 

the dependence degree of C and D when C excludes axi.  
γ (C,D)=|POS(C,D)|/|U| 
|POS(C,D)| is the attribute number of POS(C,D), POS(D,C) is the positive domain 

value, U is the attribute number of U. 
For the same node, different training dataset of different application can obtain 

different attribute SGF, therefore, for the same node, you can provide different 
training dataset of different applications to obtain the attributes SGF of different 
applications, it can enhance the reusability degree of node[11]. 

(4) Calculating attribute weight 
According to the above attribute SGF, we can obtain the attribute weight using the 
normalized method, the calculation formula is shown as follows: 

   W(axi)=SGF(axi)/ ∑SGF(axj)(j=1,2,……) 
   W(axi) is the weight of attribute i, SGF (axi) is the SGF of attribute i. 
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2.2   The Level of Connectivity between Nodes 

According to the attribute weight of the sensor node, it can determine the similarity 
between different nodes, and determine the relationship between nodes. 

First it gives the definition of the node similarity, it has two kinds of similarity: the 
same similarity and the different similarity.  

The same similarity is defined as:  

Sim (Gi, Gj) = ΣWaik-Wajk  
Ak =AGi∩AGj, aik∈Ak∧aik∈Ai,ajk∈Ak∧ajk∈Aj 

The different similarity is defined as:  

Dif (Gi, Gj) = ΣWai'+ ΣWaj',  
ai'∈ AGi ∧ ai'∉ AGj, aj'∈ AGj ∧ aj'∉  AGi  

The similarity is defined as: 

Sum (Gi, Gj) = Sim (Gi, Gj) + Dif (Gi, Gj) 

Gi, Gj is two separate nodes, AGi is the attribute set of Gi, AGj is the attribute set 
of Gj, Ak is the intersection set of AGi and AGj, aik and ajk are the same attribute of 
Ak, aik is an attribute of Ak, Waik is the attribute weight of aik in Gi, ajk is an 
attribute of Ak, Wajk is the attribute weight of ajk in Gj. 

Wai' is the attribute weight of ai', ai' is an attribute of Gi, but it is not an attribute of 
Gj, Waj' is the attribute weight of aj', aj' is an attribute of Gj, but it is not an attribute 
of Gi.  

Nodes are organized according to the similarity between the different nodes. 

(1) If the similarity Sum (Gi, Gj) between node Gi and Gj is less than the specified 
threshold, and then granularity Gi and Gj are identified as complete similar, Tij=0. If 
the similarity Sum (Gi, Gj) between node Gi and Gj is bigger than the specified 
threshold, and then granularity Gi and Gj are identified as different, Tij>0. 

The different nodes can be further compared.  
(2) If the same similarity Sim (Gi, Gj) between node Gi and Gj is less than the 

specified threshold, and then node Gi and Gj are identified as approximate similar, 
Tij=1.5.  

(3) f not, the two different nodes can be further compared, the set of the same 
attributes can be shrunk. If the same similarity Sim (Gi, Gj) between node Gi and Gj 
based on the shrunk attribute set is less than the specified threshold, and then node Gi 
and Gj are identified as partial similar, Tij=2.0.  

(4) If not, the two different nodes can be further compared, the set of the same 
attributes can be shrunk. If the shrunk attribute set is Ф, and then node Gi and Gj are 
identified as different, Tij=∞。 

So by comparing the similarity between the nodes, we can determine the kind of 
similarity between two nodes, and form a set of node links between nodes according 
to different similarity. 
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2.3   Dynamic Routing Strategy 

According to the connectivity level between nodes, We can dynamically organize 
route of data fusion. 

The follows id the principles of dynamically routing. 
(1) If Tij=0, Gi, Gj is identified as directly connectivity, and add Gj to Gti, add Gtj 

to Gti, delete all the nodes of Gtj except Gi, delete Gj from all nodes. 
(2) If Tij=1.5, Gi, Gj is identified as basic connectivity.The same attribute set and 

its weight construct a new virtual node Gij, the node Gij is called as the parent node, 
each set of different attributes and their weights construct two nodes Gin, Gjn, the two 
nodes are called as the children node, add Gij to Gtin, Gtjn, Tijin=0,Tijjn=0,and 
delete all nodes of Gtij from Gi, Gj, and Gtin=Gti, Gtjn=Gtj. 

(3) If Tij=2.0, Gi, Gj is identified as part connectivity. The shrinkable same 
attribute set and its weight construct a new virtual node Gij, the node Gij is called as 
the parent node, each set of different attributes and their weights construct two nodes 
Gin, Gjn, the two nodes are called as the children node, add Gij to Gtin, Gtjn, Tijin=0, 
Tijjn=0, and delete all nodes of Gtij from Gi, Gj, and Gtin=Gti, Gtjn=Gtj. 

(4) If Gi, Gj is identified as different, Tij = ∞, and delete Gi from Gtj, delete Gj 
from Gti. 

(5) The principle of selecting route is based on connectivity level, from small to 
big, first select the directly connectivity routes, then select the basic connectivity 
routes, finally select the part connectivity route. 

(6) Tij = Tji. 

When the dynamic self-organizing network connect nodes based on different 
levels, choose low-level connectivity route, disconnect the high side compared with 
other connectivity, so the network structure is transparent and avoid a lot of duplicate 
data transmission, saving energy. 

2.4   Attribute Move Algorithm 

In the construction course of dynamic route, the main problem is the attribute 
movement. 

The follows introduces the algorithm of attribute movement[12].  

(1) Attribute up  
Step 1: searching the node which the attribute belongs to, searching its parent 

nodes, listing all the children node of the same parent, listing all the attribute weight 
of each child node, if one child node has not the attribute, its attribute weight is 0;  

Step 2: calculating the attribute weight difference between all the children nodes, 
calculating the average of the attribute weight difference of all the children nodes;  

Step 3: moving the attribute to its parent node from all the children nodes, the 
weight is the average of the attribute weight of all the children nodes, and delete the 
attribute from all the children nodes, but the attribute weight of each child node still 
stores in database, the algorithm is ended.  

(2) Attribute down  
Step 1: searching the node which the attribute belongs to, listing all the children 

nodes of it, listing all the attribute weight stored in database of all the children nodes, 
if a child node has not the attribute, its attribute weight is 0;  
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Step 2: calculating the attribute weight difference between all the children nodes;  
Step 3: moving the attribute to all the children nodes of it, and delete the attribute 

from it, but the attribute weight of it still stores in database, the algorithm is ended.  

If the thresholds are changed, the data fusion route must be reconstruction, the 
attribute may move up or down, this algorithm synthesizes algorithm 1 and 
algorithm 2, but it considers all attributes, it will be discussed in the other paper. 

3   Conclusions 

Sensor network is a new research field of the computer science and technology, has 
very broad application prospects, and has been pay close attention by academic and 
industry. 

In this paper, the strategy of data fusion makes the structure more clarity, data 
redundancy is extremely reduced, effectively increase data transmission efficiency 
and saving energy. 
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Abstract. Learning Progress Motivation (LPM) was developed to intrinsically 
incent organizational members adapting both exploratory and exploitative 
learning in innovation processes. LPM was applied on 103 engineers in the 
experiments which simulated innovation contexts. The computational technique 
of LPM was developed to dynamically transform learning records to a Learning 
Progress Characteristic (LPC) curve at real-time base. Through analyzing LPC 
curve, LPM four-phase cycles and the steady-state condition of LPM innovation 
process were identified. Engineers are motivated intrinsically and continuously 
by LPM to pursue maximal learning progress. The learning progress, innovation 
performance, and steady-state condition can be diagnosed by interpreting LPC 
curve. Therefore, the visual aided LPC curve is a user-friendly tool for 
managerial leaders of organizations in diagnosing learning and innovation status 
in innovation processes. 

Keywords: Diagnosis, innovation, intrinsic motivation, learning progress. 

1   Introduction 

Innovation is categorized as exploitative innovation and exploratory innovation [1]. 
Organizations are constantly required to monitor both their exploitative and 
exploratory innovation activities and strive to achieve a balance between exploratory 
and exploitative learning in increasingly uncertain and competitive environments. In 
order to be innovative, implementation is a key aspect of the innovation process [2]. A 
new suitable motivation is required in implementation to replace current practices in 
order to encourage people to achieve successful exploration of new possibilities and the 
exploitation of old certainties in innovation processes. 

Through literature review the authors identified that Maximal Learning Progress 
(MLP) reward is suitable in motivating and balancing exploitative learning and 
exploratory learning in innovation processes. However, no studies have dynamically 
                                                           
* Corresponding author. 



168 P.-S. Hsu and T.-J. Chang 

explored the relative progress between exploitative learning and exploratory learning 
by a quantitative approach. Hence, the authors developed the computational technique 
of Learning Progress Motivation (LPM) according to the concept of MLP reward in an 
aim to quantitatively transform both exploitative learning and exploratory learning 
status at dynamic real-time base in innovation processes. The experiment was designed 
to lead subjects to experience different contexts during innovation processes. The 
comparative learning progress ratio is defined as the ratio of exploitative learning 
progress and exploratory learning progress and calculated according to the 
computational technique of LPM through the experiment process. After all the 
quantitative records of comparative learning progress ratio were converted into a 
Learning Progress Characteristic (LPC) curve, the authors were able to diagnose 
learning and innovation performance status by analyzing LPC curve.  

2   Learning, Motivation, Innovation 

People who engage in exploratory innovation pursue new knowledge and develop new 
products for emerging applications. People who pursue exploitative innovation, by 
contrast, build on existing knowledge resources and extend existing products for 
current applications [3], [4]. Sustained performance is rooted in simultaneously 
pursuing both exploitation and exploration innovations [2], [3] by exploiting existing 
competences and exploring new opportunities [5], [6], that is, to explore new 
capabilities while exploiting existing ones [7], [8]. Intrinsic motivation is a driver 
which pushes people to concentrate on situations that maximize learning progress [9]. 
People are motivated intrinsically to integrate exploration and exploitation learning by 
exploring new capabilities with exploratory learning while exploiting existing ones 
with exploitative learning [10].  

3   Learning Progress Motivation 

Kaplan and Oudeyer [11] presented Maximal Learning Progress (MLP) reward which 
is an intrinsic motivation and pushes an agent towards situations in which it maximizes 
its learning progress [12]. MLP reward has been successfully adopted by [13], [14], 
[15], [16].  

In this study, Learning Progress Motivation (LPM) was developed according to the 
concept of MLP reward and adopted in experiments of anticipation games which 
simulated innovation processes without an explicit target to achieve. LPM evaluates 
both exploratory learning and exploitative learning instead of treating learning as a 
single factor by MLP reward.  

3.1   The Computational Technique of LPM 

The computational technique of LPM applied in this study is described as followings. 
The subject receives an input signal from previous situations and predicts an output 
signal O (n) corresponding to his or her actions at any step n in the learning context. 
The reward received at step n is R (n). The goal of the subject is to maximize the 
amount of rewards received in a given time frame.  
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The entire situation is summarized as OR (n). The subject anticipates O (n) based on 
previous situations OR (n-1), OR (n-2),…. Then the subject takes the current situation 
OR (n) as an input and tries to predict the future situation OR (n+1). At specific step n, 
the value of error e(n), which is the distance between the predicted O (n) and the target 
number T, is calculated as equation (1).  

e(n) =｜O (n) – T｜ (1)

In the meantime, the authors define the “learning progress” p(n) as the decrease of 
error rate. In case of an increase in e(n), learning progress is zero. Corresponding 
equations (2) and (3) are represented as follows: 

p(n) = e(n-1) – e(n) : e(n) < e(n-1) (2)

p(n) = 0 :    e(n) ≧e(n-1) (3)

Because “learning progress” is the only variable to maximum, the reward R (n) 
equals to p(n). The equations (4) and (5) shown above are revised as follows: 

R (n) = p(n) = e(n-1) – e(n) :  e(n) < e(n-1) (4)

R (n) = p(n) = 0    :  e(n) ≧e(n-1) (5)

Because organizational members conduct both exploitative learning and exploratory 
learning in innovation processes; therefore, the exploitative learning progress 
pexploitative(n) is represented for a specific subject who applies exploitative learning and 
the exploratory learning progress pexploratory(n) is represented for a specific subject who 
applies exploratory learning. 

In each step n, the cumulative learning progress P (n) is computed as the integration 
over time of previous learning progress p(n) or rewards R (n). The cumulative learning 
progress P (n) is represented as equation (6): 

P (n) = Σn
j=1  p(n) = Σn

j=1  R (n) (6)

The cumulative exploitative learning progress Pexploitative (n) generated by 
pexploitative(n) and the cumulative exploratory learning progress Pexploratory (n) generated 
by pexploratory(n) is represented as equation (7) and (8). 

Pexploitative (n) = Σn
j=1  pexploitative(n) (7)

Pexploratory (n) = Σn
j=1  pexploratory(n) (8)

In order to evaluate the comparative learning progress performance between 
exploitative learning and exploratory learning, the comparative learning progress ratio 
RP (n) is defined as equation (9): 

RP (n) = Pexploitative (n) ÷Pexploratory (n) (9)

4   Method 

Based on the concept of MLP reward, LPM is designed to motivate organizational 
members to adapt both exploratory and exploitative learning according to innovation 
contexts in order to lead people into effective exploratory and exploitative innovation. 
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In this study, LPM was applied in a situated experiment of anticipation games which 
simulated innovation processes. The process-phase learning records of subjects, which 
were generated in experiments, were dynamically converted into numerical data at 
real-time base by the computational technique of LPM. A graphic curve, named 
Learning Progress (LP) curve, was generated by the computational technique of LPM 
for each subject. LP curve is used for further analysis to explore subjects’ learning 
progress and innovation performance.  

4.1   Experiments 

The authors designed an experiment of anticipation game to simulate innovation 
processes in order to explore the learning dynamics developed by LPM, The concept of 
the experiment applied in this study was similar to the one applied in Kaplan and 
Oudeyer’s experiments [11]. Subjects anticipated target numbers by the strategy of 
maximizing their learning progress. The learning progress is converted into 
quantitative data by the computational technique of LPM.  

Subjects of experiments. 103 engineers were selected as subjects of this experiment. 
Three to five engineers were selected randomly from each firm to form a cluster, and 
totally 25 clusters were grouped to simulate micro organizations.  

Mechanisms of Anticipations. Subjects were requested to anticipate target numbers 
from number 1 to 200. The anticipation will be terminated when the subject conducts 
anticipation 100 times or all the target numbers are anticipated. The mechanism of 
anticipation is shown below: 

Generation. Three target numbers are generated by the computer randomly. The first 
target number T is picked randomly by the computer and the other two target numbers 
T-1 and T+1 are generated accordingly.  

Strategies. There are two strategies to approach anticipation which are “exploratory 
random generation” Mexploratory and “exploitative approach” Mexploitative. Mexploratory is 
defined as the subject picks numbers generated by the computer randomly, which 
simulates exploratory learning. Mexploitative is defined as the subject induces numbers 
based on evaluating learning progress, which simulates exploitative learning. 

Evaluation. Subjects evaluate Pexploitative (n) generated by pexploitative(n) and the Pexploratory 
(n) generated by pexploratory(n) to conduct anticipations. 

Decision Making. If the subject can interpret the meaning from the evaluation of p(n) 
and P (n), then the subject adopts Mexploitative to induce a number. If the subject cannot 
interpret the meaning from the evaluation of p(n) and P (n), then he or she adopts 
Mexploratory to generate a number randomly by computer. 

4.2   Analysis Tool of Experiments 

The values of step n and RP (n) were generated from specific step n of anticipation. The 
two-dimensional point was defined on the X-Y axis which took step n as the horizontal 
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axis (X-axis) and RP (n) as the vertical axis (Y-axis). The curve, named “LP Curve”, 
was constructed by connecting the points generated from all steps of anticipation. 
Every subject has his or her unique LP curve generated by 100 anticipations. A Total of 
103 LP curves were generated by subjects. A single curve, called “Learning Progress 
Characteristic (LPC) Curve”, was obtained by conducting multi-factor regression on 
those 103 LP curves. LPC curve is used for analysis of experiment. 

5   Results 

5.1   LPC Curve 

LPC curve (refer to Figure 1) is obtained by conducting multi-factor regression on 103 
LP curves. LPC curve was generated the computational technique of LPM in the 
innovation process. Therefore, this innovation process is named as LPM innovation 
process. LPC curve represents for the overall learning behavior and progress of LPM 
innovation process.  

 

Fig. 1. Learning Progress Characteristic (LPC) curve 

5.2   LPM Four-Phase Cycle 

The learning behavior of subjects in the innovation process was evaluated by analyzing 
LPC curve. From the analysis results, LPC curve was formed by several cycles, named 
LPM four-phase cycle, with similar curve pattern. Each cycle was divided into four 
phases which were described as followings (refer to Figure 2). 

Phase I – Exploration. In the uncertain and unknown context, subjects preferred to use 
the strategy of Mexploratory in order to learn about unknown environments and discover 
contingencies efficiently. Mexploratory outperformed Mexploitative which drove subjects to 
use the exploratory learning more than exploitative learning. Therefore, RP (n) was less 
than 1 and Pexploratory (n) >Pexploitative (n).  
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Phase II – Interpretation. On phase II, subjects using Mexploitative anticipated the target 
number by chance at the specific step. From that moment, subjects started progressing 
rapidly and Mexploitative outperformed Mexploratory. Therefore, RP (n) increased and 
approached 1 rapidly as long as subjects improved the proficient level of interpretation. 
RP (n) was still less than 1. Subjects interpreted how to adapt learning by evaluating the 
progress of p(n) and P (n) to achieve efficient anticipation.  

Phase III – Proficient. The moment of RP (n) equaling to 1 was called “transition 
point” After passing the transition point, RP (n) tended to be larger than 1 as long as 
subjects kept improving their proficient level of interpretation. Mexploitative outperformed 
Mexploratory, which drove subjects to use the exploitative learning more than exploratory 
learning. RP (n) was larger than 1. The condition of successfully anticipating target 
number increased dramatically after passing the transition point. This suggests that 
LPM inspired subjects to improve the efficiency of anticipation continuously and 
significantly by adapting exploitative learning and exploratory learning according to 
the progress of contexts.  

Phase IV – Saturation. In Figure 2, the RP (n) kept increasing on phase III but the 
increasing rate reduced moderately and emerged in a saturation condition as long as RP 
(n) reached 2. At this stage, subjects’ learning tended to saturate gradually and reached 
a kind of habituation phase. Subjects were no longer to intensively experience rapid 
learning progress. The chance to learn new knowledge reduced dramatically once it 
overtook RP (n)=2. Hence, RP (n) decreased rapidly and tended to approach 1 to reach 
a saturation condition.  

 

Fig. 2. LPM four-phase cycle vs. LPC curve 

5.3   The Steady-State of LPM Innovation Process 

In Figure 2, subjects conducted exploitative and exploratory learning by a specific 
four-phase pattern and repeated such a learning pattern in every evolution to construct 
LPM innovation process. Through several LPM four-phase cycles, RP (n) of LPC 
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curve approaches 1 gradually and forms a steady-state condition. In the steady-state 
condition (refer to Figure 1), the LPC curve nearly parallels the line of RP (n)=1 at a 
constant narrow gap after several LPM four-phase cycles. Subjects tended to adapt 
exploitative learning and exploratory learning according to the innovation contexts and 
approach a steady-state condition. In the steady-state condition, subjects’ learning 
tends to saturate rapidly and reach a certain habituation phase. The steady-state 
condition takes place while subjects stay in the similar task content for a long while 
according to the findings of the experiment. In this study, the efficiency of anticipation 
represents the innovation performance and indicates continuous improvement but it 
reaches saturation in the steady-state condition. 

6   Discussions and Conclusions 

Through the analysis of the LPC curve generated by the computational technique of 
LPM, organizational members are motivated intrinsically by LPM to adapt exploratory 
learning and exploitative learning flexibly according to the innovation context of four 
phases in order to receive maximal learning progress, which results in continuous 
learning and innovation performance improvement. Progresses along with LPM 
innovation process, RP (n) of the LPC curve drops gradually to a constant and forms a 
steady-state condition. In the steady-state condition, organizational members loose the 
strong motivation to achieve maximal learning progress, which results in a decrease in 
learning progress and innovation performance. To avoid sticking to the steady-state 
condition, managerial leaders of organizations should seek to identify the steady-state 
condition and then take action to re-organize team members into a different set-up or 
assign the team members to other projects which have different task contents from the 
ones with which they used to work. In summary, the computational technique of LPM 
realizes the feasibility of dynamically diagnosing organizational members’ learning 
and innovation performance status at real-time base. The LPC curve generated by the 
computational technique of LPM provides a user-friendly visual aided tool in diagnosis 
for managerial leaders in the innovation process. 
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Abstract. Through analyzing the DIA method, two step Kalman filter method 
and continuous cycle slips detecting method which is based on Kalman filter to 
deal with cycle slips, this paper proposes the improved method to deal with 
kinematic cycle slips which is also suitable to the high kinematic condition. By 
choosing “Current” statistic model to be the filter state model, this paper 
combines the carrier phase and Doppler observation to identify the cycle slip, 
meanwhile estimates and corrects the slip immediately. The result of calculating 
and analyzing the different simulated situation shows that the algorithm can 
better withstand the influence of maneuvering errors. As to the problem of 
multiple cycle slips and successive cycle slips, the algorithm can also deal with 
it fast and correctly. 

Keywords: Kalman filter, Cycle slips, DIA method, “Current” statistics model. 

1   Introduction 

The kinematic measurement technique of GNSS has been widely used in the area 
ofairplane, auto-mobile, vessel navigating and positioning. The cycle slip is the main 
reason that affect the accuracy of carrier phase observation in kinematic measurement, 
and the appearance of cycle slips is complex in kinematic mode, the slips may occur 
only in one epoch and also may occur in some successive epochs; meanwhile in one 
epoch there may be only one satellite that occur slips, and also may be many satellites 
that occur slips. In this case, instantly correcting the influence of the cycle slips is 
important. At present, the cycle slips processing method which is based on Kalman 
filter to test and correct the cycle slips by using new information vector which is 
obtained through filter during the data processing course, such as DIA method[1][2], 
two step Kalman filter method[3] and successive cycle slips detection method[4]. The 
proposing of DIA method provides the theory base for the cycle slips processing 
method with Kalman filter; On the base of DIA method, the two step Kalman filter 
method pay more attention to the problem of multiple cycle slips, but the MDB[5][6] 
value are easily influenced by the error of observation, the Geometric Feature of 
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satellite and the error of carrier maneuvering in practical and will get wrong 
identification result; The proposing of successive cycle slips detection method is 
based on the two methods mentioned before, the method can solve the problem of 
successive cycle slips, however it dose not take the influence of kinematic model 
error into account, the result of this method will become bad when carrier is 
maneuvering.  

In this research, the detection, identification and adaptation three steps of the cycle 
slips processing method based on Kalman filter are improved, simulating and 
analyzing the different situation of cycle slips in kinematic mode by data observed 
from the experiment of aviation flying, the result shows that the improved method can 
correctly solve the problems which include the single cycle slip, multiple cycle slips 
and successive cycle slips when carrier is maneuvering. 

2   Kalman Filter Method of Kinematic Cycle Slips Processing 

Under the condition of phase slipping in current epoch, the observation model that 
contains the influence of cycle slips is defined as[7]: 

= + +k k k k k kL A X C b e  (1)

where kX is state vector; kL is the measurement of the receive; kA is the design 

matrix, the ke are measurement noise; kC is the coefficient matrix of cycle slips bias, 

the [0 1 0]=
i

i T
kC under condition of none slip; kb  is the slips bias 

vector[1].The final filter result will contain the influence of cycle slips if the standard 
filter algorithm is being used, consequently the influence should not be neglected in 
high precision data processing of kinematic survey. The cycle slips processing 
procedure which bases on Kalman filter includes the bias detection, identification and 
adaptation[1][2][7]. 

2.1   Cycle Slips Detection 

On the hypothesis that no cycle slips, the innovation vector abide by the zero mean 
normal distribution, suppose that the bias number is the same with the dimension of 
the innovation vector, the local forecast warning statistic can be construct as:  

1−=
k

T
k k V kT V VΣ  (2)

where = −k k k kV A X L is the innovation vector of the epoch k, Σ
kV is covariance matrix 

of innovation[7], normally the statistic obeys the central 2 ( ,0)knχ distribution, the 

degree of freedom kn is bias number[1][7], however it obeys 2 ( , )knχ λ distribution the 
1( )−=
K

T T
k k V k kb S Q S bλ  is the non-centrality parameter of alternative hypothesis, 

, 1−= + Φk k k k k kS C A U and , 1 1 1− − −= Φ −k k k k k kU U K S .Through the calculating the local 

forecast warning statistic of each epoch, under the significance level α , judge the 
relationship between the forecast warning statistic and the quantile value 2

αχ , if kT  is 
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greater than the it, the current epoch exists cycle slip and should make a further 
identification to make sure the cycle slips exist on which observation. 

2.2   Cycle Slips Identification 

After making sure that the cycle slips exist in current epoch, the observation of each 
observed satellite should be checked to find out the slips existed in the which 
observations. Constructing the one dimension bias identification statistic 

1 2

1
1

( )−

−= k

k

i T
k kV

k i T i
k kV

C V
T

C C

Σ

Σ
 (3)

where i
kC is the coefficient vector of bias in case that the observation of the i satellite 

exists slips, which is mentioned above, 1=i n… , n is the number of observations in 

current epoch. The statistic 1
kT is agreeing with the 2 (1,0)χ distribution[7]. The 

coefficient matrix kC can be constructed when all observations of the current epoch 

have been checked. However 1
kT is sensitive to the bias in practical using, it is easily 

influenced to get the wrong identification result. In order to solve the problem, using 
the MDB to supplement the 2χ testing[5][6]. First of all, identifying cycle slips 

initially, then estimating the identified slips bias, determining whether the estimation 
is grater than the MDB, if greater, the identification result is right, else it is wrong[5]. 

2.3   Cycle Slips Adaptation 

In order to correct the cycle slips，the bias ˆ
kb should be estimated, the common 

method is recursively estimating it by using the sequential adjustment. For the linear 

relationship between the bias ˆ
kb and the innovation vector, the corrected innovation 

vector is given as: 

= +a
k k k kV V S b  (4)

Using the innovation vector which contains slip errors as the observation, 1
ˆ

−kb as 

the prediction of state vector, the estimation of ˆ
kb is[4] 

1 1
ˆ ˆ ˆ( )− −= + −

kk k b k k kb b K V S b  (5)

where
1

1 1 1 1
ˆ( )

−

− − − −= +
k k kk

T T
b k k kV Vb

K S S SΣ Σ Σ , kS is mentioned before, and =k kS C  in case 

that the preceding epochs did not exist slips, the variance matrix of epoch k can be 
deduced according to the law of propagation of errors, the variance matrix of epoch k 
can be deduced according to the law of propagation of errors 

1
ˆ ˆ( ) ( )

−
= − − +

k k k kkk k

T T
b k b k b bVb b

I K S I K S K KΣ Σ Σ  (6)

supposing that 
1

1 1 1
ˆ( )

−

− − −= Σ + Σ
k k

T
k kV b

M S S , the variance matrix of ˆ
kb can be written as: 

1

1 1 1
ˆ ˆ( )

−

− − −Σ = = Σ + Σ
kk k

T
k kVb b

M S S  (7)
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3   The Improved Kinematic Cycle Slips Processing Method 

The method mentioned above is based on the CV or CA model, under the circumstance 
that the maneuvering of carrier is intensive, as a result even the cycle slips can be 
detected, the bias estimation will be influenced by the state model error. Therefore, the 
model which can more truly describe the movement of carrier should be used as the 
filter state model, the “Current” statistic model is chosen in this paper. The “current” 
statistic model indicate the statistic character of accelerate by using the corrected 
rayleigh distribution, it can truly describe the movement of carrier in local scope, the 
model thinks of that the accelerate of next epoch is limited, and will just change in the 
area with related to the current accelerate, when the carrier is moving[8]. 

According to the model definition, the filter state model can be written as follow 

, 1 1− −= + +k k k k k kX X u wΦ  (8)

where , 1 ( , 1) ( , 1) ( , 1)[ , , ]− − − −=k k x k k y k k z k kdiagΦ Φ Φ Φ ,  =  
T

k xk yk zku u u u  
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( , 1) ( , 1), , ,− −y k k z k k yk zku uΦ Φ have the same form with Eq.(9)and(10), The system error 

vector is the zero-mean Gaussian white noise vector, the Variance matrix 
of kw is [ , , ]=

k xk yk zkw w w wdiagΣ Σ Σ Σ ，the expression of
xkwΣ is  

5 4 3

4 3 2
2

3 2

20 8 6

2
8 3 2

6 2

 
 
 
 

Σ =  
 
 
 
 

xkw ax

T T T

T T T

T T
T

ασ  (11)

2
axσ is the acceleration variance on x axis, the form of

ykWΣ and
zkWΣ is the same as the 

Eq.(11). 
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The innovation vector can be calculated by using the constructed state model, 
according to the statistic mentioned in section 2.1, the existence testing step of cycle 
slips can be finished. 

After testing the existence of cycle slips, the identification can be implement to 
find out the slips exist on which observations. However under the condition that  
the accuracy of observations is poor or carrier maneuvering strongly, even using the 
MDB to associate the identification, the MDB value will be affected and lead to the 
false identifying results[4]. Taking the relationship between phase and Doppler into 
account, this paper uses the Doppler observation to associate the cycle slips 
identification[9]. The statistic can be constructed as: 

t 1 1

1
( ) ( )

2− −= − − +t t t td T D DϕΔ Φ Φ Δ  (12)

where tΦ and tD are the phase and Doppler observation in epoch t, ΔT is the 

sampling interval. Theoretically, the accuracy of carrier phase and Doppler 
observation can respectively reach 1mm and 2mm/s[10]. According to the law of 

propagation of errors, the statistic mean square error of data with 1Hz sample rate in 
L1 channel is 0.08cycle / s=dϕσ Δ . 

The testing principle is 

3 none slip

3   exist slip
Δ

Δ

 Δ <
 Δ >

d

d

d

d

      ϕ

ϕ

ϕ σ
ϕ σ

 (13)

according to the principle, all observation in current epoch can be tested to find the 
slips exist in the phase observations of which satellites.  

The bias should be estimated after checking out the observation that exist cycle 
slips. The estimation of the cycle slips starting from current epoch will become 
inaccurate in follow epoch, because of the influence of errors accumulating. In this 
paper, the slips bias is just estimated in the epoch where they start, in order to keep 
the observation of the follow epochs cleaning, correct the observation of the follow 
epochs after estimating the slips bias. 

The proposed method thinks that the cycle slips started from preceding epoch, 
having no influence to the estimating procedure of current epoch, therefore the 
corrected innovation vector can be written as: 

= +a
k k k kV V C b  (14)

according to LS method the bias can be estimated 

1 1 1ˆ ( )− − −= Σ Σ
k k

T T
k k k k kV Vb C C C V  (15)

1 1
ˆ ( )− −Σ = Σ

kk

T
k kVb

C C  (16)

Meanwhile, the filter result will be influenced by the cycle slips in current epoch, if 
pass the result directly to the processing procedure of next epoch, the statistic which 
constructed in next epoch will also be influenced not to agree with the 2 ( ,0)knχ  
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distribution even if the next epoch do not exist cycle slip. In order to keep the next 
epoch immune from the cycle slips of current epoch, the filter result and its variance 
matrix should be corrected.  

For the reason that the prediction of state vector in epoch k only has the 
relationship between the state vector of epoch k-1, consequently it would not be 
influenced by cycle slips. The corrected filter result is estimated by using the 
corrected innovation vector in Eq.(14) 

ˆˆ ˆ= − = −a a
k k k k k k k kX X K V X K C b  (17)

where 1[ ]−= Σ Σ +Σ
k k

T T
k k k k kX XK A A A . The covariance matrix between prediction vector 

of state and observation is given as: 

0

0

 
=   
 

k

k k

X

X L
k

Σ
Σ

Σ
 (18)

the uncorrected state vector ˆ
kX and innovation kV can be written as: 

( ) ( ) ˆ     
   

= − = −   
   

k k
k k k k k k

k k

X X
X I K A K V A I

L L
 (19)

the covariance matrix between two vectors is deduced as: 
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ˆ
kX and ˆ

kb also can also be rewritten into the form as: 
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the deducing procedure proves that the ˆ
kX and ˆ

kb are uncorrelated, meanwhile the 
variance matrix of corrected filter result is given as: 

ˆ ˆˆΣ = Σ + Σa
k kk

T T
k k k kX bX

K C C K  (23)

transmitting the corrected state vector and its variance matrix to the next epoch, the 
form of innovation vector of epoch k+1 1+kV  can be written as: 

1 1 1, 1 1 1,
ˆˆ

+ + + + + += Φ − − Φk k k k k k k k k k k kV A X L A K C b  (24)
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The three elements of the right part of Eq.(24) are irrelative with each other, 
therefore the innovation of epoch k+1 is also agree with the zeros mean normal 
distribution, the cycle slips starting from last epoch have no influence to the 
successive processing procedure. 

4   Testing Computation and Analysis 

The data are collected from the experiment of aviation fly, the sampling rate is 1HZ. 
Through choosing the data observed from the course that flight taking off, the signal 
of SVN3, SVN8, SVN11, SVN19, SVN27 and SVN28 can be received during the 
chosen period, the ambiguity of those satellites are prefixed on at the static mode. The 
figure 1 shows the acceleration of flight during the chosen period.  

 

Fig. 1. The acceleration of BLH directions 

As shown in figure, during the chosen period, the flight is static in the period, and 
then it starts accelerating, the acceleration that close to the epoch 150 and 253 has 
fiercely changed. The observations used in this paper are none cycle slips existing, in 
order to test the validity and the effectiveness, simulating the different situation 
manually. In the static mode, the movement of plane is steady, the all the method that 
based on Kalman filter can correctly process the cycle slips. 

In the kinematic mode, in order to test the validity and effectiveness of the 
proposed method under the condition that flight maneuvering, simulating the situation 
of single cycle slip, multiple cycle slips and successive cycle slips to analyze. With 
the single cycle slip situation, adding the slip to different satellite in the epoch 253 
that acceleration changes the most fiercely, the results are showed in table 1. 

As is shown in table 1, in case of carrier maneuvering, only one satellite exist the 
cycle slip, whatever the it exist in which satellite, the algorithm can correctly detects, 
identifies and calculates the cycle slip bias. 
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Table 1. The result of single cycle-slip identification and bias estimation 

epoch prn 
true value 

(cycle) 
identification 

Estimation 
(cycle) 

253 28 1 28 1.114 

253 11 3 11 3.037 

253 8 5 8 5.146 

253 19 6 19 5.701 

253 3 8 3 8.244 

Table 2. The result of multiple cycle-slip identification and bias estimation 

epoch prn 
true value 

(cycle) 
identification 

Estimation 
(cycle) 

253 
3 

11 
19 

6 
20 
15 

3 
11 
19 

6.150 
20.197 
14.720 

253 

3 
8 

11 
19 

1 
10 
20 
15 

3 
8 
11 
29 

1.150 
10.013 
20.187 
14.731 

Table 3. The result of successive cycle-slip identification and bias estimation 

epoch prn 
true value 

(cycle) 
identification 

Estimation  
(cycle) 

253 
254 
255 

11 
11 
11 

3 
13 
12 

11 
11 
11 

3.231 
12.880 
11.643 

253 
254 
255 

3 
19 
28 

6 
4 
8 

3 
19 
28 

6.163 
3.889 
8.393 

 
253 

 
254 

 
255 

8 
3 
28 
11 
19 
3 

7 
6 
4 

11 
3 
8 

8 
3 
28 
11 
19 
3 

7.074 
6.163 
4.353 
10.719 
3.143 
8.086 

With the situation of multiple cycle slips, analyzing by dividing the situation into 
the three kinds which are the cycle slips exist in the observation of three satellites and 
four satellites. The results are shown in table 2.  
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In the epoch 253, whether three or four satellites, the statistics constructed by the 
proposed algorithm can correctly detect the slips errors, position the errors, and 
estimate the size of bias values.  

With the situation of successive cycle slips, choosing the epoch 253, 254 and 255, 
respectively simulating the situation that successive slips exist in the same satellite, 
exist in different satellites and combine the multiple slips. 

As is shown in table 3, the result shows that whether the same satellite or different 
satellite exist slips in three successive epochs, the procedure of subsequent processing 
is not affected by cycle slips in current epoch, because of the filter result and variance 
matrix are directly corrected after estimating the bias value. 

5   Conclusions 

The paper proposed the method that based on “current” statistic model and use the 
Doppler observation to assist the carrier phase to identify the cycle slips, at last 
independently estimate and repair the slips bias at current epoch. Through calculating 
and analyzing the observation which simulating the different cycle slips condition, 
making the following conclusions:  

(1) To some extent, the impact of carrier maneuver can be resisted by using the 
"current" statistical model, as the state model of filter, therefore the existence of cycle 
slips can be correctly detected through using the constructed inovation vector. 

(2) The bias estimation of successive epochs will be affected by the observation 
errors to become inaccurate, when estimating the cycle slips bias through sequential 
adjustment. The proposed method which estimates the cycle slips in each epoch, 
meanwhile repair the successive observations to avoid the bias repeated estimating, 
and not to affect processing the cycle slips of subsequent epochs, eventually the 
method can correctly process the successive cycle slips. 
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Abstract. IPSec uses encrypting and encapsulating technology in client device 
and establishes a secure tunnel connection. The private network built by MPLS 
technology can ensure good transmission performance and service quality. This 
study concludes several methods of building VPN in existing network facilities 
through the analysis and research of IPsec and MPLS technology. In addition, it 
compares these programs and researches and proposes some practical problems 
need to consider in VPN establishment. 

Keywords: IPSec, MPLS, VPN, PPTP. 

1   Introduction 

VPN evolves from the private network access provided by the PSTN (public switched 
telephone network). VPN developed by now contains a variety of technologies and 
solutions and to different people the word has different meanings. VPN can be 
understood as a method, which by means of tunneling, encryption, authorization, 
access control, and many other technologies and services through the Internet / 
Intranet / Extranet to transfer data. Technologies are used in VPN: IPSec (IP security 
protocol), PPTP (Point-to-Point Tunneling Protocol), Layer Two Tunneling Protocol, 
MPLS (Multi Protocol Label Switching) technology using DES (Data Encryption 
Standard), and other security management technology[1],[2],[3].The high-speed 
access services based on cable modem and digital line technology grow rapidly, but 
from the view of commerce, these services have some insufficiencies that they only 
provide a high-speed Internet access but do not provide the method to build enterprise 
networks, just this makes VPN has a role to play. VPN technology can build a secure, 
private and can be fully controlled enterprise network in high-speed, low-cost and 
unsecured Internet [4] (as shown in Figure 1). 

2   Function Properties of VPN 

Virtuality: Different from traditional private network, VPN does not establish a 
permanent connection, when the end-to-end connection disconnects the physical 
resources released can be used for other things [5]. 
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Security: VPN enhances the security of network in many ways and ensure safety and 
reliability by providing identity authentication, access control and data encryption [5]. 
Low cost: Users do not lease special line to construct private network and do not need 
large numbers of network maintenance personnel and device investment [5]. 

Easy to implement and extend: Network route device’s configuration is simple, 
without adding too much device, saving human and material resources[5]. 

Since VPN based a series of open protocols, the implementation means of VPN 
can be quite flexible. Users can select the appropriate solutions according to cost, 
implementation complexity, performance, management features and the company's 
system requirements . 
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Fig. 1. Enterprise VPN Structural 

3   Implement VPN by Installing the Software on Existing Device 

For the existing network of company, building VPN by installing software is easier 
and faster than by purchasing new device. There are approximately three methods to 
build VPN by installing software as follows: router-based VPN, server software-based 
VPN, firewall-based VPN. Although the three devices are very different, but in the 
course of implementation there are many similarities ( as shown in Figure 2). 

The companies select which program to implement the VPN according to its 
network policies. Some of the companies’ network is router-focus, may decide to add 
VPN services to router. Some of the companies’ network is LAN-focus, and the 
server will become the main considerations of plan. In addition, some companies look 
the firewall as the nucleus of security Internet communication, which leads to the 
selection of the VPN-based firewall plan. 

In these plans, there is not a plan better than another one. When building whole 
company VPN plan, each method has its advantages and corresponding disadvantages. 
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Fig. 2. Software –based VPN 

3.1   Router-Based VPN 

Installing VPN software on the existing router means no additional internal network 
devices in network. At present, most manufacturers of router have added VPN 
services to their products. By means of routers that have VPN functions, network 
managers are able to communicate with branches through Internet or other network 
provided by certain service providers. The dial-up users are able to build the tunnel on 
the service provider network to access the company’s network. 

To the managers of network, the most attractive point of the router-based method is 
that the addition of VPN service to router is usually just a software upgrade, in most 
cases, simply from the manufacturer's website to download some software or from the 
manufacturer to get some disks. Installing them on the existing router, it can achieve 
the VPN extension to the existing network functions. 

New router usually has the software packages of VPN service module or includes 
the VPN function within the router’s operating system. Typically, the additional VPN 
software packages of router contain the encryption and tunneling capabilities, some 
manufacturers connect the user authentication to the existing authentication services 
server. 

Additional software on the router-based approach means that the existing 
management system can still be used in VPN, thus there is no need to train IT staff for 
new device or management systems. This also has other advantages such as simple 
configuration, multi-level Qos achievement, system stability, affordable and so on. 
Another advantage of router-based approach is not necessary to change the existing 
network, thus can save operating costs and reduce the total cost of using VPN. 

3.2   Server Software-Based VPN 

Another way to build VPN is to install a direct software-based VPN. Operating 
system providers and some third-party software companies provide VPN applications 
of encryption and tunnel authentication services to connect users to a VPN. This 
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method is similar with the router-based VPN method, which allows the use of existing 
device. Software is installed on an existing server, which means you can keep the 
same network configuration and management skills and tools to manage VPN. 
Therefore, we do not need additional training or management software to maintain the 
VPN connection and running. 

Another advantage of Software-based VPN lies in that the program regularly is 
related to the authentication services of the existing network operating systems, thus it 
can connect VPN access right to the defined user rights, so can greatly simplify VPN 
management. 

Before adopting software-based VPN, an important factor must be considered is 
efficiency. In the case of router-based VPN, the performance is a matter, executing 
the encryption and tunneling task of VPN need to consume processor power. 

Assessing such a VPN method there is a problem that there is not a standard to 
determine the processor loading on a server accurately. The factors of determining 
load contain the number of concurrent VPN sessions must support, each session 
encryption level, the tunnel type and the data transmission rate. 

Obviously, comparing with the remote dial-up provided by the service providers 
only supporting some analog telephone line, connecting hundreds of branches to a 
central site need a more powerful processor. The consequences of high load may not 
be the same, have to limit the numbers of concurrent sessions supported and lead to 
some users cannot connect. 

3.3   Firewall-Based VPN 

Many companies put their focus on the firewall to preclude hackers. For these 
network managers, it is meaningful to add the VPN security services to their firewall. 
Currently, many manufacturers provide services supporting VPN in their firewall, the 
more support VPN services by means of software, it provides a simple way for 
network managers to start using VPN. Network managers can install some new extra 
software packages simply on certain firewall. In some cases, only pay an additional 
fee to get the technical support of VPN services. 

In such VPN, encryption, tunneling and other technologies are implemented by 
software; performance will be a problem too, just same as the methods of routers-
based VPN and servers-based VPN. Essentially, these tasks may consume more 
processing power than that provided by the firewall. If performance becomes an issue, 
you may need more high-performance firewall. 

Under what circumstances is it best to select the firewall-based VPN? When the 
remote users in the network may be unfriendly, it is best to use this product. Network 
managers create a DMZ (Demilitarized Zone) segment; generally, firewall uses a 
third-party interface, coupled with access control rules. Hackers may enter the DMZ, 
but they cannot destruct the internal network segment. 

For pure internal network, using the firewall-based VPN is economical and easy to 
strengthening and management. For the external network, the firewall must use one 
rule that allows the encryption traffic to be sent from Internet to the DMZ 
(Demilitarized Zone) and the other rule that allows the application traffic to be sent 
from the DMZ to internal network. If the authentication server on the internal 
network, it is in need of configuring the firewall in order to transfer the authentication 
requests between the DMZ and private network. 
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The firewall-based VPN takes advantage of security mechanisms of firewall, 
including access restrictions for the internal network. It also performs address 
translation, consistent with strong authentication requirements, to issue real-time 
alerts, and provides extensive logging capabilities. Most firewall in commerce cut off 
the risk service and extra service of the host operating system, thus strengthen the 
operating system kernel. Operating system protection is a major additional feature. 

4   Buy the Dedicated (VPN) Device 

Special device is designed to fundamentally implement the task of connecting users 
and sites through VPN. In particular, the dedicated VPN device handles the encryption 
and tunnel services for the multiple concurrent VPN sessions. They usually use the 
specially designed hardware for these tasks. Like any network operated by the 
hardware, these devices have their advantages and relevant considerations. The major 
advantage of using the dedicated VPN device lies in its performance. These products 
have different specifications, but its high-end models can support more concurrent 
VPN sessions than the software VPN running on the server, router or firewall. In 
addition, dedicated VPN device also typically supports more sessions under 
circumstance of a high-strength encryption and data traffic load. Using the dedicated 
VPN device to implement VPN services means that other devices on the network, such 
as router, server or firewall do not experience performance problems. 

Despite the high performance and the ability of maintain the performance of 
existing network is the benefit of using dedicated VPN device, but still exist 
shortness. One of the most serious points is the network configuration must be 
changed as the consequence of adding device to the network. 

There are the dedicated VPN products in present market. Technically, the 
encryption tunnel can certificate and connect the different platforms and termination, 
including firewalls, routers, PC (using software) and the dedicated VPN device. Each 
device of these platforms relates to benefits and costs. However, no matter what 
platform or device is used, the encryption methods of protecting the safety of the VPN 
tunnel are same. Hardware-based solutions typically require large-scale hardware 
configuration, the dedicated and based the existing device of client VPN is suitable 
for large-scale remote access applications. Using VPN concentrator, its routing 
greatly improves the flexibility of remote Internet device; there are obvious 
advantages in security, manageability (especially implementation of the strategic 
management), scalability, maintainability, cost effectiveness, transmission qualities 
and other aspects, it is a VPN application innovation. 

VPN concentrator is an ideal solution for remote access VPN. It includes easy to 
use standards-based VPN client, scalable VPN tunnel termination devices and 
gateways, as well as enables customers to easily install, configure and manage their 
remote access VPN client management system. By combining high-availability 
features with the unique dedicated remote access architecture, VPN concentrator 
enables customers to build high-performance, scalable and solid VPN infrastructures 
to support remote access applications of their critical business. VPN concentrator is 
an extendible platform that supports to provide the components of field replacement 
and customers upgrading. 
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VPN concentrators’ advantages are: (1) easy to deploy, by integrating a routing 
engine, the packet filtering firewall and the abundant support to certification database, 
concentrator can be installed in the network infrastructure and the existing architecture 
has no obvious changes. (2) High performance and scalability, high modularization 
level, all of the options can be field installed, fully configured platform can support up 
to 100Mbps of 3DES encryption throughput. (3) The powerful management, VPN 
concentrators have intuitive and easy to use management interface, although very 
powerful, but complex underlying technology organized in a very simple way, so that 
the new users can easily configure the device and management. 

5   Conclusion 

From the above analysis, we can educe that the approaches of establishment and 
implementation of VPN generally are only two ways: using software technology to 
build a VPN and using hardware method to build VPN[7]. 

Pure software VPN products can protect the original investment without any 
additional hardware. Do not change existing applications and network architecture, 
and ensure the normal operation of businesses avoid effect. Support a variety of 
accesses to network, no lines, supports dynamic IP Addressing. for saving enterprises’ 
costs, the network platform has strong adaptability, good scalability, and supports any 
C/S, B/S structure software. Economic efficiency, easy to use and do not need 
professionals to maintain. Using advanced encryption algorithms to prevent data from 
eavesdropping and distorting. 

Using hardware to implement VPN refers the encryption and decryption to a 
special high-speed hardware to process, provides better performance and provides a 
strong physical and logical security to prevent illegal invasion better. Its 
configurations and operations are simple. In general, the hardware program’s cost 
performance is higher. 

References 

1. Liu, H.-j., Yang, Z.-q.: Research on VPN based on MPLS. The Computer Security 20(8), 
38–40 (2007) 

2. Liu, H., Yang, S., He, D., Xia, W.: Design And Implementation Of An Ipsec Vpn 
Education Experiment System. Computer Applications and Software 23(7), 3–4 (2006) 

3. Zhao, X.: Research and Simulation on Network based on MPLS. ChongQing Engineering 
College Journal 21(4), 36–38 (2007) 

4. Dennis, F.: Netnews: VPNS become a virtual reality. NetWorker 2(2), 5–8 (1998) 
5. RFC 2764, A framework for IP based Virtual Private Networks 
6. RFC 3031, Multi-protocol Label Switching Architectures 
7. Jiang, D.-y., Lv, S.-w., Luo, X.-g.: Analysis on the Key Techniques in VPN. Computer 

Engineering and Applications 39(15), 173–177 (2003) 
8. Li, M., Xu, H.-z., Chen, W.-p., Huang, T.: OMT: The application of object-oriented 

modeling technology. Journal of Northwest University (Natural Science Edition) 29(6), 
507–509 (1999) 



Q. Zhou (Ed.): ICTMF 2011, CCIS 164, pp. 190–197, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Embedded Smart Tracker Based on Multi-object 
Tracking 

Xu Yan, Wang Lei, Liang Jianpeng, Li Tao, and Cao Zuoliang 

Tianjin University of Technology, Xiqing District, Tianjin, China 
{xuyan200612,yangawang,litao.tut}@163.com, 

{jianpeng_liang,zlcao}@126.com 

Abstract. This paper presents a high integrated and efficient embedded smart 
tracker with an Omni-vision tracking method to realize a real-time multi-object 
tracking. To achieve stable tracking, we improve a tracking method based on 
Mean Shift Embedded Particle Filter. An approach for image format conversion 
is used to provide front-end pretreatment. The tracker is composed of a Digital 
Signal Processor (DSP), a Field-Programmable Gate Array (FPGA), a CMOS 
image sensor and a Fisheye lens which can capture 180 view of the 
environment. Due to its small-size, the tracker could be flexibly applied to 
vehicle navigation, mobile monitoring and other related areas. We demonstrate 
the performance of the tracker and the method on several factors. Experimental 
results have been presented to show the accuracy and the robustness of the 
proposed system. 

Keywords: omni-vision, multi-object tracking, embedded, smart tracker. 

1   Introduction 

Available digital trackers based on the single Complementary Metal Oxide 
Semiconductor (CMOS) have been a central concern commercially and sample the 
color spectrum using a monolithic array of color filters overlaid on the CMOS such that 
each sample point captures only one color band. The Bayer Array [1], as shown in 
Fig.1, is one of the common realizations of color filter array (CFA) [2] possible. Since 
each pixel contains only one spectral color, the other colors must be estimated using 
information from the neighboring area. In order to obtain a high definition color image, 
interpolation must be performed on the Bayer array image data. A preferable method 
performs this interpolation in this paper and attempts to limit hue transition. 

Real-time object recognition and tracking is a challenging task in video sequence 
and has induced enormous interests. Particle filter [3] has been proven to solve the 
problems of non-linear and non-Gaussian successfully, which has been widely used in 
visual tracking. Nevertheless, the traditional particle filter [4] has limited identification 
power, particularly when the illumination is extremely volatile. Mean shift is a typical 
and popular method, which is a non-parametric method for climbing density gradients 
to find the peak of probability distributions [5]. However, if the background is complex 
or the object is moving with haste, the tracking normally makes for failure. Combining 
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the strengths of the two methods has been in application to hand tracking [7][8]. In this 
paper, we develop an algorithm based on Mean Shift Embedded Particle Filter, which 
embeds a region of interest (ROI) filter in it.  

2   Interpolation Method 

Since the characteristics of the Bayer pattern, as Figure.1 is shown, we must estimate 
the other colors via interpolation. There are a variety of methods available, the simplest 
being linear interpolation, which has a weakness in maintaining edge information. 
Taking account of the fisheye lens imaging features and the tracking algorithm 
required, we propose an interpolation based on bilinear which is a two part process, the 
first being a bilinear interpolation, and the second part being a color correction. 

 

Fig. 1. Bayer pattern 

Considering the array of pixels as shown in Fig.1, the green color is sampled at a 
higher rate than the red and the blue. In order to obtain an expected estimate for the 
missing sample value, we choice an interpolation filter kernel space of 3*3  in the 
first part. At a blue centre B(x, y) (where blue color was measured), as shown in Fig. 
2(a), we need to estimate the other two components. Consider (x, y) the pixel location 
and the red color is R(x, y); G(x, y) refers to the green color. Then, the estimates for 
R(x, y) and G(x, y) are as follows: 
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At the red centre R(x, y), we could computer the blue and the green accordingly. If 
G(x, y) represents the given pixel location, the value of the luminance (G) is measured. 
Referring to Fig. 2 (b), we can get: 
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                         (a)                                         (b) 

Fig. 2. The kernel of Bayer Array 

In the second part, the color correction method is used to balance color consistency. 
Referring to (5)  
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The f(x, y) is related as the current color value of the original Bayer array samples 
and ‘I’ represents the whole image.  

3   Combination Algorithm Based On EMSPF 

3.1   Particle Filter 

Roughly speaking, visual tracking can be divided into two groups: deterministic 
tracking and stochastic tracking [6]. The approach we proposed combines the merits of 
both stochastic and deterministic tracking approached in a unified framework using 
particle filter and mean shift principle. 

Particle filter is a sequential Monte Carlo approach based on point mass, which is an 

inference technique for estimating the unknown motion state kX from a noisy 

collection of observations },...,{ 1 KK ZZZ = . The particle filter is a means to 

approximate the posterior distribution ),( kk zxp by a set of weighted 

particles{ }N
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kw  and then the work is reduced to computing 

and updating the posterior probability over the current motion state kX  iteratively. 

Assuming that the probability density function )( 1:11 −− kk zxp  is given at the time k-1, 

and then the prior probability )( 1:1 −kk zxp  at time k could be estimated as follows:  
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According to the Bayesian formula, the new prior probability is updated as: 
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Where )( kk xzp  represents the likelihood function that an object being in a 

specific state. Based on the Monte Carlo approximation of the integral, the posterior 
probability is estimated as follows: 


=

−−≈
N

i

i
kk

i
kkkkk xxpwxzkpzxp

1

)(
1

)(
1 )()()(  (8)

3.2   Combination Algorithm Based on Mean Shift Embedded Particle Filter 

Considering the general particle filter algorithm, when the targets begin to be tracked, 
the particles are generated around the targets randomly. If the targets move with haste, 
the tracking will be failure and the particle filter tracking window might drift. To obtain 
stable and accurate tracking, a large number of particles are required which would cost 
massive operation time. It is impractical for real-time system. Reference [6] introduces 
a method combining mean shift algorithm and particle filter for tracking hand. In our 
embedded navigation system, we improve the MSEPF method. Our method is 
described as the following: the first sample particles are generated by the particle filter, 
which is called Particle Sets Initialization. Next, particles move along the gradient 
direction estimated by Mean Shift to find the maximum location where the particles 
would be re-assigned closer to the real target area. After Mean Shift, each particle has a 
larger weight. Then filter the particles with low weight in a region of interest (ROI). If 
the weight is still below a threshold, then resample a new set of particles. 

The principal steps in the MSEPF algorithm are: 

STEP 1. Initialization 

Generate a new set of particles { }N
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initial distribution p(X0).  
STEP 2. Propagation 

Draw samples )(i
kZ  according to 

NiXZp i
k

i
k ,,2,1)( )(

1:0
)( …=−  

(9)

STEP 3. Weighting Calculate the weight using 
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Normalize the weight using 
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Then predict the posterior distribution using 


=

−=
1

)()( )()
~

(
i

i
kk

i
kKK XXwZZp δ

. 
(12)

Where )(xδ is the Dirac delta function. 

STEP 4. Shifting 
Shift the particles around their centre until they reach their maximum weight. The 

principle is described as: 
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STEP 5. ROI Filtering 

According to { }N

i
i

k
i

k wX 1
)(
1

)( , =− , adopt preferable ROI window to degrade low weight 

particles. 
STEP 6. Resample 

If the weight is also below a threshold, resample new particles )(i
kX  to obtain N 

independent and identically distributed random particles )( j
kX  approximately 

distributed according to )( kk XZp . 

STEP 7. Return to step2 and set 1+= kk . 

4   Smart Tracker 

The programmable smart tracker is designed to merge the image acquisition, image 
processing and data output into a unified framework. The central components the smart 
tracker equipped with are: a CMOS digital image sensor, a FPGA, a high-performance 
DSP and an extremely wide angle lens. 

4.1   The Image Acquisition Module 

It contains two parts: fisheye lens and CMOS image sensor. The COMS digital image 
sensor we choose in this module is Micron’s MT9V022 [9], for its rugged specs and 
high quality for scene-understanding and smart imaging applications. The COMS is 



 Embedded Smart Tracker Based on Multi-object Tracking 195 

connected to the fisheye lens and adapted to output digital image data of a view field. 
The MT9V022 pixel array is configured of 782 columns by 492 rows and the active 
imaging pixel array is 752H×480V. In default mode, the MT9V022 could output a 
wide-VGA-sized image at 60 frames per second (fps). 

4.2   The Image Processing Module 

This module is equipped with a Field-Programmable Gate Array (FPGA) [10], a Flash 
memory, and a Digital Signal Processor (DSP). The FPGA we employ Altera’s 
EP2C20, which is connected to the CMOS, and could be used to command capturing 
time sequence of the CMOS image sensor and then store the image data into the 
Synchronous Dynamic Random Access Memory (SDRAM). The DSP we select TI’s 
TMS320DM642 processor [11], which is a high-performance fixed-point DSP and is 
good at digital media applications.  

4.3   Data Communication Module 

This module contains necessary communication interfaces, e.g. Ethernet, as well as 
JTAG for connected to the PC with emulator. The user could input data, such as aim 
points and feature through the Ethernet interface. It could also receive image data 
processed by DSP and transmit beacons tracking information to PC or other external 
devices. 

     

               (a)                                      (b) 

     

               (c)                                      (d) 

Fig. 3. Experimental results of the smart tracker based on combinational algorithm 
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5   Experimental Result 

In our implementation, we use the following choice to demonstrate our algorithm and 
the smart tracker. We fix our smart tracker vertically on the top of an autonomous 
guiding vehicle (AGV), to track the double-color beacons. 

When the vehicle is moving at a variable speed, the results of tracking multi-object 
are shown in Fig. 2. The beacons move throughout the entire view field and the tracking 
method successfully tracks these beacons. 

Comparing our method to traditional particle filter, though two of them use the same 
color histogram, the traditional particle filter is easily disturbed and our method is more 
effectual correspondingly. In the same tracking conditions, the number of particles of 
the algorithm embedded on Mean Shift is 40, which is only a quarter of the number of 
traditional particle filter. The rate of available particles is actually increasing from 25% 
to 35%, as Fig. 3(a) is shown. 
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Fig. 4. Comparison of the two methods: (a) Percentage of the available particles (b) Astringency 
(c) Operation time 

To further illustrate the importance of this built-up algorithm, we computed the 
distance between the particles to object, i.e. astringency. The result is presented in 
Fig.3(b). Finally, we illustrate the effectiveness of our method by comparing its 
operation time with the traditional particle filter as Fig.3(c) shown. 

6   Conclusion 

The experimental results strongly demonstrate that our smart tracker and the proposed 
algorithm are feasible to track a multiple objects with an indoor environment. While we 
have achieved a realistic tracker and a successful multi-object tracking, some 
limitations of our task remain to be addressed. If the background is complex or the 
object is moving with haste, the tracking normally makes for failure. 
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Abstract. Location-aware service is one of the most important parts of the 
internet of things. And how to obtain the location information is the key point 
of location-aware service. This paper investigates some key technologies and 
algorithms of indoor positioning and analyzes their advantages and 
disadvantages in the terms of the positioning range, accuracy and cost. Finally 
some issues need to be resolved in future are discussed.  

Keywords: Location-aware service, positioning technology, Infrared, WLAN, 
Ultrasonic, RFID. 

1   Introduction 

Location-aware services have become more and more popular with the development 
of modern communication and internet of things. Indoor positioning applications 
show huge prospect in areas such as location-based network management and 
security, medicine and health care, personalized information delivery, and context 
awareness [1].  

Well-known example of the earliest modern positioning system is Global 
Positioning System (GPS) [2], [3]. GPS receiver measures satellite signals from 5-24 
satellites and utilizes the time difference of arrival (TDOA) to estimate the position. 
The highest positioning accuracy of GPS in outdoor environments can reach 5m [4]. 
In reality environments, however, the coverage of GPS is limited. Because of GPS 
satellites radio signals can not penetrate most of the buildings or dense vegetation, 
GPS can not react in high-rise urban areas or building where people often work and 
locate. In recent years, the cellular network-based location technology [5] also made 
rapid development as the promulgation of E-911 which had generally positioning 
accuracy of 50 meters for outdoor applications [6], [7], [8]. The 50-meter positioning 
accuracy, however, is not satisfied for indoor application [9]. The users desire to 
control the indoor positioning within several meters. 

The location estimation accuracy of GPS or the cellular network-based location 
technology is often inadequate for indoor environment. In order to improve the 
accuracy of indoor positioning application, the research on indoor positioning 
technologies has attracted more and more scholars and research institutes. 
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2   Paper Preparation 

At present, many technologies can be used for indoor positioning, such as infrared, 
ultrasonic, computer vision and radio frequency (RF). And the RF could be divided 
into four technologies by different specifications: ZigBee, Radio Frequency 
Identification (RFID), Ultra Wideband (UWB), and Wireless Local Area Networks 
(WLAN).  

2.1   Infrared Positioning Technology  

Infrared positioning technology firstly need to yield a certain time interval 
transmitting infrared signals by a emitter, then measure the position of the object 
according to the receiving time of infrared signals. The representative of infrared 
indoor positioning systems is the Active Badge location system which developed by 
W. Roy and others [10]. To use Active Badge, each user needs to carry small infrared 
marking equipment. The marking equipment sends a globally unique identification 
number every 15 seconds. The infrared sensors fixed in the building collect the data 
then transmit to a central server which accomplishes the positioning process. Active 
Badge is low cost and easy to use, but it is vulnerable to the impact of fluorescent and 
sunlight. In addition, the effective transmission range of this positioning technology is 
only a few meters since the poor penetration of infrared.  

2.2   Ultrasonic Positioning Technology 

Ultrasonic positioning technology used mainly reflective distance method to 
determine the location of the object. Active Bat system [11] is an ultrasonic indoor 
positioning system researched by AT&T Labs. When positioning, the central 
controller sends a request packet by radio, Active Bat shows a response by sending 
ultrasonic pulses to the signal receiver distributed in the ceiling upon receipt of 
request packets. The receiver on the ceiling is able to measure the time interval and 
calculate the distance between the receiver and Active Bat tag. Local controller 
transmits the measured distance information to the central controller which calculates 
the user's location technology using geometry. The system can control the positioning 
error within the 9cm. Ultrasonic positioning system requires large-scale layout with 
many of receiver hardware, and the positioning result is very sensitive with the 
environment.  

2.3   Computer Vision Positioning Technology 

Computer vision positioning technology estimates the location of objects by using 
image processing. Easy Living system is developed by Microsoft Research using 
computer vision technology [12]. Easy Living uses two real-time three-dimensional 
color camera Digiclops to locate, which can identify the status of multiple users by 
processing images. The accuracy of Easy Living is high. Positioning technology of 
computer vision can only locate in the line of sight (LOS), which is difficult to 
overcome the occlusion problem by the walls, obstacles. So the coverage of such 
systems is limited. The cost computer vision positioning technology is high because 
of needing the three-dimensional camera.  
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2.4   ZigBee Positioning Technology 

ZigBee is a short distance, low-rate wireless network technology. This technology 
achieves positioning with the coordination of communications by thousands of tiny 
sensors. These sensors require very little energy to relay the data passing between the 
sensors adopted by radio waves, so the communication is very efficiently. Wireless 
Dragon positioning system is a representative ZigBee positioning system developed 
by Chengdu Wireless Dragon Communication Technology Co., Ltd. Wireless Dragon 
can be used for large areas by using CC2431 and CC2430. Because of the positioning 
accuracy of ZigBee positioning system is limited, C.Hyunggi proposed a maximum 
likelihood estimation method [13]. 

2.5   RFID Positioning Technology 

Radio Frequency Identification (RFID) is a non-contact automatic identification 
technology, which automatic target recognition and access to relevant data radio 
through frequency signal. LANDMARCE positioning system is a RFID-based indoor 
positioning system developed by Michigan State University and the Hong Kong 
University of Science and Technology [14]. The system introduces the concept of 
reference tags. Reference tag placed in a fixed position, RFID readers compare the 
signal strength from the target and reference tags to determine the nearest reference 
tag from the target tag. Then the nearest reference tag gets a higher weight. The 
Location can be determined by the higher weight and the reference tag. G.Y. Jin, et al 
has been improved LANDMARC from the perspective of system energy consumption 
and system costs [15]. The disadvantage of such positioning systems is the RF signal 
influenced by the antenna, the role of proximity does not have the communications 
capabilities, positioning coverage is small, and not easily integrated into other 
systems. 

2.6   UWB Positioning Technology 

UWB location technology mainly utilizes the time of arrival (TOA) or the time 
difference of arrival (TDOA) of the RF signals to get the distance between the target 
and the reference point. Ubisense positioning system [16] is a UWB real-time 
positioning system developed by Cambridge University. Ubisense overcomes the 
constraints of line of sight (LOS) because of the UWB signal has a strong penetration. 
Ubisense can achieve real-time location positioning system utilizing the millisecond 
response time [17]. However, there are many issues of technical theory to be 
researched. UWB technology is not widely used on account of the high cost of UWB 
equipment. The research of the UWB location technology presently focuses on 
reducing the error of NLOS [18], [19] and improving the positioning accuracy [20]. 

2.7   WLAN Positioning Technology 

WLAN positioning technology exploits received signal strength (RSS) or signal to 
noise ratio (SNR) for positioning. This positioning technology uses the WLAN client 
(laptop, PDA or smart phone) to get the RSS or SNR from wireless network interface 
card [21]. As wireless LAN is widely used in business districts, universities, airports 
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and other public areas, WLAN positioning technology is becoming to the hottest 
indoor localization application for which can take full advantage of these existing 
resources [22], [23], [24]. Horus positioning system is a representative WLAN-based 
indoor positioning system which designed by the University of Maryland [25]. Horus 
is a probability distribution based positioning system for wireless local area network, 
which in the offline stage stores the probability distribution histogram of RSS for each 
AP at the reference point in the database, and in the online positioning stage some 
certain matching algorithms are used to get the optimal estimating position. Horus 
proposed a method of clustering the location sets in the radio map to improve the 
searching speed and reduce the computation. Horus requires collecting large amounts 
of RSS at the reference locations in offline phase though the system is accurate. 

3   Indoor Positioning Algorithm 

Indoor positioning algorithm can be divided into four types according to the signal 
measurements: Time of Arrival (TOA), Time Difference of Arrival (TDOA), Arrival 
of Angle (AOA) and Received Signal Strength (RSS). 

3.1   TOA Algorithm 

TOA algorithm needs firstly to measure the signal transmission time between the 
receiver and the transmitter. The distance of the receiver and the transmitter can be 
got from the speed and the measured time of the signal. Then the location of target 
estimates by using triangulation [26]. If he distance of the target to the base station 

(BS) i is iR , ( 1,2,3i = ), as shown in Fig. 1(a), the target must be in a circle. The 

center of the circle is the ith BS and the radius of the circle is iR . Then the 

intersection of the circles is the position of the target. Suppose 0 0( , )x y  and 

( , )i ix y  represent the locations of the target and the ith BS respectively. They must 

meet the formula (1). 

2 2 2
0 0( ) ( ) , 1, 2,3i i ix x y y R i− + − = =  (1)

Where i  means the number of base stations involved. This method requires precise 
synchronized clock between the transmitter and receiver, which is high cost. 

3.2   TDOA Algorithm 

TDOA algorithm measures the propagation time difference among the target and the 
multiple base stations, and gets the distance difference from the time difference by 

multiplying the speed of the signal [27]. Let 21 2 1R R R= −  is the distance difference 

between the target to BS1 and BS2, as shown in Fig. 1(b), the target must be located 
in the hyperbola which focuses on these two base stations. The target also locates in 
the hyperbolas which focus on BS1 and BS3 in a similar way. Then the intersections 
of two hyperbolas are likely to be the location of the target. That is, the locations of 
the target and base stations must meet the formula (2). 
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(a) (b) (c) 

Fig. 1. Indoor positioning algorithms. (a) TOA algorithm. (b) TDOA algorithm. (c) AOA 
algorithm. 

( )2 2 2 2 2
1 0 0 1 0 1 0( ) ( ) ( ) ( ) , 2,3i i iR x x y y x x y y i= − + − − − + − =  (2)

This algorithm only needs synchronize the base stations participated in the 
positioning, without the precise synchronization between the target and the base 
station described in TOA. There are two solutions obtaining from formula (2), which 
corresponding to the two intersections of two hyperbolas. However, only one 
intersection is representative of the real location of the target, it needs some prior 
knowledge to distinguish true solution to eliminate the position ambiguity. 

3.3   AOA Algorithm 

AOA algorithm needs to detect the arrival of angle of incidence launched by the 
target wave through the base station antenna array. A radial attachment forms from 
the base station to the target, which is namely the azimuth line [28]. Using the angles 
offered by two or more than two base stations determines the azimuth lines. The 
intersection is the estimated position for target. The AOA algorithm is shown in Fig. 

1(c). Assuming 1θ  and 2θ  represents the arrival of angles detected by the antenna 

of BS1 and BS2, respectively, then obtaining formula (3): 

0 0tan ( ) / ( ) , 1,2i i iy y x x iθ = − − =  (3)

By solving the above nonlinear equations can get estimated position of the target. 
AOA positioning technology needs to use the directional antennas, such as intelligent 
antenna array, which realizes complexly and costs greatly. 

3.4   RSS Algorithm 

RSS Algorithm estimates the position according to the Received Signal Strength 
(generally refers to radio frequency signal). RSS localization method can divide into 
two tepes: propagation model method algorithm and fingerprinting algorithm. 

1θ 2θ  

BS1 BS2 
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Fig. 2. Fingerprinting positioning method 

Propagation model algorithm (PMA) needs to establish the model between RSS 
and the distance [29], [30]. Generally, the lager of the RSS values the closer from the 
access point (AP). In the open free space, attenuation of signal strength is inversely 
proportional to the distance from AP. But the indoor environment is very complex, 
the furniture, equipment windows and doors may cause multiparty propagation, such 
as reflection, refraction diffraction. And different structure of the obstacles may cause 
the different attenuation coefficient for RF signals. So the establishment of accurate 
indoor propagation model is very difficult.  

Fingerprinting algorithm has two stages: offline phase for training and online phase 
for positioning [31]. Offline phase determines some reference locations, and stores the 
pre-recorded RSS and position coordinates in a database called Radio Map. Online 
phase estimates the location of the user by comparing the obtained RSS values to the 
radio map. The fingerprinting positioning algorithm is shown in Fig. 2. Fingerprinting 
algorithm needs not to establish the complex propagation model, but the workload is 
huge [32] and RSS values change susceptibly by multipath in the indoor environment 
[33]. Shihhau F. has proposed a dynamic system approach into the fingerprinting 
module to exploit the characteristic of the multipath effect [34], where the location is 
estimated from the state instead from RSS directly. The state is reconstructed from the 
temporal sequence of RSS samples by incorporating a proper memory structure. 
Because of the impact of the temporal variation due to multipath is considered a more 
accurate state location correlation is estimated. 

4   Comparison of Indoor Positioning Technologies 

The indoor locating technologies above have the advantages and disadvantages in 
coverage, location accuracy and system cost. All sorts of positioning technologies 
coexistence are possible in the future. The user may choose suitable positioning 
system according to his/her own needs. The comparison of indoor positioning 
technology is shown in Table 1. 
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Table 1. Comparison of indoor positioning technologies 

Technology System Range Accuracy Algorithm Cost 
Infrared Active Badge 5m  7cm TOA/TDOA Low 
Ultrasonic Active Bat  30m 9cm TOA/TDOA Moderate 
Computer 
Vision Easy Living  Rome 

Scale 
10cm Image Process High 

RF 

ZigBee 
Wireless 
Dragon  40m 3~5m RSS- PMA Moderate 

RFID LANDMARCE  35m 2~5m 
RSS-
Fingerprinting
/ PMA 

Moderate 

UWB Ubisense  20m 10cm TOA/TDOA High 

WLAN Horus  50m 2~3m 
RSS-
Fingerprinting
/ PMA 

Low 

5   Summary and Outlook 

Location-based service is a very important basic link for Internet of Things and Smart 
City. Well-known positioning systems such as GPS and cellular network based 
systems can not be used effectively in indoor environments, motivating the research 
of other positioning technologies such as infrared, ultrasonic, computer vision and 
radio technologies. This paper analyzes the key technologies and algorithms of indoor 
positioning. The analysis shows that the different positioning technologies have their 
own advantages and disadvantages. On the whole, a breakthrough improvement of 
positioning accuracy is difficult to obtain from any of the single positioning 
technology. To achieve higher positioning accuracy, there must be appearing some 
systems fuse different positioning technologies considering the cost in future. In 
addition, the security of the positioning systems have little regarded currently. 
Although security is not the unique requirements of indoor positioning systems, 
security is a factor that must be considered, which makes sure the systems beyond 
attack. Thus the security issues of positioning systems will also be an important 
direction of indoor positioning research. 
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Abstract. One of the preconditions of accurate defect feature extraction is the 
consistent channels of eddy current array testing equipment. This paper changes 
the problems of channel calibration into the regression analysis problems, and 
presents a new channel calibration method of eddy current array technology 
based on the crack features. Making use of the partial least-squares regression 
algorithm on the spline transform and the partial least-squares regression 
algorithm on the kernel function transform, the functions between the crack 
feature difference and amplitude of excitation, frequency of excitation, scan 
direction and detecting time, are set up. The experimental results show that the 
calibrated resolution of the partial least-squares regression algorithm on the 
spline transform is superior to the latter algorithm. 

Keywords: Eddy Current Array, Channel Calibration, Partial Least-Squares 
Regressions, Crack, Feature Extraction. 

1   Introduction 

Eddy Current Array (ECA) technology is a new branch of nondestructive testing 
technologies. According to designing the coil units’ placement specially and making 
full use of digital signal process technology, ECA can achieve the effective and rapid 
inspection of key components[1]. Needless of mechanical scanning equipment, eddy 
current array sensors need fewer time to detect large areas work-piece whose surfaces 
to check up are unfolded or closed, and can achieve the equal sensitivity compared to 
single coil inspection[2]. Therefore, in-service inspection (ISI) may be possible. ECA 
probe is one of the biggest evolutions in eddy current probe technology[3]. 

One of the most important advantages of ECA is that the coverage area of the ECA 
sensor is rather large and might be irregular shape adapted for many of components. 
However, the cost for the advantage is more and more coil units of ECA sensor and 
complex placement. More and more channels of ECA instrument bring on more 
advanced channel calibration method. 

In recent years, almost all of the calibration methods are aimed at dealing with the 
raw detecting data. Because of the large mount of data and the complex of 
electromagnetic systems, the calibrated results are unsatisfied but the consumed time 
is quite long. This paper presents the calibration method based on crack feature. The 
method is not only short time consuming for the calibrated object is the crack feature, 
for example, length, depth, direction and etc, but also has higher calibration accuracy. 
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2   ECA Instrument, Sensor and Detecting Mode 

2.1   ECA Instrument 

As Fig.1 is shown, ECA instrument commonly consists of ECA probe, circuit of 
DDS(Direct Data Synthesize) signal generate, circuits of operational amplifier and 
power amplifier, analog switches array, orthogonal lock-in amplifier circuit(orthogonal 
LIA), signal acquisition, signal processing and ECA imaging. DDS generates single-
frequency signals, dual-frequency signals or pulse signals. After filtering and 
amplification, signals drive ECA probe coil elements selected by analog switches 
array. Detecting coil elements can sense variation of the work-piece properties, and 
bring in harmonic signals, whose amplitude and phase’s minute changes commonly 
measure by means of orthogonal LIA circuit. PCI card acquires detecting signals. 
Finally, ECA software complete signal processing and C scan image. 

 

Fig. 1. This shows the whole principle block of ECA instrument 

 

Fig. 2. This shows the ECA sensor. All coil units of the sensor has the same size. The outer 
radius of every coil unit is approximately 3.5mm, the inner radius is 1.0mm, the height is 
3.0mm, the distance between two adjacent coil units is 10.0mm. 

2.2   Sensor and Detecting Mode 

Fig.2 is ECA sensor that this paper uses. According to the crack feature extraction 
methods, the detection mode of ECA instrument may be divided into inclined line 
mode, line mode and row mode. The amplititue curves of LIA output in each 
detecting mode has similar troughs and crests, but these feature points stand for 
different meanings.  
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3   Channel Calibration Method Based on Crack Features 

In the online detecting process, the raw data are continuously acquired because of 
continuity testing. The task of signal processing and ECA imaging is difficult to 
complete. Therefore, the signal processing algorithms are almost simple and short 
time consuming. However, the ECA testing results are influenced by many of factors, 
such as the size of coil unit of ECA sensor, the placement of ECA, hardware of ECA 
excitation and conditioning, work mode, conductivity and permeability of 
components, defect feature, scan path, lift-off, environment noise and etc. The 
calibration methods directly dealing with the raw data can hardly trade-off in the 
time-consuming and resolution. 

Another idea to consider this problem, reducing the amount of the data is key 
point. Acquired defect features are the main goal of ECA, therefore, firstly we can use 
the median filtering algorithm and the feature extraction method to the raw data, and 
then the crack features come into the dealing data of the channel calibration method. 
For the amount of data decreases remarkably, the time consuming of the channel 
calibration algorithm decreases, even we can develop more advanced channel 
calibration methods to acquire higher resolution. This method is adapted for the need 
for the defect feature extraction, but not suitable for C scan imaging data calibration. 

Supposed amplititude of excited signal is x1, frequency is x2, scanning direction is 
x3, detecting time point is x4, defect feature is y, , ( 1, 2,3,4, 1,2, ,32)i jG i j= = is 

respectively channel calibration of x1, x2, x3, x4, ( 1, 2, ,32)k kε ′ = is random error of 

each channel after calibration, and then the mathematic model of channel calibration 
method based on crack features is that 

1,1 1 2,1 2 3,1 3 4,1 4 1

1,2 1 2,2 2 3,2 3 4,2 4 2

1,32 1 2,32 2 3,32 3 4,32 4 32

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

                          

( ) ( ) ( ) ( )

y G x G x G x G x L

y G x G x G x G x L

y G x G x G x G x L

ε
ε

ε

′+ + + + + =
 ′+ + + + + =


 ′+ + + + + =

 
(1)

Change eq.1 into eq.2, y is changed into the difference between actual defect 
feature and the calculated result of the feature extraction method. 

1,1 1 2 ,1 2 3,1 3 4 ,1 4 1

1, 2 1 2 , 2 2 3, 2 3 4 ,2 4 2

1,32 1 2 ,32 2 3,32 3 4 ,32 4 32

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

                          

( ) ( ) ( ) ( )

y g x g x g x g x

y g x g x g x g x

y g x g x g x g x

ε
ε

ε

= + + + +
 = + + + +


 = + + + +

 (2)

From eq.2 it is known that the channel calibration function can be evaluated by 
regression methods. Partial least-squares(PLS) regression, combining the advantages 
of linear regression, principal component analysis and canonical correlation analysis, 
is used to estimate eq.2[4].  

(1) PLS Regression Based on the Spline Transform 
To be convenient to describe the algorithm, the calibration methods of channel 1 

are shown. Supposed ,1 ( )( 1,2,3,4)j jg x j = is the spline fitting function of ,1( )j jg x [5] 

0 1,1 1 2,1 2 3,1 3 4,1 4 1( ) ( ) ( ) ( )y g x g x g x g xβ ε= + + + + +  (3)
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If ,1 ( )( 1,2,3,4)j jg x j = is cubic B-spline fitting function of jx , and then 

2
, 1

,1 0 , 3
0

( ) ( )
jM

j j l

j j j l
l j

x
g x

h

ζ
β β Ω

+
−

=

−
= +   (4)

In eq.4, 0β , ,j lβ  are model parameters to be determined, and 3Ω is cubic B-spline 

fitting basis function, it is shown as 
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Combine eq.3 with eq.4, the nonlinear relationship of the difference of feature y 
and x1, x2, x3, x4 can be described as 

24
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β β Ω ε

+
−

= =

−
= + +   (6)

It is seen that the relation of y and , 3 , 1[( ) / ]j l j j l jz x hΩ ζ −= − in eq.6 is linear, and 

can be transformed into a linear regression model. To avoid multicollinearity in the 
process of calculating the linear regression model, use partial least squares method to 
solve the model. 

(2) PLS Regression Based on the Kernel Function 
The solving problem process of PLS regression based on the Kernel function is 
similar to the process of PLS regression based on the Spline transform. The difference 
of these two algorithms is that each dimension nonlinear function of the former is 
decomposed by the kernel function transform, while each dimension nonlinear 
function of the latter is decomposed by the cubic B-spline fitting basis function 
transform.  

The Gaussian kernel function is shown as the below eq.7: 

1( )( ; 0,1, , 2)l
j

x
K a x b l M

h

ζ −− ≤ ≤ = + 
 

 (7)

Specific calculation process can be referred in reference [6]. The nonlinear 
relationship of the difference of feature y and x1, x2, x3, x4 can be described as eq.8. 

24
, 1

0 , 1
1 0

( )
jM

j j l
j l

j l j

x
y K

h

ζ
β β ε

+
−

= =

−
= + +   (8)

4   Experiment and Results Analysis 

To ensure accuracy of the calibrated results, the process of requiring the raw data 
consists of four steps. Step 1, set the amplititude of excited signals from 6.0V to 
10.0V, and then test the work-piece with crack 18×1×0.9mm; Step 2, set the 
frequency of excited signals from4.0kHz to 40.0V, and detect the crack; Step 3,  
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change the scan direction from 00 to 1800, and detect the crack; finally, when the 
detection time is every two minutes point, such as 2, 4, 6,…, etc, after setting up the 
ECA instrument, and detect the crack. The raw data gained as the above are denoised 
by the median filter and the crack feature data is calculated by the crack feature 
extraction method. 
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Fig. 3. This shows the calibrated results of the crack depth in PLS regression based on the 
Spline transform 
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Fig. 4. This shows the calibrated results of the crack depth in PLS regression based on the 
Kernel function 
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PLS regression based on the Spline transform and PLS regression based on the 
Kernel function is respectively used to dealing with the crack feature data. The 
segment numbers of 4 independent variables of the two algorithms are 4, and the 
principal components of the former PLS algorithm is 6, while the principal 
components of the latter is 7. Percentage of the maximum absolute error of the former 
PLS algorithm is 1.09%, and that of the latter is 2.14%. The variance of the former 
PLS algorithm is 0.0040, and that of the latter is 0.0064. It is seen from the above 
analysis, the calibration method fulfilled by PLS regression based on the Spline 
transform is superior to the calibration method fulfilled by PLS regression based on 
the Kernel function in the crack quantitative detection of ECA. 

5   Conclusion 

This paper presents a new channel calibration method of ECA testing, and transforms 
the channel calibration of ECA testing into the difference between actual defect 
feature and the calculated result of the feature extraction method regression analysis. 
The experimental results verify the algorithm is short time consuming, and have a 
higher resolution in the crack quantitative detection of ECA. 
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Abstract. For any faults of automotive engines, the diagnosis can be performed 
based on variety of symptoms.  Traditionally, the description of the faulty 
symptom is just existence or not. However, this description cannot lead to a 
high accuracy because the symptom sometimes appears in different degrees. 
Therefore, a knowledge representation method which could precisely reflect the 
degree of the symptom is necessary. In this paper, the fuzzy logic is firstly 
applied to quantify the degrees of symptoms. A probabilistic classification 
system is then constructed by using the fuzzified symptoms and a new 
technique namely Fuzzy Relevance Vector Machine (FRVM). Moreover, both 
Fuzzy Probabilistic Neural Network (FPNN) and Fuzzy Probabilistic Support 
Vector Machine (FPSVM) are used to respectively construct similar 
classification systems for comparison with FRVM. Experimental results show 
that FRVM produces higher diagnosis performance than FPNN and FPSVM. 

Keywords: Fuzzy Probabilistic Neural Network, Fuzzy Probabilistic Support 
Vector Machine, Fuzzy Relevance Vector Machine, Engine fault diagnosis. 

1   Introduction 

The engine fault rate always ranks first among the vehicle components because of its 
complex structure and the running conditions. Accordingly, how to detect engine 
problems is of importance for vehicle inspection and maintenance. So the 
development of an expert system for engine diagnosis is currently an active research 
topic. Traditionally, the description of the engine faulty symptom is just existence or 
not. However, this description cannot lead to a high diagnosis performance because 
the symptom always appears in different degrees instead of existence or not. 
Moreover, the engine fault is sometimes a simultaneous fault problem, so the 
occurrence of the engine fault should also be represented as probability instead of 
binary or fuzzy values. In addition, the relationship between faults and symptoms is a 
complex nonlinearity. In view of the natures of the above problems, an advanced 
expert system for engine diagnosis should consider fuzzy logic and probabilistic fault 
classifier to quantify the degrees of symptoms and determine the possibilities of 
simultaneous faults respectively. By fuzzy logic technique, the symptoms are 
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fuzzified into fuzzy value and then based on the values, diagnosis is carried out. By 
going through multi-fault classification or identification, the output of the diagnostic 
system is then defuzzified into fault labels.  

Recently, many modeling/classification methods combined with fuzzy logic have 
been developed to model the nonlinear relationship between symptoms and engine 
faults. In 2003, Fuzzy Neural Network (FNN) was proposed to detect diesel engine 
faults [1]. Vong et. al, [2, 3] applied multi-class support vector machine (SVM) and 
probabilistic SVM for engine ignition system diagnosis based on signal patterns. Both 
FNN and FSVM have their own limitations. For FNN, firstly, the construction of 
FNN is so complex (involving number of hidden neurons and layers, and trigger 
functions, etc) that the choice of them is difficult. Improper selection will result in a 
poor performance. Secondly, the network model depends on the training data, thus, if 
the data is not large enough, the model will be inaccurate, but if it is excessive, which 
causes overfitting problem, then the FNN model will be inaccurate either. As for 
FSVM, it suffers from solving the hyperparameters. There are two hyperparameters 
(σ, c) for user adjustment. These parameters constitute a very large combination of 
values and the user has to spend a lot of effort for value selection. 

Relevance Vector Machine (RVM) is an emerging machine learning technique 
motivated by the statistical learning theory, and it gains popularity because of its 
theoretically attractive features and its performance is generally superior to the neural 
network and support vector machine [4, 5]. Besides, RVM can also be used a 
probabilistic classifier. In 2008, a kind of Fuzzy Relevance Vector Machine (FRVM) 
was proposed for learning unbalanced data and noise in patterns [6]. In 2010, RVM 
and fuzzy system were combined for multi-objective dynamic design optimization 
[7]. Nevertheless, there is no research applying fuzzy RVM to any diagnosis problems 
yet. So a promising avenue of research is to apply FRVM to automotive engine 
simultaneous fault diagnosis. 

In this paper, a new framework of FRVM is presented for fault diagnosis of 
automotive engines. Firstly, fuzzy logic gives the memberships of the symptoms 
depending on their degrees. Then, RVM is employed to construct some probabilistic 
diagnostic models or classifiers based on the memberships. Finally, a decision 
threshold is employed to defuzzify the output probabilities of the diagnostic models to 
be decision values.  

2   System Design 

Depending on domain analysis, the typical symptoms and engine faults are listed in 
Tables 1 and 2, respectively. Table 3 shows the relationship between the symptoms 
and the engine faults. If one engine is diagnosed with the ith fault, then yi is set as 1, 
otherwise it will be set as 0. Hereby, the symptoms of one engine could be expressed 
as a vector x=[x1, x2,…, x11]. Similarly, the faults of an engine are also expressed as a 
binary vector y= [y1, y2,…, y11].  
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Table 1.  Typical engine symptoms 

Case no. Symptoms 
x1 Difficult-to-start 
x2 Stall on occasion 
x3 Backfire during acceleration 
x4 Unstable idle speed or misfire 
x5 Sluggish acceleration 
x6 Knocking 
x7 Backfire in exhaust pipe 
x8 Abnormal inlet pressure 
x9 Abnormal throttle sensor signal  
x10 Abnormal coolant temperature 
x11 Abnormal lambda signal 

Table 2. Typical engine faults 

Label Engine faults 
y1 Idle-air valve malfunction 
y 2 Defective ignition coil 
y 3 Incorrect ignition timing 
y 4 Defective spark plug 
y 5 Defective throttle valve 
y 6 Leakage in intake manifold 
y 7 Defective air cleaner 
y 8 Defective  injector 
y 9 Defective fuel pump system 
y 10 Defective cooling system 
y 11 Defective lubrication system 

Table 3. Relationship of symptoms and possible engine faults 

 y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 
x1 √ √ √ √  √  √ √   
x2  √ √ √        
x3 √  √  √ √  √ √   
x4 √ √ √ √ √ √ √ √ √   
x5  √ √ √ √ √ √ √ √   
x6   √ √        
x7 √  √ √ √   √ √   
x8     √ √ √     
x9     √       
x10          √ √ 
x11  √  √  √  √    

2.1   Fuzzification of Input Symptoms 

The engine symptoms have some degrees of uncertainties. So fuzzy logic is applied to 
represent these uncertainties and treated as system inputs. According to the domain 
knowledge, various membership functions for the inputs are defined below: 
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1

1 0.7
: 'Difficult-to-start '

unable to start able to crank but cannot start
0.3 0

immediately stall after starting normal start

x = +

+ +
 . 

 

(1) 

2

1 0.7
: 'Stall on occasion '

stall severely unstable engine speed

0.3 0

unstable engine speed stable engine speed

x = +

+ +
 . 

 

(2) 

3

1 0.5 0
: 'Backfire in acceleration '

always sometimes normal 
x = + +  . 

(3) 

4

1 0.7
: 'Unstable idle speed or misfire '

misfire frequently engine jerk

0.3 0

unstable engine speed stable engine speed

x = +

+ +
 . 

 

(4) 

5

1
: 'Sluggish acceleration '

misfiring during acceleration

0.7 0.3 0

unable to accelerate  accelerate very slow normal acceleration

x =

+ + +
 . 

 

(5) 

6

1 0.5 0
: 'Knocking '

serious slight no
x = + + . (6) 

7

1 0.5 0
: 'Backfire in exhaust pipe'

always sometimes no 
x = + + . 

(7) 

8

1 0.5 0 0.5
:'Abnormal inlet pressure'= + + +

below 0.1bar 0.1~0.3bar 0.3~1bar above 1bar
x . 

(8) 

9

1 0.5 0
: 'Abnormal throttle sensor signal'

1% > normal 0~1% > normal normal
x = + +  . 

(9) 

10

1 0.5 0 0.5
: 'Abnormal cooltant temperature'

>100 C or < 70 C 100~90C 90~80 C 80~70 C
x = + + + . 

(10) 

11

1 0.5 0 0.5
:'Abnormal lambda signal'= + + +

1 or 0V 0.9~0.7V 0.7~0.3V 0.3~0.1V
x  . 

(11) 
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3   Fuzzy Relevance Vector Machine 

Relevance vector machine (RVM) is a statistical learning method utilizing Bayesian 
learning framework and popular kernel methods. This approach is able to utilize more 
flexible candidate models, which are typically much sparser, offering probabilistic 
prediction and avoid the need to adjust additional hyperparameters. In fault diagnosis, 
RVM is desired to predict the posterior probability of each fault tn for unseen 
symptoms x, given a set of training data (X, t) = {xn, tn}, n = 1 to N, tn ∈ {0, 1}, N is 
the number of training data. It follows the statistical convention and generalizes the 
linear model by applying the logistic sigmoid function σ(y) =1/ (1+e-l) to the predicted 
decision y(x) and adopting the Bernoulli distribution for P(t |X), the likelihood of the 
data is written as [4]: 
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and w = (w0, w2, …, wN)T are the adjustable parameters, K is a radial basis function 
(RBF) since RBF kernel is usually adopted for classification problems. When 
introducing the fuzzy membership vector s=[s1,s2,…,s11] of the corresponding 
symptom vector x=[ x1 x2,…,x11], the X in (12) can be transferred into S as below.  
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Now we want to find out the optimal weight vector w for the given dataset. It is 
equivalent to find w so as to maximize the probability P(w|t, S, α) ∝ P(t|S, w) P(w|α), 
with α = [α0, α1, …, αN] a vector of N+1 hyperparameters. However, we cannot 
determine the weights analytically, and so are denied closed-form expressions for 
either the marginal likelihood P(w|α), or equivalently the weight posterior P(w|t, S, α). 
We thus choose to utilize the following approximation procedure as used by MacKay 
[8], which is based on Laplace’s method: 
a) For the current fixed values of α, the most probable weights wMP are found, 

which is the location of the posterior mode. Since P(w|t, S, α) ∝ P(t|S, w) 
P(w|α), this step is equivalent to the following maximization:  

1

0 1

argmax  log ( | , )

       argmax log{ ( | , ) ( | )}

1
        = argmax [ log (1 )(1 log )]

2

with { ( ; )}, ( , , , )

MP

N
T

n n n n
n

n n N

P

P P

t d t d

d y diagσ α α α
=

=

=

 + − − − 
 

= =



w

w

w

w w t S α

t S w w α

w Aw

s w A …

 . 

 

 

(14) 

b) Laplace’s method is simply a Gaussian approximation to the log-posterior 
around the mode of the weights wMP. (14) is differentiated twice to give: 

log ( | , , ) | =
MP

TP∇ ∇ − +w w ww t S α (Φ BΦ A)  . (15) 
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where B = diag (β1,…, βN) is a diagonal matrix with βn = σ{y(sn;w)}[1 – 
σ{y(sn;w)}], and Φ is a N × (N + 1) design matrix with Φnm = K(sn, sm-1) and Φn0 
= 1, n = 1 to N, and m = 1 to N + 1.  By negating and inverting (15), the 
covariance matrix Σ = (ΦTBΦ + A)-1 can be obtained. 

c) The hyperparameters α is updated using an iterative re-estimation equation. 
Firstly, randomly guess αi and calculate γi =1 – αiΣii, where Σii is the ith diagonal 
element of the covariance matrix Σ. Then re-estimate αi  as follows: 

2
new i
i

iu

γα =  . 
 

(16) 

where u = wMP = ΣΦTBt. Set αi ← αi
new

 
and re-estimate γi and αi

new again until 
convergence. 

4   Experiments 

4.1   Design of Experiments 

The FRVM was implemented by MatLab. As the output of each FRVM classifier is a 
probability vector. Some well-known probabilistic diagnostic methods, such as fuzzy 
probabilistic neural network (FPNN) [9] and fuzzy probabilistic support vector 
machine (FPSVM) were also implemented with MatLab in order to compare their 
performances with FRVM fairly. For the structure of the FPSVM, the kernel was 
RBF. In terms of the hyperparameters in FPSVM, C and σ were all set to be 1 
according to usual practice. Regarding the network architecture of the FPNN, there 
are 11 input neurons, 15 neurons with Gaussian basis function in the hidden layer and 
11 output neurons with sigmoid activation function in the output layer. 

In total, 308 symptom vectors were prepared by collecting the knowledge from ten 
experienced mechanics. The whole data was then divided into 2 groups: 77 as test 
dataset and 231 as training dataset. All engine symptoms were fuzzified using the 
fuzzy memberships of (1) to (11) and produced the fuzzified training dataset TRAIN 
and the fuzzified test dataset TEST. For training FRVM and FPSVM, each algorithm 
constructed 11 fuzzy classifiers fi, i ∈ {1,2,..,11}, based on TRAIN. The training 
procedures of FRVM and FPSVM are shown in Fig. 1, whereas the procedure for 
FPNN is not presented in Fig. 1, because it is a network structure instead of individual 
classifier. 

 

Fig. 1. Workflow of training of FRVM and FPSVM 



 Fault Diagnosis of Automotive Engines Using Fuzzy Relevance Vector Machine 219 

4.2   Simultaneous Fault Identification 

The outputs of FPNN, FPSVM and FRVM are probabilities, so a simple threshold 
probability can be adopted to distinguish the existence of simultaneously faults. 
According to reference [9], the threshold probability was set to be 0.8. The whole 
fault identification procedure is shown below. 

1) Input x= [x1, x2,…, x11] into every classifier fi and FPNN, and each fi and the 
output neurons of FPNN could return a probability vector ρ = [ρ1, ρ2, …, ρ11]. 
ρi is the probability of the ith fault label.  Where x is a test instance and ρ is 
the predicted vector of engine faults. 

2) The final classification vector y = [y1, y2,…, y11] is obtained based on (17). 

1 if 0.8
 ,  for  1 to 11.

0 otherwise

ρ ≥
= =


i
iy i  . (17) 

The entire fault diagnostic procedures of FRVM and FPSVM are depicted in Fig. 2 
whereas the procedure of FPNN is not shown in Fig. 2, because it uses an entire 
network to predict the outputs, but the fault identification is the same. 

 

Fig. 2. Workflow of fault diagnosis based on FRVM and FPSVM 

4.3   Evaluation  

F-measure is mostly used as performance evaluation for simultaneous faults as it 
considers partial match. In this experiment, totally 77 instances were tested and each 
instance included 11 fault labels, so the F-measure equation is given in (18). The 
larger the F-measure value, the higher the diagnosis accuracy. 
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(18) 

The average F-measure of predicted faults over TEST is shown in Table 4, in 
which the average accuracy of FRVM is higher than that of FPNN and FPSVM. The 
reason of why FPNN gives poor accuracy is that the training data in this research is 
not large enough (231 only). The relatively low F-measure of FPSVM is due to the 
necessity to estimate its parameters (σ, c) manually while FRVM does not need.  
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Although Table 4 shows that FPSVM runs much faster than FPNN and FRVM 
under the same TRAIN and TEST, the diagnostic accuracy is always more important 
than the running time in terms of fault diagnosis problems. So FRVM is still a very 
good approach for this application. 

Table 4. Overall F-measure and computational time comparison for the three classifiers 

 FPNN FPSVM FRVM 
Training time (over TRAIN) 271.4 ms 61.6 ms 381.6 ms 
Diagnostic time (over TEST) 298.5 ms 57.1 ms 298.1 ms 
Average F-measure of 11 faults 0.7691 0.8728 0.9495 

5   Conclusions 

In this paper, FRVM has been successfully applied to automotive engine 
simultaneous fault diagnosis. Moreover, FPNN, FPSVM and FRVM have been 
compared based on various combinations and degrees of symptoms. This research is 
the first attempt at applying FRVM for engine simultaneous fault diagnosis and 
comparing the diagnosis performance of several fuzzy classifiers. Experimental 
results show that FRVM outperforms FPSVM and FPNN in terms of accuracy even 
though its running time is not the best. However, it can still be concluded that FRVM 
is a very good approach for engine simultaneous fault diagnosis.  
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Abstract. In this paper, a system of three coupled oscillators with delays is 
investigated. Some sufficient conditions to guarantee the existence of stability 
and oscillations for the model are obtained. Simulations are provided to 
demonstrate the proposed results.  
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1   Introduction 

Recently, the two coupled van der Pol oscillators with time delay have been studied as 
a model of self-excited systems by many researchers [1-4]. For two dimensions of 
time delay age-structured model of a single species living in two identical patches, Yu 
et al. [5] have considered the stability of the equilibrium and Hopf bifurcation of the 
model by analyzing the distribution of the roots of associated characteristic equation. 
For two-dimensional SIS model with vaccination, Li et al. [6] have studied the  
stability and bifurcation of an SIVS epidemic model with treatment and age of 
vaccination. Based on the presence of circadian rhythms in the chemistry of the eyes, 
Rompala et al. [7] have studied the following no delay three coupled van der Pol 
oscillators model: 

               x''(t)-ε (1-x²(t))x'(t)+x(t)= εµ  [w(t)-x(t)], 
            y''(t)-ε (1-y²(t))y'(t)+y(t)= εµ  [w(t)-y(t)], 

     w''(t)-ε(1-w²(t))w'(t)+p²w(t)=εµ  [x(t)-w(t)]+ εµ  [y(t)-w(t)]. 
(1) 

Since the x and y oscillators are identical, and are not directly coupled to each other, 
only are coupled via the w oscillator, then in-phase the authors mode x = y and dealt 
with the two coupled van der Pol oscillators. By means of computational tools, the 
authors successfully computed numerically and analytically the bifurcation curves. 
The qualitative behavior was determined for each distinct region in the parameter 
plane. For no delay three-variable circadian rhythm model, Nagy [8] investigated the 
possible phase portraits and local bifurcations in detail. The saddle-node and Hopf-
bifurcation curves are determined in the plane of two parameters by using the 
parametric representation method. In this paper, we discuss a general model more 
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than (1) which is in one delay and each oscillator are directly coupled to each other, 
namely, the following model: 

x''(t)-ε (1-x²(t))x'(t)+ax(t)= εµ  [y(t-τ)-x(t)], 
                y''(t)-ε (1-y²(t))y'(t)+by(t)= εµ  [w(t-τ)-y(t)], 
               w''(t)-ε(1-w²(t))w'(t)+p²w(t)=εµ  [x(t-τ)-w(t)]+ εµ  [y(t-τ)-w(t)]. 

(2) 

where p, ε, µ, a, b are nonzero constants and τ >0 is a time delay constant. Under very 
simple assumptions, we discuss the stability and oscillatory behavior of the trivial 
solution for system (2) by the approach of simplified analysis. 

It is worth emphasizing that by using computational tools to determine the 
bifurcation curves of system (2) including time delay is difficult. Because the 
approach of bifurcation involves to deal with a high order algebraic equation. 

2   Preliminaries  

It is convenient to write (2) as an equivalent six dimensional first-order system 

                u'1(t)=u2(t), 
                u'2(t)=-(a+εµ)u1(t) + ε u2(t)- εµ  u3(t-τ)-ε u1

2(t)u2(t), 
                u'3(t)=u4(t), 

u'4(t)=-(b+εµ)u3(t) + ε u4(t) - εµ  u5(t-τ)-ε u3
2(t)u4(t),                (3) 

                u'5(t)=u6(t), 
                u'6(t)=-(p2+2εµ)u5(t) )+ ε u6(t)-εµ u1(t-τ)- εµ  u3(t-τ)-ε u5

2(t)u6(t). 

System (3) can be expressed in the following matrix form: 

     U'(t)=AU(t)+BU(t- τ)+P(U(t)). (4) 

where U(t)=[u1(t), u2(t), u3(t), u4(t), u5(t), u6(t)]
T, U(t- τ)=[u1(t- τ), u2(t- τ), u3(t- τ),  

u4(t- τ), u5(t- τ), u6(t- τ)]T, both A and B are six by six matrices, and vector P(U(t))=[0  
-ε u1

2(t)u2(t)  0  -ε u3
2(t)u4(t)  0  -ε u5

2(t)u6(t)]
T. The linearization of system (3) at 

origin is the following:  
                        u'1(t)=u2(t), 
                        u'2(t)=-(a+εµ)u1(t) + ε u2(t)- εµ u3(t-τ), 
                        u'3(t)=u4(t), 

                 u'4(t)=-(b+εµ)u3(t) + ε u4(t) - εµ  u5(t-τ),                    (5) 
                       u'5(t)=u6(t), 

           u'6(t)=-(p2+2εµ)u5(t) + ε u6(t)-εµ u1(t-τ)- εµ u3(t-τ). 

The matrix form of system (5) is the follows: 

     U'(t)=AU(t)+BU(t- τ). (6) 

Definition 1. A solution of system (3) is called oscillatory if the solution is neither  
eventually  positive  nor  eventually  negative.  

Lemma 1. If p≠0, εµ≠0, a≠0, b≠0 and -(p2+2εµ)(a+εµ)( b+εµ)+ε²µ²(a+b+2εµ)≠0, 
then system (3) (or (4)) has a unique equilibrium point. 
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Proof. An equilibrium point u*=(u1*, u2*, u3*, u4*, u5*, u6*)T is a constant solution of  
the following algebraic equation 
           

                           u2*=0, 
                           -(a+εµ) u1*+ ε u2* -εµ u3* -ε (u1*)2u2* =0, 
                           u4*=0, 

                      -(b+εµ) u3*+ε u4* - εµ u5* -ε( u3*)2u4* =0,              (7) 
                            u6*=0, 
                            -(p2+2εµ)u5* +ε u6*-εµ u1*- εµ u3*-ε (u5*)2u6* =0. 

Since u2*=0, u4*=0, u6*=0, from (7) we have 

                             -(a+εµ) u1 * -εµ u3* =0, 
-(b+εµ) u3*- εµ u5* =0,                               (8) 

                              -(p2+2εµ)u5* -εµ u1*- εµ u3* =0. 

From the assumptions, the determinant of the coefficient matrix of system (8) does 
not equal to zero, implying that u1*=0, u3*=0, u5*=0. Therefore, system (3) has a   
unique equilibrium point (0,0,0,0,0,0)T. 

3   Main Results 

Theorem 1. If p≠0, εµ≠0, a≠0, b≠0 and -(p2+2εµ)(a+εµ)(b+εµ)+ε²µ²(a+b+2εµ)≠0, 
let ||B|| =2|εµ |, and θ=max{1, |a+εµ |+|ε|, |b+ εµ |+|ε|, | p2+2εµ  |}. Suppose that 

(||B||τ e)e-τθ >1.                                    (9) 

then the unique equilibrium point (0,0,0,0,0,0)T is unstable. In other words, the trivial 
solution of system (3) is oscillatory. 

Proof. Under the assumptions, system (3) has a unique equilibrium point 
(0,0,0,0,0,0)T. Obviously, linearized system (5) with system (3) have the same 
equilibrium point (0,0,0,0,0,0)T. If the equilibrium point (0,0,0,0,0,0)T in system (5) is 
unstable, implying that this equilibrium point in system (3) is still unstable. Therefore, 
we only need to prove that the equilibrium point (0,0,0,0,0,0)T is unstable in 
linearized system (5), thus  system (5) does not have eventually positive solution or 
eventually negative solution. In other words, the trivial solution of system (5) is 
oscillatory. Namely, system (3) generates an oscillatory solution. Suppose that the 
trivial solution of system (5) is stable, then there exists a t*>0 such that the trivial 
solution is convergent for t>t*+τ and as a consequence we will have for t>t*+ τ:  

z'(t)≤θ z(t) +||B|| z(t-τ).                              (10) 

where z(t)=∑6
i=1 |ui(t)|. Consider the scalar delay differential equation: 

                        v'(t)=θ v(t) +||B|| v(t-τ).                              (11) 

with v(s)=z(s), sϵ[t*, t*+τ]. From the comparison theorem of differential equation, we 
have z(t)≤v(t) for t>t*+2τ. We claim that the trivial solution of (11) is unstable. 
Suppose that this is not the case, then the characteristic equation associated with (11) 
given by 

                           λ=θ +||B|| e-λτ                                                (12) 
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will have a real non-positive root, say λ *<0, and |λ*| ≥ ||B|| e|λ*|τ-θ. Noting that e|λ*|τ ≥ 
e|λ*|τ.  From (12) we get 

                           1≥||B|| e|λ*|τ/(|λ*|+θ)= ||B||τ e-θτ · e(|λ*|+θ)τ/(|λ*|+θ)τ 
                    ≥||B|| τ e·(| λ* |+θ)τ· e-θτ /( |λ*|+θ)τ=(||B||τ e)e-θτ           (13) 

The last inequality contradicts (9). Hence, our claim regarding the instability of the 
trivial solution of (11) is valid. It follows that the trivial solution of (10) is also 
unstable, which means that the equilibrium point (0,0,0,0,0,0)T of (5) is unstable, 
implying that system (3) generates an oscillation. 

Noting that in Theorem 1, e-τθ will tend to zero as τ tend to infinity. This means that 
Theorem 1 holds only for some τ*>0,  τ ϵ[0, τ*]. In the following we propose a 
criterion to guarantee the oscillation of the equilibrium point for any τ>0. 

Theorem 2. If system (3) has a unique equilibrium point. Let α1, α2,···, α6 denote the 
characteristic values of matrix A. Suppose that there is at least one characteristic value 
of A has positive real part for given values of p, a, b, ε and µ ,  then the unique 
equilibrium point (0,0,0,0,0,0)T is unstable, and system (3) generates an oscillation. 

Proof. Since system (3) has a unique equilibrium point (0,0,0,0,0,0)T. Similar to 
Theorem 1, we only need to prove that the equilibrium point (0,0,0,0,0,0)T of 
linearized system (5) is unstable, implying that the equilibrium point in system (3) is 
still unstable. Considering the matrix form (6) of system (5), the characteristic 
equation of (6) is 

                           det(λI6-A+Be-λτ)=0.                             (14) 

Noting that the characteristic equation (14) is a transcendental equation which may 
have complex characteristic values. However, we show that the equation (14) will 
have a positive real part under our assumptions. Indeed, from (14) we have 
immediately that  

                        ∏6
 j=1 (λ-α j –βj e

-λ
 )=0.                       (15) 

where βj (j=1,2, ···,6) are characteristic values of B. Noting that each βj is zero, then 
equation (15) reduced to 

                       ∏6
 j=1(λ-αj)=0.                              (16) 

Under our assumptions, there is at least one characteristic value αj, jϵ{1,2,···,6} has 
positive real part, this means that characteristic value λ j of (15) has positive real part, 
implying that the unique equilibrium point (0,0,0,0,0,0)T is unstable, and system (3) 
generates an oscillation.  

Noting that P(0)=0 and u1
2, u3

2, u5
2 are higher infinitesimal quantity as u1, u3, u5 

tend to zeros respectively. So we have immediately that 

Theorem 3. If system (3) has a unique equilibrium point. Let α1, α2,···, α6 denote the 
characteristic values of matrix A. Suppose that each characteristic value of A has 
negative real part for given values of p, a, b, ε and µ ,  then the unique equilibrium 
point (0,0,0,0,0,0)T is stable. 

4   Simulation Result  

In Fig. 1A we select the values: ε=1.5, µ=0.5, p2=0.49, a=1, b=1.5, time delay is 0.8. 
The characteristic values of the matrix A are 0.7500+1.0897i, 0.7500-1.0897i, 
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0.7500+1.1779i, 0.7500-1.1779i, 0.7500+1.7110i, 0.7500-1.7110i. In Fig. 1B, we 
select the values: ε=0.5, µ= -0.5, p2=0.49, a=1, b=1.5, time delay is 1.2. The 
characteristic values of the matrix A are 0.2500+0.8292i, 0.2500-0.8292i, -0.8956, 
1.3956, -0.0193 and 0.5193. It is easy to see that the conditions of Theorem 2 are 
satisfied. Permanent oscillations are appeared. In Fig. 2A and Fig. 2B, we select the 
same values: ε= - 0.15, µ=- 0.4, p2=0.49, a=b=1, but the time delays are 1 and 20 
respectively. For given parameter values, the characteristic values of the matrix A are 
-0.0750+1.0268i,  -0.0750+1.0268i,  -0.0750+1.0268i,  -0.0750-1.0268i,  -0.0750 
+0.7774i, -0.0750-0.7774i. Thus the conditions of Theorem 3 are satisfied. The 
unique equilibrium point of system (3) is stable. 

 

Fig. 1. In Fig.1A, ε=1.5, µ=0.5, p2=0.49, a=1, b=1.5, τ =0.8, and in Fig.1B, ε=0.5, µ=-0.4, 
p2=0.49, a=1, b=1.5, τ =1.2. Oscillations appear both in the two cases of parameter values.  

 

Fig. 2. Both in Fig.2A and Fig.2B, the parameter values are ε=-0.15, µ=-0.4, p2=0.49, a=1, 
b=1.5, time delay τ =1.2 and 12 respectively. The equilibrium point is stable.  
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5   Conclusion  

In this paper, we have discussed the effect of time delays in a mathematical model of 
three coupled oscillators. Some sufficient conditions to guarantee the existence of  
permanent oscillations of the equilibrium point for the model are obtained. Examples 
are provided to demonstrate the proposed results. Our simple criterion to guarantee 
the existence of permanent oscillations is easy to check, as compared with predicting 
the regions of bifurcation. 
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Abstract. Analyzed in detail the storage structures of tree, forest and binary tree, 
introduced the design ideas of the recursive algorithms about transformation 
between the forests and the corresponding binary trees, gave the descriptions of 
the recursive algorithms in C, and then analyzed the algorithms and evaluated 
them from the two aspects of time complexity and space complexity.  
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1   Introduction 

Trees or Forests can take many forms of storage structures in a large number of 
applications, but many "Data Structure" materials introduced their storage structures 
mainly about the parents representation, the children representation and the child and 
brother representation. Binary tree is another tree structure, and its characteristic is that 
each node of it has at most two subtrees that are ordered [1]. Since binary tree is 
convenient for computer processing [2], the tree or forest can be converted at first into 
the corresponding binary tree, and then execute the relevant oprations. This paper will 
analyze and design the recursive algorithms of forest and binary tree transforming into 
each other, give the algorithm descriptions in C, and analyze and evaluate the 
algorithms from the two aspects of time complexity and space complexity, so as to 
play a guiding role in teaching the relevant chapters in “Data Structure” curriculum [3]. 

2   The Child and Brother Representation of Tree [3] 

The child and brother representation of tree is also known as the binary tree 
representation or the binary linked list representation. That is the storage structure of 
the tree is the binary linked list. The two pointer fields, named Firstchild and 
Nextsibling, in each node of the linked list indicate respectively the first child and the 
next sibling of the node [1,3]. 

The storage structure of the linked node is shown as Fig.1. 

Firstchild data Nextsibling 

Fig. 1. The node structure of the binary linked list of tree 
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The node type can be defined in C as follows: 

typedef struct node{ 
  DataType data; 
  struct node *Firstchild,*Nextsibling; 
} CSNode, *CSTree; [1-3] 

3   The Storage Structure of the Binary Tree [3]  

For any binary tree, each node of it has only two children and one parent (root node 
without parent), and each node can be designed to include at least three fields: data, 
which is used to store the value of the node, Lchild, which points to the left child of 
the node, and Rchild, which points to the right child of the node. Its storage structure 
is shown as Fig.2. 

Lchild data Rchild 

Fig. 2. The node structure of the binary linked list of the binary tree 

The node type can be defined in C as follows: 

typedef struct node{ 
  DataType data; 
  struct node *Lchild,*Rchild; 
} Node, *BTree; [2,3] 

4   Transformations between Forest and Binary Tree 

As the tree and the binary tree have the same binary linked storage structure, the 
binary linked list can be used as their relation medium. That is, given a tree, you can 
find one and only corresponding binary tree, and their storage structure are the same 
but only different in interpretation [1,3].  

Forest is a collection of some trees. As the tree can correspond to a unique binary 
tree, the forest can also correspond to a unique binary tree [2,3].  

4.1   Formalized Definition of Transformation from Forest to Binary Tree 

Suppose that F={T1,T2,…,Tn} is a forest, then the following rules will convert F into a 
binary tree B={root,LB,RB}: 

(A) If F is empty, that is n=0, B will be an empty tree; 
(B) Otherwise, follow these steps to convert: 

(a) The root of B (named root) is the root of the first tree of the forest 
(ROOT(T1)); 

(b) The left subtree of B (named LB) is a binary tree converted from F1= 
{T11,T12,…,T1m}, which is the subtree forest of the root of T1; 

(c) The right subtree of B (named RB) is a binary tree converted from forest 
F’={T2,T3,…,Tn} [1,3]. 
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4.2   Algorithm Description about Transformation from Forest into Binary Tree 

The binary tree B adopts the binary linked type BTree mention before, and the forest 
F adopts the aforementioned child and brother binary linked structure type CSTree. 
The description in C of the recursive transformation algorithm is as follows: 

void TransForest(CSTree F, BTree *B) 
{  if(!F)  
     *B=NULL; 
   else{ 
      (*B)->data=F->data; 
      TransForest(F->Firstchild,&((*B)->Lchild)); 
      TransForest(F->Nextsibling,&((*B)->Rchild)); 
   }//End_if 
}//End 

4.3   Formalized Definition of Transformation from Binary Tree to Forest 

Suppose that B={root,LB,RB} is a binary tree, then the following rules will convert B 
into forest F={T1,T2,…,Tn}:  

(A) If B is empty, F will be an empty tree; 
(B) Otherwise, follow these steps to convert: 

(a) The root of the first tree of the forest (ROOT(T1)) is the root of B (named 
root); 

(b) The subtree forest (F1) of the root of T1 is converted from the left subtree 
of  B (named LB); 

(c) The forest F’={T2,T3,…,Tn} consists of the rest tree except T1 is 
converted from the right subtree of B (named RB) [1]. 

4.4   Algorithm Description about Transformation from Binary Tree into Forest 

The binary tree B and the forest F adopt the same structure type mentioned before, 
and the description in C of the recursive conversion algorithm is as follows: 

void TransBinary(BTree B,CSTree *F) 
{  if(!B)  
       *F=NULL; 
   else{ 
       (*F)->data=B->data; 
       TransBinary(B->Lchild,&((*F)->Firstchild)); 
       TransBinary(B->Rchild,&((*F)->Nextsibling)); 
   }//End_if 
}//End 

4.5   Algorithm Analysis and Evaluation 

The returned result of each recursive calling does not be saved, so it must be 
computed once more whenever needed, this leads to the time complexity of recursive 
functions actually depend on the times of recursive calling [3-5]. 
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Function TransForest() transforms forest F into its corresponding binary tree B, 
and the function call starts from F. If F is not empty, the root of B will be the root of 
the first tree T1 of F. The first recursive calling statement transforms the forest pointed 
by the field Firstchild of F into the left subtree of B, while the second one transforms 
the forest pointed by the field Nextsibling of F into the right subtree of B. 

Function TransBinary() reverts binary tree B to its corresponding forest F, and the 
function call starts from B. If B is not empty, the root of B will be the root of the first 
tree T1 of F. The first recursive calling statement converts the left subtree of B into the 
subtree forest of root node of T1, while the second one converts the right subtree of B 
into the forest that consists of the rest tree except T1. 

Since there are two recursive calling statements in the function bodies of the two 
functions above, the times of recursive calling is actually the sum of the number of 
nodes in the forest and the number of null pointers. An n nodes binary linked list has 
n+1 null pointers, and then the total number of recursive calling is 2n+1 times [3,5]. 
Regards the number (n) of nodes in the forest as the scale of the problem, and with the 
gradually increase of problem scale, the time complexity of the two algorithms are 
nearly T(n)=O(2n+1) [3]. 

In addition to the storage space used by the functions themselves, function 
TransForest() and TransBinary() introduced non assistant space, thus the algorithm 
space complexity of the two algorithms are constant order, that is S(n)=O(1). 

5   Conclusion 

This paper analyzed in detail the procedure of transformation between the forests and 
the corresponding binary trees, introduced the recursive analyze ideas and the 
concrete design processes of the two algorithms, and thus played a guiding role in 
teaching the relevant chapters in “Data Structure” curriculum. 
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Abstract. To meet the needs of modular, cross-platform and portability of 
mobile robot software system, a software system was designed based on the 
eclipse + pydev environment, GUI of the mobile robot was developed by using 
pyqt. The software system was of cross-platform and portability by using mixed 
programming of C/C++ and Python and the efficiency of development was 
improved at the same time. The experiment of mobile robot shows that the 
system is stable, reliable and real-time, and is of scalability and cross-platform. 
It meets the needs of navigation for mobile robot in various environments.  
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1  Introduction 

With the development of computer programming language, mixed language 
programming has become a popular approach to software development. Mixed-
language programming refers to use two or more than two programming languages 
for application development, it is a popular approach to use scripting languages (such 
as Python, Tcl) mixed with compiled language (such as C/C++ or Fortran) [1] [2] [3]. 
The program developed by compiled language runs fast, but the development cycle is 
a little longer; while scripting language is convenient and flexible, the code is short, 
the efficiency of development can be improved, but it runs slowly. It is a good way to 
combine the advantages of the two languages properly and complement each other. It 
can build applications quickly and efficiently and also can maintain the same 
performance. Mobile robot software system developed using compiled languages can 
only running under the specific strategy in a specific environment. If the strategy 
needs to be modified after compiled, it has to modify the source code and then 
compile again, which is not good to meet the needs of the mobile robot running in 
various environments and is had to improve the control strategy. Python [4] is a 
scripting language of interpreted, object-oriented, dynamic semantics, beautiful 
syntax, and had provided a variety of open source extension modules. After 30-year 
development, it with Tcl, Perl together, has become the most widely used cross-
platform scripting language. Python’s syntax is simple. It only needs a small amount 
of code even to write a large-scale program and has a good integrated support. It is 
proper to be the code of the master control program. Using Python, C/C++ mixed 
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programming language, can improve the efficiency of robot software development 
and the cross-platform and portability of software systems [5] [6] [7] [8] [9]. Based on 
which the laser navigation mobile robot software system is designed in eclipse + 
pydev environment. GUI of the mobile robot is also developed by using pyqt. The 
efficiency of the development and cross-platform and portability were improved by 
using the mixed programming with C/C++ and Python. 

2  Structure of Mobile Robot 

The mobile robot with laser navigation is showed in Figure 1. The robot is of four-
wheel, two-wheel drive with differential mode, two driving wheels arranged in the 
robot's front side both with rubber pneumatic tires, and of good adhesion and damping 
properties. Each of the driving wheels is driven by its own motor; engaged wheels are 
solid rubber casters, just as a support. With the laser range finder robot can acquire 
the perception of outside world with which the robot can complete its obstacle 
avoidance, navigation and so on. The laser range finder used is LMS200 which is 
produced by SICK. This laser range finder is a non-contact measurement system, and 
has advantages of high speed, high precision, wide measurement range, and so on. 
LMS200 laser range finder has a scanning range of 180°, adjustable scanning distance 
0~80m, a resolution of 10mm, and its detection method is diffuse type. LMS200 has 
three adjustable scan interval models, 0.25°, 0.5° and 1°, and its response time is 
53.33ms, 26.67ms and 13.33ms. 

 

Fig. 1. Structure schematic diagram of the mobile robot 
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3  Mobile Robot Software System Design Based on Python + 
C/C++ Mixed Programming 

3.1  Software Development Framework 

The main point of mix programming of Python and C/C++ is to integrate. To import a 
module of C/C++ in Python, C/C++ code should be compiled by the GCC firstly, then 
by using SWIG or Boost, you can call it in Python interpreter. 

Figure 2 shows the flowchart of mobile robot software system. In the design of 
software system multi-threading under PyDev for Eclipse is used. The entire system 
consists of a main process and two threading (environmental processing threading, 
motion control threading). The main process is responsible for the operation of the 
whole process, also responsible for obstacle avoidance sensor information access and 
GUI exchange working. To the two working threading, the environment processing 
threading is responsible for data processing and sending to the public information 
area, the date was read from the laser range finder; and according to environmental 
information from the public information area and obstacles information, the motion 
control threading control the mobile robot movement through movement controller of 
the system while the motion parameters were written in public information area by 
this threading.  

To the whole software system Python and C/C++ mixed programming is used. To 
the modules of no special requirements on speed, such as GUI, serial communication,  
Python is used to be developing code; to the motion control module, since the motion 
controller EPOS only provided the interface under Windows, and the path planning 
process has a large amount of computing on the high speed requirements, C/C++ is 
used.  

3.2  Software Interface Design 

The main programming language is Python, while C/C++ is only a small part of the 
whole code, so we made C/C++ code an extended module and embedded it into 
Python. The interface can be designed in the following way. 

Before programming with Python, C/C++, a development environment should be 
built. The program code we compiled is under GCC but it is developed under 
Windows which do not have it, we should install MinGW to give a GCC environment 
to Windows. MinGW provides a set of complete open source programming tool 
which is suitable for the development of native MS-Windows applications, and also 
MinGW includes a port of the GNU Compiler Collection(GCC), including C, C++, 
ADA and Fortran compilers, GNU Binutils for Windows(assembler, linker, archive 
manager) and make a good foundation for cross-hosted use. While in transforming 
DLL to Static Library pexport and dlltool should be downloaded. While integrating 
codes SWIG should be installed and C:\SWIG\bin should be added to your PATH 
environment. 
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Fig. 2. The flowchart of mobile robot software system 

By using C/C++ and Python mixed programming in Windows, SWIG was used to 
create C/C++ extensions in Python, to improve the cross-platform features. GCC 
compiler was used to compile C/C++ code, show as follows: 

(1) To establish libpython26.a static library 
In order to create Python extensions, a Python library is needed, but Python only 

gives a DLL which is available for Microsoft Visual C++ development, GCC 
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compiler requires a static library files, so python26.lib should be transformed into 
libpython26.a by using pexport, dlltool showed as follows: 

pexports python26.dll > python26.def 
dlltool –dllname python26.dll –def python26.def –
output-lib libpython26.a 

Then copy the generated libpython26.a to the same directory with the python26.lib. 

(2)To establish libEposCmd.a static library 
Since the robot motion controller is using the EPOS, and EPOS does not provide 

Python API, in the development processing Python API can be made by using other 
language’s API. In this paper C/C++ API was used to be transformed. The way is 
shown as follows: 

pexports EposCmd.dll > EposCmd.def 
dlltool -U -d EposCmd.def -l libEposCmd.a 

Then copy the generated libEposCmd.a to the directory of mingw’s lib. 

 (3) To build a scripting language interface motion.i 
motion.i document is written according to C/C++. The program's motion.i 

document is shown as follows: 

 %module mymodule 
%{ 
#include "motion.h" 
%} 
class Motion 
{ 
       public:  
              Motion(); 
              ~Motion(); 
              int init(); 
  int stop(); 
  int go_forward(int dis);  
  int go_back(int dis);  
  int set_speed(int v);  
  int set_acceleration(int a);  
  int set_deceleration(int a);  
  int turn_right(double angle);  
  int turn_left(double angle);  
}; 

3.3  Compile the Running Module 

Since C/C++ extensions should be compiled as a DLL for Python before integrating 
to Python code, the commands are much more and complex. To create a scripting 
language module from C/C++ code a batch file is used which can make a remarkable 
improvement of the efficiency. The compiled document is shown as follows:  

swig –python –c++ motion.i 
g++ -c motion.c++ 
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g++ -c motion_wrap.cxx -Ic:\python26\include 
g++ -shared motion_wrap.o -o _motion.pyd -
Lc:\python26\libs -lpython26 -lEposCmd 
pause 

motion.py and _mymodule.pyd can be generated after running motion.bat. Then the 
programming work is finished. If there is not error, it can be introduced and run in 
Python interpreter. 

> Import mymodule  
> R = mymodule.Motion ()  
> R.init ()  
> R.go_forward ()  

4  GUI Design 

There are many GUI toolkits for Python, some common GUI toolkits including: tcl/tk, 
wxPython, PyGtk, PyQt, etc. by which GUI programming can be realized 
conveniently. To develop the GUI for the laser navigation of mobile robot PyQt is 
used. 

PyQt is Python bindings for Qt cross-platform GUI/XML/SQL C++ framework. Qt 
is a cross-platform application and UI framework. It includes a cross-platform class 
library, integrated development tools and a cross-platform IDE. It also provides a rich 
set of widgets, with the property of object-oriented, easy to be expand, blocks 
programming and so on. Qt supports the full range of Windows, UNIX/X11-Linux, 
Sun Solaris, HP-UX, Digital Unix, IBM AIX, SGI IRIX. 

As a module of Python, PyQt contains over 600 classes and nearly 6,000 functions 
and methods. It is a cross-platform toolkit can be running on all major operating 
systems including UNIX, Windows and Mac. PyQt is very fast, and is fully object 
oriented. In particular, it inherited Qt Designer in Qt. Qt Designer is a GUI-aided 
design tools which is provided by Qt. It largely reduce the workload of the user 
interface designed. Make developer of Qt develop GUI like Visual Basic 
programmers, which only needs a small amount of dragging and code to complete 
most of the working. 

While developing GUI, the prototype of GUI can be designed in the Qt Designer, 
and then generate a file with .ui for extension, next execute pyuic4 test.ui> test_ui.py 
under the command line, using pyuic4 conversion tool in PyQt, a Python code can be 
generated from the .ui file. GUI can be established by running the file. Efficiency of 
GUI development can be greatly improved by directly writing the file while deep 
development. 

According to the needs of Mobile robot control system, GUI consists of manual 
control and automatic control. Manual control adjust the start position and posture, 
including linear movement, steering, speed, acceleration of the robot; automatic 
control is used to accomplish obstacle avoidance and navigation walk relying on the 
internal program of the robot. Designed under the Qt Designer, the final generation of 
the GUI was shown in Figure 3. 
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Fig. 3.  GUI generated under Eclipse+pydev  

Figure 4 shows the laser navigation mobile robots, the configuration of its 
industrial PC is of 2.8GHz, 1G memory. The robots can carry out environment 
accurately and stably with the speed of 1m/s, meet the needs of obstacle avoidance 
and navigation. 

 

Fig. 4. The environment of experiment 
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5  Conclusion  

(1) The function of mobile robot control system is improved to be openness and 
scalable by using Python and C/C++ mixed programming for development.  
(2) Multi-threading method was used in laser navigation mobile robot, which is of a 
main processing, environment processing threading and motion control threading.  
(3) PyQt toolkits was used for the development of GUI on mobile robot software 
system.  
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Abstract. Border Gateway Protocol (BGP) is an interdomain routing
protocol that allows Autonomous Systems (ASes) to apply local policies
for selecting routes and propagating routing information. These routing
policies are typically constrained by the contractual commercial agree-
ments between administrative domains. For example, an AS sets its rout-
ing policy so that it does not provide transit services between two of its
providers. As a result, a route selected for a packet in the Internet may
not be the shortest AS path. In this paper, we formulate two common
routing policies in the Internet and the problem of computing routing
policy conforming paths. We present optimal algorithms for computing
the policy-conforming paths in the Internet and show the complexity
of these algorithms. Understanding AS paths chosen in the Internet is
critical to answer “what if” questions such as which ISPs an AS should
peer with next in order to reduce the path length of the AS’ customers
to a content provider, or which ISP an AS should select as a provider in
order to be “closer” to a popular content provider. Deriving AS paths in
the Internet is also important for understanding how the global AS level
topology evolution impacts the actual AS paths taken by packets.

Keywords: Border Gateway Protocol, Internet routing, routing policy.

1 Introduction

The Internet connects thousands of Autonomous Systems (ASes) operated by
Internet Service Providers (ISPs), companies, and universities. Routing within
an AS is controlled by intradomain protocols such as static routing, OSPF, IS-
IS, and RIP. ASes interconnect via dedicated links and public network access
points, and exchange reachability information using the Border Gateway Proto-
col (BGP) [1]. BGP is an interdomain routing protocol that allows ASes to apply
local policies for selecting routes and propagating routing information, without
revealing their policies or internal topology to others. These routing policies are
typically constrained by the contractual commercial agreements between admin-
istrative domains. For example, an AS typically sets its routing policy so that
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it does not provide transit services between two of its providers. As a result, a
route in the Internet is determined by routing policies and not necessarily the
shortest AS path in the Internet.

In this paper, we present two common routing policies and formulate the
problem of computing policy-conforming paths in the Internet. The two common
routing policies are described as follows. First, it is typical that an AS does not
transit traffic between its providers or peers. This is referred to as no-valley
routing policy. Second, it is common that an AS prefers its customer route
over its provider or peer routes. This is referred to as prefer-customer routing
policy. Third, it is common that an AS prefers its peer routes over its provider
routes. This is referred to as peer-over-provider routing policy. Based on these
two routing policies, we formulate the problems of deriving the shortest path
that conforms the two policies, each of which progressively has more and more
restricted routing policy. We prove that these computed paths are the shortest
paths that conform to policy constraints, and provide the complexity of the
algorithms.

Computing the policy-conforming routing paths in the Internet has several
important implications. First, many protocol evaluation studies such as under-
standing routing protocol convergence speed [2] depend on the length of the
actual policy-conforming AS path. Second, AS paths taken by an AS can affect
services the AS receives. Important decisions such as ISP selection or peering
AS selection may need to take actual AS paths into consideration. Computing
policy-conforming AS paths can effectively quantify the tradeoffs between cost
of ISPs and their reachability. Third, despite the common belief that AS-level
topology becomes denser, it does not necessarily reflect that the packets in the
Internet takes shorter AS paths. The impact of routing policies on the actual
paths taken by packets is critical in understanding the impact of the evolu-
tion of AS-level topology on routes in the Internet. Most of the studies on the
Internet path [3] focus on router-level path or on inferring AS-level paths from
traceroute [4–6]. In order to understand the impact of ISP selection and AS-level
topology, deriving actual AS-level paths is critical.

The remainder of the paper is structured as follows. Section 2 presents an
overview of AS-level topology, commercial agreements, and common routing
policies. In Section 3, we present an algorithm that computes the paths that
conform to the no-valley routing policy. We then present an algorithm that com-
putes the paths that conform the no-valley and prefer-customer routing policy,
and an algorithm that conforms to no-valley, prefer-customer, and prefer-peer-
over-provider routing policy. We conclude the paper in Section 4 with a summary.

2 Common Routing Policies

In this section, we first present AS-level topology and annotate the topology with
commercial agreements. We then describe routing policies commonly deployed
in the Internet.
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2.1 Annotated AS Graph

The Internet consists of a large collection of hosts interconnected by networks
of links and routers, which is partitioned into thousands of autonomous systems
(ASes). An AS has its own routers and routing policies, and connects to other
ASes to exchange traffic with remote hosts. A router typically has very detailed
knowledge of the topology within its AS, and limited reachability information
about other ASes. Since we mainly concern AS-level paths in this paper, we
model the connectivity between ASes in the Internet using an AS graph G =
(V, E), where the node set V consists of ASes and the edge set E consists of
AS pairs that exchange traffic with each other. Note that the edges of AS graph
represent logical connections between ASes and do not represent the form of the
physical connection.

Routing policies are constrained by the commercial contractual agreements
negotiated between administrative domain pairs. These contractual agreements
include customer-provider and peering. A customer pays its provider for con-
nectivity to the rest of the Internet. A pair of peers agree to exchange traffic
between their respective customers free of charge.

In order to represent the relationships between ASes, we use an annotated
AS graph – a partially directed graph whose nodes represent ASes and whose
edges are classified into provider-to-customer, customer-to-provider, and peer-
to-peer edges. Furthermore, only edges between providers and customers in an
annotated AS graph are directed. Figure 1 shows an example of an annotated
AS graph. When traversing an edge from a provider to a customer in a path,
we refer to the edge as a provider-to-customer edge. When traversing an edge
from a customer to a provider, we refer to the edge as a customer-to-provider
edge. We call the edge between two ASes that have a peer-to-peer relationship
a peer-to-peer edge.

AS2

AS3

AS1

AS5

AS4 AS6

Provider-
to-

Customer

             Peer-to-Peer

Fig. 1. An Annotated AS graph

2.2 Routing Policy

Routing policies typically conform to the commercial relationships between ASes.
The commercial contractual relationships between ASes translate into the ex-
port rule that an AS does not transit traffic between two of its providers and
peers. Formally, we define customer(a), peer(a), and provider(a) as the set of
customers, peers, and providers of a, respectively. We classify the set of routes
in an AS into customer, provider, and peer routes. A route r of AS u is a cus-
tomer (provider, or peer) route if the first consecutive AS pair in r.as path has a
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provider-to-customer (customer-to-provider, or peer-to-peer) relationship. More
precisely, let r.as path = (u1, u2, . . . , un). If (u1, u2) is a provider-to-customer
(customer-to-provider or peer-to-peer) edge, then r is a customer (provider or
peer) route. An AS selectively provides transit services for its neighboring ASes.
The selective export rule translates into no-valley routing policy. Intuitively, if
we image that provider is always above its customers and two peering ASes are
at the same level, then once an AS path goes down or remains at the same level,
it does not go up or remain at the same level. Formally, the no-valley routing
policy is defined as follows.
No-valley: In a no-valley AS path (u1, u2, . . . , un), there is i such that 0 ≤ i <
n + 1 and for all 0 < j < i, (uj , uj+1) is a customer-to-provider edge, (uj , uj+1)
must be a provider-to-customer edge for any i +1 < j < n, and (ui+1, ui+2) can
be either a peer-to-peer or provider-to-customer edge.

For example, in Figure 1, AS paths (1, 4, 6, 2) and (1, 4, 5) are no-valley paths
while as path (4, 5, 2) and (4, 1, 2, 6) are not no-valley paths. In addition to the
no-valley routing policy, an AS typically chooses a customer route over a route via
a provider or peer since an ISP does not have to pay its customer to carry traffic or
maintain a traffic volume ratio between the traffic from and to a peer. Formally,
we have a prefer-customer property for the import policy of AS a:

Prefer-customer: If first(r1.as path) ∈ customer(a) and first(r2.as path) ∈
priv peer(a) ∪ provider(a), then r1.loc pref > r2.loc pref .

In addition to the prefer-customer property, an AS typically chooses a peer
route over a provider route since an AS has to pay for the traffic its provider
carries for it. Formally, we have a prefer-peer-over-provider routing policy:
Prefer-peer-over-provider: If first(r1.as path) ∈ peer(a) and first(r2.
as path) ∈ provider(a), then r1.loc pref > r2.loc pref .
Therefore, we have two routing policies.
No-Valley Routing Policy: All ASes follow the selective export rule and there-
fore, all AS paths are no-valley paths. Furthermore, an AS chooses the AS path
that is the shortest among all no-valley AS paths.
No-Valley-and-Prefer-Customer Routing Policy: In addition to the no-
valley routing policy, all ASes follow the prefer-customer import policy. Further-
more, an AS chooses the AS path that is the shortest among all no-valley-and-
prefer-customer AS paths.

3 Computing Policy-Conforming Paths

In this section, we present the algorithm to compute the path no-valley paths. To
compute the shortest paths among all no-valley paths from all nodes to a single
destination node, d, we propagate the paths to neighboring nodes starting with
node d. We first propagate from customer to provider to derive the shortest cus-
tomer paths. We then use the shortest customer paths to derive the shortest peer
paths by propagating the customer path to a peer. Finally, we propagate customer
and peer paths to a customer to derive the shortest provider paths. In the process
of the path propagation, we maintain three shortest path lengths as follows.
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– Straight path length: the length of the shortest straight path. A straight path
is a no-valley path that contains provider-to-customer edges but does not
contain any provider-to-customer or peer-to-peer edge. Note that a straight
path can be announced to any neighbor, and therefore can be extended by
any edge.

– Step path length: the length of the shortest step path. A step path is a no-
valley path that first traverses a peer-to-peer edge and then traverses zero,
one or more provider-to-customer edges. Note that a step path can be an-
nounced to a customer only, and therefore can be extended by a customer-
to-provider edge.

– Arc path length: the length of the shortest arc path. An arc path is a no-valley
path that contains zero, one or several customer-to-provider edges, followed
by zero or one peer-to-peer edge, followed by zero, one or several provider-
to-customer edges. Note that an arc path can be announced to a customer
only and therefore can be extended by a customer-to-provider edge only.

Since we do not have prior information whether the shortest no-valley path
is an arc, step or straight path, and the extension rules differ for different types
of paths, we maintain the shortest arc, straight, and peer paths for each node.

In order to compute the shortest straight paths, we first compute the shortest
customer paths by propagating the path from customer to provider. We then
propagate the path from peer to peer to compute the shortest step paths. Finally,
we propagate the path from provider to customer to compute the shortest arc
path as well as the shortest no-valley paths. Note that provider or peer paths
does not propagate to providers or peers. Therefore, we can finalize the no-
valley paths after the propagating from providers to customers. We have the
following outline for the two algorithms that compute paths conforming to the
two common policies.

Input: Annotated AS graph G and destination node d

Output: policy-conforming AS paths from all nodes to node d

Phase 0: Initialization:

Let node d be the selected node

Set node d’s straight path length to be 0

Set all other nodes’ straight, step, arc path lengths to infinity.

Phase 1: Compute shortest straight path

Phase 2: Compute shortest step path

Phase 3: Compute shortest arc path and policy-conforming path

We describe the algorithms for computing shortest customer paths, and short-
est peer paths as follows.
Compute shortest straight paths:

1. while there is a selected node,

2. Update the path length of providers of the selected node, i.e.,

for each provider of the selected node,

3. if the node does not have straight path length set or

the current straight path length is larger than
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selected node’s straight path length +1

4. set the straight path length to be

selected node straight path length +1

5. select a node with smallest straight path length among

nodes that have not been selected

Compute shortest step paths:

1. for each node u whose straight path length is not infinity,

2. for each of u’s peer, v

3. update the step path length of v to be min

of straight path length of u +1 and step path length of v

3.1 Computing No-Valley Paths

To compute the no-valley paths, we compute the arc paths using the the shortest
paths among straight, arc, and step paths as follows.

Computing No-Valley-Path:

1. Select the node with the smallest arc, step, or straight path length

2. while the selected path length is not infinity

3. Set the no-valley path length of the selected node

to be the shortest among its arc, step and straigh paths

4. for each customer u of the selected node

5. update the arc path length of u to be

min of no-valley path length of selected node+1,

step path length of $u$, and arc path length of u

6. Select the node with the smallest arc, step or straight path length

among all nodes that have not been selected

3.2 Computing No-Valley-and-Prefer-Customer

In order to compute the no-valley-and-prefer-customer paths, we compute arc
path as follows.
Computing No-Valley-Prefer-Customer-Path:

1. For each node,

if its straight path length is not infinity

Set its no-valley-prefer-customer path to be its straight path

else

Set its no-valley-prefer-customer path to be its peer path

2. Select the node with the smallest no-valley-prefer-customer path length

3. while the selected path length is not infinity

4. for each customer u of the selected node

5. Update the arc path length of u to be

min of no-valley-prefer-customer path length of selected node+1,

and arc path length of u

6. if the customer path length of u is infinity

Update the no-valley-prefer-customer path of u to be min

of no-valley-prefer-customer path and arc path of u

7. Select the node with the shortest no-valley-prefer-customer path

among all nodes that have not been selected
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3.3 Computation Complexity

The above two algorithms traverse each edge of the annotated AS graph at most
twice. Further, selecting nodes with shortest arc, step and straight path requires
N log N time (if we use a heap to store the information of each node path length),
where N is the number of nodes in the annotated AS graph. Therefore, it takes
O(E + N log N) time to compute no-valley paths from all ASes to a destination
AS, where N and E are the number of ASes and edges, respectively, in the
annotated AS graph. For all pair AS paths, it takes O(NE + N2 log N) time to
compute AS paths from all ASes to all destination ASes.

4 Conclusions and Future Work

We describe common routing policies in the Internet and formulate the prob-
lem of computing the paths that conform to these routing policies. ISPs have
incentative to conform to the two routing policies described and therefore it is
important to understand how to compute the routing paths that conform to
these routing policies. We present efficient algorithms for these computations
and show the complexity of these algorithms. We show that our algorithms are
efficent for large AS graph of the Internet.
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Abstract. The realization of the personnel positioning base on LBS for the 
application is to make a socket based connection first and get the location 
information from the port of the LBS platform according to some interface 
specifications. To ensure the location service of the application stable and 
reliable, a short connection was proposed to solve the disconnection problem 
caused by network communication quality, and the asynchronous mode for data 
transportation was chosen to improve the real-time responsiveness of that 
interface. According to the specific needs for personnel locations, there are two 
ways to request location: calling the one or calling the group, which make the 
location services more flexible and convenient. The applying of this interface to 
a real application system for customer service management shows that the 
application system has a perfect interface to the LBS platform and obtains a fast 
and stable personnel positioning service.  

Keywords: LBS, Personnel Positioning, Short Connection, Asynchronous 
Communication. 

1   Introduction 

In recent years, with the development of GPS technology and the improvement of 
communication network based on GSM/GPRS, the remote monitoring system for 
vehicles is growing at a speed which is quite unprecedented meeting different 
demands from various industries, such as traffic police scheduling, city logistics, taxi 
dispatching, etc. The mobile information management of vehicles indicates that the 
development of intelligent transport systems in our society become more 
sophisticated, which brings more urgent needs of mobile information management for 
people. Especially in the service sector, if both the service-related vehicles and 
personnel could be located, the integrated management of them would be possible in 
the remote monitoring system, which makes the scheduling work more efficient. 
However, there is still some difficulty in locating a person by GPS. Because the 
custom device with GPS module embedded should be made specially for human 
using, which must be portable and with long battery life. Although the existing mobile 
phone with GPS navigation can meet all the needs above, they are not widely used 
and lack of the function for real-time positioning data transmission. Therefore, the 
solution of personnel positioning based on GPS will cost a lot no matter in the 
development or the implementation.  
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The location based service (LBS) has established a new method for personnel 
positioning, which gets the position of the mobile equipment based on mobile 
communication base station and can transmit the positioning data to those authorized 
clients through mobile network [1]. As a matter of fact, mobile phones have been one 
of the portable necessary in the human life, so that a person’s position can be easily 
found according to the positioning result of his mobile phone by LBS [2]. There are 
no extra costs of devices for positioning in this solution, and the real-time personnel 
positioning will be realized in the monitoring system based on LBS provided by the 
special operators. This paper first discusses the design of the LBS interface for 
personnel positioning and then makes the implementation to an existing monitoring 
system for vehicles to realize the integrated scheduling management of both vehicles 
and the personnel.  

2   LBS Platform and Its Interface for Positioning 

2.1   Overview of LBS Platform 

As the mobile phone has become a necessity in our lives, the importance of LBS is 
coming out. The development momentum of LBS is very rapid due to its huge 
potential market. Many domestic mobile communication corporations have increased 
the development and promotion of their new business, taking advantage of the new 
international communication technology. They have gradually changed from 
providers of single voice services to mobile multimedia information services, and the 
LBS is one of the most important part of that [3]. More and more operators cooperate 
with the mobile communication company, launching their different LBS platforms 
providing the mobile users with integrated information services based on location. 

The service provided by the platform locates the mobile equipment through moblie 
commucaition station and sends the positioning data to the geographic information 
system (GIS) for correction. The corrected result regarded as the final position is then 
sent through the mobile network to the client who requesets the location service [4]. 
In order to expand the business scope of LBS in the application, the LBS platform 
opens many interfaces for location service to support reliable coding work for 
different types of positioning request. Interfaces accepted by the LBS platform 
include message accessing as SMS/MMS, internet accessing, voice accessing like 
1860 customer service center and the client accessing with JAVA/WAP [5]. 

2.2   Integration of LBS Business in the Application 

The main purpose to design a LBS interface is to expand personnel positioning 
function in the remote GPS monitoring system. Here the LBS platform receives and 
responds to the positioning requests from the application side in the way of internet 
accessing, and the LBS platform is regarded as a server while the application side as a 
client (also known as the small platform). The small platform exchanges the data with 
the LBS platform by internet following a certain interface standard.  

There are three rules defined by the LBS platform for small platform’s accessing, 
and they are 1) Establish a socket connection between the LBS platform and the small 
platform; 2) the basic accessing process to the LBS platform for positioning services 
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is logging in first and then executing commands; 3) all data transmission is based on 
XML packets. The small platform must be in strict accordance with the message 
format to organize and parse the related packets, so that it can access to the LBS 
platform successfully and obtain the positioning services to realize the personnel 
positioning function by their phone number. 

2.3   Structure of the Personnel Positioning System Based on LBS 

The personnel positioning system based on LBS mainly provides useful spatial 
information for the remote command and scheduling of the sales and service 
personnel. The system regards mobile phones as its positioning equipment and the 
LBS platform as its positioning method, obtaining the object’s position with the help 
of location-based services provided by the platform. Due to the fact that the LBS 
platform calculates the position by detecting the signal strength of cell phone and 
combining with the GIS information, the positioning accuracy of the system is 
decided by the distribution density of mobile station and the GIS functions provided 
by the LBS platform [6].  

The personnel positioning system consists of four parts, cell phone (personnel), 
mobile network, positioning client and LBS platform. Fig. 1 shows the structure of 
the system.  

 

Fig. 1. Structure of the personnel positioning system based on LBS 

3   Design of the LBS Interface for Personnel Positioning 

According to the definition of the interface which applications use to apply LBS, 
when an application system requires personnel positioning from the LBS platform, it 
needs to send a log message to the platform firstly and wait for its identification 
authentication. If the authentication was successful, the command for positioning 
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could be sent. Considering that personnel positioning work involves something about 
privacy security, the positioning service emphasizes on the security control in the 
software designing.  

The LBS interface for personnel positioning includes two parts, the communication 
interface to access the LBS platform and the functional interface for clients to call 
personnel positioning. The former focuses on the realization of the communications 
based on network, while the latter is designed for specific applications.  

3.1   The Communication Interface for LBS Platform 

As shown in Fig.1, LBS platform as a server is responsible for listening to connection 
requests from different applications and identifying their permissions to the platform. 
If the application is authorized, the platform will keep its connection online until it 
disconnects itself, and the locating requests from the application side will be accepted 
and answered in time during that period. In summary, the LBS platform has the 
following characteristics: 

 LBS platform never disconnects the connection to the application side once it 
establishes.  

 Each application side is only allowed to create one valid connection to the LBS 
platform at the same time.  

 There is a 2-3 seconds delay when the application side gets the return 
information from LBS platform.  

Considering the service performance of the platform above, the key points to 
design the LBS interface for the application side is all about the mode selecting on 
connection and data transmission.  

Key Point 1: Short Connection to the LBS Platform 
When the application side chooses the long connection mode to access to LBS 
platform, it is usually difficult for the platform side to catch the exception if the 
connection is suddenly broken by some objective reasons, such as network congestion 
or cable damage, unless the application as a client disconnects actively. Because the 
case of “pseudo-connection” exists in the platform server, the application side may 
fail to rebuild a new connection to the platform after its pre-connection is 
disconnected, limited by the condition that one single connection for one application. 
And the LBS platform can not keep providing location-based service for the 
application. If such situation continued, the function of personnel positioning in the 
application side would be disabled for a long time, which was fatal to a personnel 
monitoring system.  

Therefore, the management of connections in the application side is necessary. 
With the actual needs for personnel positioning, the application usually submits the 
service request to LBS platform regularly. It is suggested to use a short connection 
mode when the application side begins its locating service, and disconnect the 
connection immediately after it has finished receiving the positioning data from LBS 
platform. The short connection mode makes the application side avoid losing the 
control of its usual connection to the LBS platform because of the low probability for 
abnormal network situations, which ensure the success of each positioning request. At 
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the same time, the phenomenon of “pseudo-connection” is no long also existed in the 
platform side so that each application can easily rebuild their connections and keep 
providing a stable and reliable positioning service based on LBS. 

Key Point 2: Asynchronous Communication for Data Transmission 
Because the application communicates with the LBS platform based on internet, the 
quality of network status affects directly the success of request sending or data 
receiving [7]. And the data transmission delay is the most common problem due to the 
poor network traffic. Meanwhile, the whole process for LBS platform to accept the 
positioning request and return back the positioning data is strictly controlled, which 
needs to take some treating time. Even in the case with a good network, it still needs 
to wait 2-3 seconds before getting the return information generally. Besides, the 
application side is a typical multi-threaded parallel processing system with a high 
demand for quick responses. As it still has other businesses to do in addition to 
providing location-based services, such as the data collection of mobile terminals 
based on GPS and transaction requests from the client, Therefore, it is strongly 
recommended to choose asynchronous communication during the data transmission 
between the LBS platform and the application. 

In the asynchronous communication mode, there exist three separate threads in the 
whole process (Fig.2). Firstly, the application side sends an asynchronous request to 
start positioning in the thread 1 and creates the thread 2. Thread 2 stops until the 
positioning request has been sent. If the transmission is successful, thread 3 will be 
created to receive the positioning data in an asynchronous way, otherwise the 
application side will try to resend or report an error. Thread 3 is responsible for 
receiving the return data from the LBS platform, parsing the data and storing them 
into the database. 

 

Fig. 2. There processing threads in the asynchronous communication mode 

3.2   The Functional Interface for Personnel Positioning Service 

Considering the factors in the application side, design of the interface for personnel 
positioning is mainly on the basis of the two following rules: 

 Login to the LBS platform first and send positioning requests after identification 
is authorized.  

 Each positioning request message can be used to locate one cell phone. 
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According to the actual demand for personnel positioning, two kinds of interfaces 
have been developed including the signal call and the group roll-call. The signal call 
do the positioning work once a time, and an independent session will be built when 
performing the signal call, while the group roll-call is for a group. When the group 
roll-call is executed, the positioning messages are sent one by one although the 
request with a group of phone numbers is submitted at one time. Compared to  
the single call, a series of positioning requests will be sent in the same session in the 
group roll-call, which makes the group roll-call own higher efficiency and network 
utilization. However, the signal call is more flexible and it can meet the need of real-
time positioning. 

Therefore, design of the LBS interface for personnel positioning on the application 
side adopts the strategy to provide positioning services, and that is mainly based on 
the group roll-call and takes the signal call as a complementary way. The group roll-
call is executed regularly in order to update all of the personnel’s position, which can 
be used to check personnel’s history track. The time interval depends on the update 
frequency demanded by the system. When it is necessary, the application side will 
execute the signal call to check some particular person’s latest position. 

However, in order to ensure reliable positioning function the implementation of 
group roll-call is still based on the process of the signal call. That is, the network 
connection with LBS platform and the login status should be detected before the 
transmission when executing a group roll-call. If the connection and the login status 
are abnormal, the application side needs to reconnect or re-login. The process of 
group roll-call is shown in Fig. 3.  

4   Implementation of the LBS Interface 

The LBS interface for personnel positioning designed in this paper has been applied 
successfully into a remote monitoring system for a large enterprise, taking charge of 
location monitoring of the service personnel for the enterprise’s customer service 
center. According to the requirements from customer service center, the system needs 
to monitor the personnel’s historic positions during normal working period. Then the 
center can propose reasonable personnel scheduling solution based on the real-time 
distribution of them to supply the users a more timely and efficient service. Integrating 
the personnel positioning service into the monitoring system means a nationwide 
network for service personnel has been built, which enhances the scheduling ability of 
the center and improves the working efficiency of service personnel.  

In the system for service personnel positioning, the group roll-call is executed per 
hour for gathering the position information of all service personnel. Because this 
function is performed regularly, the historic position of service personnel has been 
collected which can be used to check the personnel’s working track. When the latest 
position of one target personnel is needed, the system executes the single call. Thus, 
the interfaces for the group roll-call or the single call are all necessary in the actual 
application. The Integration of the two types of interfaces can meet the needs of most 
applications.  

Tests on connecting the application to the LBS platform have been performed, 
which verify the validity of the short connection mode to accessing the LBS platform. 
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Fig. 3. Flow of group roll-cal based on LBS 

Taking the group roll-call as an example, if a long connection mode is used, which 
means the application side doesn’t end the connecting actively, missing of the 
network connection usually happens during the next roll-call when the executing 
interval is over 30 minutes. In this case, an error of reconnecting will be received on 
the application side if another request of a new connecting is sent to the LBS 
platform, which brings the failure of positioning further. However, if a short 
connection mode is used, the system sends a connection request to the LBS platform 
when necessary, and the connection will be ended by the application side actively 
when positioning information has been received successfully. At the same time, the 
system notifies the LBS platform to clear the current connection immediately. So the 
next positioning work will not be affected, which insures the application side provide 
continuous, reliable location based services. 
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5   Conclusions 

The LBS interface for personnel positioning has implemented the connection between 
the application system for personnel positioning and the LBS platform. The 
application system takes the cell phone carried by the personnel as one kind of 
positioning devices, and it can acquire the personnel’s latest position information 
through the LBS platform, which makes the management of personnel’s position 
possible. In practice, the short connection mode and the asynchronous communication 
method used in the interface do improve the performance of the communication, 
which have also been proved to be effective in ensuring continuous and reliable 
positioning service. 
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Abstract. Multi-path routing schemes have the inherent ability of balancing 
load between paths, and thus play a major role in traffic engineering for 
optimizing network distribution. The article proposes an algorithm of finding 
critical multiple paths, which determines paths between each pair of network 
nodes. The algorithm selects a small number of decisive paths, besides which 
few benefits can be obtained to balance load. Experiments on backbone 
networks with real traffic matrixes show the effectiveness of our algorithm in 
avoiding network congestion in terms of minimizing maximum link load. 

Keywords: traffic engineering, congestion avoidance, multi-path routing, 
minimum cut. 

1   Introduction 

The Internet is now supporting many types of multimedia applications, with 
potentially high bandwidth demand. Typically, IP network providers adopt a strategy 
of bandwidth provisioning to accommodate increasing traffic. Nevertheless, the 
problem of network congestion has not been solved completely. Besides the 
congested links, the lightweight ones could be found everywhere due to the inefficient 
utilization of network bandwidth. A good approach for both better QoS and less 
congestion can be adopted by means of traffic engineering, which exploits bandwidth 
efficiently and postpones hardware upgrade. 

Current routing mechanisms allow for some flexibility to implement traffic 
engineering algorithms. In OSPF/IS-IS network, a traffic flow arriving at the router is 
spitted equally between the links on the shortest paths to the destination. These  
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equal-cost multiple paths are constructed through carefully link weight settings. In 
MPLS network, arbitrary explicit paths are created before packets’ forwarding. The 
traffic flows are classified into trunks which are carried on these paths between 
ingress and egress routers. 

However, in those network environments stated above, several issues exist in 
modeling and implementing multiple paths. First, the optimal traffic distribution 
acquired from modeling of multi-commodity problem is not realistic. Second, 
periodical updates of routing schemes still cannot afford the dynamics of traffic. 
Third, the increase of network scale challenges routers’ capabilities of computation 
and storage. 

The article insists on that optimal traffic distribution is closely related to the 
locations of origin-destination (OD) routers, and that appropriate multiple paths 
between OD pairs can lift restrictions of above issues. To avoid network congestion, 
the article proposes an algorithm of finding critical multiple paths (hereafter 
abbreviated as FCMP), which determines paths between OD pairs to distribute traffic 
evenly. FCMP build these critical paths from links in minimum cuts, the potential 
bottlenecks in network. Balancing load over the network is expected via balancing 
traffic distribution over the critical paths. 

The main contributions of this article include the following. (1) A new approach, 
especially as distinct from existing optimization methods, is proposed to solve multi-
path problem. The way of graph theory is apt to locate bottlenecks related to OD 
pairs. (2) A new algorithm is brought forward to implement the solution and distribute 
traffic between critical paths. Those outside the set of critical paths share few 
responsibility for load balancing. 

The rest of the article is organized as follows. We briefly review the state-of-the-art 
research related to our topic in Sec. 2. FCMP problem formulation and its algorithm 
implementation are detailed in Sec. 3, followed by network tests of real datasets from 
Europe and North American in Sec. 4. Then, we conclude and discuss future work on 
FCMP in Sec. 5. 

2   Related Works 

Routing optimization plays a key role in traffic engineering, finding efficient routes so 
as to achieve the desired network performance. With regard to routing 
implementation, today’s intra-domain networks can be classified into two categories: 
OPSF/IS-IS and MPLS. 

The article [1] draws an attention on popular intra-domain routing protocols such 
as OSPF and IS-IS, and reviews optimization techniques in networks operated with 
shortest path routing protocols. The general routing problem on optimal use of 
network resources is modeled as minimization of routing costs, on behalf of an 
objective function. The routing scheme must specifically follow the ECMP rule of the 
intra-domain routing protocols. As a result, link weights should be carefully 
configured, or even routing rules be relaxed, to approach the optimal traffic 
distribution [2, 3]. 

In sum, shortest path routing model pays attention on links rather than paths, and 
therefore ignores path bottlenecks which influence congestion ultimately. The algorithm 
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finding optimal weights depend on local search and an overall optimal traffic 
distribution may not be reached. Although new routing algorithms expect a better 
performance, the implementation is nontrivial. 

The article [4] reviews MPLS forwarding scheme other than shortest path routing. 
In MPLS, traffic is sent along explicit paths and can be split arbitrarily over them. A 
generalized MPLS routing optimization can be formulated as a multicommodity flow 
problem, and can thus be solved using linear programming. The fundamental problem 
with MPLS is to compute routes and take interference estimation into consideration 
[5]. Recently, the oblivious property of routing problem attracts researchers’ attention 
with no or approximate knowledge of traffic demands [6]. 

However, MPLS requires potentially huge number of paths, especially in a large-
sized network, and that is impractical. Although the path number of an OD pair can be 
limited artificially, the reasoning behind path selection is fuzzy. In addition, the 
probability of paths interference could be decreased bypassing critical links, which 
should be considered across multiple demands. 

Hence, the article propose FCMP algorithm to balance traffic distribution on 
bottleneck links, in an attempt to avoid network congestion. FCMP generate a small 
number of paths between any OD pair, and compute bottleneck links in a global view. 

3   FCMP Algorithm 

A routing specifies how to route the traffic between each OD pair across a given 
network. OSPF/IS-IS follows a destination-based evenly-split approach, and 
distributes traffic evenly on multiple paths with equal cost. The MPLS architecture 
allows for more flexible routing, and supports arbitrary routing fractions over multiple 
paths. The article [6] describes arc-routing and path-routing models corresponding to 
the two routing schemes separately. The optimization problems can be solved by a 
linear programming method. 

Due to the rules enforced by protocols or the capabilities built in routers, it is 
nontrivial to achieve optimal traffic distribution using existing routing schemes. To 
decrease the hardness of multi-path routing, several problems must be addressed. 
First, the number of paths between an OD pair should be small enough to fit for 
routers. Second, the set of paths should play a decisive role in traffic distribution 
comparing to outsiders. Third, the links of paths potentially congested should be 
considered in a global view. In sum, critical multiple paths should be found between 
OD pairs. 

 

Fig. 1. A multicut is defined as a set of edges whose removal disconnects each source from its 
corresponding sink of demands 
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Our initial motivation is to find the potential bottleneck links. Network congestion 
could be controlled by means of traffic distributing over these links. To the case of 
multicommodity flow problem, the maximum flow is bound by minimum multicut. 
So, the links in minimum multicut are defined as the potential bottlenecks of the 
network in the article. Fig. 1 shows an example of multicut. Each commodity has its 
own source and sink, and multicut disconnects all the demand pairs. In a network, the 
capacity of link representing the weight, our problem asks for a minimum multicut. 

The traffic demands should be routed along paths traversing bottleneck links in 
minimum multicut. These critical paths between OD pairs decide the final 
characteristic of network load. In a backbone network, the computed minimum 
multicut contains almost the same links as in the network, and could not be 
decomposed into subsets mapping to OD pairs. Therefore, the building of critical 
paths based on minimum cut is difficult.  

In fact, for general networks, each commodity can be optimized separately using 
1 k  (where k is the number of demands) of the capacity of each edge [7]. This way, 

we can construct k  networks each the same as the original one except for 1 k  

shrink of link capacity. For each one of these networks corresponding to a demand, 
the minimum cut defines the bottleneck location. Thus, our problem is resolved in the 
most basic cut problem, for which Ford and Fulkerson gave an exact algorithm [8]. 

To avoid network congestion, the article proposes FCMP algorithm to determine 
paths between OD pairs for traffic distribution. The key steps of FCMP algorithm are 
as follows. First, computing the minimum cuts related to each OD pair. Second, 
constructing multiple paths based on the minimum cuts. Here, the multiple paths 
between an OD pair are edge disjoint, and the number of paths is equal to the size of 
the minimum cut. 

Fig. 2 shows a network demonstrating construction of critical paths between OD 
pair (2, 7). The minimum cut between OD pair (2, 7) are the set of links represented 
by {(5, 7), (6, 7)}. Then, we find two edge disjoint paths from source to sink, and they 
are (2, 3, 5, 7) and (2, 4, 6, 7). 

 

Fig. 2. An example network with 8 nodes is built. Supposedly, a traffic demand (2, 7) is routed 
through the network. FCMP selects paths (2, 3, 5, 7) and (2, 4, 6, 7) from available routes. 

Corresponding to the network in Fig. 2, we illustrate the paths selected by FCMP 
algorithm in Fig. 3. Paths constructed from bottleneck links (5, 7) and (6, 7) back to 
source create opportunities to balance load on bottlenecks. It is obvious that FCMP 
algorithm select critical paths of small number from numerous available paths 
between OD pair. 
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Fig. 3. FCMP algorithm selects 2 critical paths from 6 available paths between OD pair (2, 7). 
These paths are critical for load balance on bottleneck links. 

The FCMP algorithm details in pseudo code listing below. Herein, the function for 
getting a minimum cut of a demand is supposed to be implemented using Ford-
Fulkerson method. Shortest widest routing from ends of a link in minimum cut to 
source and sink of a demand constructs a path between an OD pair. The paths 
between an OD pair are assured to be edge disjoint. 

program FCMP 
{//assuming minimum cut between OD pair (i, j) is Cij. 
    set pathset = null; 
    while(link l = nextlink(Cij)) 
    { 
        path p = shortestwidestpath(i, l); 
        path q = shortestwidestpath(l, j); 
        pathset += connect(p, q); 
    } 
} 

4   Experiments 

We do experiments in this section to verify performance of the FCMP algorithm. The 
selected backbone networks are Abilene and Geant, from North American and 
European separately. In those networks, traffic matrix [9, 10] captures are shown in 
Table 1. 

Table 1. Traffic matrix datasets source information. Inner links are of concern to our experiments. 

No. Network Network of nodes Number of links Duration Sampling 
1 Abilene 12 30 6 months 5 min 
2 Geant 23 38 4 months 15 min 
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For comparison, OSPF routing algorithm commonly used in intra-domain network 
and a second routing algorithm we call it ODMP (an abbreviation for Origin-
Destination Multi-Path) route the same traffic matrixes. OSPF routes traffic on 
shortest paths and allows even traffic split on next links. ODMP models an ideal 
routing scheme for even traffic distribution on all available paths between OD pairs. 
In the same way, FCMP routing algorithm distributes traffic evenly on found paths. 
For each experiment, we report both the maximum link load and the average link load 
collected throughout the network after traffic matrixes are routed by the algorithms. 

Table 2. The two experiments carried on the two networks separately. The range of data source 
shown here are relative to corresponding dataset. 

Exp. Network Purpose description Source range Sampling 
I Abilene Performance contrast between light-load 

and heavy-load periods 
21st week, 
1333-1404 

10 min 

II Geant Performance production relative to average 
bandwidth consumption 

2nd month, 
1613-1648 

15 min 

Due to space limitations, we select two typical experiments carried on the two 
networks separately. The experiment descriptions and settings are shown in Table 2. 
In experiments, we first compute paths between OD pairs according to the routing 
algorithms, and then evenly distribute traffic flows among selected paths for each OD 
pair, and finally report the maximum link load and the average link load over the 
networks corresponding to each routing algorithm. 

In experiment I, 36 traffic matrixes (lasting for 6 hours) are loaded via different 
routing algorithms, and the maximum link load of the network is computed. Fig. 4 
depicts the degree of optimal traffic distribution of the algorithms across different 
traffic loadings. The middle section (about 7 traffic matrixes) of the curves gives a hint 
of heavy load, and here FCMP performs better than OSPF and ODMP, relative load 
decreases being 34.0% and 14.7% separately. The two ends of the experiment period 
indicate situations of light load, and there FCMP performs no less than OSPF. OSPF 
performs well in light load situation in Abilene, supposedly a result of long term 
adjusting of link weights. 
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Fig. 4. A series of traffic matrixes are loaded via different routing algorithms. FCMP is superior 
to others in busy time, and is similar to OSPF in spare time. 
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In experiment II, 36 traffic matrixes (lasting for 9 hours) are routed, and Fig. 5 
shows both the maximum link load and the average link load values at each traffic 
matrix point. The value of maximum link load describes optimism degree of traffic 
distribution, while the value of average link load expresses resource consumption for 
the optimism. In the testing period, FCMP acquires a load decrease of about 42.5%, at 
a cost of 47.5% bandwidth consumption. It is noticed that the maximum link load 
decreases by 1.19Gbps, while the average link load increases by 124Mbps. 
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Fig. 5. FCMP acquires a large scale decrease of network congestion; meanwhile requires a 
small size increase of bandwidth consumption 

5   Conclusion 

With the development of Internet, traffic demands challenge the capabilities of ISPs. 
In the area of multi-path routing, FCMP provides a new method to balance load 
between critical paths, and therefore network congestion is avoided. FCMP 
determines a small number of paths between OD pairs, feasibly being implementable 
in current routers. FCMP computes a set of widest paths derived from minimum cuts, 
reserving bandwidth as much as possible for future demands. Experiments on 
backbone networks verify good performance on traffic distribution. 

We also note that FCMP should be improved to fit in different situations. For 
example, in a network with link bandwidth changing rapidly, low capacity links 
should be cut. In other situations, varying in traffic matrixes and paths interference 
should be taken into consideration. 
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Abstract. Fountain codes are a new class of ratelss codes with low encoding 
and decoding complexity and have broad prospects in engineering applications. 
On the basis of the introduction and analysis of two typical fountain codes, this 
paper puts forward the proposal that fountain codes can be used in the short-
wave communication and also designs the short-wave communication system 
based on Raptor codes. This system can improve the transmission efficiency 
and reliability of the short-wave communication due to the rateless property of 
fountain codes. 

Keywords: Short-wave communication, LT codes, Raptor codes, BP. 

1   Introduction 

Short-wave is the radio wave within the frequency ranges of 3-30MHz. It is 
transmitted mainly through the sky wave which is radiated to high-altitude, reflected or 
refracted to the ground by the ionosphere of the sky [1]. Short-wave communication is 
the most ancient radio communication and has the advantages of good flexibility and 
low cost. Compared with satellite communication and wire communication, the 
ionosphere used in the short-wave communication is not vulnerable to Man-made 
destruction. Therefore, short-wave communication is the best or even the only means 
of communication in unexpected circumstances, especially in wartime or emergency 
situations. In many countries, short-wave communication network is a strategic 
communication network. The research on short-wave communication is of great 
significance. 

Short-wave is transmitted by the ionosphere, while the height and density of the 
ionosphere are susceptible to weather factors, so the stability of short-wave 
communication is poor and the noise is strong in the channels. Data packet loss in 
transmission is quite serious, leading to low transmission efficiency. 

Fountain codes [2] [3] are a class of rateless codes. The number of encoding 
symbols is potentially limitless. Furthermore, encoding symbols can be generated as 
few or as many as needed. No matter how many symbols are lost in transmission, the 
decoder can recover an exact copy of the original data once receiving a sufficient 
number of correct symbols. In recent years, fountain codes have been widely applied 
in multimedia broadcasting service of 3G network because retransmission is not 
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needed. We can also improve the efficiency of short-wave communication by using 
fountain codes’ advantage of no retransmission. 

2   Typical Fountain Codes 

John Byers and Michael Luby etc put forward the concept of digital fountain for 
large-scale data distribution and reliable broadcast application in 1998. In 2002, 
Michael Luby proposed Luby Transform (LT) codes [4] which are the first class of 
fountain codes and Shokrollahi introduced Raptor codes [5] on the base of LT codes 
in 2006. 

2.1   LT Codes 

LT codes are the first practical realization of fountain codes. The length of symbols 
generated from original data can be arbitrary and the encoding and decoding 
complexity of LT codes is low. 

A    Encoding 

If the original data consists of k  input symbols (bits or bytes, for example), each 
encoding symbol is generated independently from the exclusive-or of different 
original symbols [6]. The LT encoding process is as follows. 

• Select randomly an integer (1, , )d k∈ … as the degree of the encoding symbol 

from a degree distribution ( )dρ . 

• Choose uniformly at random d  distinct original symbols and generate an 
encoding symbol the value of which is the exclusive-or of them. 

• Go to the step 1 until the encoding symbols are as many as needed. 

 

 

Fig. 1. Encoding graph of LT codes 

B    Decoding 

The belief-propagation (BP) decoding is the inverse of LT encoding, and the process 
is as follows. 

s1⊕s3 s1⊕s2⊕s3 s2⊕s3 s0⊕s1 s0 

s0 

t0 t1 t2 t3 t4 

s1 s2 s3Original symbols 

Encoding symbols 

…… 
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• Find an encoding symbol nt  that is connected to only one original symbol 

ks . If nt  doesn’t exit, the decoding can not be continued. 

• Set nks t= , so ks can be recovered immediately since it is a copy of nt . 

• Set i ikt s t= ⊕  such that it is any other encoding symbol that is connected to 

ks . 

• Remove all edges connected to ks and the degree of it  is decreased by one. 

• Go to step 1 until all of the original data are recovered. 

C    LT Degree Distributions 

The degree distribution is the key factor affects the LT encoding and decoding 
performance. We should pay attention to the following three aspects when designing 

( )dρ .  

• The encoding symbol that is connected to only one original symbol must be 
found constantly to ensure success of the LT decoding. 

• The average degree of the encoding symbols is as low as possible to reduce the 
complexity of LT codes. The average degree is the number of symbol 
operations on average it takes to generate an encoding symbol. 

• Some encoding symbols must have high degree to make sure that each of the 
original symbols has been chosen to generate the encoding symbol at least 
once. 

Two typical LT degree distributions are the Ideal Soliton distribution and Robust 
Soliton distribution. If the original data consists of k  input symbols, the Ideal 
Soliton distribution is as follows. 

( )
2,3, ,

( 1)

d
k

d
d k

d d

ρ

1                      =1=  1            =
 −

…
 (1)

The Ideal Soliton distribution works perfectly if the expected behavior of the LT 
process is the actual behavior. There is always exactly one encoding symbol the degree 
of which is one in the ripple, so that exactly one encoding symbol is released and an 
original symbol is processed each time. However, the Ideal Soliton distribution works 
poorly in practice because the expected ripple size is one, and even the smallest 
variance leads to failure of the LT decoding.  

The Robust Soliton distribution adds ( )dτ  to the Ideal Soliton distribution for 
improvement of the LT codes performance. Let  

k
k

cS )ln(
δ

=  (2)
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Define 
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The Robust Soliton distribution is defined as follows.  

( ) ( )
( )

( ( ) ( ))
d

d d
u d

d d
ρ τ

ρ τ
+=

+
 (4)

The parameter δ  is the allowable failure probability of decoding for a given 
number k  input symbols. Another new parameter c  is a constant which satisfies 

0c > . The supplement of δ  and c  makes the expected ripple size is about  

ln( / )k kδ . The Robust Soliton distribution ensures the expected ripple size is large 

enough in the decoding so that it has a higher success rate of LT process in practice. 

2.2   Raptor Codes 

In the LT process, the k original symbols can be recovered from about  
2( ln ( / ))k o k k δ+  encoding symbols with the allowable failure probability δ  by 

on average (ln( / ))o k δ  symbol operations for each encoding symbol. It implies that 

LT codes can not be processed with constant cost if the number of collected encoding 
symbols is close to the number of original symbols [5]. In addition, all the original 
symbols can be obtained only when the LT decoding is completely successful. The 
Raptor codes solve these problems by the supplement of precoding. 

 

 

Fig. 2. Encoding graph of Raptor codes 

The encoding of the Raptor codes is divided into two steps. First to encode the 
input symbols using a traditional erasure correcting code such as LDPC code to 
append the redundant symbols, and then generate the output symbols from the pre-
coded input symbols by LT codes. Corresponding to the encoding, LT decoding is 

Redundant nodes 
 
Precoding 

LT coding 
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firstly used to recover a constant fraction of the original symbols. Then all the original 
symbols can be recovered completely by the error-correction ability of the traditional 
erasure correcting code.    

The cost of Raptor codes is lower than LT codes. For a given integer k  and any 
real 0ε > , (1 )k ε+ encoding symbols should be connected to recover all of the 

original symbols in the Raptor codes. Each encoding symbol is generated by on 
average (ln(1 ))ο ε+  symbol operations.  

3   The Short-Wave Communication System Based on Fountain 
Codes 

We have known that fountain codes have low encoding and decoding complexity with 
the advantage of no retransmission through the above introduction. Therefore, the 
fountain codes can be also used in the short-wave communication in order to 
obviously improve the transmission efficiency and reliability. We design a short-wave 
communication system based on fountain codes, which is given in Fig. 3.  
 

 

Fig. 3. A short-wave communication system based on fountain codes 

The system shown in Fig.3 consists of seven modules. The communication 
between modules is realized by the socket, transferring the instructions and file data. 

Each module is responsible for its own function and the coupling between these 
modules is low. The modular construction is convenient for the development and 
maintenance of the system. The function of each module is as follows. 

• The user interface is responsible for the man-machine interaction. We can 
configure the working parameters for all the modules and send the instructions 
through the user interface in the transmission. The current working state is also 
displayed in it. 

• The control center analyzes instructions and data, and then sends them to the  
corresponding module. 

• The communication protocol stack is responsible for the encoding and 
decoding of fountain codes, encapsulation of the encoded data, generation of 
the feedback information and adjustment of the sending rate and number of 
data in two-way communication. The Raptor codes are suitable for this system 
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for its lower complexity and higher success probability of decoding compared 
to LT codes. According to the characteristics of fountain codes, the decoder 
can recover all the original data as long as enough correct encoding symbols 
are collected, no matter how much loss of data in transmission. 

• The modulation module changes the carrier frequency of the data to suit 
transmission channel. The demodulation is the reverse of modulation. 

• Current working state and working parameters of short-wave radio such as 
frequency and power are set by the short-wave radio control module. 

• The sender transmits the modulated signal by the short-wave radio. And the 
radio in the receiver receives data at the same frequency.  

Communication can be one-way or two-way in this system. The sender does not 
consider channel condition and sends all of the encoding data as a fixed rate when 
using one-way communication. Two-way communication is more difficult. However, 
it is more accurate. Fewer mistakes occur and fewer problems arise. Data is sent for 
several times in two-way communication. The receiver feeds back the information of 
this receiving process, including the accuracy and SNR. The sender uses the feedback 
information to adjust the sending rate and packet number for the rest of encoded data 
so that two-way communication has better energy efficiency and better channel 
utilization. The sender stops encoding when receiving the feedback information that all 
the original symbols have already recovered, and this transmission process finishes. 

4   Conclusion 

The research on short-wave communication still has great significance because it plays 
an important role in the emergency situation. A short-wave communication system 
based on fountain codes is given in this paper after the introduction of fountain codes. 
This system can overcome the disadvantages of low transmission efficiency and 
reliability in short-wave communication and has a great practical value.  
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Abstract. As a distributed computing framework, MapReduce partially 
overcomes centralized system’s limitations about computation and storage. 
However, for matrix computation, there is a paradox between distributed data 
storage and intensive-coupled computing. To solve this problem, new 
approaches for matrix transposition and multiplication with MapReduce were 
brought forward. By applying a new model based on parallel matrix computing 
methods, the bottleneck of computing for logistic regression algorithm was 
overcome successfully. Experimental results proved that the new computing 
model can achieve nearly linear speedup.  

Keywords: logistic regression, matrix computing, Hadoop, MapReduce. 

1   Introduction 

At present time, computing performance of traditional machine learning methods 
needs to be improved in massive data mining in the zone of aerospace, biomedical 
science, Cyberspace, etc. Although computer’s hardware technology has been 
developing rapidly, one desktop still does not meet the need to process very huge 
information. Parallel computing and distributed computing who utilize multiple 
processors or a batch of computers to compute simultaneously is a cheap and effective 
solution to adapt such information processing requirement. In this area, MapReduce is 
a promising model for scalable performance on shared-memory systems with simple 
parallel code[1] which is initially proposed by Google. Many algorithms have been 
implemented successfully with the MapReduce framework such as Genetic 
Algorithm[2], Particle Swarm Optimization[3] etc. Sameer Singh and Jeremy 
Kubica[4] presented a parallelized algorithm for feature evaluation that is based on 
the MapReduce framework when they examine the problem of efficient feature 
evaluation for logistic regression on very large data sets. The new algorithm is 
scalable by parallelizing simultaneously over both features and records. Tamer 
Elsayed, Jimmy Lin and Douglas W. Oard[5] presented a MapReduce algorithm for 
computing pairwise document similarity in large document collections. They derived 
an analytical model of the algorithm’s complexity and provide an example of a 
programming paradigm that is useful for abroad range of text analysis problems.  

In this paper, we aim to investigate how to improve the computing performance of 
Logistic Regression algorithm, which is a classic regression analysis algorithm widely 
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used in many commercial statistical systems, on a distributed computing platform 
based on Map/Reduce framework. The key issues mainly are to solve the computation 
bottleneck of regression coefficients and correspondence statistics which are related 
to complicated matrix computation when matrix grows very large. There are various 
distributed computing platforms and parallel programming paradigm available such as 
CloudBLAST[6], Kahn[7] process networks, etc. We finally chose the open-source 
platform Hadoop as our distributed computing platform. The Hadoop platform has its 
own distributed file system-HDFS and distributed computing framework MapReduce. 
Based on this platform, we can make the program execute in parallel mode by 
breaking a big problem into many small problems, which could be handled in parallel 
by the platform, thus improve the speed of computing. 

2   Matrix Computation Process with MapReduce 

The transposition of a matrix m nA × is to form a new matrix T
m nA ×  by exchanging 

rows and columns. We propose a solution to process the matrix transposition as a 
MapReduce job. Firstly, store the large-scale matrix which needs to calculate in a text 
file as the input of the Map function. The mapper reads the matrix from the file, takes 
the line number as the input key and corresponding elements of this line as the value. 
Each term in the index is associated with the i-th row, the j-th column and 
corresponding element. The mapper, for each element in the matrix, emits key tuples 
that interchange the i-th row and the j-th column as the key and the corresponding 
element as the value. The MapReduce runtime automatically handles the grouping of 
these tuples, then the reducer generates the pairs and then writes out to disk. An 
example can be illustrated as Figure 2. 

Suppose a matrix
1 2

3 4
A

 
=  
 

, then
1 3

2 4
TA

 
=  
 

. 

 

Fig. 2. Computing the transposition of a supposed matrix A 

As for matrices multiplication, If there exist two matrices m nA × and n pB × , then 

their matrix product AB  is m p× matrix whose elements are given by the inner 
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product of corresponding row of m nA ×  and the corresponding column of n pB × . 

Here, we propose an efficient solution for the matrix multiplication problem which is 
described as two separate MapReduce jobs (an instance illustrated in Figure 3). 

Before implementing the multiplication, we needs to transpose the matrix m nA × so that 

it can be read by rows from the file conveniently. 

(1) Indexing: Mapping over the file, the mapper, for each element in the matrix, 
emits the i-th row as the key, and a triple consisting of the name, the j-th column and 
the element as the value. The reducer transmits the intermediate key/value pairs to the 
next mapper without any treatment. 

(2) Cross Multiplication: Multiplying the element in the matrix T
m nA × and 

corresponding element in the n pB ×  in intermediate value of the same key, the 

mapper generates key tuples with new i-th row and new j-th column, and generates 
the product by multiplication of values. Then reducer sums up the products. 

Suppose two matrices
1 2

3 4
A

 
=  
 

,
2 3

4 5
B

 
=  
 

 

( ) ( )1 2 2 3 8 10 10 13
2 3 4 5

3 4 6 9 16 20 22 29
AB

         
= × + × = + =         
         

 

 

Fig. 3. Computing the multiplication of matrix A and B 

3   MapReduce for Logistic Regression 

In statistics, Logistic Regression is used for prediction of the probability of 
occurrence of an event by fitting data to a logistic curve. It is a generalized linear 
model for determining the relationship between predictor variables and a 
dichotomously coded dependent variable. The common method of fitting logistic 
regression models, namely maximum likelihood method, has good optimality 
properties in ideal settings, but is extremely sensitive to bad data[8]. To calculate 
Regression coefficients has a better alternative through Newton-Raphson method. In 
the followings passage, we will give that how to calculate regression coefficients on 
the Hadoop platform with the Newton-Raphson method by matrix transformation. 
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Suppose an event, the probability of occurrence depends on a number of 

independent variables 1 2( , ,... )px x x , 

0 1 1

0 1 1

exp( ... )
( 1)

1 exp( ... )
p p

i
p p

x x
P y

x x

β β β
β β β

+ +
= =

+ + +
 (1)

Then, we define that the relationship between variables and the probability of the 
incident is in line with multiple logistic regression. By logit transformation, logistic 
regression can be turned into a linear regression to estimate parameters. 

0 1 1( ) ln[ / (1 )] ... p pLogit P P P x xβ β β= − = + +  (2)

We discuss in detail the simple case, namely two-class issue. It is convenient to 

code the two-class iy  via a 0/1. Let ( 1)i iP y π= = , and ( 0) 1i iP y π= = − , the 

likelihood function for N observations is[9]  

1
1 (1 ) , 1, 2...i iy yn

i i iL i nπ π −
== ∏ − =  (3)

The log-likelihood can be written as 

1 1

[ log( )] log(1 )
1

n n
i

i i
i ii

l y
π π

π= =

= + −
−   (4)

1

( ) [ log(1 )]
T

i

n
xT

i i
i

l y x eββ β
=

= − +  (5)

Where 0 1 2( , , ...)β β β β= . We assume that the vector of inputs ix includes the 

constant term 1 to accommodate the intercept. To maximize the log-likelihood, we set 
its derivatives to zero. These score equations are 

( ; )
1

T
i

T
i

x

i x

e
p x

e

β

β
β =

+
 (6)

1

( )
( ( ; )) 0

n

i i i
i

l
x y p x

β β
β =

∂ = − =
∂   (7)

There are 1p +  nonlinear equations within equation (7) since β  is a 1p +  

vector. As the first component of ix is 1, the first score equation specifies that  

1 1

( ; )
n n

i i
i i

y p x β
= =

=   (8)
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To solve the score equations, we use the Newton-Raphson method, which requires 
the second-derivative or Hessian matrix 

2

1

( )
( ; )(1 ( ; ))

n
T

i i i iT
i

l
x x p x p x

β β β
β β =

∂ = − −
∂ ∂   (9)

Started with oldβ , a single Newton update is 

12 ( ) ( )new old
T

l lβ ββ β
β β β

−
 ∂ ∂= −  ∂ ∂ ∂ 

 (10)

Where the derivatives are evaluated by oldβ . 

Let y  denote the vector of iy values, X the ( 1)N p× + matrix of ix values, 

p the vector of fitted probabilities with ith element ( ; )old
ip x β and W a 

N N× diagonal matrix of weights with ith diagonal element 

( ; )(1 ( ; ))old old
i ip x p xβ β− . Then we have  

( )
( )Tl

X y p
β
β

∂ = −
∂

 (11)

2 ( ) T
T

l
X WX

β
β β

∂ = −
∂ ∂

 (12)

The Newton step is thus  

1( ) ( )new old T TX WX X y pβ β −= + −  (13)

It seems that 0β =  is a good starting value for the iterative procedure, although 

convergence is never guaranteed. Typically the algorithm does converge, since the 
log-likelihood is concave, but over-fitting may occur. 

So the solving process turns out to be the matrix computation: 
TX WX and ( )TX y p− .The column vector ( )y p− can be seen as a 1N × matrix. 

When the dataset is very large, computing large-scale matrix will be nearly 
impossible. Therefore, we deploy the computing procedure on Hadoop platform to 
solve the problem through Map/Reduce framework proposed in Section 2.  

At the Map phase, the platform estimate the memory and other resources 
consumption, specified each DataNode the number of mapper which can be 
initialized. At first, the mapper read the large sample file by line number, take the line 
number as the input key and corresponding elements of this line as the value. The 

next step is to calculate the gradient vector ( )TX y p− and the negative Hessian 

matrix TX WX with elements of each line, where the last element of this line is just 
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dependent variable iy ; the rest is independent variables ix . Mapping over the file, the 

mapper, for each line, emits the constant term C as the key, and a tuple consisting of 
the gradient vector and the negative Hessian matrix as the value, then output the 
intermediate key/value pairs to the reduce phase. The process will continue until all 
map tasks are completed. Finally, the reducer sums up all the values to perform the 
update for β  in accordance with the Newton step expressed in Equation 13.Thus the 

MapReduce jobs process iteratively until the algorithm result is convergent 
(illustrated in Figure 4). 

 

Fig. 4. MapReduce model for Logistic Regression 

4   Experiment Results and Analysis 

In our experiments, we use Hadoop version 0.20.0, an open-source Java 
implementation of MapReduce, running on a cluster with 9 machines (1 master, 8 
slaves). Each machine has an INTEL Dual-core 2.6GHz processor, 4GB memory, 
300GB disk, and Red Hat Enterprise Linux 5 operating system. The KDD Cup 1999 
data set is used as the experimental sample set. It contains more than 4 million lines of 
data records about computer network intrusion detection. Each record contains 42 
attribute fields. We just utilize 38 attribute fields with double type. In the data 
partitioning phase illustrated in Figure 4, we partition samples into groups according 
to two basic principles i.e., assigned mapper numbers should be the integral multiple 
number of machine nodes and partitioned task is equal to each other such that all 
processors fulfill task at the same time. That means the most proportion of run-time 
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should be spent in the computation process, rather than frequently initialize the 
mapper. Thus the total run-time will be the least. As the paper mainly compare the 
run-time between stand-alone and Hadoop platform, so we just ensure the calculated 
result is sound but not to discuss the accuracy and recall ratio. The data set are 
sampled into subsets of 10, 20, 30, 40……100 percent. The DataNode number is 
divided into 2,4,6,8 nodes. The maximum iterating times of MapReduce jobs is 5. The 
convergence factor of algorithm is 0.001. In order to compare the performance, when 

DataNode number and data set is fixed, we define the average time aT as running 

time of the Hadoop platform at current DataNodes and data set, sT as the stand-alone 

and Speedup /s aT T as an important criterion to measure our algorithm’s superiority.  

As the calculation process is based on each line of the sample file, it is equivalent 
to assign the calculation on N nodes, so that the speedup should be the number of 
DataNode N in theory. In the ideal case, speedup should be linearly related to the 
number. From the Figure 5 we can see that with the increase in the DataNodes, the 
speedup increase almost linearly when processing the data set in 10 percent and in 
100 percent. 
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Fig. 5. Speedup of new model 
Fig. 6. Running time for subsets of KDD Cup 
1999 data set 

Figure 6 shows the running time of the parameter estimation for different dataset 
sizes while the experiments are performed both on stand-alone and on 8-DataNode 
Hadoop platform. Empirically, no matter on which testing platform, we find that 
running time increases linearly with the data size, which is an approximate property, 
but the run-time is increasing much slower on cluster than on stand-alone. When the 
data size reachs 100 percent, the run-time of cluster is nearly one sixth of stand-
alone’s. 

5   Summary 

In this paper, we mainly presented two MapReduce methods for computing large-
scale matrix transposition and matrix multiplication and solved the regression 
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parameters of logistic regression on large data sets by applying new matrix 
computation methods into a distributed computing model. Experimental result shows 
that our algorithm performs very well on the Hadoop platform. In addition, our work 
provides a useful programming paradigm for massive matrix operation to solve 
common statistical analysis issues. In the near future, we consider to keep proposing 
more parallel matrix computing methods with MapReduce framework, such as 
inversing a matrix and computing a matrix’s eigenvalues and eigenvectors, etc. 
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Abstract. Web services are used in many Web applications in order to save 
time and cost during software development process. To peruse Web service 
response time, a suitable tool is needed to automate the measurement of the 
response time. However, not many suitable tools are available for automatic 
measurement of response time. This research is carried out in the context of 
quality of Web services in order to measure and visualize Web service response 
time. The method proposed in this research for accomplishing this goal is based 
on creating a proxy for connecting to the required Web service, and then 
calculating the Web services response time via the proxy. A software tool is 
designed based on the proposed method in order to guide the implementation 
that is still in progress. The tool can be validated through empirical validation 
using three test cases for three different Web service access situations. 

Keywords: Web Service, Web method, performance, response time. 

1   Introduction 

Nowadays, the Internet is an important phenomenon in human life and the number of 
its users is growing fast. It supports human interactions and connections with 
information and data in textual and graphical styles. It provides many services for its 
users. Web services are one of the recent important innovations in software that bring 
many consequences in software design and implementation. Web services are used in 
many Web applications that provide services such as searching and buying goods 
with the best quality and price, booking and coordinating plane tickets or hotel rooms, 
reading online newspapers and books, transferring files, and many more. The services 
are provided through Web sites and Web services. However, since quality is 
becoming an important issue in software, the Web sites and Web services should be 
monitored in order to provide high-quality services. 

Monitoring is defined as the process of data extraction during program execution 
[1]. There are a number of tools for monitoring Web sites and Web services; some of 
them monitor hardware, others monitor software, and there are some tools that 
monitor both hardware and software (hybrid monitors) [2]. Monitoring Web sites and 
Web services enables users and developers to identify their features in order to 
compare them and select the best ones to use. Moreover, after monitoring, users can 
also recognize the current and potential problems of Web sites and Web services. 
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Then, these users will be able to solve/avoid these problems in order to produce 
higher-performance applications and reduce weaknesses of their products. 

Measuring response time of Web services facilitates finding and correcting the 
cardinal and fundamental problems that affect response time. The ability to rectify 
problems quickly and improve Web services response time encourages Web 
developer to use these Web services. Monitoring Web service response time helps 
users to select better Web services in times of their response time. 

2   Background 

The Internet is an important and huge source of information that affects human lives. 
Different types of information on the Internet such as text, graphics, images and 
multimedia increase the attention of different kinds of users in order to work with the 
Internet. Such information is usually stored on servers. Software developers develop 
Web applications and Web services for users to access this information. 

Web services and Web applications have similarities and differences between each 
other. Web applications are designed for browsers (standalone applications) while 
Web services are designed to be (re)used applications. Since Web services are always 
used by other applications, they do not need to have user interfaces [3]-[4]. As a 
result, when a Web application is designed to use a Web service to fulfill some of its 
functionalities, the Web application response time will be dependent on the Web 
service response time. 

Response time of a Web service is defined as the sum of transmission time and 
processing time. Processing time is measured as the time for processing a request. In 
the context of Simple Object Access Protocol (SOAP), processing time is the period 
from the point where a SOAP message arrives at the engine, until a corresponding 
SOAP response message is sent using a reply activity [5]. Meanwhile, Transmission 
time is the time from when client sends the request until server receives it, plus the 
time from when the server sends the response until client receives it. As a result, 
response time is the time needed to process a query, from the moment of sending a 
request until receiving the response [6].  

The performance of a Web service is considered as an important issue for its users 
[7]. If a user feels that the performance of the service he/she uses is poor (like long 
response time), then he/she will try to find another service with better performance. 
Since Web service monitoring, calculates the response time and analyzes its results, 
then users will be able to make suitable decisions about choosing the best Web 
service that conforms to their requirements. 

One way to prove the abilities of Web services is using the tools for checking their 
performance, especially response time. This research presents a method to measure 
Web service response time, and a designed tool based on the presented method. This 
tool is useful for Web service providers to prove the ability and the performance (short 
response time) of their services to their existing customers, and encourage them to use 
or continue using these Web services. The tool will also enable potential customers 
(usually Web application designers) to select and use suitable Web service. Another 
benefit of the tool is that it facilitates testing Web services after they are implemented. 
It is useful for Web service designers, developers, and testers to find out the response 
time of the Web service in order to identify critical performance points.  
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3   Related Work 

Usually, Web users measure the performance of Web applications with respect to 
time (Response time). As mentioned above, one aspect affecting the response time of 
Web applications is the response time of the Web services used in these Web 
applications. Thus, the response time of Web services needs to be measured and 
monitored. 

Response time for the Web service is “the time needed, to process a query from 
sending the request until receiving the response” [7]. Repp et al. divided the Web 
service response time into three parts, which are network transport time, task time, 
and stack time. By this definition, Repp et al. (2007) defined the Web service 
response time as follows: 

Tresponse (WS) = Ttask (WS) + Tstack (WS) + Ttransport (WS) (1)

Where: 

• Ttask is the time for processing the request (message) in both end-points and 
intermediate systems. It is the largest part of the response time. 

• Tstack is “the time from traversing the protocol stacks of source destination and 
intermediate system”. 

• Ttransport is the network transport time.  

Another method for measuring Web service response time is provided by Cardoso 
et al. (2004). He defined the task response time (Ttask) as the time that an instance 
(object created at runtime) takes to be processed by a task, composed of two major 
components, which are delay time (DT) and process time (PT). 

Ttask = Delay Ttask + Processing Ttask  Ttask = DTtask + PTtask (2)

Where: 

• DT is the non-value added time taken for processing an instance by a task.  
• PT is the time that it takes for processing a workflow instance in a task. In other 

words, it is the whole time that a task needs to process an instance. DT consists of 
queuing delay time (QDT), and task setup delay time (SDT). 

DTtask = QDTtask + SDTtask (3)

Where: 

• QDT is the waiting time for an instance in queue until its processing starts. There 
are different methods to put a task in a queue on the server side, such as First In 
First Out (FIFO) and Server In Random Order (SIRO). The reason for engendering 
queue on the server is that a number of requests that arrive from the clients could 
be huge, and the server needs to process and respond to all of them. Therefore, the 
server places these requests into a queue and processes them accordingly. 

• SDT is the waiting time for an instance until the task related to this instance setup 
on the server completely and instance processing starts. 
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As mentioned above, Ttransport (network time) is another factor that is considered in 
calculating the response time. Cahoon et al. (2000) presented the transport time as the 
amount of time that a message spends on the network. Thus, it can be calculated 
based on the message size and the network bandwidth by using the following formula: 

Ttransport = Size × (8 / Speed) (4)

Where: 

• Size is the number of bytes in the message. 
• Speed is the bandwidth of network in bits per second. 

4   Monitoring Web Service Response Time 

The proposed method for measuring and monitoring the response time for a Web 
service consists of two stages: running Web services, and monitoring the response 
time for each Web service.  

The first stage of this method is accomplished through running Web methods of 
Web services. This task needs four inputs: Web service address, Web method name, 
time duration for running the Web method, and the number of calls for running the 
Web method of that Web service. After setting these inputs, a set of parameters is 
needed to call the Web method. Then, a factory creates suitable value for each 
parameter of the Web method to be passed for calling the Web method. Once these 
values are defined, a request is sent to the Web service in order to run its Web 
method. Before sending the request, the current date and time are saved, and after 
receiving the response from Web service, the date and time are saved again. The 
response time of the Web method is calculated by subtracting the sending request 
time from the receiving response time. Finally, the values such as Web service name, 
Web method name, request date, request time, response date, and response time are 
recorded. This process is repeated according to the running duration defined earlier in 
order to create more records to be used in the second stage of the method. 

The second stage of this method aims to monitor the response time of the Web 
service. This is fulfilled by using the recorded data from the first stage. The input 
values for this part are Web Service name, Web method name, and monitoring time 
interval, i.e. the starting and ending date and time for monitoring. Then, all records 
belonging to that Web method are selected and filtered according to the inputs. These 
records represent the response times of the monitored Web method. 

In order to apply this method, a software tool is proposed. This tool is designed 
based on the proposed method. Fig. 1 shows the architecture of the proposed tool.  

In this architecture, the client and server are connected via network and they 
communicate with each other using Hyper Text Transfer Protocol (HTTP). HTTP 
transaction consists of two sections: a request from a client to a server, and a response 
from the server to the client [10]. 

In this architecture, UI calls a method of a Web service, and then the proxy 
serializes the parameters of the method to the .Net framework. After that, .Net 
framework sends them by a SOAP message to HTTP through the Internet. The Web 
service returns the result of calling the method. This response is serialized into a 
SOAP message and is passed through IP, TCP, HTTP, and .Net framework. Finally, 
the proxy diserializes the response and returns the value to the UI. 
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Using this architecture, two main functionalities can be achieved, (4.1) setting and 
running a Web service, and (4.2) monitoring and generating reports. 

4.1   Setting and Running a Web Service 

Calculating and recording the Web service response time is accomplished by setting, 
then running a Web service module. This module can be decomposed into three sub-
modules. A sub-module for parsing the description document of a Web service 
(WSDL) is needed. It shall extract the useful information from the document in order 
to use this information for calling the desired Web method of any Web service. The 
second sub-module is needed to invoke a desired Web method of a Web service. 
Finally, another sub-module is needed for recording the obtained information to be 
analyzed during the monitoring process. 

4.2   Monitoring and Generating Reports 

This module shall be used for reporting the measured values of Web service response 
time. It is composed of two sub-modules, one for loading the saved data from the data 
storage, and another one for generating useful reports to monitor the desired Web 
service. 

5   Method and Technique Validation 

The validation of this research can be done via three test cases and two test Web 
services. After implementing a software tool based on the proposed method, the tool 
can be validated via these test cases and Web services by calculating the response 
time manually and automatically. One of these Web services will be used for finding 
the response time of its Web methods manually (manual testing), and the other one 
for automatic testing. The manual response time measurement will be done by the 
user while the automatic response time calculation will be accomplished via the 
proposed tool. Test cases were designed in order to test the three parts of response 
time (processing time, transporting time and queuing time). 

The purpose of the first test case is measuring the processing time. For the first 
Web service (manual testing), there will be some code added to its Web methods for 
measuring the processing time of each Web methods in order to compare its results 
with the ones that will be obtained from the proposed tool during automatic testing. If 
these two sets of results are similar to each other, then it proves that the proposed tool 
for measuring the processing time works correctly.  

The second test case will measure the processing time and transporting time 
together by uploading the test Web services on another system that is accessible from 
the user system. Then, the processing time and transporting time will be measured for 
the test Web services both manually and automatically. The result of manual testing 
and automatic testing will be compared together to check the accuracy of the 
proposed tool.  
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Fig. 1. Architecture of the designed tool for monitoring Web service response time 

Finally, for the last test case, two users will call a Web method of the Web service 
at the same time. This technique will cause queuing time for the Web services. After 
running each test case, the obtained results of the manual testing and automatic testing 
will be compared with each other to validate the proposed tool.  
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6   Conclusion and Work in Progress 

Web services are required by other applications in order to fulfill some of the 
functionalities of the Web applications. Measuring and monitoring the response time of 
Web services are important since users look for Web services with high quality 
performance, especially the Web services with short response time. One way to prove 
the abilities of Web services is using the tools for checking their performance, 
particularly response time. This paper presented a method and proposed an architecture 
for a tool to measure and monitor the response time of Web services. This tool is useful 
for Web service designers, developers, and testers to find out the response time of the 
Web service in order to identify critical performance points. Moreover, it enables the 
Web service providers to prove the ability and the performance (short response time) 
of their services to their existing customers, and encourage them to continue using 
these Web services. This tool will also enable potential customers (usually Web 
application designers) to select and use suitable Web services. The next step of this 
research is to implement and test the designed tool. 
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Abstract. The next generation network (NGN) is the mainstream framework of 
the existing telecomm networks. NGN is a service-driven network. To simulate 
its service-supporting environment, an service-oriented simulating model is 
presented based on CPN Tools, the modeling, analyzing, simulating platform of 
colored Petri net (CPN). The model employs the hierarchical feature of CPN 
and the skeleton of object-oriented CPN. To reflect the transitional 
characteristic of the existing network, it contains the fields of intelligent 
networks and NGN, which are connected with NGW. The main kinds of 
functional entities of the two fields are modeled as pages representing objects, 
while the protocols as the messages between the objects. The model can be used 
for studying the service creation, running and interaction in the existing telecom 
networks. 

Keywords: NGN, softswitch, intelligent network, colored Petri net, CPN Tools. 

1   Introduction 

NGN (the next generation network) is the emerging telecom network, in which the 
core transport network is an IP network, and the functionalities of transport, control 
and service separated from each other. Therefore the service design can be done by 
the third-party, who need not know much about the technical details of a telecomm 
network [1-3]. Up to now, the core networks of the telecom operators are all IP 
transport network based on softswitch or MSC (mobile switch centers) Server. For 
example, Guangdong Telecom Co. Ltd. had finished the intelligent reform of 
backbone network in 2006. An IP-based transport network from tandem layer had 
been built. Softswitches and SHLRs (smart home location registers) are added in the 
control layer, while ASs (application servers) are used in service layer. Therefore, a 
NGN-based framework is constructed. Some existing services are moved to the new 
framework, and all the new value-added services will be developed on it [1]. 

NGN is a service-driven network. To study the creation, running, testing of service 
in a NGN, a simulating model of NGN is proposed based on CPN Tools. Developed 
in Danmark University, CPN Tools is a platform of modeling, analysis and simulation 
of Colored Petri net [4-7]. In the model, the main functional entities of NGN are 
abstracted and the modular design is finished, so that a supporting environment of 
NGN services are constructed, where the creation, running, testing, simulation and 
interaction detection of service can be studied [8-14]. 
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2   NGN and CPN Tools 

2.1   NGN 

The NGN network is based on a 4-layer architecture, namely Access, Transport, 
Control, Service [1]. In access layer, the existing telecom networks or user terminals 
can be connected to the network through different kinds of gateway, such as signaling 
gateway (SG), trunk gateway (TG), network access server (NAS), and access gateway 
(AG), etc. The core transport network is an IP data communication network, which 
are composed with data communication switches and router. The connection of a call 
or session is carried out by softswitches (SSs) or MSC Servers in the control layer. 
The services are running in application servers (ASs) in the service layer. Besides the 
AS, there may be many other servers in the service layer, such as AAA server, 
network management server (NMS), etc. Standard protocol and application 
programming interface (API) are provided to the third-party for the service 
developing, which brings an open service supporting environment. 

2.2   CPN Tools 

CPN Tools [4] are a set of software tools for the modeling, simulating and analysis of 
CPN [5,6]. It provides an edition platform for construction of CPN. Where, a CPN 
can be created and modified. There are facilities for syntax checking and state space 
analysis of a created CPN. Besides, CPN can be simulated with given initiate 
marking. The official web pages of CPN Tools can be found in [4].  

3   The Overall Frame of the Model 

The overall structure of the model is shown in Fig. 1. The followings describe the 
main features of the frame.  

• Multiple Layered Structure. CPN Tools support the hierachical feature of 
CPN by utilizing substitution transitions [4]. In an intricate net, to simplify 
the graphical expression, a piece of net structure can be represented by a 
single transition in the upper layer, which is called ‘substitution transition’. 
Therefore, a complicated system can be modeled in a modular way. The top 
page of NGN is showed in Fig.1.  

• Object-oriented (OO) Modeling. Object-orientation is a popular technology 
for structuring specification, modeling, analysis of a large system. A kind of 
CPN called the object-oriented CPN (OOCPN) uses the method of OO 
modeling to construct a CPN [7]. According to object-orientation, an object 
encapsulates its state and behavior. The state of an object's state can only be 
changed by sending a message to invoke one of its methods (services). In an 
OOCPN, an object is a marked net page, variables are transformed to places, 
and methods to transitions. The object receives and sends messages using the 
two places: in_pool and out_pool. In our model, a functional entity or a 
feature can be encapsulated as an object, and the signalings between two 
entities, or the signalings between an entity and a feature can be specified as 
the messages transporting between two objects.  
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• The Abstraction of the Functional Entities. With the multiple layer structure 
and the OO modeling method, the functional entities of a NGN can be 
modeled as a page, representing an object. However, in an upper layer, it is 
abstracted as a substitution transition. Therefore, a concise view of the whole 
network can be gotten (Fig.1).  

• The Combination of NGN and PSTN. The existing telecom network is a 
combination of NGNs and intelligent networks (INs), which are based on 
PSTN (public switch telephone network) or PLMN (public land mobile 
network). The two networks are connected by NWG (network gateway). To 
reflect the fact of the existing telecom network, the model includes two fields. 
One is the field of IN, another is the field of NGN. The functional entities in 
the field of NGN include ASs, SSs, routers, and SIP (session initiation 
protocol) terminals, etc. while those in the field of IN include service control 
points (SCPs), service switch points (SSPs), intelligent peripherals (IPs), 
tandem switches (MSs), local switches (LSs), gateway switches (GWs), MSC 
Servers, and SHLRs, etc. The whole structure of the existing network can be 
model as the top page of the model, which is shown in Fig.1. 

 

Fig. 1. The top page in the CPN model of NGN 

• Feature Integration. A feature is treated as an object and specified as a page. 
When the feature is integrated into the network. The page is added into the 
model by inserted a substitution transition in the page of AS. 
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4   NGW 

NGW is the bridge between an IN and a NGN. The functionality of NGW concerned 
in the paper is the translation between the signalings in the IN field and in the NGN 
field. As shown in Fig.2, there are two modules in the page of NGW, which are 
named SIP2ISUP and ISUP2SIP. 

A SIP2ISUP module translates a SIP message in the NGN field into ISUP 
signaling in the IN filed, while the ISUP2SIP module forms a SIP message from the 
ISUP signaling. 

 

Fig. 2. The CPN model of a NGW 

5   The Field of Intelligent Network 

Intelligent network provides a service supporting environment based on framework of 
the PSTN or PLMN. It supports the protocol of INAP (intelligent network application 
part). Most of the existing INs are in the stages of CS-1 (capability set one), some of 
them are in the stage of CS-2 (capability set two). The followings are the main 
functional entities of the model [12]. 

• SCP. SCP is server where a feature runs. It communicates with SSP with 
INAP. 

• SSP. In the existing network, a SSP is often a MS which supports INAP. A 
feature is triggered in a SSP.  

• SHLR. A SHLR is an independent entity in a PSTN. It contains the attribute 
datum of the end users, which is something of the HLR (home location 
register) in PLMN. A SSP often obtains the service code from SHLR, which 
is used to invoke the service logic in SCP. 

• LS. A LS is the access switch of the end user. 
• GW. A GW is the exchange forwards a call across the different networks. 
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6   The Field of NGN 

6.1   Softswitch (SS) 

SS realizes the call control function, which is separated from a switch in a PSTN. The 
call control includes the establishment, maintain and release of a call. A SS 
communicates with an AS with SIP messages. A module called O_SIP is designed to 
handle the SIP messages from a caller and a module called T_SIP to handle the SIP 
messages to a callee (Fig.3).  

In Fig.3, the basic call state module (BCSM) is employed, which is a concept used 
in an IN. In BCSM, a feature is triggered in detecting point (DP) [15]. 

 

Fig. 3. The CPN model of a softswitch (SS) 

 

Fig. 4. The CPN model of an application server (AS) 

6.2   Application Server (AS) 

The application server contains the service logics of different features. When a feature 
is triggered in SS, a SIP message is sent to the AS. According to the service code, the 
corresponding service logic is invoked. Fig.4 shows two features. One is 800 with the 
service code of 800, another is UPT (universal personal telecommunication) with the 
service code of 700 [16]. The service codes are expressed as a guard of the transitions. 
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6.3   SIP Terminal 

The structure of a page of SIP terminal module is similar to that of a LS. There are 
two parts of the page (Fig.5). One is the module of ‘Calling Party’, modeling the 
caller role of the terminal; another is the module of ‘Called Party’, modeling the 
callee role of the terminal [17-19].  

 

Fig. 5. The CPN model of a SIP terminal 

7   Conclusions 

NGN is the mainstream framework of the telecom network, though the services 
provided by IN may be remained in the existing telecom network. In this paper, the 
above characteristic of the existing telecom network structure is model based on CPN 
Tools. The skeleton of OOCPN is employed in using the hierarchical feature of CPN. 
The main kinds of functional entities of the two fields and the features are modeled as 
pages representing objects, while the protocols as the messages between objects. The 
behaviors of the network can be studied by using the simulation facility of CPN. With 
the model, the service creation, running and interaction in the existing telecom 
networks can be studied. 

Acknowledgments. This work was supported by National Science & Technology Pillar 
Program (2008BAH37B05011), Guangdong Foundation of Science and Technology 
Project (2008B090500073, 2010B090400261). 

References 

1. Lu, Y., Yue, G., Wang, J.: Detecting Intention-Violation Feature Interaction in NGN 
Based on Feature Re-presentation. Journal of Networks 5, 603–612 (2010) 

2. Lu, Y., Yue, G., Wang, J.: An Algorithm for NGN Feature Interaction Detection. In: 
ISCST 2009, pp. 510–513 Huangshan (2009) 

3. Lu, Y., Yang, X., Fang, F., Wang, S.: An Implementation of On-line Management of 
Livelock Type Feature Interaction in NGN. In: 3rd IEEE International Conference on 
Computer Science and Information Technology, Chengdu (2010) 

4. CPN Tools for Color Petri Nets, http://cpntools.org/  
5. Jensen, K.: A Brief Introduction to Colored Petri Nets,  

http://www.daimi.au.dk/~kjensen/ 



 A Simulating Model of NGN Based on CPN Tools 289 

6. Jensen, K.: Colored Petri Nets: Basic Concept. Monographs in Theoretical Computer 
Science. Springer, Heidelberg (1992) 

7. Buchs, D., Guelfi, N.: CO-OPN: A Concurrent Object Oriented Petri Net Approach. In: 
12th International Conference on Application and Theory of Petri Nets, Gjern, Denmark, 
pp. 432–454. IBM Deutschland (1991) 

8. Lu, Y., Cheung, T.Y.: Feature Interactions of the Livelock Type in IN: A Detailed 
Example. In: 7th IEEE Intelligent Network Workshop, pp. 175–184. Bordeaux (1998) 

9. Lu, Y., Wei, G., He, Q.: A Temporal Colored Petri Net Model for Telecommunication 
Feature Integration. Journal of South China University of Technology(Natural Science 
Edition) 30(1), 27–33 (2002) 

10. Lu, Y., Wei, G., Ouyang, J.: A colored Petri Nets Based Model of Features Integration in 
Telecommunications Systems. Journal of China Institute of Communications 20(6), 69–76 
(1999) (in Chinese) 

11. Lu, Y., Wei, G., Ouyang, J.: Detecting and Managing Feature Interactions in 
Telecommunications Systems by Invariant-Preserving Transformations of Colored Petri 
Net. Journal of China Institute of Communications 20(7), 55–58 (1999) (in Chinese) 

12. Wang, J., Lu, Y., Li, W.: Telecommunication Services Modeling Based on CPN Tools and 
Its Application. Computer Engineering 32(14), 221–223 (2006) (in Chinese) 

13. Cheung, T.-Y., Lu, Y.: Detecting and Resolving the Interaction between Telephone 
Features Terminating Call Screening and Call Forwarding by Colored Petri Nets. In: 1995 
IEEE Int. Conf. Systems, Man and Cybernetics, pp. 2245–2250. Vancouver (1995) 

14. Lu, Y., Wei, G., Cheung, T.-Y.: Managing Feature Interactions in Telecommunications 
Systems by Temporal Colored Petri Nets. In: ICECCS 2001, pp. 260–270. Skovde (2001) 

15. Distributed Functional Plane for Intelligent Network CS-1, ITU-T Recommendation 
Q.1214, Geneva (1993) 

16. Jackson, M., Zave, P.: Distributed Feature Composition: A Virtual Architecture for 
Telecommunications Services. IEEE Trans. Softw. Eng. 24, 831–847 (1998) 

17. SIP Servlets Specification, http://www.ietf.org/internet-drafts/draft-
peterbauer-sip-servlet-ext-00.txt  

18. Rosenberg, J., Schulzrinne, H., Camarillo, G., Johnston, A., Peterson, J., Sparks, R., 
Handley, M., Schooler, E.: IETF RFC 3261. SIP: Session Initiation Protocol, p. 8, 17–18, 
26–29, 122 (2002) 

19. Rosenberg, J., Schulzrinne, H., Huitema, C., Gurle, D.: IETF RFC 3428: Session Initiation 
Protocol (SIP) Extension for Instant Messaging (2002) 

20. Blom, J., Jonsson, B., Kempe, L.: Using Temporal Logic for Modular Specification of 
Telephone Service, pp. 197–216. IOS Press, Amsterdam (1994) 

21. Thomas, M.: Modelling and Analysing User View of Telecommunication Service, pp. 
163–176. IOS Press, Montreal (1997) 



Q. Zhou (Ed.): ICTMF 2011, CCIS 164, pp. 290–296, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Simulation Analysis for Information Resource Allocation 
of Express Company Based on Fractal 

Ning Chen1, Xueyan Zhang2, and Wenrui Hao3 

1 School of Transportation and Logistics, Southwest Jiaotong University, 
Chengdu, P.R. China 610031 

Tel.: （86）13388197917 
chenning@home.swjtu.edu.cn 

2 School of Transportation and Logistics, Southwest Jiaotong University, 
Chengdu, P.R. China 610031 
Tel.: （86）028-87602002 

xyz@home.swjtu.edu.cn 
3 School of Transportation and Logistics, Southwest Jiaotong University, 

Chengdu, P.R. China 610031 
Tel.: （86）15198281449 
420760500@qq.com 

Abstract. Nowadays, logistics informationization develops by leaps and 
bounds. By means of Internet of Things (IOT), modern logistics industry, 
especially express company is able to obtain and process the information 
resources timely, accurately and integrally, which is becoming the key way to 
fulfill various business tasks to meet customers’ demands. So, first of all, some 
important issues concerning to business flow processing for express company 
are presented. And then, in view of the information demands of express 
company, the modified Co-shared Information Resource Fractal Unit (CIRFU) 
and such improved model as Re-constructed Resource Optimization Allocation 
(RROA) are presented. Furthermore, some key problems relating to the model 
are analyzed. Last but not least, a case study—numerical simulation is given to 
explain the function of such model applied to express company. 

Keywords: numerical simulation, fractal information resource allocation, express. 

1   Background of Research 

This paper analyzes the method of co-shared information resource allocation and its 
application to express company. With the rapid development of IT technologies and 
widespread application of Internet of Things (IOT), more and more industries wish 
to fulfill their business processes via Internet by virtue of useful information 
resource allocations. How to find and organize co-shared information resources so as 
to form a standard mode that is applicable to various demands, is still a tough 
problem to be solved (CHEN, 2010). Therefore, aiming at paving a way for 
efficiently allocating co-shared information resources for the special logistics 
enterprise—express company, firstly, some important matters relating to business 
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flow processing for express company are introduced. And then, a modified Co-
shared Information Resource Fractal Unit (CIRFU) and corresponding model “Re-
constructed Resource Optimization Allocation (RROA)” are presented. With above 
issues intensively analyzed, finally, a numerical simulation is given to show that the 
function of such model meet the demand of information resource allocation for 
express company. 

2   Introduction to Business Flow Processing for Express Company 

Investigation and study on current typical express companies show that the general 
characters of these enterprises are of. 

 imperative to co-share business information 
 business flow unitary and fixed, rarely changed 
 time-saved, cost-cut 

In order to analyze the demand on information resource for express company 
successfully, above all, the complete business flow processing should be studied and 
presented. In accordance with a large amount of investigative materials from various 
express companies, and by use of such analysis method for business flow as UML, an 
overall transaction flow diagram is shown in Figure 1 as below.  

 

Fig. 1. Overall transaction flow diagram (TFD) of express company 
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From above TFD, it is apparent that no matter what step the express business is, 
whether information co-sharing is successfully or not to a large extent depends on the 
information resource rational allocation among customers, various departments of 
express company. For example, Customer A is able to know its business process not 
only by inquiring Customer Service Department but also consulting other Department 
such as Delivery, Distribution and Transportation Department. And Customer B is 
vice versa. 

3   Study on Model of Modified Co-shared Information Resource 
Fractal Unit (CIRFU) and Improved Re-constructed Resource 
Optimization Allocation (RROA) for Express Company  

Studies from home and broad have shown that the modes of information processing 
are self similar or self quasi-similar, which means that such theory as fractal, could be 
used to analyze these phenomena (CHEN, 2010). As the express company is 
characteristic of distributed information resources and time-saved, such mode should 
be re-constructed so as to meet the specific needs. In accordance with the modes of 
Co-shared Information Resource Fractal Unit (CIRFU) and Re-constructed Resource 
Optimization Allocation (RROA), in view the special demand of express company, 
CIRFU is modified to represent the information resource group unit that is able to 
fulfill a complete express business process, which function is self similar despite its 
various real construction.  

As a core component for information processing and co-sharing, the modified 
CIRFU aims at connecting the customers, departments of express company with 
relevant information co-shared groups via Internet (IOT). The function of CIRFU 
mainly includes: 

 Processing information with Cloud Group DB Center and Web DB 
 Acting as a co-shared information resource provider to allocate relevant 

information to customers and partner departments 

Despite the various forms of information presentation from distributed Database, the 
function of CIRFU always appears self similar. Therefore, by building a complete 
modified CIRTU, the demand of information co-sharing for current express company 
will be meet. 

In compliance with the distributed environments for express business processing, 
when the function of CIRFU tends be self similar, the generalized entropy )( iH εω  is 

inclined to a fixed value. As a matter of fact, this value is equal to the maximum value of 
entropy—upper limit )(xH , and )}()()(exp{)( 2211 xgxgxgBxf nnλλλ −−−−=  

(CHEN, 2010).  
In view of the modified CIRFU being formed by such general characters as 

distributed information resources, co-sharing business information oriented, business 
flow unitary and fixed, and business process time-saved, the improved model of 
RROA is analyzed as follows. 

In view of the modified CIRFU being formed by distributed information resources, 
co-sharing business information oriented, business flow unitary and fixed, and 
business process time-saved, the improved model of RROA is analyzed as follows. 
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Let }0),({ ≥ttX  be a non negative integer stochastic process. In accordance with 

such information resources characteristic of distributed, co-shared and time-saved, the 
whole information processing can be described as. 
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By virtue of equations (3-1)～(3-3), the probability to fulfill co-shared tasks in 
express business process could be determined. And then, corresponding tasks 
mathematical expectation value is to be obtained by equation (3-4). 

0               )(~)]([ ≥= ntutXE  (3-4)

)]([ tXE  stands for the actual business tasks fulfilled by co-shared information 

resources. 
Take equation (3-1) into consideration, which is of the similar form as the model of 

co-shared information resources allocation that is applied to dynamically organize 
configured information resource (CHEN, 2006).  

Combing the model of co-shared information resources allocation (CHEN, 2006) 
and RROA (CHEN, 2010), by putting equations (3-1)～ (3-4) into practice, the 
mathematical model of improved Re-constructed Resource Optimization Allocation  
(RROA) for express company is described as equations (3-5), (3-6) as below. 
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 e :  unit vector relating to e CIRFU 

 λ~ : Efficiency of CIRFU corresponding to specific task m 

 C
~

 : tasks to be fulfilled by  express company A 
 mu~ : Equivalent efficiency of CIRFU 

4   Case Study 

By erecting the relevant modified Co-shared Information Resource Fractal Unit 
(CIRFU), and with the application of the mathematical model of improved Re-
constructed Resource Optimization Allocation (RROA), the actual information 
resources co-sharing of express business process can be simulated and analyzed in 
Figure 2 and Table 1 respectively as below.  

 

Fig. 2. Topology Structure of Co-shared Information Resource Fractal Unit for Express Company 

Table 1. Comparison between Actual and Simulation by RROA 

Task  
Actual 

processing 
RROA Actual allocation of CIRFU 

by RROA 
Error 

Analysis 
(%) Utilization Efficiency of Co-

shared Information Resources (%) 

R1 
47.0 51.1 CIRFU co-shared in 4 tasks 8.72 

R2 
29.4 30.2 CIRFU co-shared in 5 tasks 2.73 

R3 
76.6 80.0 CIRFU co-shared in 4 tasks 4.44 

R4 
87.3 92.1 CIRFU co-shared in 4 tasks 5.50 

R5 
9.4 10.3 CIRFU co-shared in 5 tasks 9.58 
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In comparison with conventional method (Repoussis, 2007), above simulation 
results are satisfactory with the largest error value less than 10%. 

5   Conclusion 

Based on the systematical analysis of important issues relating to express business 
flow process, this paper proposes a modified Co-shared Information Resource Fractal 
Unit (CIRFU).  More study on express business flow is given, an improved model as 
Re-constructed Resource Optimization Allocation (RROA) are presented. With the 
establishment of CIRFU, the improved RROA can be successfully applied to allocate 
distributed information resources efficiently and reasonably for express business 
process. Furthermore, the case study—numerical simulation shows that this model is 
able to organize and allocate co-shared information resources efficiently and 
reasonably. 
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Abstract. Data replication technique in grid reduces access latency and 
bandwidth consumption. When different sites hold replicas of the same data, 
selecting the best replica is a significant benefit. In this research, the topology 
of Virtual Token Ring (VTR) and the VTR-based data network are presented. 
Then, a replica price model and a replica selection strategy are proposed. 
Optimal data replica is defined as the replica with the smallest transfer cost. The 
Buyer and Seller algorithm based on VTR network and auction protocol are 
also described in detail. Performance analysis demonstrates that the proposed 
replica selection algorithm shows a significant performance improvement over 
traditional replica catalog and round-robin probing based algorithm.  

Keywords: Replica Selection, Virtual Token Ring, Data Grid. 

1   Introduction 

In data grid, large scale geographically distributed users often require access to a large 
amount of data (terabytes or petabytes), and the data may be distributed on remote 
grid nodes. Managing this large amount of data in a centralized way is ineffective due 
to extensive access latency and load on the central server. One solution is to duplicate 
the require data to obtain several data replicas, and place them on different grid nodes. 

Data replica management strategy is how to managing data replica creation, 
selection, location and consistency in dynamic, distributed and heterogeneous grid 
environment. Data replica management service is a significant benefit to data grid, for 
instance, it decreases data access latency, decreases network bandwidth consuming, 
avoids network congestion, balances grid node load, and improves data availability. 
In data grid environments, a replica catalog is used to register files using a logical 
filename. The replica catalog provides (one to many) mapping from logical file names 
(LFN) to physical file names (PFN) that include the storage location. The replica 
location service is either centralized or distributed among sites. When many sites hold 
the replica, in order to satisfy user’s data access request, replica management service 
is responsible for selecting the best replica for user. An effective data replica selection 
strategy is important to the performance of the whole grid system. 

In this research, a new data replica network and data replica selection algorithm is 
presented. The rest of the paper is organized as follows. Section 2 surveys the related 
work of data replica management and replica selection. Section 3 demonstrates VTR 
data network and the topology. In Section 4, replica selection strategy is introduced, 
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and selection algorithm as well as replica price model are presented. Performance 
analysis is given in Section 5. Finally, Section 6 concludes the whole paper. 

2   Related Work 

In 1980s’, the token ring protocol was designed for data communication in local area 
network [1] [2]. These years, token ring network has been widely used in wireless 
communication field, and improved token ring protocols are also used in many 
engineering fields [3]. In this paper, a virtual token ring based method is presented to 
implement replica management and selection. 

Data replica management in Grid has been an important research issue since the 
birth of Grid. In the early of 1990s’, Globus project studied the replica management in 
Grid, and introduced a RMS (Replica Management Service) and Replica Catalog, and 
also a data transfer module called as GridFTP, and released a series of APIs for 
replica management [4]. The famous EU Data Grid also designed a RLS (Replica 
Location Service) and a LRC (Local Replica Catalog) server [5].  

A data replica selection strategy is related to different engineering and application 
background. Different application requires different replica selection standard, and the 
standard may be response time, replica reliability, or access cost. Currently, the 
existed replica selection models include static model, round-robin probing selection 
model, regressive prediction model, probabilistic model, and economy based model, 
etc. In a real application, the number of replicas in a data grid is huge, and the replica 
always dynamically changes. Hence, it is difficult to determine the optimal replica, 
and it is usually a relative optimal replica. 

The key in implementing replica selection is how to predict replica response time. 
There are two methods to predict replica response time. One is performance model 
based prediction, and the other is access history information based prediction. 

(1) Performance model based prediction 

The implement of performance model based prediction include building up a 
performance model, obtaining physical parameters required by performance model. 
The weakness of this method is that it relies on the information of an amount of 
physical equipments. Chang et al. presented a dynamic hierarchical replication 
strategy combined with scheduling policy to improve the data access efficiencies in a 
cluster grid, which considers network performance parameter [6]. 

(2) Access history information based prediction 

This method predicts replica response time through the history study of data 
transfer time between requesting node and replica node. There are two keys lies on 
the implement of access history information based prediction, and they are gathering 
historical performance, and the predicting. There exists several traditional prediction 
approaches. For example, Vazhkudai et al. presented a regression model based on 
network traffic load and data transfer history using GridFTP middleware [7]. Rahman 
et al. proposed a replica selection strategy using the K-Nearest Neighbor rule which  
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also considered previous file transfer logs [8]. All these approaches collect historical 
records of interaction between requesting node and replica node, and predict the end-
to-end performance between nodes.  

3   VTR Data Network 

In this paper, the token ring used in optimal replica selection algorithm is not a real 
token ring in computer networks, while it is a virtual ring consisted of several nodes 
which hold the copy of one file. In the virtual token ring, node handles token sending 
and token receiving, which is similar to [3]. 

1) Token sending and token receiving obey a harmonious rule. All the nodes in the 
ring have equal accessing right, and there is no conflict during token sending and 
token receiving. 

2) There is network latency in virtual token ring, which leads to response latency to 
replica request from user. If the best replica node is selected, a direct connection 
between the best replica node and requesting node will be build. 

          

Fig. 1. Physical topology of data grid               Fig. 2. Logical topology of VTR 

3.1   Virtual Token Ring 

Here, we define requesting node as the node/site which request a data file F, and we 
also define replica node as the node/site which holds the replica of file F. 

(1) Physical Topology 
From the physical perspective, the traditional architecture of grid is shown in  

Fig. 1, and it is also called as cluster grid. A cluster represents an organization unit 
which is a group of sites that are geographically close. In Fig. 1, we may consider that 
there are four big sites, and four routers. There are 8 nodes, R1, R2, R3, R4, R5, R6, 
R7, and R8, which host the replica, and R is the requesting node. 
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(2) Logical Topology 
From the logical perspective, all the replica nodes form a ring, and each node just 

stands for one replica. The requesting node is also recognized as one node, so there 
are totally N+1 nodes in the ring. Each node has a unique previous node and a unique 
successive node (or known as next hop node). As you see in Fig. 2, in this circle, the 
next hop node of R is R1, the next hop node of R1 is R2, and so on, and finally, the 
next hop node of R8 is R. Token moves in this ring in the way of ask and answer. 

3.2   Replica Catalog 

In the VTR data network showed by Fig. 2, each node is aware of its next hop node. 
Replication Location Service requires a server to hold the mapping between LFN and 
PFN, and all the replica node are registered in the Replica Catalog Server. At the 
same time, when a new node which holds replica joining, the Replica Catalog Server 
will assign a next hop node to it. The Replica Catalog Server is responsible for the 
new replica publishing and replica leaving, which means node joining and node 
leaving in the VTR network. When a new data is registered in gird, we define several 
data attributes for meta-data. Attributes keys include i) replica number, ii) fault-
tolerant flag, iii) data lifetime, iv) replica routing-table. Routing-table indicates the 
previous and successive node relationship, and it is used to build the token ring 
network topology.  

4   VTR-Based Replica Selection Algorithm 

The optimal replica selection algorithm is based on VTR and auction protocol. The 
Buyer denotes the replica requesting site. The Seller denotes the site which holds the 
replica, and Seller will bid a proposal of a price, which is packed in the token, and 
passed to the next Seller. All the Sellers will give their own price proposal. The lower 
price means a lower transfer cost from Seller to Buyer. Selecting the lowest bidding 
Seller is just realized selecting the best replica. 

The auction protocol in this paper is compatible with the token passing method. 
The token is a mark which contains some segments, just like a TCP packet with a 
variable length, but each segment of token has their meanings. The bidding proposal 
of price is only one segment, and other segments include the id, the command type, 
the source node, the next hop destination, the size, the MD5 checksum, etc. 

Here, we also define a replica price model to estimate price proposed by different 
Sellers. When a Seller bid a proposal of a price, network performance and other 
factors borrowed from commodity business should be taken into consideration.  

4.1   Algorithm Description 

The core of replica selection algorithm is just data replica request algorithm, or we 
say token updating and passing algorithm inessential. The algorithm of Buyer and 
Seller based on VTR and auction protocol are described as the following Algorithm 1 
and Algorithm 2.  
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Algorithm 1. Buyer Algorithm Based on VTR and Auction Protocol
Require: Let the physical file name of required data to be phy_name
Require: Let the logical file name of required data to be log_name 
1:   {Buyer initialization and send out replica request to Replica Catalog} 
2:   if <phy_name, log_name>mapping not existed in Replica Catalog then 
3:     report to user and exit 
4:   else 
5:     get the first node in data replica router table 
6:     generate token 
7:   end if 
8:   {Token Ring start} 
9:   set Timer 
10:  send out token 
11:  repeat  
12:    wait for  
13:    if timeout event is triggered then 
14:      send out token again 
15:    end if 
16:  until replica event is triggered  
17:  obtain the best replica node 
18:  build a direct connect with the best Seller

 

Algorithm 2. Seller Algorithm Based on VTR and Auction Protocol
Require: Let the successive node to be Nsus 

Require: Let the previous node included in token to be Npre 

Require: Let the price included in token to be Ptoken 

Require: Let the new bidding price to be Pnew 
1:   repeat  
2:     wait for 
3:     send periodically heart beat signal to Replica Catalog 
4:     if timeout event is triggered then 
5:       send out token again 
6:     end if 
7:   until token is received 
8:   {parse token} 
9:   if Npre is not true then 
10:    give up the token and wait for 
11:  else 
12:    get the Ptoken 

13:    compute Pnew 
14:    if Pnew < Ptoken then 
15:      update token with Pnew 
16:    end if 
17:    get the Nsus and update token with Nsus 

18:    set Timer 
19:    send out token 
20:  end if 
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4.2   Replica Price Model 

A set of factors and their weightiness are considered in this paper. A replica price 
model to compute and estimate the proposed price by Seller is given as follow. 

1 2 3( )
L

S

M ae b
P D

N R CQ
λ λ λ= + + +    1 2 3 1λ λ λ+ + =  (1)

where that, P indicates the replica transfer cost from Seller to Buyer. According to the 
auction protocol and Seller algorithm, a smaller P means a smaller price and a smaller 
transfer cost. The variables in Equation (1) and their meanings are shown in Table 1. 

As you see in Equation (1), a larger D means a smaller network delay and a lower 
price. The larger the value of R is, the more stable the network is, and the lower the 
price is, while R is a predicted value. A busier Seller may propose a higher price, and 
the exponential function is introduced to show the important role that the Seller’s load 
plays. C indicates the reputation of Seller, and a higher value means a more trustful 
Seller. Q means service quality level. Thereby the larger the value of Q is, the lower 
the price is. λ1, λ2 and λ3 are three weightiness coefficients, which can be initialized 
with different values according to different grid applications.  

Table 1. Variables’ definition and their meanings 

Variable Meaning Value 
M stands for the file size of data replica by Megabytes 
Ns stands for network bandwidth by Mbps 

D 
stands for network latency, including  
waiting time and other warm-up time 

by seconds 

R 
stands for network reliability, end-to-end 

network stabilization evaluation 
ten levels 

{1, 2, 3, 4, 5, 6, 7, 8, 9, 10} 

L 
stands for Seller’s load (CPU workload,  
memory load, data storage service load) 

ten levels 
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10} 

C denotes Seller’s credit or reputation 
five levels  

{1, 2, 3, 4, 5} 

Q 
denotes quality(service quality, network 

transfer quality) 
three levels 

{1, 2, 3} 

5   Performance Analysis 

Proposed data replica selection algorithm is compared with a popular round-robin 
probing based algorithm. The comparison mainly focuses on the delay performance 
(the time spend for selection best replica, or known as replica response time). 

In round-robin (RR) model, the network topology is a star network, as you see in 
Fig. 3. R1, R2, R3, R4, and Rn hold replica, and R (R0) stands for requesting node. In 
the mode of ask and answer, each Seller proposes a price to Buyer. Finally, after all 
Sellers have been probingly accessed, the Buyer selects the lowest price from all 
proposals, which is just the best replica.  
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Fig. 3. Round-robin probing based replica selection strategy 

In order to compare algorithm I (round-robin probing based selection algorithm) with 
algorithm II (VTR based selection algorithm), we make some assumptions as follows. 

(1) The number of replicas is denoted as n; 
(2) The time for computing price (including the time for predicting network status 

from NWS) is denoted as Pi. 
(3) The Network bandwidth matrix Ns(n+1),(n+1) is a symmetrical matrix, which is 

generated from NWS. Nsi,j denotes the end-to-end network bandwidth between node 
Ri and node Rj. So we are aware of that, 

a) Nsi,j = Nsj,i; 
b) when i = j, Nsi,j = ∞; 
c) when i ≠ j, Nsi,j∈{10, 45, 100, 155, 622, 1000, 2500, 10000}, i, j=0,1,2,…, n. 
(4) The length of network data packets are denoted as follow, in algorithm I, we 

suppose Lask indicates inquiring packet, and Lresponse indicates ACK packet, thereby we 
suppose that Lask=Lresponse; in algorithm II, token packet is denoted by Ltoken, generally 
speaking, we have Ltoken > Lask > Lresponse. 

(5) Network latency is denoted as Di. 
(6) Data packet transfer time is denoted as 

,
ij

i j

L
T

Ns
=  

where that L stands for Lask, Lresponse or Ltoken, and i, j=0,1,2,…, n. 
(7) Delay time for two algorithms are demonstrated as follows, 

algorithm I:    0,
1 10,

1 ( ) (2 )
n n

ask response
i i i i i

i ii

L L
Delay P D T P D

Ns= =

+
= + + = + +   (2)

0,
0, 0,

responseask
i

i i

LL
T

Ns Ns
= =  

algorithm II:  0,1 0,1 , 1
1 1, 1

2 ( ) ( )
n n

token
i i i i i i

i ii i

L
Delay T P D T P T D

Ns +
= =+

= + + + = + + +   (3)

, 1
, 1

token
i i

i i

L
T

Ns+
+

=  



304 B. Tang and L. Zhang 

Comparing Equation (2) and (3), we know that Delay1 > Delay2. As the increase 
of n, it becomes Delay1 >> Delay2, which indicates that algorithm II is better than 
algorithm I. As the increase of n, the advantage becomes more conspicuous, and as 
the increase of data packet length, the advantage also becomes more remarkable. So, 
the proposed VTR based method out performs round-robin probing based method in 
terms of delay. 

6   Conclusion 

After surveyed existed data replica management and selection methods, this paper 
proposed an improved VTR-based replica selection algorithm. This paper analyzed all 
kinds of characteristics of grid node, such as CPU, memory, work load and reputation, 
and also network conditions, such as latency, bandwidth and reliability, and presented 
a reasonable transfer cost estimate model. This model could evaluate the cost (known 
as transfer cost, or response time) between Buyer and the Seller. In this model, we can 
set several right coefficients to denote emphasis on different factors.  

It gives the performance analysis results of comparing the proposed optimal replica 
selection algorithm with traditional round-robin based replica selection algorithm. 
The delay time of these two algorithms is introduced, and comparison results show 
that the proposed algorithm provides a high effective replica lookup and selection 
service, which out performs traditional replica selection algorithm.  
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Abstract. In this paper, we propose a higher order safe ambients cal-
culus. In this setting, we propose an extended labelled transition system
and an extended labelled bisimulation for this calculus. We also give
the reduction barbed congurence and prove the equivalence of extended
labelled bisimulation and reduction barbed congruence for this calculus.

1 Introduction

Mobile Ambients was proposed and studied intensively in [3]. The calculus of
Mobile Ambients (MA) is proposed both as a core programming language for
the Web and as a model for reasoning about properties of mobile processes, in-
cluding security. In contrast with previous formalisms for mobile processes such
as the π-calculus, whose computational model is based on the notion of commu-
nication, the MA computational model is based on the notion of movement. An
ambient, which may be thought of as a named location, is the unit of movement.
Processes within the same ambient may exchange messages; ambients may be
nested, so to form a hierarchical structure. The three primitives for movement
allow: an ambient to enter another ambient; an ambient to exit another ambient;
a process to dissolve an ambient boundary thus obtaining access to its content.
Elegant type systems for MA have been given; they control the type of values
exchanged within an ambient and the mobility of ambients. A few variants of
MA were proposed in literatures [1,4]. In the Safe Ambients calculus (SA) [4],
for example, CCS-style co-actions are introduced into the calculus to control
potential interferences from other ambients. Although there are lots of variants
of MA. But as far as we know, there are seldom works about MA with higher
order communication. The only example is [2].

In this paper, we propose a higher order extension of Safe Ambients with
passwords (SAP) [5], named MHSAP, and study its semantics. The aim of this
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paper is to give a new operational semantics theory of MHSAP which is based on
an extended labelled transition system. In general, labelled transition systems
for ambients calculi are difficult to give. This paper gives an extended labelled
transition system for MHSAP. In this system, an extended labelled transition
is in the form of: P

Γ, α−→ Q. Intuitively, this means that process P can perform
action α in environment Γ, then continues as Q. Based on this extended labelled
transition system, we present an extended labelled bisimulation for MHSAP,
whose definition is simpler than the bisimulation for SAP in [6] . Furthermore,
we prove that this extended labelled bismulation coincides with reduction barbed
congruence. This paper is organized as follows: Section 2 gives a brief view of
syntax and operational semantics of higher order ambients calculus. Then we
also give the reduction barbed congruence. In Section 3, we give an extended la-
belled transition system for this higher order ambients calculus and an extended
labelled transition system based bisimulations, called extended labelled bisimu-
lation, for MHSAP. In Section 4, we prove the coincidence of reduction barbed
congruence and extended labelled bisimulation for this higher order ambients
calculus. The paper is concluded in Section 5.

2 Monadic Higher Order Safe Ambients Calculus

In this section, we present a monadic higher order safe ambients calculus (named
as MHSAP), which is an extension of safe ambients by adding capability of
higher order communication. Mobile capabilities (in, out, open and their co-
capabilities) make ambient calculi in born with the higher order property. But
these mobile capabilities are linear, i.e., only one copy of a process can move,
whereas higher order communication ((X) and 〈P 〉) are non-linear higher order
operators since more than one copy of a process can be communicated. Therefore
MHSAP extends SAP with non-linear higher order communication capabilities.

2.1 Syntax and Labelled Transition System

The formal definition of process is given as follows:
P ::= 0 | X | (X).P | 〈P1〉.P2 | in〈n, h〉.P | out〈n, h〉.P | open〈n, h〉.P |

in〈n, h〉.P | out〈n, h〉.P | open〈n, h〉.P | P1|P2 | (νn)P | n[P ] | recX.P, where
n ∈ set N of names, X ∈ set V ar of process variables.

Structural congruence is a congruence relation including the following rules:
P |Q ≡ Q|P ; (P |Q)|R ≡ P |(Q|R); P |0 ≡ P ; (νn)0 ≡ 0; (νm)(νn)P ≡

(νn)(νm)P ; (νn)(P |Q) ≡ P |(νn)Q if n /∈ fn(P ); (νn)(m[P ]) ≡ m[(νn)P ] if
n 	= m.

Informally, 0 denotes inaction. X is a process variable. c.P can perform action
c, where c is in the form of in〈n, h〉, out〈n, h〉, open〈n, h〉, in〈n, h〉, out〈n, h〉,
open〈n, h〉, (X), 〈Q〉, then continues as P. P1|P2 is a parallel composition of two
processes P1 and P2. In each process of the form (νn)P the occurrence of n is
bound within the scope of P . n[P ] denotes process P in an ambients n. recX.P
is a recursive definition of process. An occurrence of n in P is said to be free iff
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it does not lie within the scope of a bound occurrence of n. The set of names
occurring free in P is denoted fn(P ). An occurrence of a name in P is said
to be bound if it is not free, we write the set of bound names as bn(P ). n(P )
denotes the set of names of P , i.e., n(P ) = fn(P ) ∪ bn(P ). We use n(P, Q) to
denote n(P ) ∪ n(Q). A process is closed if it has no free variable; it is open if it
may have free variables. Processes P and Q are α-convertible, P ≡α Q, if Q can
be obtained from P by a finite number of changes of bound names and bound
variables. The class of the processes is denoted as Pr. The class of the closed
processes is denoted as Prc.

The formal definition of indexed context is given below:
C ::= [] | 0 | X | (X).C | 〈P 〉.C | 〈C〉.P | in〈n, h〉.C | out〈n, h〉.C | open〈n, h〉.C

| in〈n, h〉.C | out〈n, h〉.C | open〈n, h〉.C | C|P | P |C | (νn)C | n[C] | recX.C
The operational semantics of processes is given in Table 1. We have omitted

the symmetric of the parallelism and interaction.

Table 1.

STRUC :
P −→ P ′

Q −→ Q′P ≡ Q, P ′ ≡ Q′

COM : (X).P |〈Q〉.R −→ P{Q/X}|R
IN : n[in〈m, h〉.P1|P2]|m[in〈m, h〉.Q1|Q2] −→ m[n[P1|P2]|Q1|Q2]
OUT : m[n[out〈m, h〉.P1|P2]|P3]|out〈m, h〉.Q −→ n[P1|P2]|m[P3]|Q

OPEN : open〈n, h〉.P |n[open〈n, h〉.Q1|Q2] −→ P |Q1|Q2

PAR :
P −→ P ′

P |Q −→ P ′|Q RES :
P −→ P ′

(νn)P −→ (νn)P ′

AMB :
P −→ P ′

n[P ] −→ n[P ′]
REC :

P{recX.P/X} −→ P ′

recX.P −→ P ′

2.2 Reduction Barbed Congruence

Now we can give the concept of reduction barbed congruence for higher order
ambients processes. Reduction barbed congruence is a behavioural equivalence
defined as the largest equivalence that is preserved by all the constructs of the
language, is preserved by the reduction semantics of the language, and preserves
barbs, which are simple observables of terms.

Now we review the concept of reduction barbed congruence for SAP. In the
remainder of this paper, we abbreviate P{R/U} as P 〈R〉. In the following, we
use P =⇒ P ′ to abbreviate P −→ ... −→ P ′.

Definition 1. For each name n, the observability predicate ⇓n is defined by
P ⇓n if ∃P ′, P =⇒ P ′ ≡ (νk̃)(n[open〈n, h〉.P1|P2]|P3), where n, h /∈ {k̃}.

Definition 2. A symmetric relation R ⊆ Prc ×Prc is a weak reduction barbed
congruence if P R Q implies:

(1) C[P ] R C[Q] for any C[];
(2) P =⇒ P ′ implies there exists Q′ such that Q =⇒ Q′ and P ′ R Q′;
(3) P ⇓n implies Q ⇓n.
We write P ≈Ba Q if P and Q are weakly reduction barbed congruent.



308 Z. Cao

3 A New Operational Semantics Theory for MHSAP

The definition of reduction barbed equivalence is simple and intuitive. In prac-
tise, however, it is difficult to use: the quantification on all contexts is a heavy
proof obligation. Simpler proof techniques are based on labelled bisimilarities,
which are co-inductive relations that characterise the behaviour of processes
using a labelled transition system (abbreviated LTS). An LTS consists of a col-
lection of relations of the form P

α−→ Q. The judgement above means that the
process P can realise the action α, and becomes Q. The reduction semantics of
a process is easily encoded in an LTS because a reduction step can be seen as
an interaction with an empty context: this is traditionally called a τ -action.

Although the idea of labelled bisimilarity is very general and does not rely
on the specific syntax of the calculus, the definition of an appropriate LTS and
associated weak bisimilarity for SAP turned out to be harder than expected (See
[6]). In [6], a labelled transition system for SAP was presented. To give this la-
belled transition system, authors define the concepts about pre-actions, actions,
labels, extended processes, concretions, and outcomes. The labelled transition
system is formulated as transitions of the form E

λ−→ O where λ denotes a label
and E and O range over extended processes and outcomes, respectively.

In this section, we give an extended labelled transition system for MHSAP
and an extended labelled bisimulation for MHSAP. In this extended labelled
transition system for MHSAP, a label is extended by a pair of context and
action. The extended labelled transition system is formulated as transitions of
the form: P

Γ, α−→ Q, where α denotes an action, Γ denotes a context, and P and O
range over processes. Intuitively, this transition denotes that in the environment
Γ, process P can perform action α, then continues as Q.

3.1 An Extended Labelled Transition System

To present the extended labelled transition system, we give the formal definition
of processes, actions and environments in the following.

Processes: P, Q ::= 0 | X | (X).P | 〈P1〉.P2 | in〈n, h〉.P | out〈n, h〉.P | open〈n,
h〉.P | in〈n, h〉.P | out〈n, h〉.P | open〈n, h〉.P | P1|P2 | (νn)P | n[P ] | recX.P

Actions: α ::= τ | in〈n, h〉 | in〈n, h〉 | out〈n, h〉 | out〈n, h〉 | open〈n, h〉 |
open〈n, h〉 | Am− in〈m, h〉 | n[in〈n, h〉] | AM −out〈m, h〉 | m[AM −out〈m, h〉] |
n[open〈n, h〉] | 〈P 〉 | (P )

Environments: Γ ::=[∗] | 0 |X | (X).Γ | 〈Γ1〉.Γ2 | in〈n, h〉.Γ | out〈n, h〉.Γ | open
〈n, h〉.Γ | in〈n, h〉.Γ | out〈n, h〉.Γ | open〈n, h〉.Γ | Γ1|Γ2 | (νn)Γ | n[Γ ] | recX.Γ

The operational semantics of processes is given in Table 2. The transitions
in this system are of the form P

Γ, α−→ Q, which means that process P can
perform action α in environment Γ, then continues as Q. For example, transi-

tion in〈n, h〉.P m[[∗]|D]|n[in〈n,h〉.E|F ], in〈n,h〉−→ n[m[P |D]|E|F ] means that if process
in〈n, h〉.P is in the environment m[[∗]|D]|n[in〈n, h〉.E|F ] (i.e., replacing [∗] in
m[[∗]|D]|n[in〈n, h〉.E|F ] by in〈n, h〉.P ), it can performs action in〈n, h〉 and then
continues as n[m[P |D]|E|F ]. We have omitted the symmetric of the parallelism
and interaction.



On the Operational Semantics of a Higher Order Safe Ambients Calculus 309

Table 2.

ALP :
P

Γ, α−→ P ′

Q
Γ, α−→ Q′

where P ≡ Q, P ′ ≡ Q′

RES :
P

Γ, α−→ P ′

(νn)P
Γ, α−→ (νn)P ′

where n /∈ fn(α)

PAR :
P

∅, τ−→ P ′

P |Q ∅, τ−→ P ′|Q
LOC :

P
∅, τ−→ P ′

n[P ]
∅, τ−→ n[P ′]

REC :
P{recX.P/X} Γ, α−→ P ′

recX.P
Γ, α−→ P ′

INP : (X).P
[∗]|〈Q〉.E, (Q)−→ P{Q/X}|E

OUTP : 〈Q〉.P [∗]|(X).E, 〈Q〉−→ P |E{Q/X}
IN : in〈n, h〉.P m[[∗]|D]|n[in〈n,h〉.E|F ], in〈n,h〉−→ n[m[P |D]|E|F ]

CO − IN : in〈n, h〉.P m[in〈n,h〉.D|E]|n[[∗]|F ], in〈n,h〉−→ n[P |m[D|E]|F ]

OUT : out〈n, h〉.P n[m[[∗]|D]|E]|out〈n,h〉.F, out〈n,h〉−→ m[P |D]|n[E]|F
CO − OUT : out〈n, h〉.P n[m[out〈n,h〉.D|E]|F ]|[∗], out〈n,h〉−→ P |m[D|E]|n[F ]

OPEN : open〈n, h〉.P [∗]|n[open〈n,h〉.D|E], open〈n,h〉−→ P |D|E
CO − OPEN : open〈n, h〉.P open〈n,h〉.D|n[[∗]|E], open〈n,h〉−→ P |D|E

PAR − IN :
P

m[[∗]|D|E]|n[in〈n,h〉.F |G], in〈n,h〉−→ P ′

P |D m[[∗]|E]|n[in〈n,h〉.F |G], in〈n,h〉−→ P ′

PAR − CO − IN :
P

m[in〈n,h〉.E|F ]|n[[∗]|D|G], in〈n,h〉−→ P ′

P |D m[in〈n,h〉.E|F ]|n[[∗]|G], in〈n,h〉−→ P ′

PAR − OUT :
P

n[m[[∗]|D|E]|F ]|out〈n,h〉.G, out〈n,h〉−→ P ′

P |D n[m[[∗]|E]|F ]|out〈n,h〉.G, out〈n,h〉−→ P ′

PAR − CO − OUT :
P

n[m[out〈n,h〉.E|F ]|G]|[∗]|D, out〈n,h〉−→ P ′

P |D n[m[out〈n,h〉.E|F ]|G]|[∗], out〈n,h〉−→ P ′

PAR − OPEN :
P

[∗]|D|n[open〈n,h〉.E|F ], open〈n,h〉−→ P ′

P |D [∗]|n[open〈n,h〉.E|F ], open〈n,h〉−→ P ′

PAR − CO − OPEN :
P

open〈n,h〉.E|n[[∗]|D|F ], open〈n,h〉−→ P ′

P |D open〈n,h〉.E|n[[∗]|F ], open〈n,h〉−→ P ′

AM − IN :
P

m[[∗]]|n[in〈n,h〉.D|E], in〈n,h〉−→ P ′

m[P ]
[∗]|n[in〈n,h〉.D|E], AM−in〈n,h〉−→ P ′
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AM − CO − IN :
P

m[in〈n,h〉.D|E]|n[[∗]], in〈n,h〉−→ P ′

n[P ]
m[in〈n,h〉.D|E]|[∗], n[in〈n,h〉]−→ P ′

AM − OUT :
P

n[m[[∗]]|D]|out〈n,h〉.E, out〈n,h〉−→ P ′

m[P ]
n[[∗]|D]|out〈n,h〉.E, AM−out〈n,h〉−→ P ′

AM − AM − OUT :
P

n[[∗]]|out〈n,h〉.D, AM−out〈n,h〉−→ P ′

n[P ]
[∗]|out〈n,h〉.D, n[AM−out〈n,h〉]−→ P ′

AM − CO − OPEN :
P

open〈n,h〉.D|n[[∗]], open〈n,h〉−→ P ′

n[P ]
open〈n,h〉.D|[∗], n[open〈n,h〉]−→ P ′

RES − OPEN :
P

Γ, 〈Q〉−→ P ′

(νp̃)P
Γ, (νp̃)〈Q〉−→ (νp̃)P ′

where fn(Q) ∩ {p̃} = ∅

COM − TAU :
C

[∗]|(X).E, (νp̃)〈P 〉−→ G, D
[∗]|〈Q〉.F, (P )−→ G

C|D ∅, τ−→ G
where 〈Q〉.F≡C, (X).E≡D, fn(F ) ∩ {p̃} = ∅

IN − TAU :

C
[∗]|n[in〈n,h〉.E|F ], AM−in〈n,h〉−→ n[E|F |m[G|H ]],

D
m[in〈n,h〉.G|H]|[∗], n[in〈n,h〉]−→ n[E|F |m[G|H ]]

C|D ∅, τ−→ n[E|F |m[G|H ]]
where m[in〈n, h〉.G|H ] ≡C, n[in〈n, h〉.E|F ]≡D

OUT − TAU :

C
out〈n,h〉.E|[∗], n[AM−out〈n,h〉]−→ E|m[F |G]|n[H ],

D
[∗]|n[m[out〈n,h〉.F |G]|H], out〈n,h〉−→ m[F |G]|n[H ]|E

C|D ∅, τ−→ E|m[F |G]|n[H ]
where n[m[out〈n, h〉.F |G]|H ]≡C, out〈n, h〉.E≡D

OPEN − TAU :

C
[∗]|n[open〈n,h〉.E|F ], open〈n,h〉−→ E|F |G,

D
open〈n,h〉.G|[∗], n[open〈n,h〉]−→ E|F |G

C|D ∅, τ−→ E|F |G
where open〈n, h〉.G ≡ C, n[open〈n, h〉.E|F ]≡D

3.2 An Extended Labelled Bisimulation

Based on the extended labelled transition system, we can give an extended la-
belled bisimulation. This bisimulation is defined in the standard manner and is
in a simpler form than the bisimulation in [6].

In the following, we use P
ε=⇒ P ′ to abbreviate P

∅, τ−→ ...
∅, τ−→ P ′ and use P

Φ, α
=⇒ P ′ to abbreviate P

ε=⇒Φ, α−→ ε=⇒ P ′.

Definition 3. A symmetric relation R ⊆ Prc ×Prc is a weak extended labelled
bisimulation if P R Q implies:



On the Operational Semantics of a Higher Order Safe Ambients Calculus 311

(1) whenever P
ε=⇒ P ′, there exists Q′ such that Q

ε=⇒ Q′ and P ′ R Q′;

(2) whenever P
Φ, α
=⇒ P ′, where α is not in the form of (νp̃)〈E〉, there exists Q′

such that Q
Φ, α
=⇒ Q′ and P ′ R Q′;

(3) whenever P
Φ, (νp̃)〈E〉

=⇒ P ′, there exists Q′ such that Q
Φ, (νq̃)〈F 〉

=⇒ Q′ and P ′

R Q′.
We write P ≈S Q if P and Q are weakly extended labelled bisimilar.

Definition 4. For P , Q ∈ Pr, we write P ≈o
S Q if P{Ẽ/X̃} ≈S Q{Ẽ/X̃} for

any Ẽ, where X̃ = fv(P ) ∪ fv(Q).

4 Equivalence between Reduction Barbed Congruence
and Extended Labelled Bisimulation

In this section, we will give that extended labelled bisimulation coincides with
reduction barbed congruence. This result shows that extended labelled bisimu-
lation completely characterises reduction barbed congruence in MHSAP.

4.1 The Characterisation

We firstly give the congruence of ≈o
S .

Proposition 1. For all P , Q, S, P ≈o
S Q implies:

1. α.P ≈o
S α.Q;

2. P |S ≈o
S Q|S;

3. (νn)P ≈o
S (νn)Q;

4. n[P ] ≈o
S n[Q];

5. (X).P ≈o
S (X).Q;

6. 〈R〉.P ≈o
S 〈R〉.Q;

7. 〈P 〉.R ≈o
S 〈Q〉.R;

8. recX.P ≈o
S recX.Q.

To give the equivalence between ≈Ba and ≈S, we need the following lemma.

Lemma 1. P ≈Ba Q implies:
1. whenever P

Φ, α
=⇒ P ′, where α is not in the form of (νp̃)〈E〉, there exists Q′

such that Q
Φ, α
=⇒ Q′ and P ′ ≈Ba Q′;

2. whenever P
Φ, (νp̃)〈E〉

=⇒ P ′, there exists Q′ such that Q
Φ, (νq̃)〈F 〉

=⇒ Q′ and
P ′ ≈Ba Q′.

Now we can give the equivalence between ≈S and ≈Ba .

Proposition 2. For any processes P and Q, P ≈S Q ⇔ P ≈Ba Q.
Proof : (⇒) It is trivial by the congruence of ≈o

S .
(⇐) It is trivial by Lemma 1.

5 Conclusions

This paper studied the semantics of monadic higher order safe ambients calcu-
lus. We proposed an extended labelled transition system for MHSAP and an
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extended labelled bisimulation for this calculus. We proved that extended la-
belled bisimulation coincides with reduction barbed congruence.

There are seldom works about MA with higher order communication. In [2],
authors proposed an extension of the ambient calculus in which processes can be
passed as values. A filter model for this calculus was presented. This model was
proved to be fully abstract with respect to the notion of contextual equivalence
where the observables are ambients at top level.

In [6], a labelled transition system and a labelled bisimulation for SAP are
studied. But their labelled transition system is far from standard and needs some
auxiliary concepts such as pre-actions and outcomes. Their labelled bisimulation
is also not defined in the standard way and complicated.

In this paper, we proposed an alternative theory of labelled transition system
based semantics for monadic higher order safe ambients calculus (MHSAP).
Firstly, our extended labelled transition system is a clear extension of standard
labelled transition system. The idea is simple: whenever a process C[P ], i.e.,
by a subprocess P inserted into an environment Γ = C[∗], may perform action
α, then evolves to a process Q, the associated labelled transition system has
a transition P

Γ, α−→ Q, i.e., the process P evolves into Q with a label (Γ, α).
Secondly, the definition of the extended labelled bisimulation is similar to the
standard definition of bisimulation and is very simple. Intuitively, P is bisimilar
to Q if whenever P evolves into P ′ with a label (Γ, α), Q evolves into Q′ with
the same label Γ, α, and reversely holds. In this paper, we only study the weak
bisimulation. But the definitions and the results can be easy to extended to the
case of strong bisimulation. We believe that the approach in this paper can also
be extended to other process calculi.
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Abstract. The Internet is still expanding despite its already unprecedented 
complexity. To meet the ever-increasing bandwidth requirements under fast 
appearing new services and applications, today’s Internet routers and other key 
network devices are challenged by two conflicting requirements, high 
performance and good programmability. In this work, we propose a series of 
data-parallel algorithms that can be efficiently implemented on modern graphics 
processing units (GPUs). Experimental results proved that the GPU could serve 
as an excellent packet processing platform by significantly outperforming CPU 
on typical router applications. On such a basis, we proposed a hybrid 
microarchitecture by integrating both CPU and GPU. Besides dramatically 
enhancing packet throughput, the integrated microarchitecture could also 
optimize quality-of-service metrics, which is also of key importance for 
network applications. Our work suggests that an integrated CPU/GPU 
architecture provides a promising solution for implementing future network 
processing hardware. 

Keywords: GPU, router, table lookup, packet classification, meta-programming, 
deep packet inspection, Bloom filter, DFA, Software Router, QoS. 

1   Introduction 

The Internet is one of the most fundamental inventions in the long-standing struggle of 
the human being to better use and share information. The Internet has become the 
backbone of human society by connecting the world together. It has profoundly 
changed the way we live. A key tendency of the Internet is that its traffic has always 
been rising in an exponential manner since the invention of the Internet. The constant 
increasing of the traffic is the joint result of two basic momenta. First, more and more 
people are getting linked to the Internet. Even today there is still a large room for the 
expansion of broadband access in developing countries. In fact, now China already has 
the largest number of Internet users, but they are only 25% of China population. The 
second momentum is the blossoming of on-line video, P2P file-sharing and gaming 
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applications. As a result, Internet traffic will have to grow at an accelerated rate in the 
future [1]. The overall traffic measured in Exabytes (i.e., 1018 bytes) for the next a few 
years is illustrated in Fig. 1.  

 

Fig. 1. Global Internet traffic 

Besides the overwhelming traffic, another important trend of Internet development 
is the fast emerging of new protocols [2] due to the deep-going and diversification of 
network applications and services. On the other hand, the foundation of current 
networks is based on two technologies, Ethernet and TCP/IP, which were both 
developed in 1970s [3]. Although it is impressive that the two protocols are still alive 
today, they have to be frequently updated and patched to meet the ever-changing 
requirements of today’s network applications. As a result, the network processing 
platforms must be highly programmable to guarantee extendibility and customizability. 

Future network devices, especially the “backbone” devices like core routers and 
wireless controller have to meet the above two fundamental requirements, high 
throughput and superior flexibility (i.e., programmability). In this work, we focus on 
an important class of network devices, Internet routers, as a first step toward 
designing next generation network processing microarchitectures. The responsibility 
of a router is to provide the physical and logic connections among multiple computer 
networks by forwarding packets in a timely manner. The IP layer packet processing 
involves such operations as checking IP header, packet classification, routing table 
lookup, decrementing TTL value, and packet fragmentation. The packet latency is 
determined by the following data-plane operations: Checking IP Header 
(CheckIPHeader) → Packet Classification (Classifier) → Routing Table Lookup 
(RTL) → Decrementing TTL (DecTTL) → IP Fragmentation (Fragmentation) [4]. In 
addition, to meet the ever-demanding requirements for intrusion detection, deep 
packet inspection (DPI) [5] is increasingly becoming a regular task deployed in IP 
routers. String match (StrMatch) and regular expression match (RegMatch) are two 
major operations of DPI. 

Today’s IP routers need to deliver a processing capacity of up to 90Tbs (tera bits 
per second), and also maintain programmability so as to adapt to new protocols and 
services. To simultaneously achieve these two goals, most modern routers would be 
built with dedicated packet processing engines, network processor units (NPUs).  
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However, NPUs are hard to program due to the lack of mature programming models 
as well as software development tools [6]. In addition, many NPUs still integrate 
application specific circuit modules on the same chip to expedite time consuming 
tasks. Such modules would not be re-configured after tape-out [7]. 

Recently graphic processing units (GPUs) are quickly rising as a high performance 
computing platform with a throughput up to 1.5TFLOPS [8]. GPUs also have a stable 
mass market and thus strong supports for software development (e.g., [9]). 
Accordingly, it is appealing to leverage the mature GPU microarchitecture for 
network routing processing. A few recent works already demonstrated the significant 
potential of GPUs to accelerate packet processing applications ([10]-[12]). In this 
paper, we outline the overall design of our GPU based router implementation. Our 
recent work on extending GPU microarchitecture for better routing processing is also 
covered. To the best of the authors’ knowledge, this work is the first one to develop 
an integrated CPU and GPU microarchitecture for packet processing applications. 

2   GPU Architecture and Programming Model 

GPUs were originally dedicated graphics acceleration engines, but later turned out to 
be a high performance general-purpose computing platform after the redesigning of 
microarchitecture [8] and introduction of new programming models [9]. A typical 
GPU is organized as an array of multiprocessors or shader cores, with each shader 
core installing multiple streaming processors (SPs) as well as a small amount of 
software controlled shared memory. According to current general purpose computing 
on GPU (GPGPU) models, a GPU program consists of a large number of threads 
orchestrated into thread blocks. During execution, every thread block would be 
assigned to a unique shader core, where it would be decomposed into 32-thread 
groups, or so-called warps, which is the basic unit of job scheduling on GPUs. The 
execution of a warp follows a single-instruction, multiple data (SIMD) fashion. In 
other words, threads in a warp always follow the same instruction schedule but handle 
different data set. The SIMD execution implies that the performance would degrade 
when a program incurs different execution paths inside a warp of threads. 

GPUs with the general purpose computing capability are usually installed on 
graphics card together with its memory (i.e., global memory in CUDA terminology). 
The global memory offers a very high memory bandwidth at the cost of a long 
latency. A GPGPU program always starts on CPU needs to transport data from CPU 
main memory to GPU global memory before GPU begins execution. The data 
transferring is through a standard PCIe bus with a peak data rate of 8GB/s [13]. 

3   GPU Accelerated Routing Processing 

As illustrated in Fig. 2, a PC based software router architecture was developed in this 
work. An NVIDIA GTX280 GPU serves as a packet processing engine. The north-
bridge, i.e., memory controller, has two 16-lane PCIe interfaces, with one connected 
to the graphics card and the other to network-interface-cards (NICs). Each NIC card 
needs 4 lanes, and thus up to 4 NICs can be plugged in. The main memory serves as 
buffers for incoming packets.  
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Fig. 2. System diagram of the proposed GPU based software router 

We implemented all data-plane routing operations and two major DPI operations 
on the GPU based software router. Table 1 summarizes the characteristics of these 
operations, the reference implementation on CPU and the corresponding testing 
datasets. Among these routing processing operations, CheckIPHeader, DecTTL, and 
Fragmentation are much less compute-demanding and can be straightforwardly 
implemented on GPUs. In the following part of this section, we introduce the 
algorithms for implementing the remaining operations on GPU. 

Table 1. Characteristics of routing operations 

3.1   Packet Classification 

Packet classification often serves as the first step of routing operations. When a 
packet comes, a router will check if the packet head matches certain rules in a pre-
defined set of rules. Given a match, a corresponding action will be taken on the 
packet. In this work, we used synthesized rule-sets created by ClassBench [16]. After 
comparing different packet classification algorithms [21], we used the simplest 
approach, linear search, because it is the only algorithm that could scale to large rule 
set with over 2000 rules. 

However, the GPU implementation of the linear search algorithm turns out to be 
very inefficient due to excessive number of the memory read operations to access 
rules stored in GPU global memory. To attack these two problems, we adopted a 
metaprogramming technique. Metaprogramming refers to the practice of generating 
source or executable code dynamically from a more abstracted program, i.e., a 
metaprogram). Taking this approach, every rule is translated into a fragment of C 
code that checks if a packet matches this rule. Then a rule-set corresponds to a 
collection of C code segments combined together. Running the code segment is 
equivalent to verifying a packet against the very rule set. This technique makes it 

Packet processing operations CPU reference Dataset 
Checking IP header (CheckIPHeader) Taken from RouterBench [14] WIDE traces [15] 
Packet Classification (Classifier) Linear search ClassBench [16] 
Routing table lookup (RTL) Radix tree algorithm [14] RIS [17] & FUNET [18] 
Decrementing TTL (DecTTL) Taken from RouterBench [14] WIDE traces [15] 
IP fragmentation (Fragmentation) Taken from RouterBench [14] WIDE traces [15] 
String match (StrMatch) Bloom filter [19] SNORT [5] 
Regular expression match(RegMatch) AC algorithm [20] SNORT [5] 



 NPGPU: Network Processing on Graphics Processing Units 317 

possible for a rule-set to be compiled as an integral part of program code, which can 
be efficiently broadcast to all cores on a GPU through the instruction issuing 
mechanism. Experiments showed that the GPU implementation could deliver a speed-
up of over 30X. The speed-up of GPU implementations over their CPU equivalents is 
illustrated in Fig. 3. 

 

Fig. 3. Classification throughput using linear search on both CPU and GPU 

3.2   Routing Table Lookup 

Routing table lookup is the central operation of all routers. The mapping of IP 
destination to egress port) is recorded in a routing table. Upon receiving a packet, a 
router looks up the table to select a port to which the packet should be forwarded. We 
adopted a radix tree based longest prefix match algorithm, which is part of 
RouterBench [14] and is already deployed in Berkeley Unix, for GPU 
implementation. In the original radix tree, pointers are used to manage tree nodes and 
edges. Such pointer chasing operations are extremely difficult on GPUs. In our 
implementation, we proposed a modified data structure called portable routing table 
(PRT), which uses displacement instead of pointers for tree operations. The 
parallelization scheme is to straightforwardly deploy one thread for each packet. The 
GPU implementation was tested on real packet traces collected by RIS [17] and 
FUNET [18]. Table 2 compares the performance of CPU and GPU implementations. 
Overall, GPU could outperform CPU by over 6X. 

Table 2. Routing table lookup performance of CPU and GPU 

Packettrace #entries of route table #packets CPUtime (ms) GPUtime (ms) Speed-up 
FUNET 41709 99840 22670 3459 6.6 
RIS 1 243667 121465 24875 3827 6.5 
RIS 2 573810 144908 25637 4135 6.2 

3.3   String Match 

String match is a key step in any network intrusion detection systems. It checks if a 
packet body contains any illegal text strings. Most string matching algorithms depend 
on pointers manipulations for efficient operation, but such algorithms are not 
amenable to GPUs because of the unpredictable memory access patterns. In this work, 
we used a Bloom filter based algorithm for GPU implementations [19]. The idea is to 
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store the Hash values of the illegal keywords with multiple Hash functions during 
preprocessing. Given a packet, the same set of Hash values are also computed for 
every string in the packet body. If all the Hash values match the pre-computed value, 
the string is illegal. The CPU and GPU performance comparison on varying numbers 
of rule set (i.e., a group of forbidden keywords) is illustrated in Fig. 4. The 3 bars of 
GPU implementations correspond to GPU computation plus CPU-GPU data transfer 
time, pure GPU execution, and GPU computation plus streaming CPU-GPU data 
transfer time. On average, the GPU execution is 19X faster than its CPU equivalent. 

 

Fig. 4. String matching throughput               Fig. 5. Regular expression match throughput 

3.4   Regular Expression Match 

Regular expression match is another key operation of network intrusion detection. 
The objective is to check if a packet contains text patterns that can be represented as 
regular expressions. We used the classical Aho-Corisick (AC) algorithm [20] for this 
purpose. The AC algorithm uses Deterministic Finite Automata (DFA) [22] to 
recognize patterns of regular expressions. A DFA can be stored as a table with each 
row corresponding to a state and each column recording the next state given an input 
character. The state transition is challenging for GPU because the computation density 
is too low. After careful optimization, however, the GPU implementation can be 15X 
faster and even outperform an FPGA implementation [23]. The comparison between 
CPU and GPU implementations is shown in Fig. 5. 

4   An Integrated CPU/GPU Packet Processing Microarchitecture 

In the previous section, the potential of GPU for packet processing has been justified. 
However, two main problems still need to be resolved toward practical GPU based 
packet process engines. First of all, the communication mechanism between CPU and 
GPU seriously degrades system throughput. In fact, the packets arriving at the router 
are first copied to CPU main memory and then to GPU global memory through a 
PCIe bus. The extra memory copy introduces performance and power overhead. 
Second, current GPUs follow a batched execution model. In fact CPU needs to buffer 
enough packets before launching GPU to process them. Such a mechanism could 
worsen the latency for those earlier-arrived packets and thus violate the quality-of-
service (QoS) requirements. 
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Fig. 6. Hermes microarchitecture 

To address the above two problems, we developed a hybrid microarchitecture, 
Hermes, by integrating CPU and GPU cores on a single chip. The CPU and GPU 
access a common memory structure including both caches and DRAMs. A simple 
first-in, first out (FIFO) memory, designated as the task FIFO, is inserted between 
CPU and GPU. Upon the arrival of network packets, CPU would create a new entry in 
the task FIFO. The GPU would regularly monitor the FIFO and starts execution when 
either of the following two conditions is met: 1) the number of packets is big enough 
for execution with maximum efficiency; and 2) the waiting time of the first packet 
exceeds a pre-defined latency threshold. Another FIFO memory is inserted after GPU 
to reorder the packets for handling network protocols with ordering requirements.  

The basic pattern of parallel execution is to process every packet with a different 
thread. The programming model of Hermes is built on top of NVIDIA CUDA with 
minimum modifications. We abandon the concepts of thread blocks and instead 
directly scheduling warps.  

 

 

      Fig. 7. Processing throughput comparison                       Fig. 8. Latency comparison 

To evaluate Hermes, we implemented a complete CUDA-enabled software router, 
which covers all the tasks as declared in Section 4. Since CheckIPHeader, DecTTL, 
and Fragmentation have almost identical behaviors, we use DecTTL as a 
representative to explain the results. Fig. 7. compares the throughputs of our proposed 
architecture (with 16 shader cores) and the discrete CPU/GPU architecture discussed 
in the previous section. The “line card rate” bars are the input traffic, which is always 
higher than the processing throughput. Clearly, the Hermes architecture could 
improve the performance by another factor of 5-6X. Fig. 8. evaluate the latency of the 
two architectures. On average, the processing latency on Hermes is 82% lower. 
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5   Conclusion 

This work is the first step toward developing next generation massively parallel 
packet processing platforms. We evaluated the potential of GPU for routing 
processing. On such a basis, a new hybrid GPU and CPU architecture is proposed to 
further improve the performance. Our work opens new path to build packet 
processing engines that could simultaneously meet the requirements of throughput 
and programmability. 
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Abstract. Cyber-Physical Systems (CPS) is one of the latest research fields. 
Wireless Sensor Network (WSN) is an important research content of CPS. 
“Real-time” is the most critical feature and performance demand of CPS. In this 
paper, a hybrid routing mechanism, including improved Cluster-Tree routing 
protocol and IAODVjr routing protocol, is proposed for ZigBee WSN. The 
hybrid mechanism can reduce the end-to-end transmission delay and improve 
the predictability of the overall network in WSN, so as to be suitable for the 
real-time application’s requirements in CPS. 

Keywords: WSN, Cluster-Tree, IAODVjr. 

1   Introduction 

Wireless sensor network (WSN) [1, 2] becomes an important topic for researchers in 
recent year. A WSN consists of spatially distributed autonomous sensors to monitor 
physical or environmental conditions, such as temperature, sound, vibration, pressure, 
motion or pollutants, and to cooperatively pass their data through the network to a 
main location. Under the main goal to provide low-power, cost-effective, flexible, 
reliable, and scalable wireless products, ZigBee Alliance [3] has been developing and 
standardizing the ZigBee network. ZigBee is based on the IEEE 802.15.4 standard for 
wireless personal area networks (WPANs). The low cost of ZigBee Network allows 
the technology to be widely deployed in different wireless applications and the low 
power-usage allows for extending network life time with smaller batteries. ZigBee is 
one of the predominant standards commonly used in WSN communications. ZigBee 
specification [4] defined the top layer of IEEE 802.15.4 from network layer to 
application layer. ZigBee network defines three kinds of devices personal area 
network (PAN) coordinator, router, and end device. 

Routing strategy in ZigBee uses a combination of two kinds of routing protocol as 
default. One is Tree Routing (TR) protocol and another is Ad Hoc On-demand 
Distance Vector (AODV [5]) protocol. The addressing scheme for the nodes in this 
network uses distributed addressing scheme which follows the tree topology 
construction. In the applications, the frequently-used protocols are Cluster-Tree 
routing (The cluster-tree model is proposed in Section 5.2.1.2 in Reference [6]) and 
AODVjr[7]. In TR basis, the Cluster-Tree routing considers the idea of cluster and is 
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suitable for the occasions with non-moving nodes. Cluster-tree routing can decrease 
the energy consumption of the master cluster heads and balance the energy 
consumption of the whole network on the ground that the energy consumption is 
relative to square distance in free space or four-square distance in multi-path fading 
space. However, AODV routing protocol provides a method of routing in mobile ad 
hoc networks. AODVjr is a trimmed down AODV specification which removes all but 
the essential elements of AODV. Moreover, both of them are not meet the real-time 
requirements of WSN in CPS and must be further improved. In [8], the authors 
presented an enhancement of the TR protocol called Improved Tree Routing (ImpTR) 
protocol. The new ImpTR protocol determined the shortest path to the sink node 
depending on the neighbor table instead of following the tree topology. The packets 
were forwarded to the neighbor node if the path to the destination through neighbor 
node is shorter than the path through personal area network (PAN) coordinator. 
Results showed that the proposed ImpTR algorithm provided shorter average end-to-
end delay, increased throughput and decreased the energy consumption from the 
network when compared to the original TR routing protocol. In this paper, we propose 
a hybrid routing protocol for ZigBee WSN. The hybrid protocol consists of improved 
Cluster-Tree routing protocol and improved AODVjr (IAODVjr) routing protocol. The 
improved Cluster-Tree routing protocol, which is similar to ImpTR, introduces 
neighbor table into the original Cluster-Tree protocol. IAODVjr routing protocol is the 
extension to AODVjr. The hybrid protocol can decrease the average end-to-end delay, 
reduce the energy consumption of the master cluster heads, balance the energy 
consumption of the overall network, and enhance predictability to meet the real-time 
requirements of applications based on CPS. 

This paper is organized as follows. Section 2 explains the improved Cluster-Tree 
routing protocol. IAODVjr routing protocol is presented in Section 3. Section 4 
describes the proposed hybrid routing mechanism. Simulation results are shown in 
section 5. We conclude our paper in Section 6. 

2   Improved Cluster-Tree Routing Protocol 

Improved Cluster-Tree routing protocol mainly makes improvements on the routing 
addressing process. It contains three parts: cluster formation, network address 
allocation and routing addressing. 

2.1   Cluster Formation 

When node starts, it selects a back off time T randomly. During this time, if it receives 
the hello message from a cluster head, it will join the corresponding cluster of the 
cluster head and become its slave node. If not, it will become the cluster head node 
and broadcast hello message at the end of T. In the process, the node does not forward 
the hello message to ensure that there is only one hop in communicating. Cluster head 
maintains a cluster member information table, which contains cluster member ID, 
remaining energy, and depth information. When node receives hello messages from 
multiple cluster heads, it needs to make the comparison and select more reasonable 
cluster to join. This depends on the depth information of cluster head. The cluster 
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head with larger depth is chosen to join its cluster, so as to reduce the burdens of 
upper cluster heads. But if they have the same depth, the cluster head with more 
remaining energy will be selected. To reduce traffic in the process, cluster head does 
nothing when receiving hello message.  

In this way, node messages are transmitted to cluster head in one hop, and arrive at 
the sink node through upper cluster heads finally. Given the energy factor, the node 
with more remaining energy will become new cluster head within a cluster later. 

2.2   Network Address Allocation 

Cluster-Tree routing is based on network address allocation in ZigBee network. There 
are three types of nodes: coordinator, routing node, terminal node. Each node has its 
own network address space. The coordinator and routing node are responsible for 
store and forward routing, and they adopt IAODVjr. Terminal node is weak, with 
small memory and low power, and is suitable to be leaf and use Cluster-Tree 
algorithm. When a new node is permitted to join, a parent child relation will be 
formed, and the node will be assigned to a unique network address by its parent node. 

In the network, Depth denotes the required minimum hops of a node when it sends 
data to sink node via father-child link. When the network is established, both the 
network address and Depth of sink node are initialized to zero. During the address 
allocation, the parameters are set as follows: Cm is the maximum number of children 
per parent. Rm is the maximum number of router children a parent can have. Lm is the 
maximum depth of the network. Cskip(d) is the address block size for each of its 
router child. On the same network, different nodes often have the same Rm, Cm and 
Lm. Ref. [8] described the detailed network address allocation. 

2.3   Routing Addressing 

In this paper, neighbor table of node is introduced into the routing addressing process. 
The neighbor table of node can be obtained when it join the network. The contents of 
the neighbor table can be adjusted. According to user demand, you can set some basic 
information about neighbor nodes, such as extended address, network address, node 
type, relationship between a neighbor node and the current node, link quality 
indication (LQI), and so on. When a node receives any frame from its neighbor node, 
the information in its neighbor table will be updated. When a node p receives a data 
packet, if p is the destination node then accepts the packet, otherwise forward the 
packet. Assuming the address of destination node is Ad, we will judge whether it is a 
descendant node of node p according to the following inequality: 

Ap<Ad<Ap+Cskip(d-1) (1)

(a) It is true, if the destination node is a leaf node, the address An of next hop is Ad, 
else 

An=Ap+1+[(Ad-(Ap+1))/Cskip(d)]*Cskip(d) (2)

And then forward data packets to appropriate child node.  
(b) Otherwise, we search the next hop address in the neighbor table of node p. If 

destination node is in the table, forward data packets to destination node directly; if 
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not, then search the neighbor table of destination node. If there is the same node in 
neighbor tables of source node and destination node, there is only two hops from 
source node to the destination node, and next hop node is their common neighbor 
node. Otherwise, we make judgment of the best path to destination node, then forward 
data packets following the path. 

It is assumed that the set of the addresses of all nodes in neighbor table is N [A1, 
A2, A3… An], Ad is the address of destination node, Ai is an element of the set, and 
D=|Ad-Ai|. The process of selecting nodes in neighbor table is as follows:  

First, we find the smallest D1, D2 and D3 (D1<D2<D3). Then we identify their 
addresses of the corresponding neighbor node A1, A2 and A3. Thus, we ascertain the 
three nodes in neighbor table. In this way, we can find the nearest neighbor node of 
destination node as much as possible and reduce routing hops. Next time, we should 
select the node except ones selected last time in order to avoid the duplication and to 
reduce unnecessary calculations and storage consumption. The number of nodes in 
neighbor table can be determined according to the actual requirement, and three is 
taken here. 

During searching the best path, first we find the common parent node with 
maximum depth of each neighbor node and destination node, and compute the hops 
according to the depth of common parent node, and then select the neighbor node 
with minimum hops as the next hop. But if there are several paths with the same hops, 
we compare the LQI of every node in neighbor table and select the path with the 
largest LQI. In this way, it will not only avoid the phenomenon of retransmission, but 
also can ensure the transmission quality.  

3   Improved AODVjr (IAODVjr) 

The improvements of AODVjr are mainly at the aspects of RREQ and RREP packet 
format. In TCP protocol, because TCP can provide duplex communication, it is 
unnecessary that the two sides of communication send the ACK each other, and we 
can attach it to the replied data packet. In this way, it can not only reduce 
communication frequency and delay, but also improve the communication efficiency 
and the real time performance. Similarly, we add the ACK or data to the regular 
packets. That is to say, the data and command can be attached to the RREQ packet 
from source node. In turn, destination node can also pack the ACK or data into the 
RREP packet. 

Improved RREQ packet format (dashed part is additional) is as follow: 
Byte:1 1 1 2 1 1 n 

Command 
frame 

identity 

Command 
options 

RREQ_ID 
Destination 

address 
Path 
cost 

path_delay 
Data or 

command 

Network load 

Improved RREP packet format (dotted part is additional) is as follow: 
Byte:1 1 1 2 2 1 1 n 

Command 
frame 

identity 

Command 
options 

RREP_ID 
Address 

of 
sender 

Address 
of reply 

Path 
cost 

path_delay 
ACK 
or data 

Network load 
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The format of command options with one byte (dotted part is modified) is as follow: 
Bit:0-6 7 
Length of additional data Route repair 

The seven bits in command options are used to record the length of additional data, 
and if the value of length is equal to zero, it means the packet is a regular route packet 
and has not any additional data. 

From source to destination, end-to-end delay is made up of transmission delay and 
processing delay. The former is related to the distance and is ignored here. We only 
take into account the node processing delay. Obviously, different node has different 
processing delay for the same packet. If we record the processing delay of every node 
in routing path, this is favor of optimizing route. Processing and forwarding delay of a 
packet going through a node can be obtained through statistics. The modified RREP 
packet and RREQ package have a field path_delay, which is used to record the total 
end-to-end delay from source to destination node. The value of path_delay is 
initialized to zero, and increases when the packet goes through each forwarding node, 
and finally, it records the total delay of the entire path. Thus, we can choose the path 
with the minimum path_dealy, this will reduce the end-to-end delay and improve the 
real-time performance. 

Routing algorithm of IAODVjr is as follows: 

First, source node which wants to send data will search the routing in its route table. 
If it exists and is valid, then the data will be immediately sent according to the routing. 

Secondly, if the routing does not exist or has been marked as invalid, the source 
node will create a PREQ packet and broadcast it by flooding. When middle node 
receives the PREQ packet, it will judge whether the packet has been processed by 
itself according to RREQ_ID in RREQ. If it is, it is simply discarded. Otherwise, it 
will create or update the reverse path, which can be used when the destination node 
sends RREP to the source node, to the source node, and then search the route table.  

Next, when destination node receives RREQ, it will generate a RREP and send it to 
the source node through the reverse path. When middle node and source node receive 
RREP, they will update their route tables. Moreover, source node will start sending 
data to destination node.  

4   The Hybrid Routing Mechanism 

According to the different characteristics (data types and different needs), we can 
select different methods by setting the value of DiscoverRoute in the head of data 
frame. The three policies are as follows: 

1. Suppression route discovery: It uses the existed route table. If there is no 
address of destination node in the route table, set nwkUsingTreeRouting as 
true, and use Improved Cluster-Tree routing algorithm. 

2. Enable route discovery: It uses the existed route table. If there is no address 
of destination node in the route table, it will use IAODVjr to initial route 
discovery. If the node has not routing ability, it will use Improved Cluster-
Tree routing. 

3. Force route discover: It uses IAODVjr forcedly. 
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Therefore, for continuous data, we will use enable route discovery, in others 
words, we use IAODVjr to select the best path. For the discrete or control data, we use 
suppression route discovery, because Improved Cluster-Tree routing need not set up 
route table, and can transmit data quickly. When the information in route table needs 
to be updated, we can use force route discovery to reestablish the routing. 

5   Simulation 

We simulate the two improved protocols using OPNET. We adopt the mesh topology 
and use 50 nodes. The 50 nodes are randomly deployed in one area with size 1km2. 
Other parameters are set as default. The results are shown as Fig. 1 and Fig. 2.  

From the results, we can see that the improved protocols can efficiently decrease 
the average end-to-end delay compared to Cluster-tree and AODV respectively. 
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Fig. 1. End to end delay comparison chart 
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Fig. 2. Average of end to end delay 

6   Conclusion 

In this paper, a hybrid routing mechanism, including improved Cluster-Tree routing 
protocol and IAODVjr routing protocol, is proposed for WSN. The improved Cluster-
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Tree routing protocol, which is similar to ImpTR, introduces neighbor table into the 
original Cluster-Tree protocol. IAODVjr is the extension to AODVjr. In addition, we 
make simulations for improved protocol separately. The hybrid protocol can decrease 
average end-to-end delay, reduce the energy consumption of the master cluster heads 
and balance the energy consumption of the whole network, and enhance predictability 
to meet the real-time requirements of applications in CPS. In the future work, we will 
realize the hybrid routing mechanism in actual project. 
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Abstract. Nowadays the geographic spatial data in surveying and mapping field 
are increased explosively. Meanwhile, the users need more and more security 
and stability in data storage, traditional way of data storage cannot fulfill the 
requirement of users. By summing up the structure and the trait of Lustre file 
system, we use Luster file system to store massive geographic data, the main 
framework of Distributed Storage Virtual Geographic Environment System is 
given, we establish meta data server, data storage server, and Linux client, 
explain the process of obtaining spatial information in storage system. Finally, 
an experiment is finished to prove the high-effect and high-stability of 
distributed storage virtual geographic environment by using Lustre.  

Keywords: Lustre File System, Distributed Storage, Virtual Geographic 
Environment, Meta data, Linux Client. 

1   Introduction 

With the development of computer technology and as well as surveying and mapping 
technology, currently, many observation networks all over the world, such as geology, 
meteorology, geology, oceanography, environment and biology, obtain the 
information night and day. The visual areas have expanded so rapidly and the storage 
and management of terrain data has extended hugely since enormous information 
from every observation satellites all over the earth[1, 2]. It is necessary to design a 
rational data storage solution to address the distributed storage of massive data.  

Relative to data stored in the stand-alone, currently, distributed file system is the first 
choice since its high stability, expansibility and cost performance. Therefore, this paper 
focuses on building Distributed Storage Virtual Geographic Environment based on 
Lustre[3], in order to solve the sharing and using of massive distributed geospatial data. 

2   Analysis of Lustre File System Performance 

Lustre is an object-based network storage file system developed by Cluster File 
Systems. It is said that top 30 computers in the world, 10 computers with Lustre, 
including IBM's Blue Color gene (BlueGene) [4]. 
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2.1   Structure of Lustre File System 

Nodes in the system are divided into three types according to function: Client, OST 
(Object Storage Targets) and MDS (Meta-Data Service) (Figure 1). The management 
of all parallel file is assumed by the MDS node [5]. 

 

Fig. 1. Structure of Lustre File System 

2.2   Features of Lustre File System 

Lustre file system has the following features: simple configuration, easy management 
and high security. 

Simple configuration 
Data transmission on three parts of file system is according to the same naming 

convention based on the global name space. Global name space is that every file and 
directory in the file system has a unified, unique name. In all application servers, the 
user can use the same name to access the files or directories without caring about the 
locations of actual storage and metadata server providing services [6,7]. 

Easy management 
Lustre file system on a single machine can become a metadata server, storage server 

and one or a few of the client part, that is, the metadata server is also used as a client.  

 

Fig. 2. File Storage Mode of Lustre File System 

High security 
Lustre file system can be applied in two ways to solve the problem: Firstly, the 

data is stored by dividing into files and the metadata server does not store data. when 
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the storage server is stolen in the form of stand-alone, the above data is not accessed 
since it is not independent (Figure 2), thus making the stored data cannot be obtained; 
Secondly, Lustre file system backup features are easy to store and data between 
servers can back up each other.  

In addition, Lustre has adapting function for OST which is not available. For 
example, when an OST is broken and the data cannot be accessed, it will only generate 
an error, a new file creation operation will automatically avoid failure OST [8,9]. 

3   To Construct the Distributed Storage Virtual Geographic 
Environment System Based on Lustre 

3.1   Architecture of Distributed Storage Virtual Geographic Environment 
System 

Through the distributed file system to store spatial data, the first is that metadata 
server is used for the Linux client to provide the index files and data blocks; storage 
server is mainly used to store the terrain and texture data, Linux client is mainly to 
solve the bottleneck that file system must be Linux operating system, responsible for 
the area's cache of data blocks frequently used, require a larger buffer for machine at 
best; Windows client is a display terminal for visual system. System structure shown 
in Figure 3. 

 

Fig. 3. Architecture of Distributed Storage Virtual Geographic System 

3.2   Construction of Single-Mode Metadata Server 

Metadata server play a role for liaison and translation in the entire distributed storage 
system, metadata server and storage server are mainly responsible for the interaction 
between geospatial information file block and some other system information. 
Metadata server is responsible for completion of the construction of the file system 
namespace and directory/file search, as shown in Figure 4, which consists of nine 
modules, each module is a single thread mode. 

Metadata server's main tasks include the following three aspects. Firstly, 
construction and management of global file distribution view. Secondly, the 
block/sector-related meta-data management (about 90% of the load) has to be 
responsible to the OSD, Metadata server is responsible only for management of 
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metadata associated with file (directory) (almost 10% of the load), that is to say file 
(directory) is mapped to the object. Thirdly, make security policy of the data storage 
and sharing and make it come true. 

File distribution

H
ost &

 guest 
B

ackup

 

Fig. 4. Structure of Metadata Server 

3.3   The Building of Cluster-Based Data Storage Server 

The advantages of cluster are found in most data storage server for building Lustre 
file system, so the cluster-based data storage server can play the best data storage 
performance. Cluster-based data storage server is responsible for geospatial data 
storage, to achieve the interaction between Linux client and the physical storage 
media. In the system, data storage is based on the object storage, storage server using 
this method to store all the spatial data in the physical storage device, and complete 
management of each object. Data storage server is responsible for the management of 
actual spatial information file, including create, update, delete, read and other 
operations; it is also responsible for reporting properties of spatial information to the 
metadata server, such as name, time, location, size, format, modified time etc.; it is 
also receives query request from the metadata server. Data storage server is generally 
prefer to the non-Windows operating systems such as Linux, Unix, etc., because there 
are more robust, less breakdown for Linux operating system, and it is in line with the 
requirements of data storage [10,11]. 

The performance and robustness of the data storage server has a great impact on 
the whole system. The normal running of the system needs data storage server with 
relatively high performance, good fault tolerance and high availability, in order to 
achieve these goals, the software architecture of data storage server is designed, as 
shown in Figure 5. 

3.4   To Build Linux-Based Multi-Cache Client Server 

File system client, running on Linux operating system, is the interface between 
visualization system and storage system, which is an important component of the file 
system designed specifically for the project. Together with metadata management 
subsystem and storage management subsystem, they constitute a distributed, parallel, 
read-only file system to support the terminal visual system running. 
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Fig. 5. Architecture of Storage Server 

 

Fig. 6. Client Multi-cache Server 

Lustre can basically meet the requirements of Distributed Storage Virtual 
Geographic Environment System for file system, the only shortcoming is that the 
Windows client cannot run Lustre file system directly. The solution in this paper is 
that to build Linux clients in different parts around the metadata server as a data block 
cache server, then the only thing remained to do is to achieve file transmission 
between Linux client and visualization terminal. In order to improve speed of data 
extraction, using multi-threading technology, visualization terminal can obtain the 
same piece of data from different Linux clients at the same time. The metadata server 
and the Linux clients sharing the same computer is theoretically feasible, but it will 
increase the pressure on the metadata. The metadata information is directly read in 
and resident in the cache, so the memory used is relatively large. Therefore, an 
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increase in different areas of the Linux client in the metadata servers not only has the 
advantage of reducing the load of metadata, but also the Linux client can be used as 
the block cache server for this specific area, the specific structure shown in Figure 6. 

3.5   Spatial Information Access Processes in Storage System 

File operations include create, delete, open, read, rename, and modify the contents of 
the relevant attributes. File read operations composed of the following six steps:  

1, visualization system request to read file for kernel by calling the read file 
function, the distributed storage VGE system send this application requests to Linux 
client, the client locate the target Chunk block according to the starting position and 
length, if you want to read the contents of several Chunk blocks at the same time, the 
Linux client will make this request divided into several separate read requests. 

2, Linux clients package the serial number index of the file descriptor and the 
Chunk block in the file into a standard communications message and send to metadata 
server. 

3, Metadata server query the target Chunk block according to the file descriptor 
and index, the Chunk block may have multiple backup Chunk, metadata server sent 
all the backup information to the Linux client. 

4, Linux client Chunk based on the received Chunk block information, according 
to its own routing table to find a data storage server with the more recent distance and 
less load, and send the data read requirement to this data storage server. 

5, The data storage server use the received basic index information of Chunk block 
to find the destination file, then compare with application requirements whether the 
version number are the same, if different, return damaged information and read 
operation failed.  

6, Linux client transmit the received data to the back-end visualization systems, 
visual systems cache Chunk block and use it. 

4   Experiment and Test 

The advantages to restore the data with Lustre file system include universality and 
stability. Hardware equipment and storage solutions, take ZhengZhou for example, 
there are 10 storage severs, 1 metadata sever, 1 Linux client and a number of 
Windows clients, it is better to backup the metadata server and Linux client 
separately, and 10 storage severs can be distributed by region or resolution. 

To test the Lustre file system read and write performance, the following way is 
practiced: one OST and one MDS for Group 1; three OST and one MDS for Group 2; 
Group 3 is common stand-alone file transfer mode. The configuration of the three 
groups as follows: 

Group 1: Gigabit Ethernet; two computers with 2.6G CPU frequency and 512M 
RAM; Lustre1.6.0 file system; Redhat9.0Linux operating system. 

Group 2: Gigabit Ethernet; four computers with 2.6G CPU frequency and 512M 
RAM; Lustre1.6.0 file system; Redhat9.0Linux operating system. 

Group 3: Gigabit Ethernet; one computer with 2.6G CPU frequency and 512M 
RAM; Redhat9.0Linux operating system. 
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Client: Gigabit Ethernet; one computer with 2.6G CPU frequency and 512M RAM; 
Redhat9.0Linux operating system. Test results are shown in Table 1 and Figure 7: 

Table 1. Three Different Network Operating Statistics 

 
Data 

write 1M 

Data read 

1M 

Data 

write 10M 

Data read 

10M 

Data 

write 

1000M 

Data read 

1000M 

Group 1 0.124s 0.116s 9.012s 9.117s 80.787s 80.516s 

Group 2 0.123s 0.119s 8.833s 8.819s 75.854s 77.395s 

Group 3 0.121s 0.118s 9.512s 9.823s 85.865s 84.342s 
 

 

Fig. 7. Figures of Three Different Network Operating Statistics 

As shown in the test result, when transferring smaller files, the results in three test 
environments made little difference and are likely to be affected by other factors, 
stand-alone storage is probably better than Lustre file system; on the other hand, 
Lustre demonstrates its superiority when the file is larger, and the more OST, the 
better the result of file operating. 

5   Conclusion 

This paper aims at the mass data storage of geographic information and studies the 
Lustre file system, then builds a Distributed Storage Virtual Geographic Environment 
based on Lustre and tests its availability and efficiency with experiment. Moreover, the 
paper also studies some problems to be solved, the current scope of the tests is also 
limited to small-scale local area network, and do not take full account of the network 
of factors, the client permissions to access the data is not set and the user may 
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inadvertently damage the data when accessing it. In addition, the Lustre file system 
shows a poor support on the Windows operating system, so in the relevant application 
there are also certain storage limitations. Therefore, in future research work, we will 
take the stability and scalability of the file system itself as well as how the users of 
Windows operating system access the Lustre file system data as research focuses. 
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Abstract. We present two schemes for asymmetric multiparty-controlled 
teleportation of an arbitrary n-qudit state using different quantum channels 
between the sender Alice and the controllers, where the first scheme utilizes the 
generalized Bell states in d-dimensional Hilbert space as the quantum channels 
and the second scheme takes the generalized multi-particle GHZ maximally 
entangled states as quantum resources. In addition, Alice shares n generalized 
Bell states with the receiver Bob in two schemes. In order to avoid performing 
three-particle or multi-particle joint measurements and consuming more qudits 
of the multi-particle maximally entangled states, Alice introduces the 
generalized CNOT gate operations and then obtains higher communication 
efficiency than the previous schemes based on entanglement swapping. 

Keywords: Quantum information, Quantum teleportation, Quantum state sharing. 

1   Introduction 

In 1993, Bennett et al. [1] first presented a quantum teleportation scheme, where an 
arbitrary unknown state of a qubit could be teleported from a sender to a distant 
receiver with the aid of an Einstein-Podolsky-Rosen (EPR) pair. After their original 
works, the quantum teleportation has attracted widespread attention due to its 
important applications in quantum communication and quantum computation, and 
there are a lot of studies focused on the quantum teleportation in both the theoretical 
[2-20] and experimental [21-23] aspects. 

The quantum controlled teleportation scheme was first presented by A. Karlsson 
and M. Bourennane [2], in which an unknown quantum state was perfectly teleported 
from the sender Alice to the receiver Bob with the help of one or many controllers 
[24-27]. Later, Hillery, Bužek and Berthiaume first presented an original quantum 
secret sharing (QSS) scheme [28]. QSS concentrates mainly on two kinds of research, 
one only deals with the QSS of classical information and another with the QSS of 
                                                           
* This work was supported by the Natural Science Foundation of Anhui Province (No. 

11040606M141), Research Program of Anhui Province Education Department (No. 
KJ2010A009) and the 211 Project of Anhui University. 
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quantum information, in which the secret is an arbitrary unknown quantum state. 
Until 2004, the latter case was first clearly termed by Lance et al. [29] as the quantum 
state sharing (QSTS). Subsequently, there were lots of QSTS protocols proposed in 
Refs. [30-40]. In essence, QSTS is equivalent to the controlled teleportation.  

Recently, Z.J. Zhang, et al. [41] proposed some ways for perfect teleportation of 
arbitrary n-qudit states using different quantum channels (n GBS or 2n-qudit GES). In 
this paper, we extend their schemes and present two ways for asymmetric multiparty-
controlled teleportation in a generalized d-dimensional Hilbert space. For a d-
dimensional Hilbert space, its basis has d eigenvectors along z-direction Zd, can be 
written as [20] 

1,...,2,1,0 −d . (1)

The d eigenvectors of another unbiased measuring basis Xd can be described as 


−

=
=

1
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/21~ d

l

dilu le
d

u π . (2)

A set of maximally d-dimensional Bell states can be described as follows 
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Arbitrary state of two qudits in d-dimensional Hilbert space can be expressed as 
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where 
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2 1||
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klα . The generalized Controlled- Not (CNOT) gate operation in the d-

dimensional Hilbert space can be defined as 
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where x  is the control particle and y  the target particle, and dklkl mod)( +=⊕ . 

2   Asymmetric Multiparty-Controlled Teleportation of Arbitrary 
n-qudit States Using Generalized Two-qudit Bell States 

For simplicity, we first consider three-party controlled quantum teleportation scheme 
of an arbitrary single-qudit state. Suppose that there are three parties, say, Alice, Bob 
and Charlie, where Alice is the sender, Bob the receiver and Charlie the controller. 
The basic idea of this teleportation scheme is shown in Figure 1. 

An arbitrary single-qudit state can be written as 
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=
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d

l
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lαψ , (6)
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where x  is the particle in the state 
x

ψ , and all lα s are complex numbers that 

satisfy the normalization condition 
−

=
=
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0

2 1||
d

l
lα . In order to teleport the unknown 

single-qudit state 
x

ψ , Alice first shares two generalized Bell states (
12

00φ  and 

34

00φ ) with Bob and Charlie, where the two particles 2, 4 are sent to Bob, Charlie, 

respectively, and the two particles 1, 3 are retained with Alice. Here, the state of the 
whole system of five particles can be written as 
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Fig. 1. The basic idea of our three-party controlled quantum teleportation scheme of an 
arbitrary single-qudit state  

After setting up the quantum channels, Alice introduces a generalized CNOT gate 
operation. That is, she sends the two particles x  and 3 through the generalized 
CNOT gate, where x  is the control particle and 3 the target particle. After applying 
the generalized CNOT gate operation, the state of the whole system of five particles 
can be written as 
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Subsequently, Alice performs a generalized Bell-basis measurement on the two-
particle pair ( x , 1) first and then a single-particle measurement on the particle 3 with 
the basis Xd. Without loss of generality, we suppose that the outcomes obtained by 
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Alice are 
1

00

x
φ , 

3
0
~

, so the state of the retained two particles 2 and 4 can be 

written as (without being normalized) 
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If Charlie agrees to help Bob obtain the original state, Charlie should perform a 
single particle measurement on his particle 4 with the basis Zd and inform Bob of his 
measurement result. Finally, Bob can recover the unknown single-qudit state 

x
ψ  by 

applying a local unitary operation on his particle 2 according to the measurement 
results of Alice and Charlie. For example, if Charlie performs a single particle 
measurement on his particle 4 with the basis Zd, Bob needs not do anything on his 
particle 2 and then obtains the unknown single-qudit state 

x
ψ  by Eq. (9). That is, 

the original state is faithfully teleported from Alice to Bob with the permission of 
Charlie. 

It is straightforward to generalize this three-party controlled quantum teleportation 
scheme of an arbitrary single-qudit state to the case for Alice teleporting an arbitrary 
n-qudit state 

nxxx ...21
ψ  to Bob with m controllers: Charlie1, Charlie2, …, Charliem. 

Similarly, Alice first shares n generalized Bell states (
12

00φ , 
34

00φ ,…, 

）（ nn 2)12(

00

−
φ ) with Bob, where n particles 2, 4,…, (2n) are sent to Bob and the 

retained n particles 1, 3,…, (2n -1) kept with her. Then Alice shares m generalized 

Bell states (
’‘21

00φ , 
’‘43

00φ ,…, 
'' )2()12(

00

mm−
φ ) with Charlie1, Charlie2, …, 

Charliem, respectively, where the particle ')2( i  is sent to Charliei. After setting up the 

quantum channels, Alice sends these two-particle pairs ( nx , '1 ), ( nx , '3 ),…, ( nx , 
')12( −m ) through the generalized CNOT gates, respectively, where the first particle in 

these two-particle pairs is the control particle and the second particle the 
corresponding target particle. Subsequently, Alice first performs n generalized Bell-
basis measurements on the two-particle pairs ( 1x , 2), ( 2x , 4),…, ( nx ,2n), 

respectively, and then m single-particle measurements on these particles ‘1 , ’3 ,…, 
'12 ）（ −m  with the basis Xd, respectively. After Alice performing these measurements, 

the quantum information of the unknown n-qudit state 
nxxx ...21

ψ  will be transferred 

into the subsystem composed of the retained mn +  particles, which are held in hands 
by Bob and all controllers, such that they can cooperate to extract the quantum 
information. If all controllers agree to help Bob obtain the original state, each of these 
controllers should perform a single particle measurement on their particles with the 
basis Zd, respectively, and inform Bob of their measurement results via the classical 
channels. Finally, Bob can recover the unknown n-qudit state 

nxxx ...21
ψ  by applying a 

local unitary operation on his n particles according to the measurement results of 
Alice and all controllers. 
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3   Asymmetric Multiparty-Controlled Teleportation of Arbitrary 
n-qudit States Using Generalized Multi-Qudit GHZ States 

For simplicity, we first consider this perfect teleportation of an arbitrary 2-qudit state 
with two controllers. Suppose that Alice is the sender, Bob the recover and Charlie1 
and Charlie2 the controllers, as illustrated in Figure 2. 

 

Fig. 2. The basic idea of our controlled teleportation of an arbitrary two-qudit state with two 
controllers 

In order to teleport an arbitrary two-qudit state 
xy

ψ  (sees Eq. (4)) from Alice to 

Bob with the permissions of two controllers Charlie1 and Charlie2, Alice first prepares 

two generalized Bell states (
12

00φ , 
34

00φ ), where the two particles 3 and 4 are sent 

to Bob, and the two particles 1 and 2 kept with her. In addition, Alice shares a 

generalized GHZ state (
567

000φ ) with Charlie1 and Charlie2, where the two particles 

6, 7 are sent to Charlie1, Charlie2, respectively, and the particle 5 kept with her. After 
setting up the quantum channels, Alice sends two particles y  and 5 through a 
generalized CONT gate, where y  is the control particle and 5 the target particle. 
After applying the generalized CNOT gate operation, the state of the whole system of 
nine particles can be written as 
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Subsequently, Alice performs two generalized Bell-basis measurements on two-
particle pairs ( x , 1), ( y , 3), respectively, first and then a single-particle measurement 
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on the particle 5 with the basis Xd. Without loss of generalization, we suppose that the 

outcomes obtained by Alice are 
1

00

x
φ , 

3

00

y
φ  and 

3
0
~

, so the state of the 

retained four particles 2, 4, 6 and 7 can be written as (without being normalized) 
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If two controllers agree to help Bob obtain the original state, each of two 
controllers should perform a single particle measurement on their particles with the 
basis Xd, respectively, and inform Bob of their measurement results. Finally, Bob can 
recover the unknown two-qudit state 

xy
ψ  by applying a local unitary operation on 

his two particles 2 and 4 according to the measurement results of Alice and all 
controllers. 

Similarly, it can generalize this five-party scheme to the case for Alice teleporting 
an arbitrary n-qudit state to Bob with m controllers, in which n generalized Bell states 
are utilized as the quantum channel between Alice and Bob, and a generalized (m+1)-
qudit GHZ state as the quantum channel between Alice and all controllers. Due to 
limited space, here we do not make further reference to this. 

4   Discussion and Summary 

In this paper, we have presented two asymmetric multiparty-controlled teleportation 
schemes of arbitrary n-qudit states using different quantum channels, where the 
sender Alice utilizes the generalized two-qudit Bell states as the quantum channels 
between Alice and the controllers in the first scheme and the generalized multi-qudit 
GHZ states in the second scheme. Especially, the quantum channels in the present 
schemes are asymmetric, that is, the quantum channels between Alice and Bob are 
different from those between Alice and the controllers. It is obvious that the 
asymmetric scheme consumes less qudits as the quantum channels than the symmetric 
schemes [31-40].  

In order to avoid performing three-particle or multi-particle joint measurements as 
Refs. [20,32] and consuming more qudits of the multi-qudit maximally entangled 
states as Refs. [31,36], in our schemes the sender Alice introduces and applies the 
generalized CNOT gate operations. Compared with the previous schemes based on 
entanglement swapping, our schemes consume fewer quantum and classical resources 
and thus obtain higher communication efficiencies, and lessen the difficulty of the 
quantum measurements, as the generalized CNOT gate operations are applied. 

The security of our schemes mainly depends on the process for setting up the 
quantum channels. In order to set up the secure quantum channels with all 
participants, Alice can use the decoy-photon technique. However, the proportion of 
the decoy photons is small and can be negligible in theory. That is, almost all the 
quantum resources (except for the instances chosen for eavesdropping check) can be 
used to carry the quantum information if the participants act in concert, thus the 
intrinsic efficiency for qudits approaches 100% in our schemes. 
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Abstract. This paper presents the parallel computing of a multi-resolution 
combined fuzzy network. To improve computing speed, a parallel structure is 
developed for the fuzzy network. This paper gives a fuzzy neural network 
classifier for an instance to implement the parallel computing. The fuzzy neural 
network classifier presented consists of 4 parallel classification logic units, each 
of which has the same structure and functions, so that the classification logic 
units can compute and operate classification simultaneously and obtain results 
at the same time. The fuzzy neural network classifier is realized using field 
programmable gate array (FPGA) and shows good independency and 
extensibility. Test results show that it can be cascaded to achieve high speed 
computing and classification. 

Keywords: parallel computing, fuzzy neural network classifier, hyper-box, 
high speed computing. 

1   Introduction 

Fuzzy networks are of importance for patter recognition, signal detection, and control 
system [1]. Most of the proposed systems use the artificial neural network [2, 3] or 
fuzzy logic [4] for event classification. Artificial neural networks have attracted a 
great deal of attention because of their inherent pattern recognition capabilities and 
parallel computing and learning capability. Also, the key benefit of fuzzy logic is that 
it is propitious to solve classification problems because its knowledge representation 
is explicit in utilizing simple “IF-THEN” relations [5]. Therefore, by combining both 
merits together, neural-fuzzy systems [6] with appropriate neural-fuzzy learning 
algorithms [7] are widely used in recent classification applications, such as facial 
expression recognition [8], system monitoring [9], etc. In classification field, Simpson 
proposed a fuzzy min-max neural network (FMMNN) [10] which uses hyper-box as 
the basis of fuzzy sets. This model has a disadvantage that the training result has a 
close relationship with the pattern input order. To overcome this shortcoming and 
achieve high-speed classification, Chen Xi put forward a new kind of classifier named 
multi-resolution combined fuzzy min-max classifier [11].  

This paper presents a hardware design with a parallel structure of the classification 
part of multi-resolution combined fuzzy network classifier for the first time. The 
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training algorithm is implemented by software and the classification process is 
realized by hardware. In this paper, the model and algorithm of the fuzzy network 
classifier are introduced in section two. The parallel structure design is proposed in 
section three. And section four presents the hardware realization. This design is 
verified using field programmable gate array (FPGA). 

2   Model and Algorithm 

A three-layer fuzzy network is shown as Fig. 1 [11, 12]. Data are read through input 
nodes, and computed by second layer, the hyper-box nodes. A variable number of 
hyper-boxes are used to represent a class to allow the formation of arbitrary decision 
boundaries. So the hyper-box can be taken as a node of the neural network, and also 
be regarded as a fuzzy rule. Weights which connect input nodes to hyper-box nodes 
contain information of maximum and minimum of hyper-boxes. After calculation and 
comparison at the second layer, result is output by the third layer, the output nodes. 
What connect hyper-box nodes to class nodes are binary value, which show the sorts 
of hyper-boxes.  

 

Fig. 1. Three-layer fuzzy neural network 

The hyper-box is defined as a multi-dimension rectangle. It is represented by the 
minimum and the maximum of the multi-dimension rectangle. The hyper-box 
membership function plays a crucial role in the fuzzy min-max classification 
algorithms. To overcome the disadvantage of the fuzzy min-max model, that the 
training result is influenced by pattern input order [13], the fuzzy hyper-box reliability 
[14] is introduced into the improved new multi-resolution combined fuzzy network 
classifier model. Each hyper-box is determined by 4 variables, 

B = { X , V , W , P } . (1)

where Bj represents the jth hyper-box, Vj and Wj represent the max value and the min 
value of the hyper-box, Xh is the sort of the hyper-box and Pj is the hyper-box 
reliability. The hyper-box reliability Pj is defined as below,  

Pj = number of correct classified patterns in Bj / number of all patterns in Bj . (2)

During the learning process, if the sort of a new input pattern is the same as a 
hyper-box already exists, and the position of the new input pattern is in the hyper-box 
or the hyper-box can comprise the position of the input pattern through expanding 
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without exceeding the permitting scope of the hyper-box, the hyper-box needs not 
reduce though it is overlapped with other hyper-box. The only thing needed to do is to 
adjust the hyper-box reliability. If the position of the input pattern is not in the proper 
area that the hyper-box can comprise through expanding or there is no hyper-box 
whose sort is the same as the input pattern, a new hyper-box is set up.  

During the classification process, reliability parameters of the hyper-boxes that 
comprise the input pattern are compared. The sort of the new input pattern is the same 
as the sort of that hyper-box with the maximal reliability. If no existed hyper-box 
comprises the input pattern, a deny signal is given and the sort of the input pattern is 
uncertain.  

As the hyper-box reliability is introduced, when all of the training patterns are used 
to train the classifier, they need to be read again to get the hyper-box reliability. In 
order to simplify the training process, a hypothesis is introduced that the density of 
the area generated by the hyper-box expansion is equal to that of the hyper-box when 
it does not expand. Then the result of the expanding is just to add a pattern which is 
the same sort as the hyper-box. The number of the patterns which are different from 
the hyper-box can be gotten by multiplying the density of the patterns inside the 
hyper-box and the volume of the hyper-box after it expending. This can be illustrated 
as follows, 

p = np / vp . (3)

Pj = [ Nb + 1 ] / [ Nb + 1 + (V2 - V1 ) * p ] . (4)

where p represents the density of the patterns inside the hyper-box, np represents the 
number of all patterns in the hyper-box and vp is the volume of the hyper-box, Pj 
represents the reliability of the jth hyper-box, Nb is the number of the p patterns before 
hyper-box expanding, V1 and V2 represent the volumes of the hyper-box before and 
after expanding, respectively, and can be gotten from the max and min value of the 
hyper-box. 

3   The Parallel Structure Design of Fuzzy Network Classifier 

In consideration of the independency in controlling and the extensibility in 
classification, the structure of the multi-resolution combined fuzzy network classifier 
is mainly divided into two modules in hardware design. One is the controller module, 
and the other is the classification sub-module. The controller module dominates the 
data input and output, and generates a classifying signal to the classification module. 
But it does not care about the classification details. The classification sub-module 
classifies the input patterns stored into memory and keeps results in fixed memory 
without participating in the data input and output.  

The communication signal (busy signal) of the classifier is designed as follow. 
When the input data are stored in the memory, the controller inspects the “busy” 
signal of the classification sub-module. If the signal is high, it means that the 
classification sub-module is not working then, the controller gives a “reset” signal and 
then gives a “begin” signal to inform the classification sub-module to start classifying. 
If the busy signal is low, the controller just waits until it inspects the “busy” signal 
again. Different parts of the classifier are illustrated below.  
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3.1   Controller 

A normal system is often controlled by a universal MCU or a finite state machine[15]. 
In this design, as the controller is not very complicated, a Moore finite state machine 
is used to control the model. In order to predigest the instruction system the same 
instruction is used to read the data that denote the hyper-box information and the 
input data that need to be classified. The different kind of information is stored in 
different part of the memory.  

The controller has three main functions: 1), storing the input data (including the 
data about the hyper-box information and the data of the pattern that need to be 
classified) into the memory; 2), sending the “begin” signal to inform the classification 
sub-module to start classifying; 3), storing the classification results into the memory 
and outputing the result. The communication of the controller with other modules is 
shown in Fig. 2. 

 

Fig. 2. The frame of the whole classifier 

3.2   Distribution of the Data in Memory 

The memory (RAM) can read or write a 16 bits data in a single clock period. Different 
part of the memory stores different data. The memory includes four parts. The 
distribution of different data is shown in Fig. 3. The hyper-box part is used to store the 
information of the hyper-box through training. The sequence of the data in a hyper-box 
is the maximal value, the minimal value, the reliability and the sort, respectively. The 
later hyper-box is stored next to the former. After one hyper-box is read, the next one 
can be read without computing the address of it. The address pointer can get it through 
adding 1 to itself. The “input_data” part is used to store the data of the input pattern 
that need to be classified. Different input data are also stored in a continuous space. 
The “reliability” part is used to store the reliability of hyper-box. The “class” part is 
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used to store the classification results (the sort of an input data should be). The number 
of memory units in the “class” part is the same as that of the classification logic units. 
Each memory unit stores a result of an input pattern. 

 

Fig. 3. Distribution of the date in memory 

3.3   Structure of the Classification Logic Unit 

The classification sub-module is made up of many classification logic units which have 
the same structure and functions. Each classification unit is a module which can 
classify data independently. The structure of classification logic unit is shown as Fig. 4. 

 

Fig. 4. The frame of the classification logic unit 

The classification logic unit includes two groups of registers. One named “Reg” is 
used to store the input pattern. The other one named “Ram” is used to store the 
information of a hyper-box. When the classification logic unit receives the “begin” 
signal, the input patterns have been stored into the “Reg”. The classification unit reads 
the information in the first hyper-box starts computing in the “Ram”. When the 
reliability of the input pattern of the hyper-box is gotten, the reliability is stored into  
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the register “reliability” and the sort of the hyper-box is stored into the register 
“class”. Then the next hyper-box is read in and the classification logic unit repeats  
the computing. The new reliability is gotten. If the new reliability is larger than the 
previous one, the new reliability and the sort of the new hyper-box are stored into the 
register “reliability” and the register “class” separately to replace the old ones. If  
the new reliability is smaller than the previous one, nothing will be done. Then the 
next hyper-box is read in and the same operation will be done. When all the hyper-
boxes are read in, the computing is over. At this time the data in the register “class” is 
the sort of the input pattern. The classification process is shown in Fig. 5. 

 

Fig. 5. The classification process 

3.4   The Frame of Classification Sub-module 

The classification sub-module is made of a few classification logic units which have 
the same structure. Fig. 6 shows a sub-module with four classification units. 
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Fig. 6. The classification sub-module of the classifier 

Here is the classification process of the multi-resolution combined fuzzy network 
classifier. Firstly, the data are distributed by the controller. Four input patterns are 
stored in four different registers which are in different classification logic units. Then, 
the controller sends the begin signal and is waiting for the response of the 
classification logic units. The classification logic units begin to classify data 
simultaneously and the four results can be got at the same time almostly. After the 
results are got, the controller stores them in the memory and the classification process 
is over. Here the “busy” signal is determined by all of the classification logic units. 
Whenever all the “busy” signals of the classification logic units are high, the “busy” 
signal of the whole classification sub-module is high. 

4   Hardware Realization of the Multi-resolution Combined Fuzzy 
Network Classifier 

A printed circuit board (PCB) shown in Fig. 7 has been designed using FPGA of 
Xilinx to verify the function of the multi-resolution combined fuzzy network 
classifier.  

The input test data for verifying is divided randomly into learning sets and 
classification sets. The learning sets are used to train the classifier firstly, and the 
classification sets are used to test the classification after training. The standard data 
sets[16] such as four dimension IRIS data and six dimension BUPA data are taken as 
examples, of which 50% of four-dimensional IRIS data are selected randomly as 
training patterns and the other 50% are used for classification, or 75% of BUPA data 
for training and the rest for classification. The result of learning and classification is 
shown in Table 1. 
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Fig. 7. The designed PCB for verifying 

Table 1. The classification result realized using FPGA 

Data sets The right classification patterns 
in training/all training patterns 

The right classification patterns 
in test/all test patterns 

IRIS 75/75 73/75 
BUPA 254/259 56/58 

The experiment shows the astringency that the test result of the multi-resolution 
combined fuzzy network classifier agrees well with the simulation result. It shows 
good independency and extensibility.  

5   Conclusion 

This paper proposes an original hardware realization method of the multi-resolution 
combined fuzzy network. The current chip is designed with 4 classification logic 
units. In fact, more classification logic units can be integrated into one chip. 
Meanwhile, with this architecture, the chips can be cascaded as well to achieve a high 
speed classifier.  
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Abstract. In order to process, compare and contrast the video quality or analyze 
the video comment, we need to get the pure video data from the FLV file. This 
paper wants to describe our software implementation and research in the field 
of video data extracting from FLV file to H.264/AVC pure video. The structure 
and data bit syntax are introduced in the first part of the paper. Then an efficient 
soft-program design and instruction are presented especially including AVC 
compressed video data. Through these experiments, the software of extracting 
the FLV video data as AVC standard is implemented by C++ program, and the 
software is used in web video quality assessment system. Experimental results 
presented that the software can extract the video data correctly and efficiently. 
In the end of the paper, it makes the conclusion. 

Keywords: H.264, AVC, FLV, Flash Video, Structure Analysis. 

1   Introduction 

Nowadays web videos are becoming more and more. Web videos have replace the 
traditional streaming media server-client application model. Customers only through 
the browser can quickly and easily watch the web video. The main models of 
streaming media services on the current network are flash video based on web 
browser and stream media business on P2P download technology.  

There are hundreds of video file formats used all over the world, Audio Video 
Interleave File (avi), Flash Video File (flv), MPEG Video File (mpeg), MPEG-4 
Video File (mp4), Apple QuickTime Movie (mov), and Windows Media Video File 
(wmv) to name a few [1]. The format defines how the video and audio are 
compressed, and how the two streams are packed in a single file. A format’s quality-
to-filesize performance is important. Its support across device too, especially given 
the recent rise of mobile devices (iphone, Android) with video capabilities. Because 
of its simple file structure, the flash video becomes the most improtant format in web 
video, Its relatively small size compared to other video file formats, and its popularity 
in video-hosting websites [2]. 

In this paper, we first introduce the structure and data syntax of the FLV file and 
video tag. In section 3, an implement design by program is presented. Then, we 
discuss the experiments results of extracting the AVC video. Finally, it concludes the 
work of the paper.  
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2   File Data Structure Analysis on Flash Video (FLV) 

The document named “Video File Format Specification (Version 10)” [3] and [4], 
which published by Adobe, provides technical format information for the video file 
formats supported by Adobe Flash Player software—FLV and F4V. 

An FLV file encodes synchronized audio and video streams. The audio and video 
data within FLV files are encoded in the same way as audio and video within SWF 
files. Starting with SWF files published for Flash Player 6, Flash Player can exchange 
audio, video, and data over RTMP connections with the Adobe Flash Media Server. 

2.1   FLV File Structure 

In the FLV video file format, each tag type is in an FLV file constitutes a single 
stream. There can be no more than one audio and one video stream, synchronized 
together, in an FLV file. An FLV file cannot define multiple independent streams of a 
single type. 

 

Fig. 1. The structure of the FLV file shows FLV file body and FLV tags data 

The FLV file starts with the FLV File headers then metadata tag, which named as 
the FLV file body (data that describe the FLV), then interleaved audio, video and 
script or other reserved tags (actual data). The structure of the FLV file is shown in 
Fig.1.  

From the file structure, we could concern that the FLV files usually have smaller 
file sizes compared to all the other formats. Using hexadecimal editor software 
“UltraEdit-32”, which is a binary and hexadecimal file editing utility for Windows, it 
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was found out that the file format of FLV (Flash Video) is very simple. Fig.2 shows 
the starting part of a FLV file (Header) opened by the Hexadecimal Editor. The data 
addressed from 0x00 to 0x08 on the red line is the FLV Header data, which includes 
signature, version, typeflag, dataoffset. The data addressed from 0x09 to 0x0c on the 
blue line is the PreviousTagSize0, which means the previous tag length if it before the 
tagN. The data starting from 0x0d is tag1 of this FLV file, which length is defined by 
the DataSize parameter in the tag. 

 

Fig. 2. The Starting Part of an FLV File opened by a Hexadecimal Editor 

2.2   Video Tag 

Video tags are similar to the VideoFrame tag in the SWF file format, and their 
payload data is identical. Video tag is indicated by the type of one FLV tag, if the tag 
type code is 0x09.  

In each video tag, the bit data is let on the method as the syntax table describing, 
which is shown in Table 1.  

Table 1. Video data syntax in the FLV video tag [4] 

Field Type Comment 
FrameType UN[4] 1: keyframe (for AVC, a seekable frame) 

2: inter frame (for AVC, a nonseekable frame) 
3: disposable inter frame (H.263 only) 
4: generated keyframe (reserved for server use only) 
5: video info/command frame 

CodecID UB[4] 1: JPEG (currently unused) 
2: Sorenson H.263 
3: Screen video 
4-5: On2 VP6, or with alpha channel 
6: Screen video version 2 
7: AVC 

VideoData UI8 or Video frame 
payload  

If CodecID == 2 {H263VIDEOPACKET} 
If CodecID == 3 {SCREENVIDEOPACKET} 
If CodecID == 4 {VP6FLVVIDEOPACKET} 
If CodecID == 5 {VP6FLVALPHAVIDEOPACKET} 
If CodecID == 6 {SCREENV2VIDEOPACKET} 
if CodecID == 7 {AVCVIDEOPACKET} 

If the value of the codeID is 7, the video data is compressed by using H.264/AVC 
standard. H.264/AVC or MPEG-4 Par10 is a standard for video compression, and is 
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currently one of the most commonly used formats for recording [5]. Because H.264 
has the best performance than existed standard, most video web site in China, such as 
“Tudou”[6], “Youku”[7], “Sina”, select H.264/AVC using as video data packet.  

The bit syntax of AVC video which is the payload in FLV file is shown in Table 2. 

Table 2. AVCvideo packet data syntax [4] 

Field Type Comment 
AVCPacketType UI8 0: AVC sequence header 

1: AVC NALU 
2: AVC end of sequence 

CompositionTime SI24 if AVCPacketType == 1{Composition time offset} 
Else {0} 

Data UI8[n] if AVCPacketType == 0 {AVCDecoderConfigurationRecord} 
else if AVCPacketType == 1 {One or more NALUs (can be 
individual slices per FLV packets)} 
else if AVCPacketType == 2 {Empty} 

In the Table.2, the composition times is described in ISO 14496-12, 8.15.3 
section [8]. The offset in an FLV file is always in milliseconds. 

The syntax of the composition times is as following presentation. 

aligned(8) class CompositionOffsetBox 
  extends FullBox(‘ctts’, version = 0, 0) { 
    unsigned int(32) entry_count; 
    int i; 

for (i=0; i < entry_count; i++) { 
        unsigned int(32) sample_count; 
        unsigned int(32) sample_count; 
        unsigned int(32) sample_offset; 
        unsigned int(32) sample_offset; 
    } 

} 

The description of AVCDecoderConfigurationRecord can be found at ISO 14496-
15, 5.2.4 section [9]. This contains the same information that would be stored in an 
avcC box in an MP4/FLV file. The syntax is as following. 

aligned(8) class AVCDecoderConfigurationRecord { 
unsigned int(8) configurationVersion = 1; 
unsigned int(8) AVCProfileIndication; 
unsigned int(8) profile_compatibility; 
unsigned int(8) AVCLevelIndication; 
bit(6) reserved = ‘111111’b; 
unsigned int(2) lengthSizeMinusOne; 
bit(3) reserved = ‘111’b; 
unsigned int(5) numOfSequenceParameterSets; 
for (i=0; i< numOfSequenceParameterSets; i++) { 
  unsigned int(16) sequenceParameterSetLength ; 
  bit(8*sequenceParameterSetLength) 
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sequenceParameterSetNALUnit; 
} 
unsigned int(8) numOfPictureParameterSets; 
for (i=0; i< numOfPictureParameterSets; i++) { 
  unsigned int(16) pictureParameterSetLength; 
  bit(8*pictureParameterSetLength) 
pictureParameterSetNALUnit; 
} 

} 

3   Program Design and Implementation 

Based on the results of the discussion on the FLV structure and data syntax, such as 
the file header, file data tag, video and audio tags, a C++ program of pure AVC video 
extracting has been developed and it has been integrated into the web video quality 
assessment device on 3G TDS-CDMA system. 

 

Fig. 3. Diagram of Data Processing in Extracting Stream Handler 
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The software includes four function layer parts. There are stream file analysis 
layer, video tag analysis layer, picture frame analysis layer and detail data analysis 
layer. The top layer achieves to decide which format stream file is used and to verify 
the FLV file Header is right or not. The second layer judges the video data’s frame 
code type, get the length and offset of the frame and the data is by which compression 
standard. The third layer can get the parameters of the coded picture, such as spatial, 
temporal and bitrate information. The last layer accomplishes entropy decoding, 
syntax translating, MV, QP, DC parameters selecting. 

In our design, the four component layers handle the different analysis functions. 
This software, which is implemented by C++ on Microsoft Visual Studio 2005, is the 
key component of the web video quality assessment system, with picture quality 
visual sense assessment and network transport performance component. The 
extracting and analysis soft program’s block diagram is shown in Fig.3. 

 

Fig. 4. The Running Results of Extracting Video Stream 

4   Running Results 

Fig.4 shows the program running results. The left picture gives us the output 
recording of the analysis process. The middle one records each frame picture should 
be playing at which time and frame type. The right picture shows the output 
information of H.264 decoder (JM17.1), which means the decoder, can decode the 
extracted pure video data.  

In our experiments, the average extraction speed is 281 frames per second in CIF 
format (352*288 pixels). 

5   Conclusion 

The analysis of FLV file structure and the extraction of AVC video are discussed in 
this paper. It explores the details processing of the soft program implementation. The 
results indicate that the extraction method is efficient and correct and the soft can be 
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used for the system which needs to get the video data to process or analyze. Although 
it is for Flash web video application, it can be extended to use in other application 
with FLV file. 
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Abstract. This paper proposes a novel cost-effective construction scheme for 
centralized lightwave wavelength-division-multiplexing passive-optical-
network (WDM-PON). In optical line terminal (OLT), it employs a single 
super-continuum light source for the whole system that the downstream data 
can be modulated in each wavelength channel; and at optical network unit 
(ONU), it uses part of the downstream as carrier to re-modulate upstream data. 
The scheme reduces the optical sources used in OLT and simplifies the 
structure of ONU, so that the construction costs can be greatly solved. 
Considering that the changing of modulation formats for both downstream and 
upstream data can have great effects on system performance, this paper also 
deeply analyzes those WDM-PON construction schemes of various downstream 
and upstream modulation formats. By simulation, the relationship between 
receiving power and bit error rate (BER) of 10Gb/s downstream and 10Gb/s 
upstream back-to-back and 20km system of all schemes are analyzed. 

Keywords: WDM-PON, super-continuum light source, centralized lightwave, 
re-modulation, cost-effective. 

1   Introduction 

The function and the performance of Internet data service has improved a lot during 
past decades, and nowadays users require even higher transmission speed and even 
larger bandwidth, nevertheless, the “last mile” problem is just the bottleneck which 
limits the network speed and bandwidth. In this context, WDM-PON which has huge 
bandwidth capacity, is becomming the dominating development trend in future optical 
access area [1-3]. Currently, novel construction schemes for cost-effective centralized 
lightwave WDM-PON are proposed [1-4], those schemes can split part of the 
downstream power in ONU and use it as carrier to re-modulate upstream, so as to 
save local optical sources or amplifiers other schemes employ [5-6] and reduce 
construction costs. However, most researches now only focus on saving the costs in 
ONU but make little of light source cost saving in OLT; and only focus on one set of 
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data modulation format for re-modulation but lack of comparison for alternative 
modulation formats. 

This paper proposes a novel cost-effective construction scheme for centralized 
lightwave WDM-PON which employs only a single super-continuum light source 
which can also produce multi wavelength channel as well as separated light sources or 
laser array for data modulation use. In condition of this, this paper also deeply 
analyzes various sets of data re-modulation formats that possible for centralized 
lightwave WDM-PON and does some comparison. By simulation on software VPI 
Transmission Maker, the performance of several construction schemes with a system 
transmission bit rate at 10Gb/s for both downstream and upstream, and varied re-
modulation formats such as FSK-OOK, DPSK-OOK, DQPSK-OOK, DPSK-FSK are 
analyzed separately and compared with each other. 

2   System Structure 

The basic structure of proposed WDM-PON system has been shown in Fig.1. The 
whole system has OLT, Optical Distribution Node (ODN) and ONU three parts. In 
OLT, a super-continuum light source generator is used to produce multi wavelength 
channel optical carriers, then the optical carrier in each channel is modulated by 
DQPSK DPSK, or FSK downstream data, after that, all the signals are combined 
together as a WDM signal by a MUX and then sent to the SMF for downlink. In ODN, 
a DeMUX is used for WDM signal separation, and the downstream signal separated 
in each wavelength is then sent to the corresponding ONU. In ONU, part of the 
downstream power is separated by a coupler for receiving, and the left is re-used as 
carrier for re-modulating OOK or FSK upstream. The upstream transmitted from all 
the ONUs in the same cell are combined together again buy the MUX in ODN then 
sent to OLT after transmission in uplink SMF.  
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Fig. 1. System structure of proposed WDM-PON employing super continuum light source 
(FM: frequency modulator, PM: phase modulator, SMF: single mode fiber, IM: intensity 
modulator) 
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Although the upstream signal is modulated on the optical carrier that has 
downstream information, its demodulation in OLT would not be affected much by the 
downstream data for the modulation format is different, so as the parameters which 
carry downstream and upstream are mutual independent. Thus, when the upstream 
signal is received in OLT, using the corresponding demodulation method as how the 
upstream data is modulated in ONU is enough for demodulating. The OLT and ODN 
are connected by two SMF fibers for bidirectional transmission, and the link length is 
set at 20km for the link of real business-oriented system would be no more than that. 

3   Performance Analysis 

This part use DPSK-OOK re-modulation format which is shown in Fig. 2 as an 
example to depict the simulation system setup. In OLT, a super-continuum light 
source generator combined by an ultra-short pulse generator with a frequency at 
50GHz, an optical Gaussian pulse generator with central wavelength at 1552.3nm, an 
optical fiber with the length at 7.783km and dispersion coefficient at 20 ps/(nm·km), a 
comb filter and an attenuator is set to generate 10 channel optical carrier. First use 
ultra-short pulses force the optical Gaussian pulse generator to generate high power 
optical pulses, then put the pulses into the fiber whose core area is only 20μm2 to use 
the non-linear effect via their transmission to generate super-continuum. After getting 
the super continuum, the comb filter and the attenuator are used for shaping out 10 
peaks from the super-continuum and make their power flat with each other. By 
reasonably set the frequency of ultra-short pulses and the power of optical Gaussian 
pulse generator, 10 output peaks at a power at -1dBm with 0.4nm difference in their 
central wavelengths can be generated. Thus, multi-channel optical carriers are 
acquired by just a single optical pulse generator. The analysis data in this paper have 
been acquired from the 6th channel whose central wavelength is 1552.52nm. 

 

Fig. 2. Simulation system setup for DPSK-OOK re-modulation scheme (AT: attenuator, xor: 
exclusive or, APD: avalanched photo diode) 
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Fig. 3. BER vs received power for downstream in different re-modulation formats’ case. (a) 
FSK-OOK re-modulation case, (b) DPSK-OOK re-modulation case, (C) DQPSK-OOK re-
modulation case, (d) DPSK-FSK re-modulation case. 

After acquiring the optical sources, a dual-arm Mach-Zehnder modulator (MZM) is 
used for modulating downstream data in each channel. By electric “exclusive or” 
calculation, 10Gb/s PRBS with the length 223-1 downstream is converted to difference 
signal. Then let the difference signal to modulate both arm of the MZM. By adjusting 
the drive voltage and the bias voltage, the MZM can produce 10Gb/s optical signal 
with phase difference at π between 1 and 0 bits [7], namely the optical DPSK signal. 
The bidirectional transmission link is combined by two 20km standard SMFs whose 
dispersion coefficient are 16.5ps/(nm·km) and dispersion slope are 0.08ps/nm2

.km. 
Fig. 3(b) shows the relationship between BER and received power for downstream 
signal in both back-to-back and 20km transmission situation. 

In ONU, an optical coupler is firstly used to separate the received optical signal 
into two parts, one part will be act as upstream optical carrier to modulate 10Gb/s 
PRBS with the length 215-1 onto it by IM, thus generate the OOK upstream; the other 
part will be sent to difference coherent demodulator for DPSK demodulation. A 
difference coherent demodulator formed by a 1bit delay M-Z interferometer and a 
photo detector can get the original data from the optical downstream. The downstream 
can be used as ideal carrier for OOK re-modulation, for the power of the optical 
DPSK signal stays the same in each bit slot. The relationship between BER and 
received power for upstream signal in both back-to-back and 20km transmission 
situation are shown in Fig. 4(b). 
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Fig. 4. BER vs received power for upstream in different re-modulation formats’ case. (a) FSK-
OOK re-modulation case, (b) DPSK-OOK re-modulation case, (C) DQPSK-OOK re-
modulation case, (d) DPSK-FSK re-modulation case. 

The relationship between BER and received power for downstream and upstream of 
varied re-modulation formats including FSK-OOK, DPSK-OOK, DQPSK-OOK and 
DPSK-FSK are shown in Fig. 3 and Fig. 4. From the analysis, it can be seen that due to 
the fairly short transmission distance, the downlink has not been affected a lot by 
dispersion problem no matter which modulation format is used. It only needs to pay a 
power penalty from 0.2dBm to 0.3dBm to achieve 10-9 BER compared with back-to-
back situation. By comparison, phase modulation needs more power to get a same 
BER than frequency modulation, that’s because the phase signal would suffer more 
serious non-linear effect, especially the intra-channel four wave mixing (IFWM) [8]. 

For upstream signal, the OOK re-modulation is done in ideal optical extinction 
ratio [3], and the power penalty to get 10-9 BER are around 1.3dBm compared with 
back-to-back situation, and 1.5dBm for DQPSK-OOK re-modulation case. It can be 
concluded that although phase or frequency modulation optical signal can be used as 
ideal carrier in theory, but after several kilometers’ transmission there would be noise 
for OOK signal caused by FM or PM signal after all, and the more complicated signal 
used in downstream (such as DQPSK signal in this paper), the more power penalty 
would pay in upstream demodulation. If use FSK as re-modulation format, it only 
costs 0.5dBm to get 10-9 BER compared with back-to-back situation. So it can be 
draw that FSK optical signal would be affect less in the transmission link and it has 
relatively higher receiving sensitivity. 
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Those scheme discussed in this paper would meet the need of real business-
oriented system when the super-continuum optical source produces multi channel 
optical carrier with the power at -1dBm, and it is without doubt that super-continuum 
optical source is simpler in construction and has higher flexibility for future system 
upgrade than separated lasers or laser array. And when it comes to re-modulation 
formats, DPSK-OOK case needs the least transmit power in OLT, and DPSK-FSK 
case has been affected least by the transmission link. Consider about the trend of 
improvement for the network capacity and adding multi-services [1-4], the OOK re-
modulation format would be more flexible in network upgrade. 

4   Conclusion 

The advantage of the proposed cost-effective construction scheme for centralized 
lightwave WDM-PON employing super-continuum optical source is analyzed in this 
paper. The scheme with various re-modulation formats has also been deeply analyzed 
and compared based on simulation results. Construction suggestions are given on 
consider of different user demands. Part of the research result this paper shows can be 
valuable for future application of centralized lightwave WDM-PON and can be 
helpful in solving the “last mile” problem. 
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Abstract. Raindrop spectra distribution plays an important role in soil erosion, 
rainfall intensity, rainfall type, and so on. Traditional measurement of raindrop 
size distribution is based on filter paper, which can not achieve real-time, rapid 
and accurate observation. This paper proposes an optical raindrop spectrometer, 
which is designed based on embedded microcontroller. An embedded 
microcontroller is set as the control center of the system, combined with optical 
detection technology, high-speed signal acquisition technology, digital signal 
processing technology and embedded software design technology to realize 
online observation of raindrop size and falling speed, compute spectral 
distribution, draw distribution figures. According to raindrop size distribution, 
rainfall intensity and rainfall is calculated. Research production is also the basis 
for future research of precipitation type identification. 

Keywords: Raindrop spectra, raindrop size, photo detector, signal processing, 
embedded microcontroller. 

1   Introduction 

Raindrop spectra (also called raindrop size distribution) is the number distribution of 
raindrops in unit volume according to their diameters, it is comprehensive result of 
raindrop formation, falling, growth, crushing and evaporation process. Raindrop spec-
tra can be described by M-P distribution [1], logarithmic normal distribution [2] and 
Gamma distribution [3] functions, one of the most commonly used is M-P 
distribution, and distribution function is shown as 

dendn λ−×= 0)(
 

(1)

M-P distribution is proposed by Canada meteorologists Marshall and Palmer in 
1948. In Eq.(1), )(dn  is spectral distribution density function, refers raindrop number 
contained in unit volume, also called concentration, d is raindrop diameter, 0n  and 
λ  are constants relate to precipitation property. 
                                                           
* This paper is supported by Student Abroad Science and Technology Activity Merit-based 

funding funds. 



368 S. Ma et al. 

Traditional technologies for measuring raindrop size distribution are the use of 
filter paper, flour pellets, and raindrop camera. Due to the lack of automatic 
measuring and recording devices, these methods can not achieve the requirements of 
real-time, precision, reliability, and so on. This paper proposes an optical raindrop 
spectrometer, which is designed based on embedded microcontroller. In the system, 
an embedded microcontroller is set as the control center, combined with optical 
detection technology, high-speed signal acquisition technology, digital signal 
processing technology and embedded software design technology, online observation 
of raindrop size and falling speed are realized, spectral distribution is computed and 
graphic expressed. According to raindrop size distribution, rainfall intensity and 
rainfall is calculated. Research production is also the basis for future research of 
precipitation type identification. 

2   Principle of Optical Raindrop Spectrometer 

Scientists from many fields of research have been interested in measuring the size and 
velocity of particles for a long time. A large number of drop sizing instruments are 
described in literatures [4] [5] [6]. They can be divided into several groups, depending 
on the physical principle used: groups based on impact techniques, imaging 
techniques or single particle extinction. 

Instruments in the third group, also known as optical drop counters, are based on 
photoelectrical detection technology, they offer the possibility of measuring each 
drop’s diameter and fall velocity [7] [8]. The principles of these instruments are 
illustrated in Fig.1. 

 

Fig. 1. Principle of optical raindrop spectrometer. (A) Illustrate figure of photoelectric system;  
(B) Signals while drops falling through the light beam. (b-1) Small and large drops, (b-2) raw 
signal from the receiver. 

In Fig.1, transmitter (TX) yields a parallelepiped light beam. This beam is focused 
on a photodiode (in receiver RX) which generates an electrical signal. Assuming the 
constant intensity of the transmitted light beam, the quiescent current of the 
photodiode is also a constant in the absence of drops, therefore the receiver produces 
a DC voltage signal. Drops passing through the light beam cause a decrease of this 
signal by extinction and therefore a short reduction of the amplitude of the signal, the 
voltage decrease depend linearly on the fraction of the light beam blocked. Fig.1 (B) 
schematically shows the signals of two drops of different size. The amplitude of the 
signal deviation is a measure of drop size; the duration of the signal allows an 
estimate of drop velocity. 
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It is difficult to determine the drop parameters, i.e., diameter and velocity, from the 
raw signal in Fig.1 (b-2), especially in condition of low signal to noise ratios for small 
drop size. To overcome this problem, many researchers focus their attention on 
algorithms studying: pulse shape analytical method for start and end point of signal 
decrease detection; effective peak-finding algorithm for determining the inter-drop 
separation; threshold selection method to guarantee effective measure of small drops; 
drop size and velocity spectrum analysis, and so on [9] [10]. The authors studied and 
simulated the signal while raindrops falling through the light beam [11], the amplitude 
of the signal can be calculated by: 

)1(f
S

s
F −×=  (2)

In Eq.2, F is the amplitude of the signal without raindrop falling through the light 
beam; S and s is the total area of cross section of the light beam and area of cross 
section of part of the raindrop which in the light beam, respectively. 

3   Design of Optical Raindrop Spectrometer 

Principle of the optical raindrop spectrometer is shown as Fig.1, which consists of two 
parts: infrared laser signal generating head, infrared laser signal receiving and 
processing system, the distance between the two modules is about 30cm. Infrared 
laser signal generating head produce infrared laser sheet with 7.1KHz period and 
785nm wavelength. Size of the laser sheet is about 30mm x 20mm x 1mm. Key 
technology of this module is guaranteeing the laser energy of the sheet with uniform 
distribution as far as possible which is the basis of exact measurement of raindrops 
information. 

 

Fig. 2. Structure of laser signal receiving and processing system 

Structure diagram of infrared laser signal receiving and processing system is is 
shown in Fig.2, which receiving laser signals, perform specific DSP algorithms, 
computing the raindrops size and falling velocity distribution, and then distinguish 
rainfall patterns, calculation rainfall intensity and volume. This system is also realize 
human-machine interface and other kinds of control function. 
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Contrast experiments are done between the experimental prototype and German 
OTT company's laser raindrops spectrometer in the comprehensive meteorological 
observation field of Chengdu university of information technology. Observation result 
of big raindrops above 1.2mm has good uniformity, but little raindrops cannot achieve 
correct observation. Further improvement of overall design is need to achieve better 
observation results, including mechanical system, optical systems, electronic systems, 
DSP algorithm, and so on.  

 

Fig. 3. Experimental result one: observed on September 22, 2010. (a) observed by OTT 
raindrop spectrometer; (b) observed by instrument described in this paper. 

 

Fig. 4. Experimental result one: observed on September 23, 2010. (a) observed by OTT 
raindrop spectrometer; (b) observed by instrument described in this paper. 

4   Conclusion 

This paper proposes an optical raindrop spectrometer design program, which is based 
on embedded microcontroller, and combined with optical detection technology, high-
speed signal acquisition technology, digital signal processing technology and 
embedded software design technology. The equipment can realize online observation 
of raindrop size and falling speed for raindrops above 1mm, but can not for little 
raindrops, which need to further research.  

(a) 
(b) 

(a) (b) 
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Abstract. An Integrated fault diagnosis method of mobile robot is proposed. 
The movement states of mobile robot are classified to static state, rectilinear 
movement state, and three kinds of turning states. Integrating Kalman filters 
and expert system, the proposed fault diagnosis method discusses several modes 
of faults in the corresponding movement states. According to the probability of 
different fault modes, the faults can be detected. Compared with other fault 
diagnosis methods, the integrated fault diagnosis method improves the 
capability of avoiding the appearance of misdiagnosing and missed diagnosis. 
This proposed method has been implemented on a mobile robot and the 
simulation results show the effectiveness and superiority of the method. 

Keywords: mobile robot, integrated fault diagnosis, movement states, particle 
filter. 

1   Introduction 

After more than 30 years development, fault diagnosis technology have been one of 
the most important and hot problems in the area of artificial intelligence. Although a 
mass of theories and methods have been achieved, there are many problems[1-8], to 
sum up, focusing on the following aspects: diagnosis knowledge acquisition, 
uncertainty in diagnosis procedure, the learning ability, the self-adaptability. The 
main causes is, the imperfect of the existing fault diagnosis methods, such as 
difficulty of knowledge acquirement in expert system, weak interpreting ability, and 
the complexity of diagnosis objects for its difficulty to determine the logic 
relationships between structure and function. 

The above-mentioned problems can’t be resolved by a single fault diagnosis 
method or other method mixed by several fault diagnosis methods. To solve the 
problems existing in intelligent fault diagnosis technology, integrating different fault 
diagnosis technology to develop the combination property of diagnosis system is the 
inevitable trend of the development of intelligent fault diagnosis technology. In this 
paper, Kalman filters and expert system are integrated to implement the fault 
diagnosising. 

The remainder of the paper is organized as follows. In section 1, we give the 
kinematic model of mobile robot and classify the movement states and fault modes of 
mobile robot. In section 2, the proposed integrated fault diagnosis is discussed. In 
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section 3, the proposed fault diagnosis method is implemented to the mobile robot, 
and the experiment results from simulation are analyzed. Finally, conclusions are 
presented in section 4. 

2   Movement States and Fault Modes of Mobile Robot 

2.1   Kinematic Model of Mobile Robot 

The kinematics of mobile robot is shown in Fig 1, and equation (1), (2) and (3). 
Kinematics model of mobile robot describes the motion constraints of the system and 
the relationship between measurements given by multiple sensors. It’s important for 
fault diagnosis. 

θθθ Δ+=+ kk 1  (1)

L

vv LR −=ω
              

(2)

R L

2

v v
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(3)

Here, θ  denotes the rotation angle of the body. ω  denotes the yaw rate of the 

robot. L  denotes the axle length between the two wheels. LR vv , denote the setting 

speed of right and left driving wheels. V denotes the speed of the robot. Rv , Lv and 
ω  are measured with right encoder, left encoder and gyroscope respectively. 

           

Fig. 1. The prototype of the robot and kinematic model of mobile robot 

2.2   Movement States of Mobile Robots 

The appearance of misdiagnosing and missed diagnosis is common in the existing 
fault diagnosis method. One cause is adopting the same fault diagnosis method to 
mobile robot in different movement states. To avoid these misdiagnosing and missed 
diagnosis, we proposed to classify the movement states of mobile robots[9]. 

According to the rates of left driver and right driver, we define five movement 
states, including static state, rectilinear movement state, and three kinds of turning 
states, represented by c1, c2, c3, c4, c5 as follows. 

c1 denotes the static state: 0== LR vv ; 

c2 denotes the rectilinear movement state: 0≠= LR vv  
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c3 denotes the turning state 1:    0≠Lv , 0=Rv  

c4 denotes the turning state 2:    0=Lv , 0≠Rv  

c5 denotes the turning state 3:    0≠≠ LR vv  

2.3   Fault Modes 

Since the fault modes are different in the different movement states of mobile robot, 
we should analyze the fault modes according to the movement states. All the possible 
fault modes in different movement states are show in Fig 2. 

 

Fig. 2. Fault modes in different movement states. For example, in the C2 movement state (the 
rectilinear movement state), the gyroscope fault is ignored, for this fault is difficult to detect 
and has not big influence to the rectilinear movement state. Then, the set of fault modes should 

be processed in the C2 movement state include { 0m , 1m , 2m , 4m }. In the same way, we can 

get the set of fault modes in the C3, C4, and C5. 

3   Integrated Fault Diagnosis 

3.1   Basic Principle 

The basic idea of the fault diagnosis method proposed in this paper is that, using 
Kalman filters based fault diagnosis method to implement the preliminary diagnosis, 
then on the base of the preliminary diagnosis result, integrating expert system fault 
diagnosis module, selecting the proper knowledge in the knowledge base to inference 
the diagnosis result, if the diagnosis result is confirmed, the progress of fault 
diagnosis can be end. 

3.2   Integrated Fault Diagnosis 

Based on the configuration of Fig.3, the integrated fault diagnosis algorithms are 
summarized as follows. 

• According to the characteristics data to judge the movement states of mobile 
robot, using Kalman filters to estimate the system state and the probability 
of each fault mode, giving the result. 
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• On the base of the result, integrating expert system fault diagnosis module, 
selecting the proper knowledge in the knowledge base to inference the 
diagnosis result, if the diagnosis result is confirmed, the progress of fault 
diagnosis is completed. If not, there may be misdiagnosis or new fault 
mode. 

• If there is misdiagnosis, the process of fault diagnosis should be repeated. If 
there are new fault modes, the new fault modes should be added to the fault 
diagnosis system, and the process of fault diagnosis should be restarted, 
until the fault diagnosis result is derived. 

 

Fig. 3. The configuration of Integrated Fault Diagnosis 

3.3   The Algorithm of Integrated Fault Diagnosis 

3.3.1   Kalman Filters Based Fault Diagnosis Module 
There are two modules in the integrated fault diagnosis. One is Kalman filters based 
fault diagnosis module. In this module, a group of Kalman filters is used to estimate 
the system state of different movement states, calculate the probability of each fault 
modes in the movement state. Based on the probability, the primary fault diagnosis 
result can be known. 

In practice, the output values Rv , Lv and ω can be measured with right encoder, 

left encoder and gyroscope respectively. The measurement vector, system state 
vector,and the oprimal estimation vector are expressed as follows. 

T
RL vvZ ][ ω=  (4)

][ ωRL vvX =  (5)

T
RL vvZ ]ˆˆˆ[ˆ ω=  (6)

The probability of the ith fault mode is defined by )1( −tpi . The estimation of 

system state at time t-1 in the ith fault mode is defined by )1( −tX i . The state 

estimation covariance matrix at time t-1 in the ith fault mode is defined 

by )1( −tPi .Then, the probability of the ith fault mode and the estimation of system 

state can be derived by the following algorithm. 
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Firstly, initialize the probability of the fault modes and system state 
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Secondly, Kalman filters is used to estimate the system state, 
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Here, )( imA  is the system state matrix, iP  is the covariance matrix of state 

estimation. iK  is the gain matrix of Kalman filter. Q  is the covariance matrix of 

system noise. R  is the covariance matrix of measurement noise. H  is the output 
matix. I  is identity matrix. 

Thirdly, update the probability of fault modes, 
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Here, iL  denotes the likelihood function of the ith fault mode. 
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According to (16), which fault modes is appeared cand be derived.Set proper 

threshold 0>ε . ε>ip means the ith fault mode is detected, here i=0,1,…7.  

Finally, the system state is given by 
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3.3.2   Expert System Inferencing Module 
Another module of integrated fault diagnosis is expert system inference module. This 
module is integrated to confirm the primary diagnosis result given by the above module. 
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The most usual knowledge representation method of fault diagnosis expert system 
is as follows[10-12]: 

Rule(RNO, Goal,Conclusion,RCF,[COND],Logic) 
COND(BNO,TEXT,CCF) 

Here, RNO denotes the rule number, Goal denotes the goal of the reasoning, 
Conclusion denotes the conclusion of the reasoning. RCF denotes the creditability of 
the rule, expressed by ([lr,ur],[lrf,urf]). [lr,ur] denotes the minimum estimate and 
maximum estimate of RCF when the condition is appeared respectively. [lrf,urf] 
denotes the minimum estimate and maximum estimate of RCF when the condition is 
not appeared respectively. [COND] denotes the rule condition table. Logic denotes 
the logic combination of rule condition. BNO denotes the number of condition. TEXT 
denotes the condition. CCF denotes the creditability of condition, and CCF=[lc,uc], 
denotes the minimum estimate and maximum estimate respectively.  

As we can see, integrated the advantages of Kalman filters based fault diagnosis 
and expert system based fault diagnosis, the fault diagnosis method proposed above, 
overcoming the shortcomings of Kalman filters and expert system, has improved the 
ability of fault diagnosis. 

4   Simulations and Results Analysis 

4.1   Experimental Equipment 

To demonstrate the feasibility of the algorithm proposed here, we consider its 
application to mobile robot as Fig 1.The simulation experiment is implemented with 
Matlab, and the failure is simulated through setting the measurement value as zero.  

0 5 10 15 20 25 30 35 40
0

1

2

3

4

5

time(s)

•
•

•
•

(m
/s

)
(m

/s
)

c2

c1

c5

c2 c3

c4

c2

0 5 10 15 20 25 30 35 40
0

1

2

3

time(s)

•
•

•
•

(m
/s

)
(m

/s
)

c1

c2 c5 c2

c3

c4 c2

 

                  (a) States of left encoder             (b) States of right encoder  

0 5 10 15 20 25 30 35 40
-1.5

-1

-0.5

0

0.5

1

1.5

time(s)

•
•

•
(r

ad
/s

)
(r

ad
/s

)

 

(c) States of gyroscope 

Fig. 4. States of Mobile Robot 
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In the whole process, the mobile robot is set to work from static state, to rectilinear 
movement state, and three kinds of turning states. The experiment outputs of left 
encoder, right encoder and gyroscope are shown in Fig 4. 

As show in Fig 4, the outputs of left encoder, right encoder and gyroscope is 
measured in ideal work condition. In the whole process, the mobile robot is set to 
move as follows: c1→c2→c1→c5→c1→c2→c3→c2→c4→c1→c2. In the initial 
state, the mobile robot is static, then, it works in turning state. At last, it is in 
rectilinear movement state. 

4.2   Experiment Results 

To comparing with [19], we set the same parameters as [19] to the integrated fault 
diagnosis algorithm. The experiment results are showed in Table 1. 

Table 1. Experiment Results 

No Fault mode Typical fault Component Diagnosis result  
1 left encoder fails left encoder same 
2 right encoder fails right encoder same 
3 gyroscope fails Gyroscope same 
4 left encoder and right encoder fail 

simultaneously 
left encoder, right encoder different 

5 left encoder and gyroscope fail 
simultaneously 

left encoder, gyroscope same 

6 right encoder and gyroscope fail 
simultaneously 

right encoder, gyroscope same 

7 left encoder, right encoder and 
gyroscope fail simultaneously 

left encoder, right encoder, 
gyroscope 

same 

The experimental results show the property of the integrated fault diagnosis 
algorithm. To a certain extent, the integrated fault diagnosis method can avoid the 
misdiagnosing and missed diagnosis. The proposed fault diagnosis method wouldn’t 
deal the normal rectilinear movement state as the fault mode 3(gyroscope fails), and 
wouldn’t miss diagnosing the previous faults when other fault is appeared.  

5   Conclusion 

In this paper, we have presented integrated fault diagnosis method to a mobile robot. 
We classified the failures into eight modes, and defined five movement states. The 
integrated fault diagnosis method is implemented by Kalman filters and expert 
system. The simulation results on a mobile robot are presented to show that the 
integrated fault diagnosis method works well for several fault modes. 
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Abstract. In this paper, we analyze the session initiation protocol (SIP) based 
delay of voice call continuity (VCC) signaling for circuit-switched (CS) to 
packet-switched (PS) domain transfer. For the analysis, we consider universal 
mobile telecommunications system (UMTS) and worldwide interoperability for 
microwave access (WiMAX) networks. In our delay analysis, we take into 
account three types of delays: transmission delay, processing delay, and 
queuing delay. The results show that in low channel rate networks, the main 
delay of VCC signaling is the delay incurred due to the transmission delay 
while for high channel rate networks, transmission delay is negligible and the 
dominant delays are processing and queuing delays.  

Keywords: Voice call continuity, packet-switched domain, circuit-switched 
domain, delay analysis. 

1   Introduction 

The voice call continuity (VCC) feature is proposed by the 3rd generation partnership 
project (3GPP) to enable a voice call to be transferred between circuit-switched (CS) 
and packet-switched (PS) domains. In order to support domain transfer, the voice call 
continuity application server (VCC AS) is inserted into the signal path of the call at 
the call establishment time. In the domain transfer time, this VCC AS executes and 
manages domain transfer [2].  

The unlicensed mobile access (UMA) architecture is compared with the VCC 
architecture and the delay of VCC is calculated in [6]. However, the delay is 
calculated by a very simple and non accurate method. The session initiation protocol 
(SIP) session setup delay for voice over IP (VoIP) service in 3G wireless networks is 
studied in [3]. The wireless link transmission is analytically modeled with and without 
radio link protocol (RLP) with TCP (Transmission Control Protocol) as transport 
layer protocol in [4]. 

In this paper, we analyze the SIP-based VCC signaling delay for CS-to-PS domain 
transfer shown in Fig. 1 for different UMTS and WiMAX channel rates. The delay 
consists of three parts: transmission delay, processing delay, and queuing delay. 

The rest of the paper is organized as follows: In Section 2, we describe the VCC 
signaling flows for CS-to-PS domain transfer. In Section 3, we present our delay 
analysis. In Section 4, numerical results are presented. Conclusions are given in 
Section 5. 
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Fig. 1. VCC signaling procedure for CS-to-PS domain transfer (adapted from [1], [5]) 

2   VCC Signaling Flows for CS-to-PS Domain Transfer 

In Fig. 1, correspondent node (CN) is in a PS access network and source node (SN) 
which is in a CS network has originated a voice call and the call is anchored at VCC 
AS. The call is ongoing in the CS domain. As a result of changes in radio conditions 
or availability of a PS access network, the SN decides that the ongoing call in the CS 
domain will be transferred to the PS domain. In order to execute domain transfer, 
some signaling should be exchanged between SN and CN. By arriving signaling 54, 
PS bearer is established while CS bearer is still active. By exchanging some signaling 
(signaling 55 to signaling 63) between network entities, SN releases the CS bearer 
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and the call will be continued through PS domain. In our delay analysis, we only 
consider the signaling flows until the PS bearer is established. In other words, the 
delay of exchanging signaling 1 to signaling 54 is considered [1].  

3   Delay Analysis of VCC Signaling 

In this section, we analyze the delay of VCC for CS-to-PS domain transfer. The delay 
consists of three parts: transmission delay, processing delay, and queuing delay. 

3.1   Transmission Delay  

We only consider wireless link transmission delays. We consider TCP as transport 
layer protocol for SIP messages. In wireless systems, the RLP is used to improve the 
bit error rate (BER) performance. We consider channel rates of 19.2 kbps and 128 
kbps for UMTS, and 4 Mbps and 24 Mbps for WiMAX. Thus, RLP is utilized on 
UMTS whereas it is not considered for WiMAX network due to much higher 
bandwidth availability [7].  

We use Signaling Compression (SigComp) for SIP messages compression [9]. The 
compressed size of SIP messages are shown in Table 1. 

The number of frames per packet (K) is required to be calculated for every 
specified channel rates. In UMTS, the RLP frame duration or also known as inter-
frame time (τ) is assumed to be 20 ms. In case of WiMAX, the frame duration and 
inter-frame time is assumed to be 2.5 ms. The value of K for particular signaling 
messages can be calculated as: 

( )
message size message size(byte)

K
frame size channel rate byte / sec τ(sec)

= =
×

 (1)

The K value of SIP messages for different channel rates are shown in Table 1. 

Table 1. K Value of SIP Messages for Specified Channel Rates 

 

Transmission Delay with RLP (UMTS). We exploit the delay model for TCP packet 
transmission with RLP which is proposed in [4]. The transmission delay with RLP is 
given as: 
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jn
f

RLP ij2
j 1 i 1f

K(P (1 p)) j( j 1)
D  = D + (K-1)  + P(C ) 2 jD ( i)

2P = =

 − + τ × + + τ  
  

  (2)

where D denotes the end-to-end frame propagation delay over the radio channel, p 
denotes the probability of a frame being in error, and n denotes the maximum number 
of RLP retransmissions. In equation (2), the probability of transmitting a frame 
successfully over the RLP is noted by Pf and can be calculated as follow: 

n(n 1)/2
fP 1 p(p(2 p)) += − −  (3)

Also, in equation (2), the probability of the first frame received correctly at the 
destination, being the ith retransmission frame at the jth retransmission trial is noted 
by P(Cij), and can be calculated as follow: 

j( j 1)
i 12 2

ijP(C ) p(1 p) (p(2 p))
− + −

= − −  (4)

Transmission Delay without RLP (WiMAX). We use the delay model for TCP 
packet transmission without RLP which is proposed in [4]. The transmission delay 
without RLP is given as: 

m m m

m m

N N 1 N

noRLP N N

D 1 q q 2 q
D   (K 1)  +  + D

1 q 1 2q(1 q )(1 2q) 1 q

+ −= − τ − − −− − −  
 (5)

where q = 1 – (1 - p)K represents the TCP packet loss rate, and Nm denotes the 
maximum number of TCP retransmissions. 

Total Transmission Delay. As seen in Fig. 1, in VCC signaling for CS-to-PS domain 
transfer, 7 messages are exchanged between SN and Proxy-Call Session Control 
Function (P-CSCF) of the visited IMS network and 7 messages are exchanged 
between P-CSCF of the terminating IMS network and CN. We assume CN is in 
WiMAX network. When SN is transferred to UMTS network, the VCC signaling 
transmission delay Dtransmission-uw is given by: 

transmission uw RLP noRLPD  = 7 D  + 7 D− × ×  (6)

When SN is transferred to WiMAX network, the VCC signaling transmission delay 
Dtransmission−ww in seconds is given by: 

transmission ww noRLPD 14 D− = ×  (7)

3.2   Processing Delay 

We take into account a fixed processing delay for all entities. This fixed delay is the 
delay incurred due to the encapsulation and decapsulation of packets. For HSS, in 
addition to this fixed delay, processing delay consists of address lookup table delay 
too. When a query is sent to HSS for a particular IP address, the HSS has to look up 
its table for the given IP address. This lookup increases the processing delay [8]. Also, 
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at VCC AS, when a packet is received, relations between several functional entities 
are required which increase the processing delay. The processing delay for VCC 
signaling Dprocessing can be given as: 

processin g proc sn proc p csc f proc s csc f proc asD 4d 14d 21d 6d− − − −= + + +
 

proc i cscf proc hss proc cn5d d 3d− − −+ + +  
(8)

where dproc−sn, dproc−pcscf, dproc−scscf, dproc−as, dproc−icscf, dproc−hss, and dproc−cn denote the 
unit packet processing delay at SN, P-CSCF, Serving-Call Session Control Function 
(S-CSCF), VCC AS, Interrogating-Call Session Control Function (I-CSCF), HSS, and 
CN, respectively. The processing delay is considered for received messages at a node, 
so the coefficients in equation (8) can be obtained from Fig. 1. 

3.3   Queuing Delay 

We assume a queue model M/M/1 and Poisson signaling arrival rate process. The 
processes are independent one to other. We only consider the queuing delay at the 
receive buffer and assume that the transmission buffer at a network node is delay free. 
The packet delay at SN queue is approximated as [10]:  

[ ] sn
sn

sn sn

E w
(1- )

ρ
=

μ ρ
 (9)

where ρsn = λsn / μsn represents the utilization at SN queue, μsn denotes the service rate 
at SN queue and λsn denotes the arrival rate at SN queue. Similarly, the packet delay at 
queues of other network nodes can be calculated. Thus, the queuing delay Dqueuing can 
be approximated as: 

[ ] [ ] [ ]queuing sn pcsc asf s csc fD 4E w 14E w 21E w 6E w = + + + 
[ ] [ ] [ ]i cscf chss n5E w E w 3 w+ + +  

(10)

where E[wsn], E[wpcscf], E[wscscf], E[was], E[wicscf], E[whss], and E[wcn] denotes the 
expected value of a unit packet queuing delay at SN, P-CSCF, S-CSCF, VCC AS, I-
CSCF, HSS, and CN, respectively. As mentioned above, we only consider the 
queuing delay at the receive buffer, so the coefficients in equation (10) can be 
obtained from Fig. 1. 

3.4   Total Delay for VCC Signaling 

We calculate the total delay of VCC signaling for CS-to-PS domain transfer. The 
delay for VCC signaling when SN is transferred to UMTS network and CN is in 
WiMAX is given by: 

Dtotal-uw = Dtransmission-uw + Dprocessing + Dqueuing (11)

The delay for VCC signaling when SN is transferred to WiMAX and CN is in 
WiMAX is given by: 

Dtotal-ww = Dtransmission-ww + Dprocessing + Dqueuing (12)
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4   Numerical Results 

In this section, we present the numerical results for the delay analysis of VCC 
signaling for CS-to-PS domain transfer. The assumed values of parameters involved 
in equations are mentioned hereafter. The value of end-to-end frame propagation 
delay (D) is taken equal to 100 ms for UMTS. In case of WiMAX, the value of D is 
taken equal to 0.27 ms and 0.049 ms for 4 Mbps and 24 Mbps channel, respectively 
[7]. In UMTS, frame duration or also known as inter-frame time (τ) is assumed to be 
20 ms. In case of WiMAX, τ is assumed to be 2.5 ms. The maximum number of RLP 
retransmissions (n) and the maximum number of TCP retransmissions (Nm) are both 
taken equal to 3 [4]. The unit packet processing delay is taken equal to 5 ms for VCC 
AS and HSS, and 4 ms for rest of entities. The service rate (µ) is taken equal to 200 
packets/sec for VCC AS and HSS, and 250 packets/sec for rest of entities [8]. 

 

Fig. 2. VCC signaling delay when SN is transferred to different UMTS and WiMAX channel 
rates for fixed p and ρ 

 

Fig. 3. Effect of changing frame error probability (p) on VCC signaling delay when SN is 
transferred to 128 Kbps UMTS and CN is in 4 Mbps WiMAX for fixed ρ 
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Fig. 2 shows the VCC signaling delay when SN is transferred to different UMTS 
and WiMAX channel rates for fixed frame error probability (p) and utilization at 
network entities (ρ). The frame error probability is taken to be 0.02. The utilization at 
HSS queue (ρhss) and the utilization at other network entities (ρother) are taken to be 0.7 
and 0.4, respectively. It can be observed that the VCC signaling delay decreases 
considerably as the UMTS channel rate increases. Also, it can be observed that the 
VCC signaling delay is negligibly affected by changing the WiMAX channel rate. 

Fig. 3 shows the impact of different frame error probabilities on the VCC signaling 
delay when SN is transferred to 128 Kbps UMTS network and CN is in 4 Mbps 
WiMAX for fixed utilization at network entities (ρ). The utilization at HSS queue 
(ρhss) and the utilization at other network entities (ρother) are taken to be 0.7 and 0.4, 
respectively. It can be observed that the VCC signaling delay increases with 
increasing frame error probability. 

 

Fig. 4. Effect of changing utilization (ρ) on VCC signaling delay when SN is transferred to 128 
Kbps UMTS and CN is in 4 Mbps WiMAX for fixed p 

Fig. 4 shows the impact of different utilizations on the VCC signaling delay when 
SN is transferred to 128 Kbps UMTS network and CN is in 4 Mbps WiMAX for fixed 
frame error probability (p). The frame error probability is taken to be 0.02. It can be 
observed that the VCC signaling delay increases with increasing utilization at network 
entities. 

5   Conclusion 

In this paper, we analyzed the delay of VCC signaling for CS-to-PS domain transfer 
for different UMTS and WiMAX channel rates. The delay consists of three parts: 
transmission delay, processing delay, and queuing delay. The results indicate that the 
VCC signaling delay decreases considerably as the UMTS channel rate increases 
whereas the VCC signaling delay is negligibly affected by changing the WiMAX 
channel rate. Also, the VCC signaling delay increases with increasing frame error 
probability and/or utilization at network entities. 
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Abstract. Image registration is to find a suitable space transformation that 
aligns two or more images of the same scene taken at different times. As the 
image size is increasing, the numerical approaches based on the pixel matrix 
may stepup the computation complexity, and it is difficult to perform the large 
size registration on a single computer in the limited time. PDE-based 
registration is employing the partial differential equation driven by a similarity 
measure to minimize the distance between the corresponding pixel points. 
During the minimization process, Additive operator splitting (AOS) scheme is 
usually be used. In this paper, we discuss a multithreading method to perform 
AOS scheme and apply it to the parallel image registration computing with 
OpenMP and MPI on a dual core cluster. Some experimental results show that 
this method can produce the large size parallel image registration and save the 
time consume efficiently. 

Keywords: image registration; parallel computing; AOS scheme; multithread 
programming. 

1   Introduction 

Additive Operator Splitting (AOS) scheme, proposed by T. Lu, P. Neittaanmaki and 
X-C Tai [1-2] and J. Weickert[3], has widely been used in the matrix computation, 
especially in PDE-based image processing. Its essential idea is to replace the inverse 
of the sum by the sum of inverse, and the complexity is )(nO . The implementaion is 

to transform a nm×  matrix into a column vector of size nm ⋅  stacked atop one 
another from left to right, then split the the whole process in a sequence of one 
dimensional processed.  

Most implementations for image registration are produced by defining a similarity 
measure between two given images, then minimizing an energy functional that 
combines both similarity and regularity measures. The main time consuming is on the 
matrix computation over the iterative procession. Many researchers employ HPC 
approaches for image parallel registration to reduce the execution time. For example, 
Fumihiko et al[5] produced a data distributed parallel algorithm to align large-scale 
three dimensional images on a 128-CPU cluster of PCs interconnected by Myrinet 
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and Fast Ethernet switches, Warfield et al[6] provided a parallel nonrigid algorithm 
based on the workpile paradigm running on a cluster of two Sun Enterprise Server 
5000s, Rohlfing et al[7] discussed a numerical optimization technique to accelerate 
nonrigid registration on a 64-CPU SGI Origin 3800, Butz et al[8] presented a parallel 
affine registration based on genetic optimization on a 20-CPU cluster of Pentium III 
550-MHz PCs. Weickert et. al[4] implemented a three-dimensional AOS scheme on 
an SGI Power Challenge XL with 8 processors to filter a 3D ultrasound image of a 
10-week old foetus. All their works are related to the data-parallel processing over the 
pixel matrices and can be finished in a short time by some special parallel computer 
on a number of PCs cluster. In 2001, Bernd Fischer and Jan Modersitzki[9] promoted 
a intensity-driven approaches based on a variational fomulation, which helps us use 
the diffusion PDE model to describe the registration problem to perform the large size 
2D registration on a single multi-core computer[10]. 

In this paper, we discuss a multithreading method to perform AOS scheme and 
apply it to the parallel image registration computing with OpenMP on a dual core 
cluster. First, we discuss the PDE-based registration equation and its AOS scheme, 
then built a cluster composed of 4 nodes and split the image into 4 blocks, use MPI 
function dispatch each pair block to the different node and produce the parallel 
registration with two and four threads created by OpenMP, then gather all the results 
and merge to the output image. At last, we give out some numerical experiments on 
meteorological objective tracking and landslide processing.  

2   Parallel Registration Computing 

2.1   Mathematical Model 

Let )())(( 21 xIxuxI −+  be the measurement of the intensity distance between 

source image )(1 xI  and target image )(2 xI  for the displacement function 
22:)( RRxu →  at each 2Rx ⊂Ω∈ , then the registration problem may be 

described as the minimizing the following energy functional[11] 
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Where ),( txσ  is the scale function λ  and μ are the weight parameters. 

By the use of variational method and an artificial time t , we have the following 
equations: 
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with the boundary and initial conditions: 
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Then minimizer of Equ.(1) is the steady state solution of Equ.(2)(3) satisfied 
0),( =∂ txut  and 0),( =∂ txtσ . 

2.2   AOS Scheme 

Equ. (2)(3) can be wrote as following: 

)),((),(),( txwftxwtxwt +Δ= α  (5)

)()0,( 0 xwxw =  (6)

0|),( =∂ Ω∂txwn
 (7)

where ),( σuw = , f  is called external force term and computed from the intensity 

of images after transformation. α  is the weight parameter. The Laplace operator 

Δ is defined as the sum of two second partial derivatives respect to the coordinates 
like 22

21 xx ∂+∂=Δ  with the center difference approximation and the mesh width 

1=h . 
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Expending every term of Equ. (8) and (9) on Ω , it is easy to get  

wAwAww xx =∂=∂ 22

21
,  (10)

and A is a typical band-diagonal matrix like  
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Obviously, rotate the second term of (10) we have TT

x Aww =∂ )( 2

2
which has the 

similar form as wx

2

1
∂ .  

It is well known that the discretization of Equ. (5) with explicit scheme needs high 
number of iterations, so we consider the semi-implicit scheme discribed as[10]: 
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where τ  is the time step size, AA α=1
 and 

2A  is a 1A -like matrix which rotated 

two times. Equ. (12) is an unconditional stable scheme[1-3].  
The essential idea of AOS scheme is to replace the inverse of the sum by the sum 

of inverse. Then we transform Equ. (12) into its AOS scheme, i.e. 
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The matrix 
lAI τ2− is a strictly diagonally dominant which can be efficiently 

inverted by Thomas algorithm.  

Compute 
1+kw  using (13) can emply the following equations: 

)()2( 11
kkk wfwvAI ττ +=−  (14)

)()2( 22
kkk wfwvAI ττ +=−  (15)

2/)( 21

1 kkk vvw +=+  (16)

It’s easy to see that Equ. (14) and (15) can be computed by different processes. 

2.3   Parallel Computing Platform 

Windows Compute Cluster Server 2003 (WCCS 2003) is a high performance 
computing platform supported by Microsoft Co. This cluster system includes 
Windows Server 2003 Compute Cluster Edition, MS MPI, Job Management, Cluster 
Management and Visual Studio 2005 Team Suit. 

According to the statute of WCCS 2003, we built a small cluster with 4 nodes 
using Ethernet switch to connect. Each with AMD Athlon™ 64x2 Dual Core 
processors connected via a 100Mbps switched Ethernet. The cluster architecture and 
the parameters of each node are shown as Figure 1 and Table 1. 

 

Fig. 1. Cluster architecture 

2.4   Parallel Implementation on a Dual-Core Cluster 

In order to perform the large size image registration, we use two steps to implement 
the parallel computing. First, we use the block partition to block the image into 4 
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smaller matrices, then register each pair of matrices shown as Figure 2. Second, 
during the iterations in the sequence algorithm, we use two threads to produce AOS 
scheme for Equ. (14) and (15) (see Figure 3).  

Table 1. The parameters of each node 

Node Type CPU Frequency Memory 

Head Node AMD Athlon(tm)64 X2 Dual 4800+ 2.50GHz 2GB 

Other Node AMD Athlon(tm)64 X2 Dual 4600+ 2.40GHz 1GB 

 

Fig. 2. Block the images 

 

Fig. 3. Parallel AOS scheme 

 

Fig. 4. Task queue 
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According to the dual-core computer characters and the image size, we create the 
task queue include 4 threads (see Figure 4). Each thread gets a task and computes 
until all tasks have been finished. The marks of subtasks are defined as Figure 2 and 
the blocked image registration is shown as Figure 5. The parallel registration process 
is stepped as Figure 6. 

 

Fig. 5. Register each pair of the block images 

 

Fig. 6. Parallel image processing diagram 
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From Figure 6 we see that, while the image size is nm × , step 1 block the image 
into 

21 kk × , each block needs to perform input data )/()/( 21 knkm × , the time  

is ))/()(( 21 kknmO ×× . Step 3 and step 7 send and receive data, the time is 

))/()(( 21 kknmtt ws ××⋅+ , where st  is the static start up time and wt  is 

perword transfer time. Step 4 is the sequential computing by using the registration 
algorithm, the computation is ( ) ( )( )21/ kknmO ×× . The last step combines and 

outputs the image. In the cluster environment, each word transfer time is very small, 
and the data latency is also very low, so the total computational complexity of parallel 
image registration is ( ) ( )( )21/ kknmO ×× . 

3   Numerical Experiments 

Experiment 1: Meteorolgical Objectives Tracking 

Meteorological image registration plays the essential role in weather forecast, 
atmospheric research and disasters monitor. Furthermore, meteorological objectives 
are complexity and moving quickly which may cause it difficulty to distinguish.  

In Doppler Weather Rader image processing, the shape of the meteorological 
objective is the important parameter for determining the objective characteristics like 
moving, speeding, strength and limitation evolving. In order to obtain the shape, we 
firstly separate objectives, extract the boundary so that each objective can be analyzed 
as the independent one. By registering the meteorological objectives between the 
different times, we can get the moving speed, the direction of movement, and 
intensity change of the meteorological objectives and so on. 

Figure 7 is the Meteorological objective tracking procession. The original image 
came from the Doppler Rader data image of Yunnan Region on Jun. 25, 2010. The 
image size is 10001000× . 

   

    (a) Original image     (b) The meteorological objectives    (c) Extract the boundary 

Fig. 7. Meteorological objective tracking 

Experiment 2: The landslide Processing 

The slope inspection takes the important effect on keeping the road smoothly and 
safety. Once the landslide happens, we need to find out the slide reason and restore 
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the original scene for the inspecting region. Figure 8 is the landside image registration 
result[12]. The image size is 20482048× . 

 

Fig. 8. Landsilde image registration 

Table 2 shows the consumed time between different register ways for producing 
the Experiment 2. 

Table 2. Comparison of the consumed time 

 

4   Conclusion 

In this paper, we have presented a multithreading method to perform the parallel 
implementation for image registration with PDE model and AOS scheme by using 
MPI on a 4 nodes dual-core cluster. The experimental results shown that this method 
can drop the number of iterations, reduce the computation complexity and save the 
computing time. 
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Abstract. Cloud computing involves processing a huge amount of data using 
massively, distributed computing resources. However, the massive and 
distributed nature of cloud computing also make the integrity of computation 
upon easily be easily broken either by deliberate attacks or unconscious 
machine failures. In this paper, we propose to provide high-integrity feature to 
MapReduce computation using speculative execution. The key idea of our 
approach is selectively replicating MapReduce tasks on a random computation 
node, and comparing the hash of the execution results to determine if the 
integrity of the task is compromised. A preliminary prototype, called Nessaj, 
has been implemented on Hadoop MapReduce framework. Experimental results 
show that Nessaj can detect and recover from our randomly injected attacks in 
high probability. The performance overhead is also moderate. 

1   Introduction 

Cloud computing has been popular for years, which is evidenced by a number of 
commercialized cloud platforms including Amazon's EC2 [1], Saleforce.com and 
Microsoft Azure. To simply the programming of cloud computing, MapReduce, 
invented and popularized by Google, has been used in various usage scenarios such as 
Web Searching, Machine Learning and Statistical Machine translation. This is due to 
its simplicity and elegance of MapReduce in expressing large scale computation using 
mostly two primitives: Map and Reduce. 

However, deploying MapReduce in cloud platforms also creates several key 
challenges. Among them, the integrity of computation is of great importance to the 
usefulness of the MapReduce tasks. For example, if computation of a single 
MapReduce is tampered with, the result of the entire computation might be inaccurate 
and even useless, especially for some convergence-based computation such as  
K-Means. Unfortunately, there is currently still very little research towards this issue. 

Tampering with the computation integrity is a real threat to current cloud platform 
for the following reasons. First, the multi-tenancy nature of cloud platform makes that 
the computation from one user might be co-hosted with others and even an attacker. 
This gives the possibility that the attacker might leverage security vulnerabilities of 
the cloud stack and tampered with the execution integrity. There has already a number 
of security vulnerabilities uncovered in CVE, including those in Xen [2] [3], 
VMWare [4], not to mention those in Linux and user-level software. Second, to lower 
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the cost of cloud, cloud service providers usually adopts commodity hardware, which 
is usually not stable and might fail stealthily [5]. Even a single bit error in memory or 
storage might make the overall result manliness. 

Being aware of this problem, this paper proposes a transparent approach to 
improve the execution integrity of MapReduce computation on the cloud, while not 
sacrificing its simplicity and elegance. The proposed approach, called Nessaj, 
stealthily and randomly creates a number of replicated MapReduce tasks on randomly 
assigned nodes, and compares the results to verify the execution integrity. 

We have implemented a working prototype on Hadoop MapReduce framework. 
Our evaluation using a small scale cluster and a simulator indicates that the 
performance overhead is moderate and the randomly injected errors are all detected. 

The rest of the paper is organized as follows. Section 2 presents an overview of 
MapReduce, the Hadoop implementation as well as the data integrity issue in Hadoop 
that motivates the work of this paper. Section 3 describes the design issues of 
speculative execution and the implementation of Nessaj. Section 4 presents the 
performance evaluation results. Section 5 relates Nessaj to previous work. Finally, we 
conclude the paper in Section 6. 

2   Background and Motivation 

2.1   MapReduce 

MapReduce is a programming model on the parallel processing domain, aiming at 
helping programmers to write parallel applications to process petabytes of data. 
MapReduce abstracts a program as two phases: Map and Reduce. In the Map phase, a 
user-defined map function is applied to each unit of the input data, generating pairs. 
Then the pairs with the same key are all aggregated by a user-defined reduce function 
in the Reduce phase. 

2.2 An Overview of Hadoop 

Apache Hadoop is the most popular open-source implementation of the MapReduce 
model, using the Java language. Currently there are hundreds of thousands of 
companies and organizations are deploying Hadoop clusters to process massive 
amount of data[6], including big ones like eBay, Yahoo! and FaceBook. The core of 
the Hadoop project consists of a MapReduce framework, and a persistent storage 
Hadoop Distributed File System (HDFS), which is inspired by the Google File 
System [7] used by Google's MapReduce framework. 

HDFS is a distributed chunked file system, in which data are split into pieces of 
chunks, typically 64 or 128 megabytes, and distributed among the cluster. HDFS also 
support a configurable file replication to ensure data availability and speed up data 
access. 

The Hadoop MapReduce framework consists of JobTracker as a master node, 
scheduling and managing the running MapReduce applications, and TaskTrackers as 
slave nodes, performing the actual MapReduce works. Users submit their MapReduce 
jobs to JobTracker, and then JobTracker splits the jobs into MapTasks and 
ReduceTasks and schedules them to run on TaskTrackers. MapTasks load input from 
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HDFS, perform the Map phase of MapReduce, and generate intermediate   data onto 
their local file systems. ReduceTasks then fetch these intermediate data, aggregate 
them with the reduce function, and save the final MapReduce results back to the 
HDFS. 

2.3   Data Integrity in Hadoop 

All the persistent data of Hadoop are stored in the HDFS, which replicates data with 
multiple copies and thus ensures data integrity and availability. For the intermediate 
data generated by the MapTasks, Hadoop only temporally saves them on the local 
disks of TaskTrackers. Upon a failure to access such intermediate data, Hadoop 
simply restarts the MapTask generating these data. Such mechanism works fine on the 
data availability, but it fails to ensure data integrity. 

If the intermediate data were modified by malicious software or operators before 
used by ReduceTask, Hadoop cannot recognize such situation and would generate a 
wrong final result. This can be a serious problem for applications that analyze a large 
amount of raw data and generate just a brief summary report. The intermediate data of 
this kind of applications are relatively much less than the input data. So changes of 
some of the intermediate data can cause the final result to be totally different from the 
correct result. 

Our threat model is that one or several machines of the MapReduce cluster are 
controlled by malicious software or operators, who gain the privilege and modify the 
intermediate data generated by the MapReduce framework. We assume that the 
number of the machines being malicious controlled is relatively minor in the cluster. 
Unconscious machine failures like disk IO faults can also cause a similar impact. The 
data integrity issue under such attacks can be addressed by leveraging the speculative 
execution mechanism in MapReduce and Hadoop. The scheduler or JobTracker can 
speculatively start some replications for a single task, compare the intermediate data 
of them, and then accept the major result as the correct one. This approach is based on 
the observation that the attacker can only modify a minor number of outputs, if the 
speculative executions are distributed among the cluster. Such a speculative approach 
can provide high data integrity level, though not ensuring the integrity of all data. 

3   Design and Implementation 

In this section, we would discuss some important design considerations and present 
our preliminary prototype, called Nessaj, based on the Hadoop MapReduce 
framework. 

3.1   Ensuring Data Integrity with Speculative Execution 

We only speculate MapTasks because the potential compromised intermediate data on 
local file systems are all generated by MapTasks. When scheduling, the scheduler 
randomly chooses some of the MapTasks to be speculatively executed, and then accepts 
the major result as the correct one. Though the basic idea to ensure data integrity with 
speculation is quite straightforward, some details are worth noting. Our goal is to 
provide a high data integrity level, while maintaining a moderate performance. So there 
is a tradeoff between the effect of speculation and the system performance. 
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When to Start Speculation? The schedule of the speculative execution can directly 
affect the system performance. In Hadoop, ReduceTasks can copy the intermediate 
data generated by a MapTask once it completes. But for MapTasks being 
speculatively executed, ReduceTasks cannot fetch the intermediate data until all 
speculative replications complete and a correct result is accepted by the scheduler. If 
the portion of tasks being speculated is high, it is better to start all the speculative 
replications of the same task at the same time, because in this case the intermediate 
result is soon available if all replications complete at nearly the same time. But if 
there is a little number of tasks being selected to speculate, proponing the speculation 
and giving higher priority to non-speculative tasks can help the ReduceTasks start 
copying early. 

Where to Execute Speculative Tasks? Ideally we should schedule the speculative 
tasks randomly among the whole cluster, to achieve a high probability to defend the 
attacks. However, it is expensive to run a task on a node without the input data 
present locally, because such a task needs to fetch the input data from other nodes 
through networking. Considering such data transferring overhead, we choose to 
schedule the speculative tasks to the nodes which have the chunks of the input data if 
possible. This policy is nearly as effective as the total random fashion, because all 
data chunks are replicated over three different nodes in a typical HDFS configuration, 
and so the probability of data compromising from the same source is low. 

How to Handle Failure? It is possible that the scheduler fails to find a major result 
when there are at least two different results with the same number of tasks. In this 
case, the scheduler should start another speculative task until it can find a major result 
or reach the threshold of the number of speculative tasks. The scheduler would just 
fail the whole job if it cannot find a correct result after finishing the maximum 
number of speculative tasks. 

3.2   The Prototype: Nessaj 

We have implemented a preliminary prototype, called Nessaj, by extending the 
Hadoop MapReduce framework with speculative execution support for data integrity. 

Architecture. We leverage the existing speculation and output committing 
mechanisms in Hadoop to implement Nessaj, and thus Nessaj retains the main control 
flow of Hadoop. Output committing is an optional phase supported by Hadoop, it 
makes a task enter the COMMIT_PENDING status before completion, and wait for 
the JobTracker to decide whether it can commit or not. The result of the task is 
unavailable to downstream tasks until it is commit. 

Nessaj employs the propounding policy for speculative execution under the 
observation that the actual speculative ratio must be low, because there are quite little 
amount of attacked machines. So Nessaj would first schedule normal tasks and then 
the speculative ones. When speculative tasks finish their works, Nessaj forces them to 
enter the committing phase before completion. The speculative task then computes 
the MD5[8] value for its result, reports its status to the JobTracker along with the 
MD5 value, and waits for the JobTracker to decide whether it can commit. The 
JobTracker should first wait for all the running speculative replications of the same 
task to enter the committing phase, and then it can sort and accept the major MD5 
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value. If a correct result is accepted, JobTracker would randomly select a task with 
that value, and then inform that task to commit and kill other tasks. Otherwise 
JobTracker would start another speculative task until it can make a decision. 

Implementation. To implement Nessaj, we firstly add a new output committer to 
perform the new committing logic, including the computation of MD5 value. 
Secondly, we extend the task status object to carry the MD5 value for committing 
tasks. Thirdly, we track the progressing of speculation in the corresponding 
TaskInProgress objects for each task, and implement the decision logic for 
commitment in JobInProgress. Finally, we also make the JobTracker and Task objects 
to be aware of our speculative execution support. 

4   Evaluation 

We evaluate both the effect and performance of Nessaj, by conducting experiments on 
a simulator as well as a small cluster. 

4.1   Experiment Environment 

To evaluate the performance of Nessaj, we conduct the experiments on a small-scale 
cluster with 1 master node and 6 slave nodes. Each machine is equipped with two 12-
core 1.9GHz AMD processors, 64GB memory, four 500GB SCSI disks and a 1000M 
NIC. All nodes are connected with a switcher using 1000M network. The operation 
system is Debian squeeze with a Linux 2.6.37.1 kernel. We use Hadoop version 
0.20.1 running on Java SE Runtime 1.6.0. The file replication number of HDFS is set 
to 3 and the size of each file chunk is configured as 64MB. 

The effect of the Nessaj is determined by the degree of speculation as well as the 
amount of machines being attacked and the power of the malicious software or 
operators. So we implement a simple simulator to gain a deep insight of the 
speculation policy of Nessaj on clusters of larger scale. 

 

Fig. 1. The Performance of Speculation on 7 Nodes. Baseline denotes the run without 
speculation, while spec10 and spec30 denote speculating 10% and 30% tasks respectively 
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Fig. 2. The Effect of Speculation on 100 Nodes. We compare speculating 30% tasks(Spec 
30%), 10% tasks(Spec 10%) and no speculation(Baseline). We denote the number of slaves 
being attacked as #slave_att, the number of errors injected as #err_inject, the ratio of errors not 
detected in total tasks as err_not_det%, and the ratio of errors detected in total errors injected as 
err_det_tot%. 

4.2   The Performance of Speculation 

We evaluate the performance of speculation with K-Means using 16GB input data. 
We assume one machine is controlled and injected an error with a probability of 0.1. 
All the injected errors are detected in our experiments. As Figure 1 shown, the 
speculation introduces a moderate execution time overhead as about 41% and 72% 
when speculating 10% and 30% tasks respectively. The run time overhead mainly 
comes from the increase of the number of running tasks, as Nessaj starts about 59% 
and 131% more tasks for speculative execution. The overhead of the MD5 
computation for the intermediate data is negligible (no more than 20ms in our  
K-Means experiment), because the intermediate data is computed immediately after 
flushing to disk and thus enjoys a good temporal data locality. 

4.3   Speculation on Larger Scale 

We simulate the effect of speculative execution in different scales and setups, 
including the scale of clusters, the number of running tasks, as well as the ratio of 
speculative tasks, the ratio of nodes being attacked, and the probability that the result 
of one task is modified. Figure 2 shows the simulated result on a 100-machine scale. 
The degree of speculation determines the ratio of errors detected. Our current 
preliminary speculation policy can limit the damage of data integrity to about 0.34% 
when the ratio of machines being attacked is low (5%). But as the number of attacked 
machines doubles, this damage also increases by nearly one time. On the 500-machine 
scale, speculation can still ensure the data integrity to the level as the 100-machine 
scale. But there are 14% 24% of the simulated jobs fail due to reach the threshold of 
maximum speculative tasks. 

5   Related Work 

MapReduce [9] has been widely deployed in many applications, other than the web-
search domain, such as machine learning [10], statistical machine translation [11] and 
scientific data analysis [12]. Speculative execution has also been implemented in 
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Hadoop [13] for the purpose of accelerating program execution, in contrast for fault 
tolerance as done in this paper. To improve the precision of speculative execution, 
Zaharia et al. [14] optimizes Hadoop with an algorithm called LATE, to enable a 
heterogeneity-aware scheduler for heterogeneous environments such as Amazon's 
EC2. To improve the security and privacy of MapReduce applications, Roy et al. [15] 
propose Airavat, which combines decentralized information flow control to 
MapReduce. However, they cannot detect or prevent attacks to execution integrity of 
MapReduce applications. 

6   Conclusion 

In this paper we ananlyzed the data integrity in MapReduce clusters, which can be 
easily broken either by deliberate attacks or random machine failures. We proposed to 
ensure the data integrity in MapReduce computation using speculative execution. We 
extended the existing speculative execution mechanism in the Hadoop MapReduce 
framework to protect the data integrity of the MapReduce computation results. We 
have evaluated our preliminary prototype Nessaj in a small cluster as well as a 
simulator. Experiment results showed that Nessaj successfully detected all the 
injected errors, with a moderate performance overhead. 
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Abstract. In this paper, we focus on the channel usage efficiency for secondary 
user in cognitive radio networks. We formulate the optimization objective as 
the total reward maximization by Partially Observable Markov Decision 
Processes (POMDPs). The total reward is maximized by considering 
multidimensional context parameters including allowable channel transmission 
rate, queue delay and arrival rate. Match Ability is proposed considering above 
context parameters. A heuristic greedy algorithm is proposed for each 
secondary user to access sensed channels based on the local maximum match 
ability. By combining the utility function of average waiting time with match 
ability, we improve the global scheduling delay fairness. We demonstrate by 
simulation results that as the average arrival rate of secondary user increases, 
the large stable region of low delay can be efficiently maintained by varying 
utility function of the average waiting time. 

Keywords: Cognitive radio, match ability, utility function, average waiting 
time. 

1   Introduction 

A novel solution to radio spectrum underutilization problems is to adopt cognitive 
spectrum access. It can be done by two steps: sensing frequency bands that are not 
used by the primary users and accessing current idle frequency band. To achieve this 
goal in an autonomous manner, multiple user cognitive radio networks need to adopt 
a feasible scheme that can be adaptive to dynamic wireless network characteristics to 
use radio spectrum most efficiently. In general, in cognitive radio networks, when 
driven by service requirement, each secondary user starts to sense each channel of 
primary users in any given time slot, with probable sensing results for each channel of 
primary users including: (1) Accurately sensed to be idle, or to be active, and (2) 
Wrongly sensed to be idle, or to be used. In case (2), the idle channel usage efficiency 
can be degraded because the same channel is simultaneously used by more than two 
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users, or not be utilized by secondary users. For single secondary user, a channel of 
primary user system is determined for access selection only according to the sensed 
result. It can be completed by detecting the signal in frequency bandwidth of primary 
users at physical layer. For how to use idle channels of primary users efficiently, a 
great deal of effort has been made by considering spectrum detecting method, 
accessing strategy and traffic tail characteristics estimation in time domain 
respectively. In [1] and [2], a hierarchical cognitive network is considered for 
cognitive user transmission opportunities in multiple channel communication system. 
The queue tail distribution of cognitive users is estimated for the detection of channels 
of primary users in [3], with closed-form expressions under two primary users. 

While there has been much investigation for channel usage in cognitive radio 
networks including opportunistic access, spectrum sharing and stable and efficient 
access method [4, 5, 6, 7], there remains a lack of optimizing channels used by 
secondary users that considers the match between allowable transmission rate and 
service quality of secondary user. It is a complex multiple variants optimization 
problem we will face in this paper. Using Partially Observable Markov Decision 
Processes (POMDPs), we investigate the optimization objective that is formulated as 
the total reward maximization. The optimization implementation based on POMDP is 
to obtain the expected total reward by taking a sequence of decision actions. In our 
objective optimization for channel access, each access decision is made based on the 
multiparameter match estimation considering channel condition of primary user, 
average queue waiting time and average traffic arrival rate of secondary user. To 
address this, we propose a novel channel access scheme using multidimensional 
parameters match ability maximization. In this scheme, for each secondary user, the 
statistical relationship between context parameters and the quality of service is 
derived according to queue theory. In cognitive radio network, the interference to 
primary users may be increased due to the transmission power enhanced by a 
secondary user using a worse idle channel. In addition, a secondary user will reduce 
the utilization efficiency of channels being in better condition because its current 
service queue length is shorter. Thus, the trade-off between channel condition and 
queue length should jointly be combined for spectrum resource scheduling decision. It 
becomes more important for secondary user in cognitive radio networks because of 
the constrained opportunistic spectrum utilization. In this paper, we investigate the 
optimization for this trade-off realization by taking multiple context parameters into 
consideration. We decouple the optimization objective realization into three low 
complexity sub-problem solutions including the control of the service arrival rate of 
secondary user, idle channel utilization and the total trade-off strategy. To our 
knowledge, as yet, it is not researched. First, considering cognitive radio 
characteristics, we propose a novel metric Match Ability for each secondary user to 
make decision of how to use the sensed channel. Match Ability is constructed 
according to the required bit-error-ratio (BER) and the achievable transmission rate 
on the sensed channels while considering the interference caused to its neighboring 
primary users. For single secondary user, Match Ability (MA) performs mapping 
between channel selection and the achieved quality of service (QoS). By this 
mechanism, each secondary user access sensed channels based on greedy Match 
Ability maximization (GMAM). However, the total performance needs to be improved 
by considering that two secondary users (or more) having different queue conditions 
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and the same estimated MA request to use the same channel. To adapt well to the 
trade-off between queue delay and channel efficiency, we use extended Match Ability 
called EMA that is based on the principle of the utility maximization. In this scheme, 
we combine queue delay with MA of each secondary user by the utility function of 
queue delay. In addition, one of advantages of our methods is that it allows us to use 
conventional Proportionally fair scheduling (PF) as centralized management control 
by only replacing the single parameters with the integrated parameter MA, which can 
adapt well to the channel efficiency maximization requirement. 

2   System Description and Optimization Formulation 

2.1   System Description 

We consider a multiple channels cognitive radio networks with M primary users and 
N secondary users (cognitive users). In primary user system, each primary user has a 
channel (frequency band) to exclusively and randomly use. The same spectrum 
channel can be shared at the same time between secondary user and primary user. For 
the same channel sharing, two schemes are considered in our optimization objective 
implementation. The framework for channel access in secondary user system is 
shown in Fig. 1. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Framework for Channel Access in Secondary User System 

The first one is the distributed spectrum access that one secondary user decides 
whether or not to access a sensed channel based on GMAM. With the GMAM based 
distributed way, one secondary can take shorter time from sensing to accessing 
channel. However, the total optimization depends on the optimum match between the 
allowable channel transmission ability and the queue length waiting to be transmitted. 
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By combining GMAM for channel sensing with the queue delay state, GMAMC 
achieves the global balance ability by controlling greedy maximization degree used in 
GMAM. 

2.2   Optimization Formulation 

A POMDP denotes an observation (estimation) and decision process taking a 
sequence of actions to maximize the reward value under uncertain estimated factors. 
Let S, A, and O, be a set of states, a set of actions and a set of observations (estimated 
parameters). If the system is currently in a state ∈s S, after an action (decision) is 
taken, the system is driven into a new state s’ from s and as a result, a reward 
value ),( asR  is obtained. Due to uncertain predicted parameters, the end state s’ can be 

modeled as a conditional probability function ),( ),,( ,, asspsasT = . The optimization 

objective is to maximize the total reward: 
∈∈ AaSs

asR
,

),(max . Let 1][ =kS j  and 

0][ =kS j  denote the idle and busy condition of the channel of primary user j in time 

slot k respectively. Taking channel usage efficiency as the system optimization goal, 
we represent the system state S by the vector ],....,[ 2 Mi SSS . ijI  is the interference 

caused by secondary user i using channel j to primary user j. We by thresholdI  denote 

the maximum interference threshold that primary user can tolerate. For each 
secondary user, we consider two channel access schemes including the distributed 
access action and the centralized control. The set of access actions is expressed by A. 
Let 1=ija  and 0=ija  denote the distributed access and the centralized control 

scheme respectively for access channel j adopted by secondary user i. Each secondary 
user can access one channel by one of two ways indicated by ∈ija  A }1 ,0{= . Let 

)( ijij ar  be the required reliable transmission rate of secondary user i over channel j by 

accessing mode ija . By choosing the appropriate access scheme, our objective is to 

maximize the total system reward in terms of transmission rate 


= =

N

i

M

j

ijij ar
1 1

)(max                                                     (1) 

s.t.   thresholdij

i

II      )1 <  ; ∈ija  )2  A }1 ,0{=  

In the above formulation, thresholdij

i

II     <  guarantees that the total interference 

caused by secondary user to each primary user is under the specified condition. 
However, the channel utilization efficiency can be reduced due to a channel access 
determined only according to a hard two states decision mechanism that is the busy 
and idle condition. Dynamic network environment makes it feasible to allocate the 
same channel at the same time to a secondary user and a primary user due to time-
varying user location diversity. We consider a discrete optimization system that time 
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is divided into slots of fixed length sT . For the current condition of each channel, we 

adopt the following definition. 











≥+

<+

=



≠

≠

in

thresholdnjij

threshold

in

njij

ij
IkIkI

IkIkI

kS
][][ if  ,0   

][][ if  ,1   

][  (2)

where },...,2,1{ ,},...,2,1{, MjNni ∈∈ . In (2), 1][ =kSij and 0][ =kSij  represent idle and 

busy condition of channel i in time slot k respectively. It means that a secondary user 
access a channel of primary users by considering the total interference including the 
interference already suffered by secondary user i and the interference to be caused by 
secondary user i due to using this channel.   

For each secondary user, from the effective bandwidth theory, we can formulates 
the probability that the packet delay violates the delay requirements as 

max      } Pr{ max
D

i eDW θδ−≈>  (3)

where maxD  is the delay requirement and θ  is a positive constant referred to QoS 

exponent, δ is a constant jointly determined by the arrival process and service 
process. It means that a large θ  implies that a stringent delay requirement can be 
guaranteed by the system while a small θ  implies that a loose delay requirement can 
be guaranteed by the system. We express by ][kqi  and iλ  the amount of bits of 

secondary user i waiting for service at time skT  and the average arrival bit rate 

respectively. According to Little’s principle, we obtain the average waiting time for 

secondary user i, iW  by i   λqW ii =  where Nkqq
N

k i
N

i  −

=∞→
=

1

0
][lim . By the time low-

pass window with length wT , we obtain the average queue length of secondary user i 

over the time window, ][]1[)1(][ kqkqkq iwiw ρρ +−−= , where wsw TT=ρ . Using this 

time window, the average waiting time for secondary user i at time skT , ][kWi  is 

estimated by   ][q     [k] iii kW λ= Thus, the average waiting time at end of time slot k  

is the function of the service arrival rate, the average queue length and the obtainable 
transmission rate.  

3   Channel Access 

During time slot k, secondary user i can decide whether to access channel j based on 
the maximization of Match Ability (MA) adopting distributed self-decision. Secondary 

user i using the channel j can get Match Ability j
iMA , ][][][ kSkRkMA ij

j
i

j
i =  where 

][kSij  is given by (2) and ][kR j
i is the achievable transmission rate of secondary user 

i using channel j that can satisfy the required bit-error-rate ( iBER ) at receiving end. 

If QAM modulation is used, we can estimate ][kR j
i  by 

( )( )i
j

i
j

i BERkkR 5ln][5.11log][ 2 γ−= , where ][kj
iγ is the SINR of the transmission link 
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of the secondary user i using channel j during time slot k. Let ][khij  and ][kgij  

represent the pathloss power gain and the normalized composite of shadowing and 
fading random variable with unit mean of the transmission link from secondary user i 
to primary user j respectively. Let where ][kPi  be the transmitting power of secondary 

user i. If secondary user i complete one transmission during time slot t by ][kR j
i , then 

we can obtain the power of interference received at primary user ][kI ij  by 

][][][][ kgkhkPkI ijijiij = . To reduce complexity, we propose low complexity heuristic 

distributed algorithm based on greedy match ability maximization (GMAM) search 
that is formulated by  

[ ] { } ][ maxarg kMAkSU j
i=  (4)

where ][ ;,...,2,1 kDjNi i∈= . By (7), each secondary user at end of current time slot 

k, selects the channel with the local maximum match ability out of channels that can 
be sensed that we call MA-Weight Channel Access (GMAM) in this paper. 

Trade off between resource efficiency and fairness can be realized by maximizing 
system utility function [8]. Due to the balance ability of maximizing utility, we use the 
utility function to determine the access priority for secondary users having the 
requirement of using the same channel. The utility function for this purpose is 

( ) NikWkWU b
iii ,...,2,1 ];[][ == . Let wρ  be small enough. Since ( )][kWU iΔ corresponds 

to the utility addition that should be maximized during current time slot. Let ][kEMA j
i  

be the extended Match Ability at time slot k of secondary user i denoted 

by ][][][ 1 kMAkWkEMA j
i

b
i

j
i

−= . To obtain the better global performance, first, we 

need find the global optimal trade-off parameter optG . It can be realized efficiently by 

binary search. Secondly, allocate channel j to the secondary user i which can 

satisfy: { }NikMkWG ii
b

iopt ,..,2,1;)][][(  min 1 =− − λ . Thus, the channel j is likely 

allocated to a secondary user that has ii
b

i kMkW λ][][  approximating to optG  that is 

called GMAMC with low complexity because of using the efficient sorting-search [9]. 

4   Performance Evaluation 

In our simulation, each channel used by secondary users is assumed to suffer slow 

fading. Let the BER required by the receiving end of each secondary user be 610− . It is 
assumed for GMAM that each secondary user can know the interference of its 
neighboring primary users through its local spectrum sensing. An ON-OFF model is 
used to model the traffic streams of secondary user. The length of time slot is 2 ms. 
The ON period is modeled as Pareto distribution and an exponential distribution is 
used for OFF duration. The frequency bandwidth of each channel is 20 kHz. Four 
different rates ( )Mbps11 ,5.5 ,2 ,1=Ω are used for MA maximization based adaptation 
transmission in secondary user system (SUS). First, we consider a square area of size 

m500500×  in which 10 secondary users and 10 primary users are randomly deployed. 
Let 3, 2 ,1=b  respectively for the utility function (10). Figure 2 shows the obvious 
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differences between GMAM and GMAMC in terms of queuing delay under the 
average arrival rate kbpsi 60=λ  of SUS. The best result is achieved by GMAMC 

with 3=b . Let SU denote the number of secondary users. Figure 3 and 4 show the 
average delay under different average arrival rates in SUS.  

 

Fig. 2. Delay probability difference between GMAMC and GMAM 

 

Fig. 3. Delay performance under SU=10 and SU=20 

 

Fig. 4. Delay performance under SU=30 and SU=40 

Let the exponent of utility function b  be  4 ,3, 2 ,1 and 5 respectively. It can be seen in 
Figure 5 that the maximum lower delay stable region of about 7 ms is maintained 
from 40 to 180 kbps by GMAMC setting 5=b  of the average arrival rate in SUS. 
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Fig. 5. Delay stable region of GMAMC with different trade-off exponent b 

This is due to the adaptive trade-off between channel access efficiency and queue 
delay fairness by maximizing the utility function of queue delay. 

5   Conclusion 

In this paper, we propose an efficient distributed channel access scheme for secondary 
user in cognitive networks using the optimal match between allowable transmission 
ability and the required service quality. In addition, the large queue delay stable 
region is maintained by the proposed delay utility maximization based centralized 
control. Combining the schemes proposed in this paper with time window control 
based traffic control is our future research.  
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Abstract. In this paper, a nonconforming finite element method for
nonlinear viscoelastic wave equation is studied. By use of the new tech-
nique and sharp estimates, the superclose properties in L2 norm and H1

norm are derived, respectively. Moreover, the global superconvergence in
H1 norm is obtained through interpolated postprocessing technique.

Keywords: nonlinear viscoelastic wave equation, nonconforming finite
element, superclose and superconvergence.

1 Introduction

Consider the following nonlinear viscoelastic wave equation⎧⎪⎨
⎪⎩

utt −∇ · (a(u)∇u + b(u)∇ut) = f(u), (X, t) ∈ Ω × (0, T ],

u(X) = 0, (X, t) ∈ ∂Ω × (0, T ],
u(X, 0) = u0(X), ut(X, 0) = u1(X), X ∈ Ω,

(1)

where Ω is a convex polygonal domain in R
2 with Lipschitz continuous boundary

∂Ω, [0, T ] is the time interval, u0(X), u1(X) are given functions, a(u) and b(u)
denote viscosity and elasticity coefficients, respectively. Assume that

(i) there exist positive constants a0, a1, b0, b1 such that
0 < a0 ≤ a(u) ≤ a1, 0 < b0 ≤ b(u) ≤ b1,
(ii) a(u), b(u) and f(u) satisfy Lipschitz condition, i.e. there exists positive

constant L such that |ξ(u1) − ξ(u1)| ≤ L|u1 − u2|, u1, u2 ∈ R, ξ = a, b, f,
(iii) a(u), b(u) and f(u) are smooth functions.

As is known to all, there are many studies on superconvergence properties of
conforming elements for linear differential equations (see[1]-[3]). [1]-[2] focused
on the superconvergence and extrapolation of bilinear finite element for elliptic
equation, Sobolev equation and viscoelastic wave equation. [3]showed that the
superconvergence and extrapolation of ACM finite element for viscoelastic wave

Q. Zhou (Ed.): ICTMF 2011, CCIS 164, pp. 413–418, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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equation discussed the superconvergence and extrapolation of bilinear finite ele-
ment for elliptic equation, Sobolev equation and viscoelastic wave equation. [4]-
[6] gave the error estimates of a nonconforming finite element for elliptic equation
and Sobolev equation. In this paper, we establish a nonconforming finite element
scheme for nonlinear viscoelastic wave equation(1), and derive superclose results
in L2 norm and H1 norm by higher accuracy analysis, average-valued technique
and the orthogonal property of the element. At the same time, the supercon-
vergence result in H1 norm is also gained through interpolated postprocessing
technique.

2 Construction of the Element and Approximation
Formulation

Let K̂ = [−1, 1] × [−1, 1] be a reference element on ξ − η plane and Â1 =
(−1,−1), Â2 = (1,−1), Â3 = (1, 1), Â4 = (−1, 1) be its four vertices.

Next, we define the finite elements {K̂, P̂ , Σ̂}
P̂ = span{1, ξ, η, ϕ(ξ), ϕ(η)}, Σ̂ = {v̂i, i = 1, 2, 3, 4, 5},

where v̂i =
1

|l̂i|

∫
l̂i

v̂dŝ, v̂5 =
1
|K̂|

∫
K̂

v̂dξdη, ϕ(t) = 1
2 (3t2 − 1).

For all v̂ ∈ H1(K̂), the interpolation function Î v̂which are well-posed can be
expressed as follows:

Î v̂ = v̂5 +
1
2
(v̂2− v̂4)ξ+

1
2
(v̂3− v̂1)η+

1
2
(v̂2 + v̂4−2v̂5)ϕ(ξ)+

1
2
(v̂3 + v̂1−2v̂5)ϕ(η).

Let Ω ⊂ R
2 be a convex polygonal domain with boundaries ∂Ω parallel to the

axes, and Γh be a family of decomposition of Ω with Ω̄ =
⋃

K∈Γh

K. ∀K ∈ Γh, let

OK = (xK , yK) be the center of K, and hx, hy be the perpendicular distances
between OK and two sides of K which are parallel to the two coordinate planes,
respectively. The K can be written as

K = [xK −hx, xK +hx]× [yK −hy, yK +hy], hK = max{hx, hy}, h = max
K∈Γh

hK .

The affine mapping FK : K̂ → K is defined as follows:{
x = xK + hxξ,

y = yK + hyη.

Then, the associated finite element spaces Vh is defined by

V h = {v; v|K = v̂ ◦ F−1
K , v̂ ∈ P̂ , ∀K ∈ Th,

∫
F

[v]ds = 0, F ⊂ ∂K},

where [v] denotes the jump of v across the boundary F , if F ⊂ ∂Ω, then [v] = v.
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The interpolation operator Ih : H1(Ω) → V h is defined as ∀v ∈ H1(Ω), Ih|K =
IK , IKv = (Î v̂) ◦ F−1

K .
The weak form of (1) is to find u ∈ H1

0 (Ω) such that{
(utt, v) + (a(u)∇u,∇v) + (b(u)∇ut,∇v) = (f(u), v), ∀v ∈ H1

0 (Ω),
u(X, 0) = u0(X), ut(X, 0) = u1(X), X ∈ Ω.

(2)

The semi-discrete procedure of the nonconforming finite element method for
(2) is to find uh ∈ V h satisfying{

(uh
tt, v) + (a(uh)∇huh,∇hv)h + (b(uh)∇hut

h,∇hv)h = (f(uh), v), ∀v ∈ V h,
uh(X, 0) = Ihu0(X), uh

t (X, 0) = Ihu1(X),
(3)

where ∇h denotes gradient which is defined piecewisely, that is (∇hu,∇hv)h =∑
K

∫
K

∇u∇vdxdy.

3 Superclose and Superconvergence Results

At first, we present two lemmas which are important to get superclose result.

Lemma 1. (see[7]) ∀v ∈ V h, ‖v‖0 ≤ C‖v‖h.

Lemma 2. (see[5]) For each ϕ ∈ H1
0 (Ω) ∩ H3(Ω), v ∈ V h, we have

|
∑
K

∫
∂K

∂ϕ

∂n
vds| ≤ Ch2|ϕ|3‖v‖h, (∇hη,∇hv)h = 0.

Theorem 1. Let u, uh are solutions of (2)and(3), respectively. Assume that
a(u), b(u) ∈ W 1,∞ , u, ut ∈ H3(Ω), utt ∈ H2(Ω), then we get the following
optimal estimate

‖uh − Ihu‖h + ‖uh
t − Ihut‖0 ≤ Ch2{

∫ t

0

(‖utt‖2
2 + ‖u‖2

3 + ‖ut‖2
3)ds} 1

2 .

Proof. Let u − uh = u − Ihu + (Ihu − uh) = η + θ,v ∈ V h, by (2) and (3), we
see

(θtt, v) + (a(uh)∇hθ,∇hv)h + (b(uh)∇hθt,∇hv)h

= −(ηtt, v) + ((a(uh) − a(u))∇hu,∇hv)h + ((b(uh) − b(u))∇hut,∇hv)h

−(a(uh)∇hη,∇hv)h − (b(uh)∇hηt,∇hv)h + (f(u) − (f(uh), v)

+
∑
K

∫
∂K

(a(u)
∂u

∂n
+ b(u)

∂ut

∂n
)vds =

6∑
i=1

Ai.

(4)

Choosing v = θt in (4) and using Young inequality, there holds

|A1| ≤ ch2‖utt‖2‖θt‖0 ≤ ch4‖utt‖2
2 + ‖θt‖2

0. (5)
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Noting that a(u) and b(u) satisfy Lipschitz condition and using Cauchy in-
equality and Young inequality, we gain

|A2| ≤ C‖uh − u‖0‖u‖L∞(H1)‖θt‖h ≤ Ch4‖u‖2
2 + c‖θ‖2

0 + C‖θt‖2
h, (6)

similarly
|A3| ≤ Ch4‖u‖2

2 + C‖θ‖2
0 + C‖θt‖2

h. (7)

Let Φ|K =
1
|K|

∫
K

Φdxdy, where |K| is the area of K, then we get

|Φ − Φ| ≤ Ch, Φ ∈ W 1,∞. (8)

By Cauchy inequality, Young inequality, Lemma 2 and (8), we have the fol-
lowing estimates

|A4| = |((a(uh) − a(u) + a(u) − a(u) + a(u))∇hη,∇hθt)|
≤ |((a(uh) − a(u))∇hη,∇hθt)| + |((a(u) − a(u))∇hη,∇hθt)|
≤ C‖uh − u‖0|η|h|θt|h + Ch|η|1|θt|h
≤ Ch(‖η‖0 + ‖θ‖0)|u|2|θt|h + Ch2|u|2|θt|h
≤ Ch4|u|22 + +C‖θ‖2

0 + C|θt|2h
≤ Ch4‖u‖2

2 + C‖θ‖2
0 + C|θt|2h,

(9)

similarly
|A5| ≤ Ch4‖u‖2

2 + C‖θ‖2
0 + C|θt|21, (10)

noting that f(u) satisfies Lipschitz condition and using Cauchy inequality and
Young inequality, we have

|A6| = |(f(u) − f(uh), θt)| ≤ C‖u − uh‖0‖θt‖0

≤ Ch4‖u‖2
2 + C(‖θ‖2

0 + ‖θt‖2
0),

(11)

by Lemma 2, then we gain that

|A7| ≤ Ch2(‖u‖3 + ‖ut‖3)‖θt‖h ≤ Ch4(‖u‖2
3 + ‖ut‖2

3) + ‖θt‖2
h. (12)

Based on (5)-(12), (4) can be rewritten as

(θtt, θt) + (a(uh)∇hθ,∇hθt)h + (b(uh)∇hθt,∇hθt)h

≤ Ch4(‖utt‖2
2 + ‖u‖2

3 + ‖ut‖2
3) + C(‖θ‖2

0 + +‖θt‖2
0 + ‖θt‖2

h), (13)

that is,

(θtt, θt) + a0(∇hθ,∇hθt)h + (b(uh)∇hθt,∇hθt)h

≤ Ch4(‖utt‖2
2 + ‖u‖2

3 + ‖ut‖2
3) + C(‖θ‖2

0 + ‖θt‖2
0 + ‖θt‖2

h)
+(a0 − a(uh)∇hθ,∇hθt),

(14)

then, we gain

(a0 − a(uh)∇hθ,∇hθt)h ≤ C(‖θ‖2
h + +‖θt‖2

h). (15)
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Using (15), Lemma 1 and noting that b(u) is bounded, (14) becomes

1
2

d

dt
‖θt‖2

0 +
a0

2
d

dt
‖θ‖2

h + b0‖θt‖2
h

≤ Ch4(‖utt‖2
2 + ‖u‖2

3 + ‖ut‖2
3) + C(‖θ‖2

h + ‖θt‖2
0) + b0‖θt‖2

h,
(16)

by Gronwall’s lemma, we derive that

‖θt‖2
0 + ‖θ‖2

h ≤ Ch4{
∫ t

0

(‖utt‖2
2 + ‖u‖2

3 + ‖ut‖2
3)ds.

The proof is completed.
In order to gain the global superconvergence estimate, we adopt the interpo-

lation postprocessing operator
∏

2h(see[6]) which satisfies the following formula
on K̄ ∏

2hω|K̄ ∈ Q2(K̄), ∀ω ∈ C(K̄), (17)

where K̄ ∈ Th consists of four neighboring elements, Q2(K̄) is the space of
biquadratic polynomial on K̄ and C(K̄) is the space of continuous function on
K̄. The operator

∏
2h satisfies ∏

2hIhω =
∏

2hω, (18)

and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∏
2h : H1(K̄) → P2(K̄),∫

li

(
∏

2h
u − u)ds = 0, , i = 1, 2, 3, 4.∫

K1
⋃

K3

(
∏

2h
u − u)dxdy = 0,

∫
K2

⋃
K4

(
∏

2h
u − u)dxdy = 0.

(19)

Lemma 3. (see[6]) The following estimates are true for the interpolation oper-
ator

∏
2h ∏

2hIhu =
∏

2hu, (20)

and
‖∏2hu − u‖1 ≤ Ch2‖ω‖3, ω ∈ H3(Ω), (21)

‖∏2hv‖1 ≤ C‖v‖1, ∀v ∈ V h. (22)

Theorem 2. Suppose that u, uh are solutions of (2) and (3), respectively and
u, ut ∈ H3(Ω), utt ∈ H2(Ω), there yields

‖∏2huh − u‖1 ≤ Ch2{[
∫ t

0

(‖utt‖2
2 + ‖u‖2

3 + ‖ut‖2
3)ds]

1
2 + ‖u‖3}. (23)

Proof. By Theorem 1 and Lemma 3, there holds

‖∏2huh − u‖1 ≤ ‖∏2huh − ∏
3hIhu‖1 + ‖∏2hIhu − u‖1

= ‖∏2h(uh − Ihu)‖1+‖∏2hu − u‖1≤C‖(uh − Ihu)‖1 + ch2‖u‖3

≤ Ch2{[
∫ t

0

(‖utt‖2
2 + ‖u‖2

3 + ‖ut‖2
3)ds]

1
2 + ‖u‖3}.

(24)
We complete the proof.
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Abstract. The acid rain observation system usually includes the measurements 
and analysis of pH value and electric conductivity. The measuring principles of 
pH value and electric conductivity are discussed in the paper. An acid rain 
observing instrument is developed, which uses ARM microcomputer LPC2368 
as control core, and pH composite glass electrode, platinum black electric 
conductivity electrode and platinum resistance –Pt100 as sensitive devices. It not 
only has high measuring accuracies by using the AD7792 as analog-digital 
conversion chip, but also has advantages in low cost, small volume and low 
power consumption. In addition, SD card is adopted to store the measuring data 
and CAN bus is used to communicate with PC to build acid observing network. 
The tests indicate that the acid rain observing instrument services high measuring 
accuracies for the pH value and electric conductivity of acid and provides 
important reference information for environmental monitoring. 

Keywords: acid rain, pH value, electric conductivity. 

1   Introduction 

Acid rain usually refers to the atmospheric precipitation in which the pH of water is less 
than 5.6. Rain, snow, hall, and other forms of precipitation containing the mild solutions of 
sulfuric and nitric acids fall to the earth as acid rain [1].The pollution of acid rain has 
become one of the main factors resulted in the global ecological crisis. Acid rain 
observation provides precious data for the analysis on the temporal and spatial distribution 
and the long-term trend of acid rain. Acid rain observation also provides an important 
scientific evidence for air pollution control and acid rain control. It is mainly including the 
measurements and analysis of pH value and electric conductivity. The regional 
background atmosphere stations also observe the chemical constituents of acid rain [2]. 

2   Measuring Principle and Method 

The acidity and alkalinity of atmospheric precipitation are both expressed by pH value. 
Generally, pH value is the negative logarithm of hydrogen ion concentration inside 
liquid which is measured at room temperature 25℃. 
                                                           
* Supported by Cheng University of Information Technology Research Grant, CRF201011. 
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The automatic measuring method of pH value mainly refers to potential 
measurement method with pH composite glass electrode. It makes quantitative analysis 
of measured liquid by measuring the electromotive force of galvanic cell. The voltage 
of galvanic cell consists of two half-cells: one is called reference electrode, the 
potential of which is only related to the ionic activity of the reference solution, and 
another is called measuring electrode, which contacts to the measured liquid. The 
voltage between the two electrodes satisfies Nernst equation [3], so 

)( OxO PHPHKTEE −+=  (1)

A composite glass electrode is used in this paper, which consists of glass electrode 
and AgCl electrode. Glass electrode is used as indicator electrode while AgCl electrode 
is used as reference electrode. Galvanic cell is generating when composite glass 
electrode is inserted in the measured liquid. Measure the voltage of the glass electrode 
and the temperature of the rain and put them into the formula (1), and get 

( ) )(t15.273 Ox PHPHKV −+=  (2)

The conductive capacity of atmospheric precipitation reflects the precipitation is 
clean or polluted, which is used electric conductivity for measurement representation. 
The electric conductivity of rain solution is usually expressed by the K, and measured 
by an electric conductivity electrode, which consists of a pair of parallel electrodes, 
with known area and space. 

Generally, the measurement result of the electric conductivity is measured under 
room temperature 25℃. Based on the large number experimental results, the formula of 
temperature compensation for electric conductivity is expressed by [4] 
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(3)

3   System Design and Implementation 

3.1   System General Design 

The system composition block diagram of the acid rain observing instrument is shown 
as Fig. 1. LPC2368 is an ARM-based microcontroller which incorporates 10/100 
Ethernet MAC, USB 2.0 Full Speed interface, UARTs, CAN channels, SPI interface, 
Synchronous Serial Ports (SSP), I2C interfaces, I2S interface, SD/MMC memory card 
interface, 10 bit A/D converter etc. AD7792 contains a low noise 16-bit Σ-Δ ADC with 
three differential analog inputs, an low noise programmable gain instrumentation 
amplifier, and two programmable current sources. 
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Fig. 1. System composition block diagram 

The pH composite glass electrode is used for measuring pH value. The voltage 
across the composite glass electrode is transferred into AIN1 on the AD7792 for data 
acquisition after being amplified. The platinum black electrode is applied in the 
measurement of electric conductivity. The excitation source adopts bipolar pulse to 
reduce the electrode polarization. The resistance between the two electrodes is 
measured by using the operational amplifier method and the output voltage of 
amplifying circuit is transferred into AIN2 on the AD7792. The platinum 
resistance-Pt100 is used for measuring temperature of the rain solution. The excitation 
source adopts the one excitation current-OUT1of the AD7792, and the voltage between 
the Pt100 where current is flowing through is transferred into AIN3 on the AD7792 
after differential amplification.  

LPC2368 accomplishes the data acquisition control by communicating with the 
AD7792 through SPI bus, calculates the collected data to get pH value, electric 
conductivity and temperature of rain solution, which are stored in E2PROM chip or SD 
card and displayed on the LED digitrons. The system can select the calibration function 
or automatic measurement function by keystroke identifying. The LEDs display and 
keystroke identifying are accomplished by using HD7279A, which is an intelligent 
control chip for 8-bit LED digitrons and 64-key keyboard with serial interface. The 
system also has a CAN bus interface which can be used to communicate with PC to 
build acid observing network. 

3.2   Hardware Circuit Design 

3.2.1   P.h Value Measurement Circuit Design 
The galvanic cell which is generating while composite glass electrode is inserted in the 
measured liquid is a signal source with high internal resistance, reached to 1012Ω. The 
input current is so weak (about pA scale) that the measuring amplifier circuit has to 
have large enough input impedance to obtain the accuracy voltage signal of the 
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electrode. The CA3140 BiMOS operational amplifier is used in the amplifying circuit 
for the measuring signal, which combines the advantages of high voltage PMOS 
transistors with high voltage bipolar transistors on a single monolithic chip. The two 
output potentials of the pH electrode are amplified symmetrically by using the two 
CA3140 amplifiers. It is not needed to translate differential signal to single signal 
because the AD7792 supports differential analog input.  

3.2.2   Electric Conductivity Measurement Circuit Design 
The platinum black electrode whose electrode constant is equal to 1 is used in the paper. 
The excitation source is needed in the process of measuring the electric conductivity of 
the rain solution. In order to reduce the electrode polarization as low as possible, 1KHZ 
bipolar pulse signal is used as excitation source. The resistance of the electrodes is 
measured by using the operational amplifier method which can switch measuring range 
by selecting different feedback resistances automatically. The bipolar pulse signal 
frequency is controlled by LPC2368. The 1V reference voltage signal is generated by 
the MC1403, through a unity –gain voltage follower, and then through an inverting 
amplifier. The output voltages of unity gain voltage follower and of the inverting 
amplifier connect to the input pins of the CD4051 and one of them will be selected to 
connect to the output of the CD4051 controlled by LPC2368. The output voltage then 
through a unity gain voltage follower is the needed土1V bipolar pulse source and its 
frequency is related to the starting timer values of LPC2368. 

When the electric conductivity electrode is inserted in the solution whose 
measurement range is between 0 to 50mS·m-1, the resistance of the electrode can be 
varied from 20 Ω to100 MΩ. According to that the ADC can measure voltage from 0 to 
2.5V, 8 measuring ranges are designed to improve the accuracy. Measuring ranges 
switching is implemented through two CD4051s which are digitally controlled by 
LPC2368. One CD4051 is used to switch feedback resistances, and the other CD4051 
is used to lead the voltage across the feedback resistances to eliminate the interference 
signal caused by “ON” resistance of CD4051.  

3.2.3   Temperature Measurement Circuit Design 
Temperature measurement uses 4-wire platinum resistance Pt100 to eliminate the 
interference signal caused by the lead wires of the resistance. The excitation current 
OUT1 of the AD7792 flows through the platinum resistance, then connects to the 
ground of the AD7792 as a current loop. With using 1 mA excitation current, the 
voltage across the platinum resistance is about from 100 to 120 mV. The voltage signal 
needs amplifying with impedance matching, and then connects to AIN2 on the 
AD7792. The differential amplifying circuit with two OP07 ultra low offset voltage 
operational amplifiers is similar with the amplifying circuit design of pH electrode. 
Here is not illustrated in detail. 

3.2.4   Data Store Circuit Design 
The system adopts E2PROM chip--AT24C512 for storing calibrating parameter data, 
and SD card for storing measuring result data. LPC2368 incorporates I2C interface and 
SD/MMC memory card interface, that makes the circuit connect simply. 
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3.3   Realization of Software Function 

The system consists of measurement function and calibration function. The software 
program is partitioned several modules, such as initialization, pH value sampling, 
electric conductivity sampling, temperature sampling, key scanning, displaying, data 
processing, data storage and data sending subroutine, etc.  

The system initialization subroutine initializes timer, interruption, AD7792, 
SD/MMC modules. In key scanning subroutine, the key values are got through 
interruption, and decide to implement the measurement or calibration function. 

In pH sampling subroutine, the AD7792 is controlled by LPC2368 with SPI 
interface to accomplish the A/D conversion on AIN1 channel. Electric conductivity 
sampling subroutine is used to control bipolar pulse generating, automatic range 
switching, and electric conductivity sampling. Bipolar pulse frequency is generated 
from the PWM of LPC2368, the positive and negative level is controlled by CD 
4051.Range switching is controlled by two pieces of CD 4051. The AD7792 is 
controlled by LPC2368 to accomplish the A/D conversion on AIN2 channel. The 
temperature sampling subroutine is responsible for sampling voltage in temperature 
sensor circuit, the 1mA constant current source is generated from the IOUT1 of 
AD7792, and the AD7792 accomplish the A/D conversion on AIN3. 

 In data processing subroutine, the calculation parameters are accessed from 
AT24C512. The pH value, conductivity and temperature are sampled several times and 
got average. Temperature compensation is taken into consideration as pH value and 
electric conductivity of acid rain calculated. In displaying subroutine, the data of rain 
pH value, conductivity and temperature are extracted in decimal, each part of data is 
sent to HD7279A by interruption from timer to be displayed in real-time. In data 
storage subroutine, the measuring time, pH value, electric conductivity value and the 
temperature value is stored into the SD card as the measuring result is determined. 

Table 1. Experiment results of the acid rain observing instrument 

Temperature t（℃） pH Electric conductivity (mS·m-1) 

Actual  
value 

Measuring 
value 

Absolute 
 error 

Actual 
 value 

Measuring 
value 

Absolute 
error 

Actual 
Value 

Measuring 
 value 

Absolute 
 error 

15.1 14.9 1.32% 5.98 5.97 0.17% 57.22 56.76 0.80% 
14.9 14.8 0.67% 5.97 5.98 0.18% 56.36 56.79 0.76% 
15.2 15.0 1.32% 6.01 6.02 0.17% 57.05 57.16 0.19% 
14.8 14.7 0.68% 5.99 6.01 0.33% 56.18 56.32 0.30% 
15.0 15.1 0.67% 6.02 6.03 0.17% 56.57 57.03 0.81% 

4   Tests and Conclusions 

The experiment was used with three sensors: pH composite glass electrode, platinum 
black electric conductivity electrode and platinum resistance Pt100. Five rain solution 
samples were measured by using two groups of different instruments. One is the acid 
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rain observing instrument system designed in this paper and the other is consisted by 
the pH special meter and electric conductivity special meter. Given the measurements 
by the pH special meter and electric conductivity special meter are the actual values, 
and the other group measurements are the measuring values. Compared with the two 
measurements, the experiment results are shown as table 1. 

The tests indicate that the acid rain observing instrument is well corresponding to the 
pH special meter and electric conductivity special meter. The acid rain observing 
instrument can measure the pH value and electric conductivity by one time. It also has 
the automatic temperature compensation function and the calibration function, which 
makes the acid rain observing instrument featuring high measuring accuracy, 
convenient operation.  
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Abstract. Concrete exhibits strain-rate sensitivity during dynamic tests. In this 
paper, the elastic plastic damage model for concrete under static loading, 
previously proposed by the authors, is extended to account for the concrete 
strain-rate dependency on the basis of the viscous regularization. Stiffness damp 
stress is introduced to the model to consider the energy dissipation at the material 
scale. Tension plastic strain is introduced to the model to slow down subsidence 
and damage development. The proposed model is developed in ABAQUS. The 
nonlinear analysis of Koyna concrete dam indicates that the stiffness damp effect 
can observably enhance the stability of the dynamic implicit analysis. The 
introduction of tension plastic strain can also improve the calculation stability 
and efficiency, as well the strain-rate sensitivity can affect the displacement 
reflection of the structure and improve the calculation stability. 

Keywords: stiffness damp, strain-rate sensitivity, concrete, constitutive model. 

1   Introduction 

Concrete structures are likely to suffer dynamic loads like impacts, earthquakes, 
explosions and so on. Concrete exhibits strain-rate sensitivity under dynamic loads, 
which visible effects (when compared to quasi-static tests) are substantial gains in the 
peak strengths, as well as decrease of the stress-strain non-linearities. Researchers 
began to notice that phenomenon a long time ago, and proposed a lot of theories to 
describe the concrete constitution behavior under dynamic loads, most of which are 
complex in algorithm. The most widely used models are still the empirical models[1].  

Faria et. al. (1998)[2] incorporated the capability for simulating the concrete 
rate-sensitivity into their model, via slight modifications on the kinematics for the 
damage thresholds and with the addition of fluidity parameters and flow functions as in 
a classic Perzina regularization. Wu et. al. (2005)[3] proposed a concrete model 
including rate-sensitivity in a similar way to Faria et. al. (1998), and showed the effect 
of rate-sensitivity through numerical simulation. Damage Mechanics can essentially 
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describe the macroscopic nonlinear behaviors of concrete caused by the development 
of microcracks, in which the evolvement of damage variable is used to simulate the 
development of microcracks inside the concrete material. This is done to extend the 
evolvement of the damage variables with rate dependent viscous regularization to 
describe the retarded development of microcracks caused by high strain rate. Based on 
the above analysis, the damage variables of the proposed model[1] are extended with 
rate-dependent viscous regularization, so as to describe the rate-sensitivity. 

Damping is a peculiar energy dissipation mechanism, which happens during 
structure vibration. Presently, the Rayleigh damping is the most widely used; it 
assumes that the damping matrix is a linear combination of the mass matrix and the 
stiffness matrices. Because the mass-proportional damping matrix introduces a 
physically inadmissible dissipation under rigid body motions, and it alone could not 
provide sufficient dissipation to suppress the high-frequency numerical noises, many 
researchers[3,4] just account for the stiffness-proportional damping matrix.  

In this paper the plastic-damage model proposed by author[1] is extended into its 
rate-dependent version to embody the strain rate effect. Regarding the energy 
dissipations, a damping model on the material scale is proposed and incorporated into 
the developed rate-dependent plastic-damage model. Finally, the effects of stiffness 
damping and strain rate on structural analysis in ways of structural displacement and 
stability is discussed through numerical simulation. 

2   Plastic Deformation 

To consider the tension plastic strain p

ij
ε in [1,2] is amended to the following form: 

1
0( ( ( )) ( ( ))) : :

ij ij

p
ij p ijd E H H d d H d d I d D Iσ σε β ε− + −= ⋅ +               (1) 

p
β controls the proportion of plastic strain. 

p
β can be determined as follows: 

2 2 3 1 1ˆ ˆ ˆ ˆ ˆ0.1 0.45 (1 ( ) 0.45 (1 ( ))p cH H fβ σ σ σ σ σ= + ⋅ − ⋅ + ⋅ − ⋅     (2) 

Fig.1 shows the influence of 
p

β on the uniaxial tension constitutive curve. We can 

see from Fig.1 that with the increase of 
p

β  the tension plastic strain is increase.  
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Fig. 1. The Influence of 
p

β  on tension curve under uniaxial loading 
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3   Damping 

To account for the energy dissipation on the material level, this paper introduces 
stiffness damping into the proposed plastic damage constitutive model, only 
considering stiffness damping in Rayleigh damping, the damping of undamaged 
material is as follows: 

0vis k ijkl ijEσ β ε= ⋅ ⋅                                                       (3) 

Where 
kβ  is the stiffness combination coefficient, 

0 ijkl
E is elastic modulus and ε  is 

strain rate, viscous damping stress 
visσ  can be calculated as : 

0(1 ) (1 )vis vis k ijkl ijd d Eσ σ β ε= − ⋅ = ⋅ − ⋅ ⋅                                   (4) 

In the plastic damage constitutive model: 

(1 ) ijij dσ σ= − ，

0 0 ( )ij ij

e p
ij ijkl ijkl ijE Eσ ε ε ε= = ⋅ −                            (5) 

total stress can be expressed as: 

(1 ) ( )tot vis visdσ σ σ σ σ= + = − ⋅ +                                          (6) 

4   Applications 

The proposed model is used to analyze the Koyna concrete dam. The parameters of the 

material are 3
0 2643 /kg mρ = ,

0 31027E MPa= ,
0 0.2ν ＝ , 0.5pβ = , the tensile strength is 

estimated to be 2.9tf MPa= , the compressive strength 24.1cf MPa=  The stiffness 

damping parameter is b=0.0033 to provide 3 percent damping at the fundamental 

vibration period. The full reservoir is represented by added masses at the upstream face 

nodal points. The finite element mesh of the dam, shown in Fig. 2, uses 760 four-node 

plane stress quadrilateral isoparametric elements. 

Table 1. The nature frequency of Koyna concrete dam 

vibration 

model 

nature frequency（ / srad ） 

this model Chopra A.K[6] Wu Jianying 

1 18.86 19.27 18.85 

2 49.98 51.5 49.95 

3 68.16 67.56 68.13 

4 98.26 99.73 98.23 

                                                Fig. 2. Koyna concrete dam 
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Fig. 3. The result of rate independent model 

In Fig. 3 the numerical result is compared with the results of Lee.J and Fanves 
G.L(1998)[5]. We can see from Fig. 3 that the results match well. 
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Fig. 4. The displacement of the top of the dam 

From Fig. 4 we can see that the result of the rate dependent model is slightly bigger 
than the rate independent model, which agrees with Wu.et.al. (2006)[3].  

5   Conclusion 

In this paper, the elastic plastic damage model for concrete under static loading 
proposed by the authors is extended to account for the strain-rate effect through 
viscous regularization of the damage threshold. Stiffness damp stress is incorporated 
into the model to consider the energy dissipation at the material scale. Tension 
plastic strain is introduced to the model to retard subsidence and damage 
development. The proposed model is developed in ABAQUS and the simulation of 
Koyna concrete dam indicates that the model of this paper is efficient when 
analyzing practical structure. 
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Abstract. In this paper, some fundamental properties of the continuous single-
valley expansion solution to Feigenbaum's functional equation were obtained. 

For )1,0(∈λ and 2≥p
, we will discuss the completeness of the 

function space which consists of unique continuous single-valley expansion 
solution (resp. unique continuous non-single-valley expansion solution) to p -

order Feigenbaum's functional equation. Let qp, 2≥ . It was proved that the 
system of equations 

1

1

( ) ( ), (0) 1,( (0,1) ) ( ), [0,1];

( ) ( ), (0) 1,( (0,1) ) ( ), [0,1].

p

q

f x f x f for decision f x x

f x f x f for decision f x x
λ

λ

λ λ
λ λ

 = = ∈ ∈
 = = ∈ ∈
does not have continuous single-valley expansion solution. 

Keywords: Feigenbaum's map, Functional equation, Continuous single-valley 
expansion solution. 

MR(2000) Subject Classification: 39B52. 

1  Introduction 

Let I be any close interval and ),(0 IIC  the set of all continuous self-map on I . 

In order to research and explain the common phenomena of a class of single 
parameter, Feigenbaum [1,2] put forward some geometric hypothesis on some 
function space. One of the fundamental and important hypothesis is to assume that the 
functional equation 

21

0

( ) ( ), ( 1,1)

(0) 1, ([ 1,1],[ 1,1]))

f x f x for decision

f f C
λ λ λ = ∈ −

 = ∈ − −
 (1.1)
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has solution with some condictions. There are a lot of research papers on this area, for 
example[3,4,5]. The second class of Feigenbaum functional equtions that it is 
equivalent to  Eqution (1.1), but more directly are given in [6] 

for decision1

0

( ) ( ), (0,1)

(0) 1, ([0,1],[0,1]))

pf x f x

f f C
λ λ λ = ∈


= ∈

 (1.2)

Also, an effective method to construct all continuous single-valley solution is 
obtained in [6]. In [7], the authors continue to study the properties of the continuous 
single-valley expansion solutions of Eqution 1.2 restricted on ]1,[λ  and obtain an 

good method to construct these solutions. The paper [8] generalize the results of [7] 
and research the properties of the continuous single-valley expansion solutions of 
generalization Feigenbaum functional equtions with p order（ 2≥p )  

, for decision1

0

( ) ( ), (0,1)

(0) 1, ([0,1],[0,1]))

pf x f x

f f C
λ λ λ = ∈


= ∈

 (1.3)

and give an effective method to constructed these kind of solutions.  
The paper [9] generalize the results of [7,8] and research properties of the 

continuous single-valley expansion solutions of Equation (1.3) restricted on ]1,[λ  

and also and give an effective method to constructed these kind of solutions. In [10], 
they discuss topology conjugation of the 3 order Feigenbaum map restricted on non-
wandering set. By using the subshift of finite type, they prove that for any two 3 order 
Feigenbaum map satisfying some condiction restricted on non-wandering set is 
topological conjugation. In [11], they study some properties of p order Feigenbaum 

map f . They prove that Kneading sequence of f  is the fixed point of some 

transformation on signal space and f  restricted on characteristic set is the factor of 

some transformation subshifts of finite type. In this paper, we continue to discuss the 
properties of the continuous single-valley expansion solutions of generalized 
Feigenbaum functional equations and obtain some basic properties.  

2  Preliminaries 

Definition 1 [9] f  is called the continuous single-valley solution of Equation (1.3), 

if it satisfies  

(1)  f  is its continuous solutions; 

(2)  there is a )1,(λ∈a  such that 0)( =af  and f  is strictly decreasing on 

],0[ a , but strictly ascending on ]1,[a .  

Definition 2 [9] f  is called the continuous single-valley expansion solution of 

Equation (1.3), if it satisfies  



432 H. Wu and R. Li 

(1)  f  is its continuous solution; 

(2) f  is single-valley on ]1,[λ , i.e.,  there is a )1,(λ∈a  such that 

0)( =af  and [ ]af ,λ  is strictly decreasing , but [ ]1.af is strictly ascending. 

For the conceptions of p order Feigenbaum map and single-valley p order 

Feigenbaum map, please see [10]. Clearly, continuous single-valley solution must be 
continuous single-valley expansion solution. From the paper [9], we can see that 
continuous single-valley solution just has two kinds: single-valley and non-single-
valley. Moreover, if f  is the solution of Equation (1.3), then  

)()( 1 xfxf npn

n λ
λ

= ,（1.4)  

is hold for any 0≥n  and any ]1,0[∈x .  

Lemma 1 (The principle of limit exists)  The monotone bounded sequence must 
has limit.  

Definition 3 [13]  Let X  be a set and ( )ρ,Y  a metric space. Set XY  be the set 

of all map from X  to Y . Define 

RYY XX →×:~ρ  
by             

( )
( ) ( )( )

( ) ( )( ){ }
 such that 

others

1, , 1
,

sup , ,

x X f x g x
f g

f x g x x X

ρ
ρ

ρ

 ∃ ∈ ≥= 
∈

, 
XYgf ∈, .  

It is easy to prove that ρ~  is a metrics of XY and ρ~  is called the uniform 

convergence metrics. The topology of XY  inducted by the uniform convergence 

metrics ρ~  is called uniform convergence topology. Topological space ( )ρ~, JY X  is 

called map space. When X is a topological space, ( )YXC ,0  the set of all 

continuous map as a metric subspace is called continuous map space and its metrics is 
called the uniform convergence metrics. And its topology is called uniform 
convergence topology [13]. Assume that +Z  is the set of all positive integers, 

( )IIC ,0  uniform convergence topology. Other notions and concepts of this paper, 

please see [9]. 

Definition 4 [13]  Let X  be a set and ( )ρ,Y  a metric space. The sequence 

{ }
+Zif  of XY  is called uniform convergent to map XYf ∈ , if for 0ε∀ > , 

0N∃ >  such that when Ni > , we have ( ) ( )( ), , .if x f x x Xε< ∀ ∈   

Lemma 2 [13]  For any close metric subspace of a complete metric space is also 
complete metric space. 
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Lemma 3 [13]  Let X  be a topological space and ( )ρ,Y  a metric space. Then 

the set 0C ( )YX ,  is a close set of map space XY . So metric space ( )YXC ,0  is 

a complete metric space.  

Lemma 4 [13] Let X  be a topological space and ( )ρ,Y  a metric space. The 

sequence { }
+Zif  of the metric space XY  convergent to map XYf ∈  if and only 

if { }
+Zif  uniform convergent to map XYf ∈ .  

3  Results and Proofs 

Property 1 )(,)( ∞→→ nf
np λλ . 

Proof  By (1.3), we have λ=)0(pf  anf by (1.4), we have npn

f λ=)0( . 

Therefore nppp nn

ff λλ ==− )0()( . So )(,)0()()( ∞→=→= nfff pnppn

λλλ . 

Property 2 For 11],,0[ −≤≤∈∀ pix λ and { },2,1,0∈∀k , we have 

w )(xf kp≥ . 

Proof By λλλ λλ ≤=⋅= )()()( 11 xfxfxf pp
and lemma 4, we have  

)()( xfxf pi ≥> λ ,2,1=i 1, −p . 

So λλλ >>> −+++ )(,,)(,)( 121 xfxfxf pppp  and  

)(()( 12 xffxf ppp
λλ ⋅= λλ λ ≤= ))(() 1 xff p ,  

i.e., 1,,2,1,0),()( 2 −=≤≤≥>+ pixxfxf pip λλ . Inductively, we 

have ,2,1,0,1,,2,1,0),()( =−=≤≤≥>+ kpixxfxf kpikp λλ . 

 
Note 1 Property 2 is a generalization of Lemma 4 in [9].  

 
Property 3  If )()( aff λλ < , then  

(1) <<<< )()()( afaff nλλλ ； 

(2) <<<<< − )()()()( 12 nn ffff λλλλ ； 

(3) )()()()( 22 afafaff λλλλ <<< ； 

(4) ,2,1),()(),()( 1 =>> − nafafafaf nnnn λλλλ . 

Proof  By Lemma 6 in [9],  we have f is f  is strictly decreasing on. Since 
10 <<< aλ ,  

,1−< nn λλ >− an 1λ ,,2,1,,, 1 =<>− naaaaa nnnnn λλλλλ aa 22 λλ > . 
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Corollary 1  If )()( aff λλ < , then 

 (1) 1)(lim =
∞→

af n

n
λ ； 

(2) 1)(lim =
∞→

n

n
f λ ； 

(3) 1)(lim =
∞→

n

n
af λ . 

Proof  It is easy to prove by Property 3 and Lemma 1.  

Property 4  If )()( aff λλ > ,  then  

+
+ ∈<< Znfaffaf nnnn ),()(),()( 1λλλλ . 

Proof It is easy to check. 

Property 5  If  0)( af >λ ,  then ,2,1),()( 1 =>+ kafaf kk λλ , and  

1)0()(lim 1 ==+

∞→
faf k

k
λ . 

Proof  By the proof of the theorems in [9], we have { }∞
=1)( k

k af λ  is strictly 

ascending on ]1,[ 0a . By Lemma 1, )(lim 1af k

k

+

∞→
λ  exists. So 

1)0()(lim 1 ==+

∞→
faf k

k
λ . 

Property 6 )(,1)1( ∞→→ nf
np . Therefore 1 is the return point but not period 

point. 

Proof  Since 0lim)0(lim ==
∞→∞→

n

n

p

n

n

f λ ,  0)1(lim 1 =−

∞→

np

n
f . 

So )1(lim))1(lim( 1 nn p

n

p

n
fff

∞→

−

∞→
= 1)0( == f . 

Property 7  1)1(0 << f . 

Proof  If 1)1( =f , then 1)1(1 =−pf . By Lemma 8 in [9], we have 

λ=− )1(1pf . So 1=λ , contradiction. Since f  is strictly ascending on ]1,[a , 

0)()1( => aff . 

Property 8 ,2,1,1)( =< nf nλ . 

Proof ①  Firstly, we prove 1)( <λf .If 1)( =λf , then )0()( ff =λ . So 

)0()(
nn pp ff =λ . Since  
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)0(
npf )(,0 ∞→→ n , but )(,)( ∞→→ nf

np λλ . So 0=λ , 
contradiction. 

② If 1)( <nf λ , then <+ )( 1nf λ  1 . If 1)( 1 =+nf λ , then 

λλ =+ )( 1npf . So =)( nf λλ λ and 1)( =nf λ , contradiction. 

Property 9  ,2,1,1)(0 =<< naf nλ . 

Proof By Lemma 2.5 in [12], we have a is the unique minimum point of f . So 

,2,1),(0 =< naf nλ . By Lemma 2 [9], we have 1)( <af λ . Let 

1)( <af nλ . Now, we prove 1)( 1 <+ af nλ . If 1)( 1 =+ af nλ ,  then 

λλ =+ )( 1af np
, i.e., λλλ =)( nf . So 1)( =af nλ , contradiction. 

Property 10 If )()( aff λλ > , then 0=x  is the unique maximum point of 

f on [ ]1,0 . 

Proof By Property 8 and Property 9, we have 1)( <nf λ , 

,2,1,1)(0 =<< naf nλ .By Lemma 7 of [9], f  is strictly ascending 

on ],[ nna λλ , and strictly decreasing on ],[ 1 ann λλ + . So f  has no maximum 

value on ],[ nna λλ  and nn λλ ,[ 1+ ]a . Since f  is strictly decreasing on ],[ aλ , 

],[,1)()( axfxf λλ ∈<≤ . Because f  is strictly ascending on ],[ aλ , 

],[,1)()( axfxf λλ ∈<≤ . Since f  is strictly decreasing on ]1,[a , 

]1,[,1)1()( axfxf ∈<≤ . Therefore , 0=x  is the unique maximum point of 

f on [ ]1,0 . 

Property 11 If )()( aff λλ < , then f  has a unique maximum point 0=x  on 

[ ]1,0 .  

Proof Since f  is strictly decreasing on [ ]a,0 , ],0(,1)0()( axfxf ∈=< . 

Because f  is strictly ascending on [ ]1,a , )1,[,1)1()( axfxf ∈<< . So f  

has a unique maximum point 0=x  on [ ]1,0 . 

Property 12 )()1( λff ≠  and the maximum value of f  on ]1,[λ  is 

)}1(),(max{ ff λ .  

Proof ①  If )()1( λff = , then )()1( λ
nn pp ff = . Since ∞→n , 

1)1( →
npf , λλ →) . So 1=λ , contradiction. ② By the definition of f, we 

know the maximum value of f  on ]1,[λ  is )}1(),(max{ ff λ . 
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Property 13  If f  is the continuous single-valley solution of p  order ( 2≥p ) 

Feigenbaum functional Equation (1.3), then f  has a unique fixed point β  and 

a<< βλ .  

Proof Since 1)1(,01)0( <>= ff  and by zero theorem, equation 

0)( =− xxf  has least one zero on )1,0( , i.e., the fixed point of f . If f  has 

fixed point on ]1,[a  and since 1)1(,0)( <<= faaf , then f  has fixed point 

q  on )1,(a . So 1)1()( <<= fqfq , inductively, we have 

)0()1()( 11 nnn ppp ffqfq =<= −− 0→ , i.e., 0≤q , contradiction to 

aq > . Therefore, f  has just fixed point on ],0[ a . Since f  is strictly decreasing 

on ],0[ a , we have f  has just one fixed point )0( a<< ββ  on ],0[ a . Let 

1],,[ ≥∈ na nn λλβ , then λλ
β 1)( =f , λ

ββ =)(pf , i.e., λ
β  is also the fixed 

point of f . But λ
ββ ≠ , contradiction to the uniqueness of the fixed point of f . 

Let 1],,[ 1 ≥∈ + nann λλβ , then ],[ 2
1 an λλ

λ
β ∈−  is also fixed point of f . But 

1−≠ nλ
ββ , contradiction to the uniqueness of the fixed point of f . So β  is unique 

and a<< βλ .  

Corollary 2 If f is the continuous single-valley solution of p order ( 2≥p ) 

Feigenbaum functional Equation (1.3),  then f  has unique fixed point β  with 

a<< βλ . 

Proof By Property 13 and Lemma 2.3 of [12].  

Property 14 The equation system consisting of p order and q order 

( 2, ≥qp and qp ≠ ) Feigenbaum functional equations : 

for decision

for decision

1

1

( ) ( ), (0) 1, ( (0,1) )0 ( ) 1, [0,1];

( ) ( ), (0) 1, ( (0,1) )0 ( ) 1, [0,1].

p

q

f x f x f f x x

f x f x f f x x
λ

λ

λ λ
λ λ

 = = ∈ ≤ ≤ ∈
 = = ∈ ≤ ≤ ∈
   （*)  

has no continuous single-valley expansion solution.  

Proof If the equation system （*) has continuous single-valley expansion solution 

and assume it as f , then )1()(),1()( ffff qp λλλλ == . So 

)()( λλ qp ff = . Without loss generality, we assume that qp > . Then 

)1())1(( qqqp fff =− . By )1(),()1( qp fff λ=  )(λf= , we have 

)1()1( qp ff = . So )1())1(( qqqp fff =− . By Theorem 2 and 4 of [9], 
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ββλ == )1(,)( qq ff . Therefore )1()(
nn qq ff =λ . Since 

)(,1)1(,)( ∞→→→ nff
nn qq λλ , we have 1=λ , contradiction.  

Property 15  If f is the continuous single-valley solution of p order ( 2≥p ) 

Feigenbaum functional Equation (1.3), a is the minimal value point of f on ]1,[λ  

and 0)( =af , then a is the unique minimal value point of f  on ]1,0[ .  

Proof (1) If f  is single-valley, then the result is clear.  

(2) If f  is not single-valley, then by Lemma 7 of [9], we have f  is strictly 

ascending on ],[ nna λλ , and strictly decreasing on ],[ 1 ann λλ + （ 1≥n ) . By 

Lemma 2 of [9], we have  

2),()( ≥> nafaf n λλ ,  
>)( af λ 0. So 

,[,0)(];,[,0)( 1+∈>∈> nnn xxfaxxf λλλ ]anλ . Therefore, 

],0[,0)( λ∈> xxf . Since f is strictly decreasing on ],[ aλ  and strictly 

ascending on ]1,[a , f  has unique value 0)( =af  on ax = .  

Property 16 Let 2, 1,2, , 1. ( )ip i p f x aλ> = − =  has no solution on 

],[ aλ , but axf λ=)(  has unique solution on ],[ aλ .  

Proof By lemma 4 of [9], we have ],0[,1,,2,1,)( λλ ∈−=> xpixf i . 

Since aa << λλ , we have axf i λ=)(  has no solution on 

],[ aλ , 1,,2,1 −= pi . By Lemma 4 of [9], λλ >)(f and 0)( =af . So 

]),([],0[ af λλ ⊂ . Because λλ << a0 , there exists ],[ ax λ∈  such that 

λ=)(xf a . Since f  strictly decreasing on ],[ aλ , the point x  such that 

axf λ=)(  hold is unique.  

Property 17 )(,)( ∞→→ naaf
np

. 

Proof By )(,0 ∞→→ nnλ  and f is strictly decreasing on ]1,[a , then ① if 

f  is single-valley, then f  is strictly decreasing on ],0[ a . Since npn

f λ=)0( , 

but )(1 nf λ−  has at most two point trend to a fixed point as n  increase, i.e., 

)(lim))0((lim)(lim 11 n

n

p

n

p

n
fffaf

nn

λ−

∞→

−

∞→∞→
==

 exists. 
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Since affaf
nn p

n

p

n
((lim)(lim 1

∞→

+

∞→
= 0lim)) ==

∞→

n

n
λ  and by Property 15, we 

have aaf
np

n
=

∞→
)(lim . ②  If f  is not single-valley, then )1( ≥nnλ  is the 

extreme value point of f , i.e, for any fully small neighborhood of nλ , )(1 nf λ−  

is unique, that is )(lim af
np

n ∞→  exists. By the same method of ① , we have 

aaf
np

n
=

∞→
)(lim

.  

Property 18  )(,)( ∞→→ naaf
np λλ . 

Proof Since 0)()( == afaf p λλ  and )()( xfxf p λλ = , by Property 15, 
pf  has unique minimum value point ax λ= on ],0[ λ . For )(,0 ∞→→ nnλ  

and 
pf  strictly ascending on ],[ λλa . ① if f  is single-valley, then 

pf  is 

strictly decreasing on ],0[ aλ . Because npn

f λ=)0( , we have that )( npf λ−  

has at most two point trend to a fixed point as n  increase, i.e., 

)(lim))0((lim)(lim np

n

pp

n

p

n
fffaf

nn

λλ −

∞→

−

∞→∞→
== exists. Since 

0))((lim)(lim ==
∞→

+

∞→
affaf

nn pp

n

pp

n
λλ , then aaf

np

n
λλ =

∞→
)(lim . ② If f  

is not single-valley, then )1( ≥nnλ  is the extreme value point of f . It follows that 

)1( ≥nnλ  is the extreme value point of pf , that is for any fully small 

neighborhood of nλ , )( npf λ−
 is unique, i.e., )(lim af

np

n
λ

∞→  exists. Similarly,  

((lim))((lim)(lim
nnn pp

n

ppp

n

p

n
ffaffaf −

∞→

+−

∞→∞→
== λλ af p λ== − )0())0  

Lemma 5 [9] Let 0f  be the continuous map on ]1,[ λ , 10 << λ . If 0f  
satisfies  

①  There exists )1,( λ∈a  such that )(0 af 0=  and ],[0 af λ is strictly 

decreasing, ],[0 af λ  is strictly ascending; 

②
)1()(,)1( 00

1
0 fff pp λλλ ==−

; 

③  Set ,[ A ]1,[]1 0 λ⊂= J , where }),(min{ 00 afA λ= , 0a satisfying 

0)( 0
1

0 =− af p
 and ,, 10 JJ ]1,(, 2 λ⊂−pJ point wise disjoint, 

)( 00 JfJ i
i = (ii) iJ

i JJf →0:
0  is homomorphism, ,1,0=i , 2−p ; 
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④  Equation xxf p λ=− )(1
 has one solution 1=x  on )1,( 0a . Then 

Equation (1.3) exists unique continuous single-valley expansion solutions f with 

0]1,[ ff =λ . For details, if 00 )( af <λ , f  is single-valley; if 00 )( af >λ , 

f has infinite extreme value point. Conversely, if 0f  is some continuous single-

valley expansion solutions Equation (1.3) restrict on ]1,[ λ , then 0f  must satisfies 
①、②、③ and ④.  

Property 19 Let ,2,1),1,0( =∈ iiλ , and 
)1,0(lim ∈=

∞→
λλi

i . Then  

① if for any ),2,1( =iiλ  and the sequence }{ if consisting of the unique 
continuous single-valley solutions satisfying the conditions of Lemma 5 is uniform 

convergent to (0Cf ∈ ),II , then f  is the unique continuous single-valley 

solution of Equation (1.3) corresponding to λ . 

 ② for any ),2,1( =iiλ  and the sequence }{ if consisting of the unique 
continuous non-single-valley expansion solutions satisfying the conditions of Lemma 

5 is uniform convergent to (0Cf ∈ ),II , then f  is the unique continuous non-

single-valley expansion solution of Equation (1.3) corresponding to λ . 

Proof For any fixed point Ix ∈ , )()( 1 xfxf i
p

ii i
λλ=  and 

,2,1,1)0( == if i iIICfi ),,(0∈ ,2,1= , since }{ if  is uniform 

convergent to f , by Lemma 4, we have fxfi →)(  →ix )(( )∞ , 

)(lim)(lim)( 1 xfxfxf i
p

i
i

i
i i

λλ ⋅==
∞→∞→ . 

 Therefore 
)()(limlim)(lim 111 xfxfxf p

i
p

i
ii

i
p

i
i ii

λλλ λλλ ⋅=⋅=
∞→∞→∞→ . So 

)()( 1 xfxf p λλ ⋅= . Clearly, 1)0( =f  (since ,2,1,1)0( == if i  ). By 
the proof of theorems in [9], we can have two cases. 

①  If i
af ii λλ ,0)( < , where i

a λ,0 with 0)( ,0
1 =−

i
af p

i λ . Without loss of 

generality, we can assume that )(0,0 ∞→→ iaa
iλ , )( λf 0a≤  and 

0)( 0
1 =− af p

. If 0)( af =λ , by Lemma 5, we have 0)1()( 0
1 ==− faf p λ . 

Since 0)1( >f , 0=λ , contradiction to 0>λ . So 0)( af <λ . ] 

② If i
af ii λλ ,0)( > , where i

a λ,0 with i
af p

i λ,0
1(−

0) = . Without loss of 

generality, we can assume that )(0,0 ∞→→ iaa
iλ , )( λf 0a≥ , and 
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0)( 0
1 =− af p

.If 0)( af =λ . By Lemma 5, we have 0)1()( 0
1 ==− faf p λ . 

Since 0)1( >f , 0=λ , contradiction to 0>λ . So 0)( af >λ . 

 By ①, ② and the condition of Lemma 5, it is easy to prove the result.  

Corollary 3 Let 2≥p  be an integer . For any )1,0(∈λ , denote the set of unique 

single-valley solutions of (**)  satisfying the conditions of Lemma 5 by 
0

,1( , )pC I I  
and the set of continuous expansion solutions of the unique non single-valley of 

(**)  satisfying the conditions of Lemma 5 by 
0

,2 ( , )pC I I . Then 

),(),,( 0
2,

0
1, IICIIC pp  are complete metric space.  

 

for decision1

0

( ) ( ), (0,1)
(**)

(0) 1, ([0,1],[0,1]))

pf x f x

f f C
λ λ λ = ∈


= ∈
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Abstract. Necessary and sufficient conditions are given for Pythagorean 
elements on unique factorization domains. Sets of easy to use polynomial 
coefficient based Pythagorean discriminant equations are derived for degree 2 
polynomials on polynomial rings. Finally, obtained results are applied to degree 
3 Pythagorean Hodograph curves in geometric modeling. 

Keywords: Pythagorean equation, unique factorization domain, Pythagorean 
hodograph curve. 

1   Introduction 

The most famous indefinite equation in number theory is Pythagorean equation 
(Shanggao equation) [1-3]: 2 2 2 , , , .a b c a b c Z+ = ∈  The famous Fermat theorem is 

also originated from this equation. Although it is an old formula of number theory, it 
is still playing an important role in all kinds of scientific fields till now. In geometric 
modeling, the Pythagorean Hodograph curves (PH curves) [4,5] are defined based on 
Pythagorean equation on polynomial rings.  

We call the ordered array ( , , )a b c  Pythagorean triple (Gougu number). In general 

ring, the Pythagorean triple is called Pythagorean element. Because c can be 

determined by a and b , we also call the ordered pair ( , )a b   Pythagorean element. 

Obviously, ( ,0)a , (0, )b are Pythagorean elements. They are trivial. In this paper, 

we suppose that all of the rings considered include an identity element. The set which 
composed by all irreducible elements is denoted by Irr( )R , and the set composed by 

all the units (invertible elements) is denoted by ( )U R . One of the important 

properties of the unique factorization domain (UFD) is that it has greatest common 
divisors [2,3]. In this paper, ( , )w a b∼ means w is one of the greatest common 

divisors of ,a b , and ( , ) 1a b ∼ means ,a b are coprime. 

2   Pythagorean Equation on Rings  

In this Section we derive the necessary and sufficient conditions of the Pythagorean 
equation on general rings (esp. UFD).  



442 H. Shou et al. 

2.1   Even Ring and Even Element 

Definition 2.1.1.  Given a ring R , a R∈ , if there is a unique b R∈ , 2a b b b= + = , 
then a  is called even element, and the b is written as / 2a . If all elements in R are 
even elements, we call R  even ring. 

The following theorems about the even element and the even ring is easy to prove. 

Theorem 2.1.1.  Let R be an integral domain, its character ch( ) 2R > , 

a is even element ⇔ 2 | a .                                                        (1) 

If (1) holds true for all a R∈ , we have the following theorem. 

Theorem 2.1.2. Let R be an integral domain, and then R is even element 
⇔ 2 ( )U R∈ . 

Remark 2.1.1. 2 R∈ in the theorem means double identity. 

Theorem 2.1.3.  A polynomial on a ring is even element if and only if its coefficients 
are all even elements. 

Theorem 2.1.4. R  is an even ring  [ ]R x  is also an even ring. If the character of 

a division ring is larger than 2, then it is an even ring. 

2.2   Pythagorean Equation on UFD 

Lemma 2.2.1.  Let R be a UFD, , ,a b c R∈ , ,a b are coprime, then 

2 2 2~ , , ~ , ~ , ~c ab u v R a u b v c vu⇔ ∃ ∈ ,                                 (2) 

where u, v are coprime. 

Proof:  “ ⇐ ”is obvious. So we only need to check“ ”. It is trivial when 0c = . So 
we suppose that 0c ≠ . With the definition of UFD, it is easy to prove that 

| |n np ab p a⇔ or |np b  , if ,a b are coprime where p is a prime. There is a 

factorization 1 2
1 2

tnn n
tc p p p= … . 2 2| |i in n

i ip ab p a or 2 |in
ip b . So 

let 1

1

2 2
, , |i ir

r

n n

i ip p a… , 1

1

22
, , |ii tr

r t

nn

i ip p b+

+
… . Note that |ab c , then 

1

1

2 2
~i ir

r

n n

i ip p a…  , 

1

1

22
~ii tr

r t

nn

i ip p b+

+
… . Let 1

1

i ir

r

n n

i iu p p= …  

1

1

ii tr

r t

nn

i iv p p+

+
= … , then 2 2~ , ~a u b v , while ~c vu .  ,u v are obviously 

coprime. 

Lemma 2.2.2.  Let R be a UFD, , ,a b c R∈ , then 
2 2 2, , , , ,c ab u v w R a wu b wv c wuv= ⇔ ∃ ∈ = = = ,                    (3) 

where ,u v are coprime, ~ ( , )w a b . 
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Proof: We only need to prove“ ”. Let ~ ( , )d a b . 1
1a d a−= , 1

1b d b−= are 

coprime and 2
1 1 1c a b= , 

1
1c d c−= . According to lemma2.2.1, ,u v R∃ ∈ are 

coprime, 2
1a uε= , 

2
1b vε= , 1c uvε= , i.e. 2a duε= , 2b dvε= , c duvε= . 

Let w dε= , then ~ ~ ( , )w d a b . 

Theorem 2.2.1.  Let R  be a UFD, , ,a b c R∈ , and ,a c b+  are even elements, 

then 2 2 2 , ,a b c u v w R+ = ⇔ ∃ ∈ , 2 2( )a w u v= − , 2b wuv= , 2 2( )c w u v= + ,  (4) 

where ,u v are coprime , | ( , )w a b .  If a  is not an even element, 

then ( , )w a b∼ . 

Proof: We only need to prove “  ”. 2 2 2 ( )( )b c a c a c a= − = + − . Since 

, ,c a c a b+ −  are all even elements, so ( )2
/ 2 (( ) / 2)(( ) / 2)b c a c a= + − . 

According to Lemma 2.2.2, 2( ) / 2c a wu+ = , 2( ) / 2c a wv− = , / 2b wuv= , i.e. 
2 2( )a w u v= − , 2b wuv= , 2 2( )c w u v= + , ,u v  are coprime, 

~ (( ) / 2, ( ) / 2)w c a c a− + , while (( ) / 2, ( ) / 2) | ( , ) ( , )c a c a a c a b− + = . If a is 
not an even element, 
then | ( , ) ( , )d a c a b=  2 | ( , )d c a c a− +  | (( ) / 2, ( ) / 2)d c a c a− + . As 

a result, ( , ) ~ (( ) / 2, ( ) / 2) ~a b c a c a w− + . 

Corollary 2.2.1. Let R be a UFD,( , , )a b c R∈ , ,a b are coprime, and ,a c b+ are even 

element, then 2 2 2 , , ( )a b c u v R U Rε+ = ⇔∃ ∈ ∈ , 2 2( )a u vε= − , 2b uvε= , 2 2( )c u vε= +     (5)   
where ,u v are coprime. 

The following corollary avoids the hypothesis about even element. 

Corollary 2.2.2.  Let R be a UFD, and ch( ) 2R > ,  ( , , )a b c R∈ , then  
2 2 2 , , ( )a b c u v R w F R+ = ⇔ ∃ ∈ ∈ , 

2 2( )a w u v= − , 2b wuv= , 
2 2( )c w u v= +       (6) 

where ,u v are coprime , 2 | 2( , )w a b . 

Proof: We only need to prove“  ”. Obviously, (2 ,2 ,2 )a b c also forms a 

Pythagorean triple. Since 2 2 , 2 2 ,2c a c a b+ − are all even element. According to 

Theorem 2.2.2, we have 2 2
12 ( )a w u v= − , 12 2b w uv= , 2 2

12 ( )c w u v= + , 

where ,u v are coprime. Let 1 / 2 ( )w w F R= ∈ , we get the result. 

2.3   Pythagorean Element on UFD 

Usually we do not take care of c , but prefer to study the relationship of Pythagorean 
elements ,a b . 
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Theorem 2.3.1. Let R be a UFD, 2 ( )Irr R∈ , then ( , ) ( )a b P R∈ , where b is an even 

element, a is not an even element. ⇔ 2 2, , , ( )u v w R a w u v∃ ∈ = − , 2b wuv=     (7)    

where ,u v are coprime , ~ ( , )w a b and is not an even element. 

Proof: 2 2 2 ( )( )b c a c a c a= − = + − , b is an even element, then 2 | ( )( )c a c a+ − . 

At least one of a c+ and a c− is an even element. Therefore both of them are even 
elements. According to Theorem 2.2.2, the theorem is proved. 

Theorem 2.3.1 avoids the hypothesis of c , while the following theorem derived from 
the Corollary 2.2.2 is more useful. 

Theorem 2.3.2.  Let R be a UFD, ch( ) 2R > , then 

( , ) ( ) , , ( ),a b P R u v R w F R∈ ⇔ ∃ ∈ ∈  2 2( ),a w u v= −     2b wuv=           (8)  
where ,u v are coprime, 2 | 2( , )w a b . 

3   Pythagorean Polynomial 

In this section, the results obtained above are applied to polynomials and PH curves in 
geometric modeling.  

3.1   Polynomial 

A trivial case is that one of the Pythagorean polynomials is constant. 

Theorem 3.1.1. Let R be an integral ring, ( ) [ ]f x R x∈ , ( ) 1f x∂ ≥ , 0a R≠ ∈ , then 
2( )f x a+ can not be the square of a polynomial. 

Proof: Assume that there is a polynomial ( )g x , such that 2 2( ) ( )g x f x a= + , i.e. 

( ( ) ( ))( ( ) ( ))g x f x g x f x a− + = . Then, ( ) ( )g x f x− , ( ) ( ) ( ), ( )g x f x R f x g x R+ ∈ ⇔ ∈ . 
It is contradictory. 

Corollary 3.1.1. Let R be a UFD, ( ), ( ) ( [ ])f x g x P R x∈ , ( ) ( )f x g x∂ < ∂ , then 

( ) | ( )f x not g x . Actually, , 0 , ( ) | ( )a b R af x not bg x∀ ≠ ∈ . 
With Corollary 2.2.1, the following theorem is obtained. 

Theorem 3.1.2. Let R be a UFD, ( ), ( ) [ ]f x g x R x∈ are coprime, ( ) ( ), ( )f x h x g x+ are 

even elements, then 2 2 2( ) ( ) ( ) ( ), ( ) [ ],f x g x h x u x v x R x+ = ⇔ ∃ ∈ ( )U Rε ∈ , such 

that 2 2( ) ( ( ) ( ) ), ( ) 2 ( ) ( )f x u x v x g x u x v xε ε= + = , 2 2( ) ( ( ) ( ) )h x u x v xε= − , where 

( ), ( )u x v x are coprime.  

Usually it is unnecessary that Rε ∈ . So, the following theorem is more useful, and 
it can be derived from Corollary 2.2.2. 

Theorem 3.1.3.  Let R be a UFD, ( ) 2ch R > the common divisions of 

( ), ( ) [ ]f x g x R x∈  are all in R , then 2 2 2( ) ( ) ( ) ( ),f x g x h x u x+ = ⇔ ∃  
( ) [ ],v x R x∈ ( )w F R∈ , such that 2 2( ) ( ( ) ( ) )f x w u x v x= + , ( ) 2 ( ) ( )g x wu x v x= , 

2 2( ) ( ( ) ( ) )h x w u x v x= − ,  where ( ), ( )u x v x are coprime. 



 Pythagorean Element on UFD and PH Curve 445 

Now, we take linear polynomial as a simple example. 

Theorem 3.1.4.  Let R  be an integral ring, ( ) 2ch R > , ( ( ), ( )) ( [ ])f x g x P R x∈ , 

and ( )f x∂ = ( )g x∂ =1,Then , 0, ( ) ( ) 0a b af x bg x∃ ≠ + = . Especially, when R is 
a field, ( ) ~ ( )f x g x . 

Proof:  Let 0 1( )f x a a x= + , 0 1( )g x b b x= + , 1 1, 0a b ≠ and 0 1( )h x c c x= + , such 

that 2 2 2( ) ( ) ( )f x g x h x+ = . 2 2 2 2 2 2
1 1 0 1 0 1 0( ) ( ) ( ) 2( )f x g x a b x a a b b x a+ = + + + +

2
0b+ = 2 2 2

1 0 1 02c x c c x c+ + 2 2 2 2 2 2 2
0 1 0 1 0 1 1 1 0 0( ) ( )( )a a b b c c a b a b + = = + + 0 1 1 0a b a b = . 

It implies that 1 1( ) ( ) 0b f x a g x− = . 

Theorem 3.1.5. Let R be a UFD, ( ) 2ch R > . Let 2
0 1 2( )f x a a x a x= + + , 

2
0 1 2( )g x b b x b x= + + , 2

0 1 2( )h x c c x c x= + + . If all common divisors of 

( ), ( )f x g x are in R , then 2 2 2( ) ( ) ( )f x g x h x+ = , if and only if 

0 1 0 1, , , , ( )u u v v R w F R∃ ∈ ∈ , and 

2 2 2 2
0 0 0 1 0 1 0 1 2 1 1

0 0 0 1 1 0 0 1 2 1 1
2 2 2 2

0 0 0 1 0 1 0 1 2 1 1

( ), 2 ( ), ( ),

2 , 2 ( ), 2 ,

( ), 2 ( ), ( ).

a w u v a w u u v v a w u v

b wu v b w u v u v b wu v

c w u v c w u u v v c w u v

 = − = − = −
 = = + =
 = + = + = +

                          (9) 

Now, we have an equation set:  

2 2
1 1 0 2 0 2

1 1 0 2 2 0

4( ),

2( ).

a b a a b b

a b a b a b

 − = −
 = −

                                                       (10) 

Proof: According to Theorem 3.1.3, 0 1( )u x u u x∃ = + , 0 1( )v x v v x= + , 

( )w F R∈ , 2 2( ) ( ( ) ( ) )f x w u x v x= − , ( ) 2 ( ) ( )g x wu x v x= , 2 2( ) ( ( ) ( ) )h x w u x v x= + , 
We got (9) at once, and that implies (10). 

Following theorem can help us to judge the Pythagorean polynomials only with their 
coefficients. 

Theorem 3.1.6. Let R be a UFD, and 2 1x + has no solution on R . 

Let 2
0 1 2( )f x a a x a x= + + , 2

0 1 2( )g x b b x b x= + + ,  0 0 2 2( , ), ( , ) ( )a b a b P R∈ , their 

coefficients satisfy (10), then ( ( ), ( )) ( [ ])f x g x P R x∈ . 

Proof: 2 1x + has no solution on R , so it is certainly that ( ) 2ch R > . According to 

Theorem 2.3.2, 0 0 2 2( , ), ( , ), ( )a b a b P R∈ 0 1 0 1, , ,u u v v R ∃ ∈ , ( )w F R∈ , 

2 2 2 2
0 0 0 2 1 1

0 0 0 2 1 1

( ), ( ),

2 , 2 .

a w u v a w u v

b wu v b wu v

 = − = −
 = =
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1 1,a b can be obtained by (10). We have: 
2 2 2 2
1 1

1 1

,

.

a b X Y

a b XY

 − = −


=
                                                           (11) 

where X, Y are exactly the expressions of 1 1,a b in (9).       

Since 2 1x + has no solution on R , 1 1( , )a b can only has two possible 

solutions ( , )X Y , ( , )X Y− − , in any case (9) can be satisfied. So ( ( ), ( )) ( [ ])f x g x P R x∈ . 

Remark 3.1.1.  If 2 1x + has a solution α on R , then ( , )Y Xα α is also a solution. 

On the extension ring [ ]R α , (11) is equivalent to 2 2( ) ( )a b X Yα α+ = + , while (10) is 

equivalent to 2
1 1 0 0 2 2( ) 4( )( )a b a b a bα α α+ = + + . 

Corollary 3.1.2. Let F  be a field, and 2 1x + has no solution on F . 
Let 2

0 1 2( )f x a a x a x= + + , 2
0 1 2( )g x b b x b x= + + , 0 0 2 2( , ), ( , ) ( )a b a b P F∈ . Their 

coefficients satisfy (10), then ( ( ), ( )) ( [ ])f x g x P F x∈ . If ( ) ( )f x not g x∼ , then (10) is 
equivalent to ( ( ), ( )) ( [ ])f x g x P F x∈ . 

Corollary 3.1.3.  Let be a real number field, and the polynomials 
2

0 1 2( )f x a a x a x= + + , 2
0 1 2( )g x b b x b x= + + are on , whose coefficients satisfy 

(10), then ( ( ), ( )) ( [ ])f x g x P x∈ . If ( ) ( )f x not g x∼ , then (10) is equivalent 
to ( ( ), ( )) ( [ ])f x g x P x∈ . 

Another useful formula 2 2
1 1 0 24a b c c+ = can be derived from (9). That means 

0 2,c c have the same sign. It is well known that any quadratic polynomial has a 

discriminant 2
1 0 24a a aΔ = − . So the following theorem holds. 

Theorem 3.1.7.  Let R  be a UFD, ( ), ( ), ( ) [ ]f x g x h x R x∈ satisfy Pythagorean 

equation. If all common divisors of ( ), ( )f x g x are in R and ( ), ( ) ( )g x f x h x+ are 

even elements, then ( 1/ 2)( )h f gΔ = − Δ + Δ . 

3.2   The Application to PH Curves 

Definition 3.2.1.  A parametric polynomial curve 2( ( ), ( )) [ ]f x g x R x∈ is called a 

PH curve, if ' '( ( ), ( )) ( [ ])f x g x P R x∈ . According to this definition, we have  

Theorem 3.2.1.  Let 2 3 2 3
0 1 2 3 0 1 2 3( ( ), ( )) ( , )f x g x a a x a x a x b b x b x b x= + + + + + +  

is a degree 3 parametric polynomial curve on 2 , if their coefficients satisfy  
2 2
2 2 1 3 1 3

2 2 1 3 3 1

3( )

2 3( )

a b a a b b

a b a b a b

 − = −
 = +

                                                        (12) 

then ( ( ), ( ))f x g x is a PH curve. 



 Pythagorean Element on UFD and PH Curve 447 

A parametric polynomial curve might as well be considered on the complex plane, 

i.e. 2 3
0 1 2 3 [ ]a a x a x a x x+ + + ∈ . Then (12) takes a simpler expression 2

2 1 33a a a= . 

In geometric modeling Bézier curve is expressed with the base of Bernstein 

polynomials. After transforming from power base 2 3(1, , , )x x x  to Bernstein base 

( 3(1 )x− , 23 (1 )x x− , 23 (1 )x x− , 3x ) we get: 

Theorem 3.2.2. If the coordinates of the control points of a degree 3 Bézier curve 
3

3

0

( ( ), ( )) ( , ) ( )i i i
i

f x g x a b B x
=

=  satisfy  

2 2
2 1 2 1 1 0 3 2 1 0 2 3

2 1 2 1 3 2 1 0 1 0 2 3

( ) ( ) ( )( ) ( )( )

2( )( ) ( )( ) ( )( )

a a b b a a a a b b b b

b b a a a a b b a a b b

 − − − = − − + − −


− − = − − + − −
          (13) 

Then the Bézier curve is PH curve. 

Considered on complex plane, (13) can be written simply as 
2

2 1 1 0 3 2( ) ( )( )a a a a a a− = − − . 

Obviously this theorem has another form as follows. 

Corollary 3.2.1. Except for the trivial case that ' '( ( ), ( ))f x g x is a line, ( ( ), ( ))f x g x is a 

PH curve if and only if 21 0 3 2
1 2 1( ) ( )

2 2

a a a a
f x a a x x

− −= + − + , 

21 0 3 2
1 2 1( ) ( )

2 2

b b b b
g x b b x x

− −= + − +
 
is a pair of Pythagorean polynomials. 

The degree 3 C-Bézier curve is constructed with a mixed base of trigonometric 
functions and power functions [6] 

1 0 0 0

1 1 0 0 00 0 0
1 1 0 0sin 1 cos sin

2 2(1, , , )
0 0 0 1 1 02 2 2

(1 ) 2
0 0 1 1

1 2 2 2
0

(1 ) 2

c

s
x x x x x

s s

s c s

c c

s c s s

α

α α

α α α

 
 −   

−   −+ − −    − −⋅ ⋅
   −− − −   −  + +
 

− + − −  

      (14)  

where cos , sin ,0c sα α α π= = < < . 

The derivative of sin 1 cos sin
(1, , , )

2 2 2

x x x x x+ − −
 
is 1 cos sin 1 cos

(0, , , )
2 2 2

x x x+ −

 
2

2

1
(0,1, , )

1
t t

t
=

+
, where tan

2

x
t = . Therefore, the coefficients of a degree 3 PH C- 

Bézier curve should satisfy the Pythagorean discriminant equation after the 
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transformation of the matrix in (14). In detail, the array 

1 0 1 0

2 1 2 1

3 2 3 2

1 cos
0 0

sin
2sin 2sin

0
sin (1 cos ) 2sin

1 cos 2cos 2 2

sin (1 cos ) 2sin sin

a a b b

a a b b

a a b b

α
α α

α α
α α α α α

α α
α α α α α α α

 −
 

−  − − 
 − −  ⋅ − −   − + −   − −  + +
 − + − − 

 

satisfies (10). 

4   Conclusions 

Pythagorean equation in number theory is extended to general rings. Sets of easy to 
use polynomial coefficient based necessary and sufficient conditions are derived for 
Pythagorean polynomials on polynomial rings. The obtained results are applied to 
construct PH curves in geometric modeling. An old formula, a new application. 
However, this paper does not completely solve all problems about Pythagorean 
polynomials; for example, Pythagorean discriminant equation of the polynomials with 
arbitrary degree has not been got. Also multiple Pythagorean equation on ring and 
space PH curve need to be further studied.  
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The Bisector of a Point and a Plane Algebraic Curve 
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Abstract. A subdivision algorithm to compute the true bisector of a fixed point 
and a plane algebraic curve is presented. Quadtree data structure and interval 
analysis technique are used to accelerate the speed. Unlike the algorithm 
proposed in “The bisector of a point and a plane parametric curve” published on 
Computer Aided Geometric Design volume 11 page 117-151 in 1994 by R. T. 
Farouki and J. K. Johnstone our algorithm need not a trimming procedure 
which is usually complicated. 

Keywords: Bisector, Voronoi diagram, algebraic curve. 

1   Introduction 

Point/curve bisectors arise in a variety of geometric “reasoning” and geometric 
decomposition problems (e.g., planning paths of maximum clearance in robotics, or 
computing Voronoi diagrams for areas with curvilinear boundaries) [1]. They play a 
key role in computing the medial axis transform or “skeleton” of planar shapes [2]. 
Yap discusses the bisectors of points, lines, and circles in the context of Voronoi 
diagrams [3]. Also in the context of Voronoi diagrams, Held treats the construction of 
bisectors in numerical control machining applications [4]. Yap and Alt analyze the 
complexity of the bisector computation for two algebraic curves, quoting an upper 

bound of 616m  on the degree of the bisector for curves of degree m [5]. Nackman 
and Srinivasan discuss generic properties of the bisector of two linearly separable sets 
of arbitrary dimension, from the perspective of point set topology [6]. Elber and Kim 
presented a simple a robust method for computing the bisector of two planar rational 
curves [7]. Given a point and a rational space curve, in [8] Elber and Kim showed that 
the bisector surface is a rational ruled surface. Moreover, given two rational space 
curves, Elber and Kim showed that the bisector surface is rational except for the 
degenerate case in which the two curves are coplanar. In [9] Peternell studied algebraic 
and geometric properties of curve-curve, curve-surface, and surface-surface bisectors. 

In [1] Farouki and Johnstone showed that the bisector of a point and a plane 
parametric curve may be regarded as a subset of a variable distance offset curve which 
has the attractive property, unlike fixed distance offsets, of being generically a rational 
curve. This untrimmed bisector usually exhibits irregular points and self-intersections 
similar in nature to those seen on fixed distance offsets. Therefore a trimming 
procedure, which identifies the parametric subsegments of this curve that constitute the 
true bisector, is needed afterward. However, to our best knowledge, due to 
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manipulation difficulty of algebraic curve there is no published work on the 
computation of the bisector of a point and a plane algebraic curve. In this paper a 
subdivision algorithm to compute the true bisector of a fixed point and a plane 
algebraic curve is presented. Quadtree data structure and interval analysis [10] 
technique are used to accelerate the speed. Unlike the algorithm proposed in [1] our 
algorithm need not a trimming procedure which is usually complicated. 

The rest of this paper is organized as follows: In Section 2 we give the subdivision 
algorithm for computing the bisector of a point and a plane algebraic curve in detail. In 
Section 3 we present some examples to show that the proposed algorithm is reliable 
and efficient. Finally in Section 4 we give a conclusion. 

2   Algorithm 

Given a planar point 0 0( , )P x y and a planar algebraic curve ( , ) 0f x y = on a 

rectangle[ , ] [ , ]x x y y× , where ( , )f x y are polynomial in two variables. Suppose 

that the pixel size isε .  To find the bisector of the point 0 0( , )P x y and the algebraic 

curve ( , ) 0f x y =  on the rectangle [ , ] [ , ]x x y y× is equivalent to find all those 

pixels whose distances to the point 0 0( , )P x y and to the algebraic curve 

( , ) 0f x y = are equal.  
The first key step of the algorithm is to find the pixel set 

[ ] [ ]{ }
1

, ,
n

i i i i
i

A a b c d
=

= ×∪ of all those pixels where the algebraic 

curve ( , ) 0f x y = passes though. By means of centered form interval arithmetic [11] 

we compute the value interval ,f f    of ( , )f x y on rectangle [ , ] [ , ]x x y y× . 

If 0 ,f f ∉   , the rectangle [ , ] [ , ]x x y y× can not contain the algebraic 

curve ( , ) 0f x y = , we then simply discard the rectangle[ , ] [ , ]x x y y× . Otherwise, 

if 0 ,f f ∈   , the rectangle [ , ] [ , ]x x y y× may contain the algebraic 

curve ( , ) 0f x y = , we then subdivide the rectangle [ , ] [ , ]x x y y× into four small 

rectangles at its midpoint. We repeat this process until the size of rectangle considered 
is equal to or smaller than the pixel sizeε . If the rectangle whose size is equal to or 
smaller than the pixel sizeε is still can not be discarded we then record this rectangle 

into the algebraic curve pixel set A . 
The second key step of the algorithm is to find the pixel set B of all those  

pixels whose distances to the algebraic curve pixel set A  and to the 

point 0 0( , )P x y are equal. To this end, we first calculate the distance interval 

[ ] [ ]( ) [ ]( )22
, , , , ,i i i i i ig g x x a b y y c d   = − + −     between the rectangle 
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[ , ] [ , ]x x y y× and the pixel [ ] [ ], ,i i i ia b c d× by means of ordinary interval 

arithmetic. Let { }
1

min i
i n

h g
≤ ≤

= ， { }
1

min i
i n

h g
≤ ≤

= , then the interval[ , ]h h is the 

distance interval between the rectangle[ , ] [ , ]x x y y× and the algebraic curve pixel 

set [ ] [ ]{ }
1

, ,
n

i i i i
i

A a b c d
=

= ×∪ . Note that 0x and 0y can be represented as interval 

forms 0 0[ , ]x x and 0 0[ , ]y y , we then calculate the distance interval 

[ ]( ) ( )22

0 0, , ,l l x x x y y y   = − + −     between the rectangle 

[ , ] [ , ]x x y y× and the point 0 0( , )P x y  using the ordinary interval arithmetic. If 

[ , ]h h and ,l l   do not intersect, that means the distance from any point in the 

rectangle [ , ] [ , ]x x y y×  to the algebraic curve can not be equal to the distance from 

this point to the point 0 0( , )P x y , therefore the rectangle [ , ] [ , ]x x y y× does not 

contain any bisector point, and can be safely discarded. Otherwise, if [ , ]h h and 

,l l   intersect, the rectangle [ , ] [ , ]x x y y× may contain bisector point and 

therefore can not be discarded, we then subdivide the rectangle [ , ] [ , ]x x y y× into 

four small rectangles at its midpoint. We repeat this process until the size of rectangle 
considered is equal to or smaller than the pixel sizeε . If the rectangle whose size is 
equal to or smaller than the pixel sizeε is still can not be discarded we then record this 

rectangle into bisector pixel set B .  Finally the bisector pixel set B contains all those 
pixels whose distances to the algebraic curve and to the given point are equal and is 
what we want to compute. What follows is the algorithm in detail: 
(1) Input the polynomial in two variables ( , )f x y which represents the algebraic 

curve, the given point 0 0( , )P x y , the rectangle [ , ] [ , ]x x y y× and the pixel size 

isε . 

(2) Compute the value interval ,f f    of ( , )f x y on rectangle[ , ] [ , ]x x y y×  by 

means of centered form interval arithmetic. If 0 ,f f ∉   , the 

rectangle [ , ] [ , ]x x y y× is discarded, otherwise the rectangle [ , ] [ , ]x x y y× is 

subdivided into four small rectangles at its midpoint. Repeat this process until the 
size of rectangle considered is equal to or smaller than the pixel size ε . If the 
rectangle whose size is equal to or smaller than the pixel sizeε is still can not be 
discarded the rectangle is recorded into the algebraic curve pixel set A . Finally we 

get [ ] [ ]{ }
1

, ,
n

i i i i
i

A a b c d
=

= ×∪ .  
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(3) Calculate the distance interval ,i ig g    

[ ] [ ]( ) [ ]( )22
, , , ,i i i ix x a b y y c d = − + −   between the rectangle 

[ , ] [ , ]x x y y× and the pixel [ ] [ ], ,i i i ia b c d× using ordinary interval arithmetic. 

Let { } { }
1 1

, ,min mini i
i n i n

h h g g
≤ ≤ ≤ ≤

   =    
.  Calculate the distance interval 

[ ]( ) ( )22

0 0, , ,l l x x x y y y   = − + −     between the rectangle 

[ , ] [ , ]x x y y× and the point 0 0( , )P x y  using the ordinary interval arithmetic.  If 

[ , ]h h and ,l l   do not intersect, the rectangle [ , ] [ , ]x x y y× is discarded, 

otherwise the rectangle[ , ] [ , ]x x y y× is subdivided into four small rectangles at 

its midpoint. For every small rectangle repeat step (3) until the size of rectangle 
considered is equal to or smaller than the pixel sizeε . If the rectangle whose size is 
equal to or smaller than the pixel sizeε is still can not be discarded the rectangle is 
recorded into the bisector pixel set B . 

(4) Draw the pictures of the given point 0 0( , )P x y and the algebraic curve pixel 

set A and the bisector pixel set B . The algorithm is completed.   

3   Examples 

We implemented the above algorithm using Mathematica 5.0. Several well chosen 
examples are tested on a personal computer with Intel® Core™2 CPU 6300 @ 1.86 
GHz and 2GB RAM. 

Example 1: The algebraic curve is 
2 2 7

0
16

x y x y+ − − + = which represents a 

circle with center at 
1 1

( , )
2 2

and radius
1

4
, the given point is ( )0.62,0.62 , the 

rectangle is[0,1] [0,1]×  and 
1

256
ε =  . The computed results are showed in Figure 

1. The total CPU time used is 104.375 seconds, total number of subdivisions is 886, 
and total number of pixels (including the algebraic curve and the bisector) is 896. 

Example 2: The algebraic curve is 
2 9

4 4 0
8

x x y− − + = which represents a 

parabola, the given point is ( )0.55,0.25 , the rectangle is [0,1] [0,1]×  and 

1

256
ε =  . The computed results are showed in Figure 2. The total CPU time used is 
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191.359 seconds, total number of subdivisions is 1182, and total number of pixels 
(including the algebraic curve and the bisector) is 1308. 

Example 3: The algebraic curve is 
2 29 9 43

0
4 4 64

x y x y+ − − + = which represents 

an ellipse, the given point is
3 5

,
8 8
 
 
 

, the rectangle is[0,1] [0,1]×  and 
1

256
ε =  . 

The computed results are showed in Figure 3. The total CPU time used is 148.578 
seconds, total number of subdivisions is 1054, and total number of pixels (including 
the algebraic curve and the bisector) is 1135. 
 

Example  4: The algebraic curve is 23224 256512256256 xyxyxx −−+  

0136432112288 22 =+−−++ yxyx which represents a bicorn, the given 

point is ( )0.5,0.7 , the rectangle is [0,1] [0,1]×  and 
1

256
ε =  . The computed 

results are showed in Figure 4. The total CPU time used is 63.125 seconds, total 
number of subdivisions is 836, and total number of pixels (including the algebraic 
curve and the bisector) is 664. 

Example 5: The algebraic curve is 2322 )
2
1

()1)
2
1

()
2
1

(( +−−+++ xyx  

0)
2
1

( 3 =+y  which represents a heart curve, the given point is ( )0.24,0.3 , the 

rectangle is [ 2,1] [ 2,1]− × −  and 
1

256
ε =  . The computed results are showed in 

Figure 5. The total CPU time used is 208.094 seconds, total number of subdivisions is 
1441, and total number of pixels (including the algebraic curve and the bisector) is 
1355. 
 

0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

    0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

 
 

 Fig. 1. Bisector of a point and a circle      Fig. 2. Bisector of a point and a parabola 
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Fig. 5. Bisector of a point and a heart curve 

4   Conclusion 

From the above examples we can see that the proposed algorithm can find the bisector 
of a given point and a planar algebraic curve reliably and effectively. Unlike the 
algorithm proposed in “The bisector of a point and a plane parametric curve” published 
on Computer Aided Geometric Design volume 11 page 117-151 in 1994 by R. T. 
Farouki and J. K. Johnstone our algorithm need not a trimming procedure which is 
usually complicated. However, due to the conservativeness of the interval arithmetic, 
sometimes the computed bisector may looks fatter than it should be, this is because 
some pixels which is close to but not on bisector can not be discarded.  
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Abstract. A novel algorithm for approximating planar algebraic curve with 
biarcs is presented. With reasonable selection of split points the algebraic curve 
is segmented according to convexity and monotonicity. For every curve 
segment biarc is constructed based on tangents of two end points and careful 
selection of common tangent point of the biarc. The whole approximate biarc 
curve keeps some important geometric features of the original algebraic curve 
such as convexity, monotonicity and 1G continuity and is easy to operate and 
achieve in NC machining. Numerical experiments show that the algorithm is 
reliable and efficient. The approximation error can be controlled by recursive 
call of the algorithm. As a direct application, we can apply the algorithm to 
calculate the offsets of planar algebraic curve. 

Keywords: Algebraic curve, biarc curve, approximation algorithm, offset, 
normal direction error. 

1   Introduction 

Biarc curve, was firstly designed for shipbuilding industry in 1970 and provided the 
basic curve and hull surface definition for the widely-used BRITSHIPS system, and 
was introduced later to academia by Bolton [1]. It’s also discussed in the book 
“Computational Geometry” by Su Buqing and Liu Dingyuan [2].  

Arc spline is made up of circle arc and straight line and is easy to manipulate and 
calculate in shape simulation, as well as in describing the path of the NC machine 
tool. Compared with linear approximation, circle arc approximation has more 
advantage. Furthermore, the fairness of biarc approximation is better than single circle 
arc, it can interpolate end points and their tangent vectors at the same time, preserving 
some important geometric features of original curve. Approximation to data point set 
by 1G  biarc was investigated in literature [3-5], to parametric spline curve by biarc 
was investigated in literature [6-12]. It is necessary to investigate biarc approximation 
of algebraic curve, for there are more and more applications of algebraic curve and 
surface in computer aided design and computer graphics recently. 

Generally, biarc can be divided into C-type biarc and S-type biarc. In this paper, 
only C-type biarc is needed. The rest of this paper is organized as follows: In Section 
2, we briefly give the definition of biarc and the radiuses of two arcs, and then we can 
obtain the fairest joint and its calculation. In Section 3, algorithms for biarc and offset 
approximation of planar algebraic curve are developed. In Section 4, we discuss the 
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approximation error. In Section 5, an algebraic curve example is given for biarc and 
offset approximation. Finally in Section 6 we make a conclusion.   

2   Definition and Property of Biarc 

Definition 2. The two smoothly connected circular arc
1D , 

2D are said to form a biarc, 

represented by the given two distinct end points
1P , 

2P and unit tangent vectors 

1t ,
2t (Fig.1), satisfy the following properties: 

• The circular arc
1D passes through

1P and has the tangent vector at
1P ,the 

circular arc
2D passes through

2P and has tangent vector at
1P ; 

• The two circular arcs must have a point of common tangency, the 
point P called joint and the tangent vector is t . 

In order to form the biarc, there are six conditions to determine. The definition 
provides the five conditions. The sixth unknown condition is choosing the joint.  

In this paper, we uniformly divide the original curve into the curve with no 
inflection for convenient. To insure this, we take ( )21 ,min ααθ < . 

2.1   Biarc Radius 

As showed in Fig.1, let 

.,,,,,
221112221112121 ββααθ =∠=∠=∠=∠=∠= PPPPPPPPPPPPOPPLPP tt

 

We can obtain
1R ,

2R  

    .
)2)(sin()2)(sin(2

)2)sin((
,

)2)(sin()2)sin((2

)2)sin((

221

1
2

121

2
1 θααα

θα
θααα

θα
−+

−=
++

+= L
R

L
R    (1) 

Actually, formula (1) gives the biarc radius of relative curvature. 

 

Fig. 1. Biarc radius 
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2.2   Choice of Joint P  

The rule to choose biarc joint P is to make the connection as smoothly as possible, not 
just satisfy 1G  continuity. No matter what value of θ  when

21 αα = , we have 

21 RR =  by (1), thus the biarc is degenerated to a single circular. We suppose that 

21 αα ≠  in this paper. 

Connect
1P ,

2P , take
1P as the origin of the Cartesian orthogonal coordinate system 

and 
21PP as the x-axis to establish a coordinate system. Then according to the relation 

of the global coordinate and local coordinate system, we can calculate that we need.  
Let ( ) 1211 −= RRH θ , then ( )θ1H  takes the minimum value when 0=θ . The 

change of biarc curvature reaches the minimum at this moment. Therefore PP1
 and 

2PP  are two angle bisectors of the triangle 
21 PPP tΔ , P  is the incenter of the 

triangle
21 PPP tΔ . So we can obtain the two centre of the biarc. The center coordinates 

obtained above are in the local coordinate system, so we need to transform them into 
the global coordinate system. 

3   Biarc Approximation 

3.1  Segmentation of Algebraic Curve and Determination of the Control Triangle 

Firstly, divide the algebraic curve into segments at singular points, inflection points 
and extreme points [13]. Suppose the algebraic curve is ( ) 0, =yxF  , let the start point 

of the algebraic curve segment is 
1P , and the end point is

2P , and then the tangent 

equation 
1t which passes through 

1P  is 

( )( ) ( )( ) 0,, 111111 =−+− yyyxFxxyxF yx
 

The tangent equation 
2t  passes through 

2P  can be determined similarly. Then the 

intersection point
tP  between 

1t  and 
2t is determined. Hence the triangle 

21 PPP tΔ  is 

also determined. Also the length of the biarc radiuses, the position of the centers can 
be determined. An algorithm for approximation curve can be derived after calculating 
the central angle of each circle arc. 

3.2   Offset Approximation of Algebraic Curve 

Definition 2. Since biarc curve can be represented in parametric form, therefore, 
offset )(tDr

of biarc curve )(tD  can be defined by 

                     )()()( tNrtDtDr ⋅+=                             (2) 

Where r  is a constant radius, )(tN is the unit normal of ( )D t . After the biarc 

approximation curve )(tD  of the planar algebraic curve is obtained as previously 

described, the offset approximation curve of the algebraic curve can be obtained 
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straightforwardly by offsetting the biarc curve. Obviously the offset approximation 
error is the same with the biarc approximation error. 

3.3   Algorithm for Biarc and Offset Approximation of Algebraic Curve 

Input: An algebraic curve F and the toleranceδ . 

Output: Biarc and offset approximation curves of the algebraic curve within error 
tolerance δ . 

• Divide the original algebraic curve into segments at singular point, inflection 
point and extreme point; 

• For every algebraic curve segment, compute tangents at the two end points and 
their intersection point to obtain the control triangle; 

• Compute the incenter of the control triangle, that is the joint of the biarc; 
• Compute the radius of the two circle arcs, the coordinates of the center and the 

central angel from the above formulas to obtain the biarc approximation of the 
algebraic curve segment; 

• Check the approximation error, if the error δ<ke , then stop the process. 

Otherwise, separate the segment into two segments, recursively call the 
algorithm until the error within tolerance; 

• Calculate the offset of biarc approximation, use it to approximate offsets of the 
original algebraic curve. 

4   Error Discussion 

To compute the distance between the approximation curve and the original curve is 
the most important thing to evaluate the algorithm. Theoretically Hausdoff distance is 
difficult to calculate. Usually a simpler method for error calculation is used instead. 

Assuming that there is a planar algebraic curve ( ) 0, =yxF , and its biarc 

approximation is ( )iD t , 0, 2 , 1i n= − . 

Firstly, divide the algebraic curve segment between the nodes 
iP  and 

1+iP into n 

parts, then calculate the coordinates of all points.  
For general algebraic curves, divide the value of x-axis between the nodes 

iP  and 

1+iP  into n parts. For those algebraic curves which can be transformed into parametric 

form, divide the parameter t  between the nodes 
iP  and 

1+iP  into n parts. 

According to the joint of the corresponding biarc segment, 
ki

P belongs to the first 

arc when pi xx
k

< , otherwise it belong to the second. 

Finally, calculate the normal direction error, that is,  

               2 2( ) ( )
k k k k ki i o i o ke x x y y R= − − − −                    (3) 

Where ( )
kk oo yx ,  is the center and 

kR is the radius of the corresponding circular arc.  
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Let { }1

1
max

k

l

i i
k

e e
−

=
= .If ie δ>  ,we divide this algebraic curve segment into two 

smaller segments at its mid point and recursively call the algorithm until the 
computed approximation error is equal to or smaller than tolerance δ . 

5   Example 

Give an algebraic curve 0233: 4422422466 =−−++++ yxyxyxyxyxF (Fig.2). 

Due to symmetry property we only need to approximate its right quarter . The right 
quarter of the algebraic curve can be divided into four parts, the split points are: 
( )0,0 , ( )96,930 , ( )0,1 , ( )96,930 . 

The corresponding expression of the biarc which approximate the right quarter of 
the algebraic curve are as follows:(The equation set (4) represents the biarc 
approximation for left upper part, (5) for the right upper part, (6) for the left lower 
part, and (7) for the right lower part.) 

    




−=
+=

0.7086)sin(0021.1
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θ
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Fig. 3 shows the overall approximation effect of the right quarter algebraic curve, 
where the green dashed line represents the original curve, the blue and black solid 
lines represent the biarc approximation. The red solid line represents the polyline 
which connect the joints and the end points of the biarc. 

 

Fig. 2. An algebraic curve and its right quarter 
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Fig. 3. Biarc approximation of the algebraic curve 

Since the right quarter of the algebraic curve is also symmetrical to x  axis, the 
left upper and the left lower part, the right upper and the right lower part all have the 
same approximation error. Fig.4 shows respectively the error functions of the left and 
the right part biarc approximation.  

 
 (a) First left upper (lower) part                (b) Second left upper (lower) part 

 
       (c) First right upper (lower) part              (d) Second right upper (lower) part 

Fig. 4. Error function 
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As one can see from Fig.5(a) the outer offset is not closed, the inner offset has a 
self intersection point and redundant parts. Therefore some procedures need to be 
done afterwards. For the outer offset, we need to add a circular arc with center at the 
origin and radius r . For the inner offset, we calculate the self intersection point and 
remove redundant parts. Fig.5(b) shows the result after these processing.  

Obviously the error function of offset approximation is the same as biarc 
approximation.  

Calculated offset approximation of the algebraic curve is shown in Fig.5(a) where 
r  takes 0.03. 

 
                (a) Before processing                       (b) After processing  

Fig. 5. Offset approximation of the algebraic curve 

6   Conclusions 

From above example we can see that the proposed algorithm for biarc approximation 
of planar algebraic curve is feasible and efficient. The whole approximate biarc curve 
keeps some important geometric features of the original algebraic curve such as 
convexity, monotonicity and 1G  continuity and can be applied to NC machining 
directly. The approximation error can be controlled within a certain given tolerance 
by recursive call of the algorithm. As a direct application, the biarc approximation 
algorithm is applied to calculate the offsets of planar algebraic curve. 

Acknowledgments. This work is supported in part by National Natural Science 
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Zhejiang Province (Y1100837). 

References 

1. Bolton, K.M.: Biarc curves. Computer Aided Design 7, 88–92 (1975) 
2. Su, B., Liu, D.: Computational geometry. Shanghai Scientific & Technical Publishers, 

Shanghai (1982) 
3. Meek, D.S., Walton, D.J.: Approximation of discrete data by arc splines. Computer Aided 

Design 24, 301–306 (1992) 



 Biarc Approximation of Planar Algebraic Curve 463 

4. Piegl, L.A., Tiller, W.: Data approximation using biarcs. Engineering with Computers 18, 
59–65 (2002) 

5. Schonherr, J.: Smooth biarc curves. Computer Aided Design 25, 365–370 (1993) 
6. Dong, G., Liang, Y., He, Z.: Spline curve and its biarc approximation. Acta Mathematae 

Applagatae Sinica 1, 333–340 (1978) 
7. Piegl, L.A., Tiller, W.: Biarc approximation of NURBS curves. Computer Aided 

Design 34, 807–814 (2002) 
8. Piegl, L.A., Rajab, K., Smarodzinava, V., Valavanis, K.P.: Using a biarc filter to compute 

curvature extremes of NURBS Curves. Engineering with Computers 24, 379–387 (2009) 
9. Meek, D.S., Walton, D.J.: Approximating quadratic NURBS curves by arc splines. 

Computer Aided Design 25, 371–376 (1993) 
10. Meek, D.S., Walton, D.J.: Approximating smooth planar curves by arc splines. Journal of 

Computer and Applied Mathematics 59, 221–231 (1995) 
11. Walton, D.J., Meek, D.S.: Approximation of quadratic Bezier curves by arc splines. 

Journal of Computer and Applied Mathematics 54, 107–120 (1994) 
12. Wang, G., Sun, J.: The biarc approximation of planar NURBS curve and its offset. Journal 

of Software 11, 1368–1374 (2000) 
13. Shou, H., Shen, J., Yoon, D.: Numerical computation of singular and inflection points on 

planar algebraic curves. In: Proceedings of 2007 International Conference on Computer 
Graphics & Virtual Reality, pp. 133–138. CSREA Press, Las Vegas (2007) 

14. Elber, G., Lee, I.K., Kim, M.S.: Comparing offset curve approximation methods. 
Computer Graphics and Applications 5-6, 66–71 (1997) 



Q. Zhou (Ed.): ICTMF 2011, CCIS 164, pp. 464–471, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

On Self-complementary of Circulant Graphs 

Houqing Zhou 

Department of Mathematics, Shaoyang University, Hunan, China 422000  

Abstract. a graph G  is self-complementary if it is isomorphic to its 
complement G . If G is a regular self-complementary graph, then G  is 
connected and has 14 += kn  vertices and degree ,2kr =  where 

kn, are positive integers. In this paper, we investigate the existence condition 
for self-complementary of circulant graphs with order 14 += kn . 
Moreover, we proved that the circulant graphs of order 17 exist self-
complementary strongly regular graphs. 

Keywords: strongly regular, self-complementary, circulant graphs. 

1   Introduction 

In this paper we consider only simple graphs. We use ( )GV  and ( )GE  to denote the 

vertex set and the edge set of G , respectively. If ( )GVvi ∈ , denote its set of 

neighbors by ( )iG vN , i.e., ( ) ( ) ( ){ }GEvvGVvvN jijiG ∈∈= : . Given a graph 

G , the complement of G , denoted by G , the complement G  has the same vertices 

such that two vertices of G  are adjacent if and only if they are not adjacent in G . 

Definition 1.1. A self-complementary graph is a graph which is isomorphic to its 
complement. 

Let G be a self-complementary graph, σ  is an isomorphic mapping going from G  

to G , then σ  is called a complementing permutation of G . A self-complementary 

graph will be of order k4  or 14 +k  for some natural number k  and of diameter 2 
or 3. The simplest self-complementary graphs are the 4-vertex path graph and the 5-
vertex cycle graph. 

Definition 1.2. Let ( )EVG ,=  be a regular graph with n  vertices and degree r . 

G  is said to be strongly regular if there are also integers, λ  and μ  such that: 

Every two adjacent vertices have λ  common neighbors. Every two non-adjacent 
vertices have μ  common neighbors. 

A graph of this kind is sometimes said to be an ( )μλ,,, rnsrg . Obviously, the 5-

vertex cycle is a self-complementary strongly regular graph. 
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Now we define circulant graphs. 

Definition 1.3. A circulant graph ( )SnC ,  is a Cayley graph on nΖ . That is, it is a 

graph whose vertices are labelled { }1,,2,1,0 −n… , with two vertices labelled i  and 

j  adjacent iff ( )( ) Snji ∈− mod , where nS Ζ⊂  has SS −=  and S∉0 . 

For a circulant digraph, the condition that SS −=  is removed. Self-complementary 
graphs have been studied by several authors (see[1], [2], [3], [4], [5] ). In[1] and [3], a 
property conjectured by Kotzig is investigated which would imply that a self-
complementary graph is strongly regular. In [2] Boolean techniques are used to 
enumerate regular and strongly regular self-complementary graphs. The corresponding 
sets of quadratic equations are solved for 4,3,2,14 =+= kkn , under the 

assumption that σ  consists of a fixed point and a single cycle, yielding only Paley 

type solutions. [4] proved that if ( )EVG ,=  is a self-complementary graph and σ  

is a complementing permutation of G . Then:  

ⅰ ( )4mod1,0≡V ; 

ⅱσ  has at most one fixed point and the length of every other cycle of σ  is a 
multiple of 4 . 

In[5], a self-complementary graph is strongly regular if and only if it is strongly 
edge triangle regular have been proved. Kotzig put forward a question on strongly 
regular self-complementary graphs(see [6]). That is, for any positive integers k, 
whether there exists a strongly regular self-complementary graph whose order is 

14 +k , where 2214 yxk +=+ , x  and y are positive integers. In this paper, we 

shall investigate the existential condition for strongly regular self-complementary 
circulant graphs with order 14 += kn . In Section 2, we shall introduce notation of 
self-complementary graphs, strongly regular graphs. In Section 3, we quote some 
lemmas and also summarize properties of Paley graphs. In Section 4, we obtain some 
results of circulant self-complementary graphs. 

2   Some Basic Preliminaries 

We begin by defining terminology and introducing notation. Throughout this 
discussion, all matrices will be real and symmetric. 

A graph G  is said to be r-regular if every vertex ( )GVv ∈  is incident with 

exactly r edges of G . The complement of regular graph is regular, the complement 
of strongly regular graph is also strongly regular, a connected strongly regular graph 
has diameter 2 (see [7]). A vertex u  in a self-complementary graph is called a fixed 

vertex if ( ) uu =σ  for some complementing permutation σ . The set of all 

complementing permutations of G  is denoted ( )GΓ . Sachs ([8]) proved the 

existence of exactly one fixed vertex associated with each ( )GΓ∈σ  when G  is 



466 H. Zhou 

of odd order and non-existence otherwise. For a self-complementary graph G , there 

exists isomorphism GG →:σ , i.e., if there exists a permutations σ  of the vertex 

set ( )GV  which maps every edge (non-edge) to a non-edge (edge). 

The parameters of strongly regular graphs satisfy a number of restrictions, some of 
the more important are to ignore here. Paley graphs are self-complementary strongly 
regular graphs and Hamiltonian, the complement of any Paley graph is isomorphic to 
itself, i.e., via the mapping that takes a vertex x  to xk  mod q , where k  is any 

non-residue mod q .The eigenvalues of Paley graphs are
2

1−q
 (with multiplicity 1) 

and
2

1 q±−
 (both with multiplicity 

2

1−q ). 

When q  is prime, its Paley graph is a Hamiltonian circulant graph. Paley graphs 

are quasi-random: the number of times each possible constant-order graph occurs as a 
subgraph of a Paley graph is (in the limit for large q ) the same as for random graphs, 

and large sets of vertices have approximately the same number of edges as they would 
in random graphs(see[9]). 

In what follows, we consider 3-circulant graphs and 4-circulant graphs. 
Since circulant graphs are vertex-transitive, then we only consider the neighbors of 

one vertex, and give the first row of its adjacent matrix. 

3   Some Lemmas 

The number of triangles in G  containing a vertex v  is called the triangle number 

of v  in G , denoted by ( )vt , and ( )vt  denote the triangle number of v  in G . 

Triangle number ( )et  of an edge e is also defined in similar terms. A graph G  is 

vertex triangle regular if its vertices have the same triangle number and is strongly 
vertex triangle regular if it is regular also. Edge triangle regular and strongly edge 
triangle regular is defined similarly([5]). A graph G  is vertex triangle regular if all 
of its vertices have the same triangle number and is strongly vertex triangle regular 

( )rtvs ,,,  if it is regular also. A graph G  is edge triangle regular if all of its edges 

have the same triangle number and is strongly edge triangle regular ( )rtes ,,,  if it is 

regular also. We require the following basic properties of self-complementary graphs. 

Lemma 3.1([5]). A graph G  is strongly regular if and only if both G  and G  are 
strongly edge triangle regular. 

Lemma 3.2([5]). Every strongly edge triangle regular graph is strongly vertex triangle. 

Lemma 3.3 ([7]). A regular connected graph G is strongly regular if and only if it 
has exactly three distinct eigenvalues. 
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4   Main Results 

Now, we turn our attention to a subset of the class of circulant graphs: 3- and 4-
circulant graphs. We begin with 3-circulant graphs. All 3-circulant graphs are 3-
regular. Since the sum of the degrees of the vertices must be two times the number of 
edges, then 3-circulant graphs must have an even number of vertices. Therefore, in 
what follows we shall assume that n is even, since 3-circulant graphs are 3-regular, 
and according to the complementary graph of a strongly regular graph must be 
strongly regular(the complete and null graphs are vacuously strongly regular, often 
these trivial cases are excluded). Then we deduce the complementary of 3-circulant 
graphs be 4−n  regular, note that n is even, obviously, 34 ≠−n , hence, 3-
circulant graphs and their complementary are non-isomorphic. Yielding immediately, 
we have the following theorem. 

Theorem 4.1. All 3-circulant graphs are not self-complementary graphs. 

Next, we consider the 4-circulant graphs. A 4-circulant graph is 4-regular and has n  

vertices and n2  edges. For example, circulants { }( ) 41,,,9 ≤<≤ babaC , it 

have six form, i.e., { }( )2,1,9C , { }( )3,1,9C , { }( )4,1,9C , { }( )3,2,9C , 

{ }( )4,2,9C , { }( )4,3,9C . Via a straightforward calculation, their eigenvalues of 

the corresponding form are given in the following 1Table , respectively. It shows 

that { }( )baC ,,9  have more than three distinct eigenvalues. 

Table 1.The Spectrum of 4-circulant graph: { }( )baC ,,9  

Form Spectrum 
 

{ }( )2,1,9C  
4, 22− ,

2

9
cos2 



 π , 

2

9

2
cos2 



− π ,

2

9

4
cos2 



− π  

{ }( )3,1,9C  4, ,12  
2

9

2
cos21 



 +− π ,

2

9

4
cos21 



 +− π ,

2

9
cos21 



 −− π  

{ }( )4,1,9C  
4, 22− ,

2

9
cos2 



 π

, 
2

9

2
cos2 



− π ,

2

9

4
cos2 



− π  

{ }( )3,2,9C  2

9

2
cos21 



 +− π ,

2

9

4
cos21 



 +− π ,

2

9
cos21 



 −− π ,4, ,12  

{ }( )4,2,9C  2

9
cos2 



 π

, 
2

9

2
cos2 



− π ,

2

9

4
cos2 



− π ,4, 22− , 

{ }( )4,3,9C  2

9

2
cos21 



 +− π ,

2

9

4
cos21 



 +− π ,

2

9
cos21 



 −− π ,4, 21  
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The 1Table  shows that { }( )2,1,9C , { }( )4,1,9C , { }( )4,2,9C  are 

isomorphic, but they are not self-complementary. Similarly, { }( )3,1,9C , { }( )3,2,9C , 

{ }( )4,3,9C  are isomorphic but not self-complementary. According to the Table 1 

above and Lemma 3.3, we have the following proposition. 

Table 2. The spectrum of 6-circulant graph : { }( )cbaC ,,,13  

Form Spectrum 

{ }( )3,2,1,13C  6� 241002.2− � ,66799.1 2− -1.51496 2
�-0.43532 2

�-0.11982 2
�3.14811 2  

{ }( )4,2,1,13C  6�-1.0701 2
�0.0701 2

�-1.96516 2
�0.96516 2

�-3.19783 2
�2.19783 2  

{ }( )5,2,1,13C  6� 214811.4− �

2880181.0− �

2564681.0− � ,514964.0 2 2667993.0 � 
241002.1  

{ }( )6,2,1,13C  6�-1.0701 2
�0.0701 2

�-1.96516 2
�0.96516 2

�-3.19783 2
�2.19783 2  

{ }( )4,3,1,13C  
6�

6

2

131−−
�

6

2

131+−
 

{ }( )5,3,1,13C  6� 214811.4− �

2880181.0− �

2564681.0− � ,514964.0 2 2667993.0 � 
241002.1  

{ }( )6,3,1,13C  6�-1.0701 2
�0.0701 2

�-1.96516 2
�0.96516 2

�-3.19783 2
�2.19783 2  

{ }( )5,4,1,13C  6� 241002.2− � ,66799.1 2− -1.51496 2
�-0.43532 2

�-0.11982 2
�3.14811 2  

{ }( )6,4,1,13C  6� 214811.4− �

2880181.0− �

2564681.0− � ,514964.0 2 2667993.0 � 
241002.1  

{ }( )6,5,1,13C  6� 241002.2− � ,66799.1 2− -1.51496 2
�-0.43532 2

�-0.11982 2
�3.14811 2  

{ }( )4,3,2,13C  6� 214811.4− �

2880181.0− �

2564681.0− � ,514964.0 2 2667993.0 � 
241002.1  

{ }( )5,3,2,13C  6� 241002.2− � ,66799.1 2− -1.51496 2
�-0.43532 2

�-0.11982 2
�3.14811 2  

{ }( )6,3,2,13C  6� 214811.4− �

2880181.0− �

2564681.0− � ,514964.0 2 2667993.0 � 
241002.1  

{ }( )5,4,2,13C  6�-1.0701 2
�0.0701 2

�-1.96516 2
�0.96516 2

�-3.19783 2
�2.19783 2  

{ }( )6,4,2,13C  6� 241002.2− � ,66799.1 2− -1.51496 2
�-0.43532 2

�-0.11982 2
�3.14811 2  

{ }( )6,5,2,13C  6�
6

2

131−−
�

6

2

131+−  

{ }( )5,4,3,13C  6�-1.0701 2
�0.0701 2

�-1.96516 2
�0.96516 2

�-3.19783 2
�2.19783 2  

{ }( )6,4,3,13C  6� 241002.2− � ,66799.1 2− -1.51496 2
�-0.43532 2

�-0.11982 2
�3.14811 2  

{ }( )6,5,3,13C  6�-1.0701 2
�0.0701 2

�-1.96516 2
�0.96516 2

�-3.19783 2
�2.19783 2  

{ }( )6,5,4,13C  6� 214811.4− �

2880181.0− �

2564681.0− � ,514964.0 2 2667993.0 � 
241002.1   

Proposition 4.2. All 4-circulant graphs must not be strongly regular self-
complementary graphs. 
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We shall start with the question: How can it be decided by means of its vertices 
whether or not exists self-complementary. First of all,let's look at an example. 

Consider circulant graphs with 13 vertices { }( ) { }6,5,4,3,2,1,,,,,,13 ∈cbacbaC , 

it contains 20 cases, let's compute the spectra of { }( )cbaC ,,,13 . As a consequence 

of this computing, we have the following 2Table . 

From the 2Table  above, we obverse that exists regular self-complementary, 

moreover, there exists strongly regular self-complementary. Perhaps the most 

important thing to take this Table 2 is that thevertices of { }( )cbaC ,,,13  is a prime. 

Why will appear this kind case? 

Assume that 14 += kn  is a prime number such that 
2

1−n  is the smallest 

positive integer r  such that ( )nr mod12 ≡ , where we say 2  is the quasi-

primitive root of n . We construct a circulant graph G  with vertex set 

{ }1,,2,1,0 −n… . Let ( ) ( ){ }122 2,,2,2,10 −= k
GN , where the subscripts are 

under module n . In this paper, we obtain the following results. 

Theorem 4.3. The circulant graphs G  of degree kr 2=  with 3,14 ≥+= kkn  

( n is a prime) vertices must exist strongly regular self-complementary graphs. 

Proof. First we prove the graphG  is a self-complementary graph. To this purpose, 

we only give a one to one correspondence from ( )GV  to ( )GV  such that two 

vertices adjacent in G  if and only if that there are non-adjacent under the mapping. 
Without loss of generality, we may assume that  

( )10,2: 2 −≤≤⋅→ njjj kθ , 

where the subscriptsare under module .n  

It is easy to verify that the mapping θ  is a one to one correspondence of the 
vertex set of G . If the vertex 0  is adjacent to j , then by the definition of G , 

( ) 00 =θ  is non-adjacent to ( ) jj k ⋅= 22θ . It could be proved vice verse 

similarly. In general, if the vertex m  is adjacent to the vertex l , then by the 

definition of circulant graphs, the vertex 0  is adjacent to the vertex ( )lm − , thus 

we get the vertex 0  is non-adjacent to the vertex ( )lmk −⋅22 , that is, the vertex 

lk ⋅22  is non-adjacent with the vertex mk ⋅22 ,therefore, the vertex ( )lθ  is non-

adjacent to the vertex ( )mθ . It also could be proved vice verse, then the graph G  

is a self-complementary graph. 
Now we shall prove the graph G  is a regular graph. By Lemma3.1, 3.2, and the 

graph G  is self-complementary, we only need to prove the graph G  is strongly 
edge triangle regular. Since the circulant graphs are vertex transitive, then we only 
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need to prove the edges incident at 0  are strongly edge triangle regular. In fact, it is 

easy to see that the induced subgraph ( )122 2,,2,2,1 −Γ k…  is a regular graph, then 

we get the edges incident at 0  are strongly edge triangle regular.  
According to the foregoing Lemma 3.3, we only need to prove that the adjacent 

matrix of G  has exactly three distinct eigenvalues.We suppose the first row of the 

adjacent matrix is ( )nccc ,,, 21 … , where 1=ic , there exists some integer 

( )120 −≤≤ kj  such that ji 2= , otherwise, 0=ic . 

We also suppose that the first row of the circulant matrix C  with n  vertices is 

( )0,,0,1,0 … . 12 ,,,,1 −nωωω …  are the eigenvalues of C , where n

i

e
π

ω
2

= . 

Hence the eigenvalues of G  can be expressed in the following form  

( ) 1,,2,1,0,
1

1 −==
=

− nlc
n

j

lj
jl …ωλ . 

Thus we get  

,20 k=λ  
12

12
22

221

−

− +++====
k

k ωωωλλλ , 
14122

14122
222

222

−+

−+ +++====
kkk

kkk ωωωλλλ . 

Then the graph G  has at most three distinct eigenvalues. By lemma 3.3, the girth of 

G  is no less than 3 , thus G  has exactly three distinct eigenvalues. Then we 

proved the result above. Here's an example, let ( )SC ,17  denote circulant graphs of 

degree 8, via computing its spectra, we obtain the spectra of { }( )8,4,2,1,17C  and 

{ }( )7,6,5,3,17C , i.e., 




















 +−







 −−
88

2

171
,

2

171
,8 . We vcan find 

{ }( )8,4,2,1,17C  and { }( )7,6,5,3,17C  are isomorphic strongly regular self-

complementary graphs. 
According to Theorem 4.3 above, we arrive at the following 

Corollary 4.4. Let G  be a circulant graph with 17 vertices, then G  is a strongly 

regular self-complementary if and only if G  and { }( )8,4,2,1,17C  are 

isomorphic. 

Corollary 4.5. Let G  be circulant graphs with n  vertices, if there exist at least 
two non-isomorphic strongly regular self-complementary graphs with the same 
number of vertices, then the smallest order n  of G  must satisfy 21≥n . 

In fact, as we above said, according to Ref [1], 14 += kn  must satisfy condition 
22 yxn += , yx,  are integers. However, 2221 yx += , Ν∈yx,  can not hold. 

Thus, we can deduce Corollary 4.5. 
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Abstract. The narrow-band average transmissivity data of CO2 for the 2.0μm, 
2.7μm and 4.3μm bands was calculated by narrow-band k-distribution based on 
the line-by-line (LBL) data. A uniform-discrete scheme and four discrete 
schemes of the absorption coefficients were employed to compute the 
k-distribution function, and the reference solutions are provided by LBL 
calculations. Finally, the comparisons of error for four proposed schemes were 
discussed. The results of the case show that all the proposed schemes can 
significantly improve the efficiency, they make the number of discrete k values 
decrease sharply with the same accuracy; The increase of scheme power make 
the effects more obviously in major bands but the opposite effects exist in some 
other bands. Thus, there may be a most proper scheme for the calculation. The 
comparisons of error indicate that the cubic scheme on account of its balance in 
the calculating band performs better than others. 

Keywords: narrow band k-distributions, Line by Line calculation, gas radiation 
property, discrete schemes of the absorption coefficients. 

1   Introduction 

Accurate and compact gas radiation property models are highly desirable in many 
applications like fires and combustion systems. Gases differ from most solids, the 
absorptivity and the emissivity fluctuate sharply with frequency. In practice, CO2 is 
one of the most important radiation gases for its high concentrations in high 
temperature regions. As is well-known, Line-by-line (LBL) approach is the most 
accurate method. However, the long calculation time and the large computer resource 
requirement make LBL approach impractical for engineering applications [1]. The 
statistic narrow band (SNB) model is often considered as the relatively more accurate 
non-grey gas radiation model in the absence of LBL results [2], However, it is 
difficult to be applied to nonhomogeneous gases and multi-dimensions problem and 
limited to scattering media [3].  

The narrow-band k-distributions has the greatly improved efficiency and is as 
accurate as LBL in the spectral integration computation [4-6]. Obviously, the 
absorption coefficient distribution function is the most important part in narrow-band 
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k-distributions, which can be found by two ways: one is calculated by incorporating 
LBL data into the k-distribution function (LBL k-distributions) [1] and the other is 
calculated by the inverse Laplace transform of statistic narrow band transmissivity 
data (SNB k-distributions) [2-3].The former method is considered in the present 
study. Proper discretization of the absorption coefficient is the key to success with 
this method. The objective of this study is to find a more appropriate discrete scheme 
to obtain accurate results with fewer numbers of discrete k values. The 
transmissivities of CO2 for 4.3μm bands were calculated which are taken from the 
previously work [7].  

2   Mathematical Formulation 

The narrow band average of transmissivity τ  can be rewritten in terms of a 
k-distribution function f k  as follows τ L 1∆η e Ldη e Lf k dk  (1)

Fig.1 depicts the absorption coefficient data of CO2 in 2325-2330cm-1 band. As 
shown in Fig.1, the absorption coefficient goes through a series of minima and 
maxima; between any two of these the integral maybe rewritten as e Ldη e X dηdk dk,

,  (2)

The absolute value sign denotes that, where  dη dk⁄ 0 , the direction of 
integration has been changed. Therefore, integration over the entire 
range  Δη  gives  f k   as a weighted sum of the number of point where k k. f k 1△ η dηdk  (3)

In actual reordering schemes values of k are grouped over small ranges k kk δk   as depicted in Fig.1, thus[4] 

f k 1△ η δηδk H k δk k H k k  (4)

Where H k  is Heaviside’s unit step function 

H x 0, 01, 0 (5)

Here, the absorption coefficient is calculated by LBL with HITEMP database [8], 
and then the k distribution function can be easily computed from equation (4). 
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Fig. 1. Spectral absorption coefficient distributions across a small portion of CO2 4.3μm band 

Finally, to simplify the integration, the equation (1) can be rewritten as [4] 

τ L e Ldg ;  g k f k dk  (6)

Where g k  is the cumulative k distribution, k g  is the inverse function of  g k . 

As seen in Fig.1, if the absorption coefficient is uniformly divided to be used in 
equation (4), when the number of discrete k values (N) is small, in other words, δk is 
too large for the lower k values to capture the detailed information. On the other hand, 
when N is large, it would be rather wasteful for the larger k values. Therefore, an 
excellent scheme is the one that can make δk has the same variation characteristics of 
k. Here, the schemes are proposed to be used as follows. δk j∑ jN k , k ,  (7)

n value of scheme1-4 is 1-4, respectively. Then 7-point Gauss-Labatto quadrature 
was used for calculating the narrow band transmissivities. 

3   Results and Discussions 

The narrow band transmissivities were calculated for the 4.3μm bands of CO2, 
T=1000K, pressure ratio XCO2=0.05 and path length L= 40cm. Fig.2 shows the LBL 
spectral absorption coefficients with a resolution of 0.01 cm . This figure indicates 
the spectral k distribution data vary wildly across the band. 

Fig.3 shows the narrow band average of transmissivity τ . Fig.3a compares the 
k-distributions results using the uniform-discrete scheme with the LBL ones. The 
k-distribution results were calculated for seven N values. As depicted in the figure, 
the k-distributions results show more and more agreement with LBL ones with the N 
increasing. Results are satisfactory when N=10000, however, when N is less than 
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1000, the accuracies of results are not acceptable, especially in the 2000-2180 cm-1 
and 2400-2500 cm-1 bands in which the absorption coefficients are relatively low (as 
shown in Fig.2). Fig.3b-e show the comparisons of results calculated by LBL 
calculations and LBL k-distributions using the scheme-1, 2, 3 and 4, respectively. The 
accuracies of results in Fig.3b for N=50 are almost as same as those in Fig.3a for 
N=1000. Results in Fig.3c-e for N=50 are very close to LBL ones. To sum up, Fig.3 
indicates that four proposed scheme can remarkably improve the efficiency, and the 
effects are more obviously in the 2000-2180 cm-1 and 2400-2500cm-1 bands with the 
scheme power increasing.  
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Fig. 2. LBL spectral absorption coefficients with a resolution of 0.01 cm-1 

Fig.4 presents the absolute values of the transmissivity result absolute errors of the 
four proposed schemes, and the error can be expressed by the formula  ε |τLBL τ | (8)

Fig.4a shows ε  comparisons of four proposed schemes for N=20. As depicted 
in this figure, ε  values of scheme-1, 2, 3 and 4 are less and less in the 2000-2180 
cm-1 and 2400-2500cm-1 bands, interestingly, the trend is contrary to the previous 
one in the 2180-2250 cm-1 band. ε  comparisons of the proposed schemes for 
N=50 are shown in Fig.4b. It is apparent that the errors for N=50 are much lower than 
N=20, and the trend is similar with N=20. Fig.4b presents that the errors of scheme-2, 
3 and 4 are very low across entire band in which the maximum is less than 0.05; ε  results of scheme-3 are lower than in the 2180-2250 cm-1 and 2370-2400 cm-1 
bands and are nearly as accurate as scheme-4 in the other bands. In a word, Fig.4 
shows that the increase of scheme power can raise accuracy in most bands, whereas 
the opposite conclusion can be drawn in some other bands. Moreover, there is another 
trouble for the higher power scheme that Overflow will occur while calculating 
denominator of δk  when N is not very large. Thus, if the power of scheme 
continuously increases, it would be extremely hard for practical applications. That is 
to say, there may be a most proper scheme for the calculation. Finally, by above 
comparisons, Scheme-3 is suggested as the most proper one.  
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Fig. 3. Narrow band average transmissivity data using LBL calculations and LBL 
k-distributions based on different k discrete schemes; (a) uniform-discrete scheme, (b) 
scheme-1,(c) scheme-2,(d) scheme-3,(e) scheme-4 
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4   Conclusions 

Proper discretization of the absorption coefficient is the key to success with LBL 
k-distributions. The number of discrete k values deeply affects the calculation 
efficiency. The case for CO2 indicates that all proposed schemes can greatly improve 
the efficiency. The increase of scheme power for same N value can raise accuracy in 
most bands, whereas the opposite conclusion can be drawn in some other bands, thus, 
there may be a most proper scheme for the calculation. Through the comparisons of 
the four proposed schemes, the cubic scheme due to its balance in the calculating 
band performs better than others.  
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Abstract. The hot rolling strip plays an important role in the domestic 
economy, and its products are widely used in industry, agriculture, national 
defenses and civil areas, etc. It can not only be directly used as slab and sheet, 
but also as raw and processed materials of cold rolling, welding tube, and cold 
banding beam. The rough rolling process was analyzing using the means of FE 
technology, with consider of the deformation behavior of metal, studying the 
effect of environmental temperature, rolling piece initial temperature, and 
rollers surface temperature on the temperature fields distribution of the rolling 
piece. The results have important significance to improvement of mechanical 
properties of hot rolling strip and the quality of production. 

Keywords: hot rolling strip, temperature field, rolling piece, plastic deformation, 
FE model. 

1   Introduction 

The hot rolling strip can be directly used as plate, sheet and various kinds of section 
steel, also can be as raw materials for welding bending special-section profile, welded 
tube, and cold stripe rolling. The hot rolling steel is developing very fast in china in 
recently year, and application of new technique to tandem mills of the hot rolling strip 
industry. So, to a certain degree, the level of production can reflects the level of a 
country's iron and steel industry. [1-5] 

It’s about a century years of product of hot rolling strip, an can divide in to three 
stages: the first tandem mills, the rolling speed is below 12m/s, the slab unit weight is 
small, the annual output is between the 80 to 180 tons, its the level of product is still 
low compared with the advanced technology before the 50 years of the 20th century. 
The second stage: the rolling maximum speed is up to 21.5m/s, in which has the 
process computer system, the product of tandem mills is higher in Japan an USA, slab 
unit weight is up to 40 tons, the annual output is between the 100 to 350 tons in the 60 
years of the 20th century. The third stage: The generation of hot strip mill will be 
looking for large-scale, high-speed, continuous and automated from 60 time end of 
the 20th century. [6-9] 
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2   Finite Element Theory and Its Application in Engineering 

Finite element method is the discrete method, in which is consist of finite element by 
continuous deformation of the solid dispersion, there is joined by a hinge in the nodal 
places among the elements. It can build the algebraic equations of contact node 
displacement and load nodes by variation principle or other methods. It can solution 
the unknown nodal displacement, eventually obtained all of the other physical 
through these equations. In general, the finite element problem-solving process can be 
divided into the following six steps: [10-15] 

A: Discretization of the continuity of the structure: the continuity of the structure 
can be divided into lots, in which constitute a connected among the elements, the new 
element aggregation replace the original continuous deformation body to complete 
analysis of the process of deformation. It can be obtained each unit of physical 
quantity, after the solved the parameters of each element node. Finally the solutions of 
whole continuum body are realized. 

B: Selection the mode of displacement: In order to obtain the mechanical 
properties of a typical unit after the continuum discretization. It is important 
assumption of the displacement distribution for displacement, strain and stress of the 
element unit the can be represented by the nodal displacement or speed. 

C: The stiffness matrix: It can build the displacements relation between the nodes, 
in which act on the element nodes on the force by the principle of virtual work. 

D: Calculate equivalent nodal force. 
E: Assembly of element stiffness matrix to the global stiffness matrix. 
F: Calculated nodal forces: The linear finite element method is a new numerical 

method based on the linear elastic finite element technology, it is similar the solving 
process with the elastic problem. [16-19] 

3   The Rolling Process of Strip 

Pressure processing is the large deformation elastic-plastic process of the metal 
deformation for rolling, forging, stamping, etc, also is nonlinear problems. There is 
existence the geometrical and material nonlinearity at the same time, and are also 
non-linear boundary conditions. In generally, for the complex problem, it can use the 
method of experimental study and numerical simulation to combining plastic 
deformation of metals.  

Virtual work equation is a deformation of the weak form of equilibrium, every 
moment it must satisfy the equilibrium relationship, that satisfy the principle of virtual 
work during deforming for the deformation body. For the coordinates of the initial 

state is the base for the )3,2,1( =igi using a rectangular cartesian coordinate system. 

Set coordinate ia , set coordinate-based iG for the change shape, set coordinate ix , 

And make iu to represent the displacement components. The rate of change 

expressed by the equation of virtual work will be obtained. 
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Where ijσ is the Euler stress tensor components, ivδ  is the virtual objects within 

the particle velocity component, ijeδ is virtual strain rate, ije is Almansi strain tensor, 

V is the volume of deformable objects, ip is the surface force on the part of the 

surface of objects, iF  is body force per unit volume, 0S  is ip to act on the 

reference configuration of the surface area. 
For two objects a and b consisting of contact problems and for analytical 

convenience, it separates them into two separate objects. Then their respective basic 
equation of the finite element is as follows: 

[ ]{ } { } { }
[ ]{ } { } { }
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Where [ ]aK  is stiffness matrix of object a, [ ]bK  is stiffness matrix of object b, 

{ }au  is node displacement vector of object a, { }bu  is node displacement vector  

of object b, { }aR  is contact force vector of object a, { }bR  is contact force vector of 

object b, { }aP  is external force vector of object a, { }bP  is external force vector of 

object b. 
In the large deformation elastic-plastic finite element, the establishment of virtual 

work equation is not the only way, but no matter how the form of virtual work 
equation, which itself reflects the strain energy density must be objective. However, 
as reflected by its own strain energy density must be objective. 

For the long time, for the restrictions on the production process, it can only obtain 
the workpiece surface temperature measurement, but not get the internal temperature. 
For the many affecting factors, such as surface iron oxide, thermal deformation during 
rolling, applied high pressure water revamping before each rolling pass, in order to 
remove the rolling surface of the iron oxide processing of rolling process. But the 
surface temperature is actually not representative of the true temperature rolling, in 
the hot rolling process, it is often accompanied by temperature changes in the same 
time, in order to accurately analyze the process of metal deformation problem, it must 
consider the impact of temperature on the deformation. In addition to the affect of 
temperature variation on the rolling deformation and material properties, and in the 
same time, the rolling deformation will in turn change the thermal boundary 
conditions, thereby affecting the temperature change. It is the strong correlation 
mutual coupling between the temperature field and displacement field. In general, and 
so deformation on the reaction temperature in the following areas: 

A: Effect of geometric parameters 
B: Plastic work heat   

Taking temperature 1200℃ for rolling piece model, the length 1000 mm, thickness 
250mm. To reduce the computation time, according to symmetry, taking the 
establishment of a model, ignore the temperature difference along the horizontal 
rolling, building the two-dimensional finite element model to analyze, the geometric 
model created as shown in Figure 1. 
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Fig. 1. The FE model of hot rolling strip 

Because of the little elastic for the rollers during rolling strip, the rollers can be 
considered rigid body, but the rolling piece can be considered elastic-plastic. In order 
to realize the process of bite, the piece is pushed by a rigid body along the rolling 
direction, but its speed is smaller than the rollers, they can immediately separate after 
biting for the rolling piece. The assuming is not the influencing in rolling process for 
strip. 

The temperature boundary conditions of the model as shown in Figure 2.  

 

Fig. 2. The temperature boundary condition for the FE model 

Form the Figure 2, the study object is belong to the plane-strain problems. 
As the rolling temperature changed greatly in the hot rolling process, so these 

parameters that include the thermal expansion coefficient, specific heat, thermal 
conductivity, physical parameters of materials such as deformation resistance 
variation with temperature change dramatically.  
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The initial conditions of hot rolling strip as shown in the Table 1. 

Table 1. The initial conditions of hot rolling strip 

Item Symbol Value Unit 

Environmental 
temperature 

Tv 25  ℃ 

Rolling piece 
initial temperature 

TW 1200 ℃ 

Rollers surface 
temperature 

Tt 100 ℃ 

The parameters of hot rolling sheet as shown in the Table 2 

Table 2. The parameters of hot rolling sheet 

Reference 
place/mm 

Velocity 
m/s 

Roller 
diameter 

/mm 
230 2 1550 

To simulate the temperature distribution contours in the process of rolling, it’s the 
contour line as shown in Figure 3. 

 

Fig. 3. Contour line of the temperatures 

Form the Figure 3 shows, as plastic work heat in the process of plastic 
deformation, it can cause temperature rising internal nodes in the model, otherwise 
temperature dropping in the surface of rolling pieces. 
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In order to more clearly describe the changes, at a time, along the length of the 
rolling pieces, the curve of the temperature distribution in the surface at a time as 
shown in Figure 4. 
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Fig. 4. Temperature distribution in the surface at a time 

Form the Figure 4 shows, There is two distinct stages of temperature reduction for 
the surface node, the temperature reduction is very significantly in the first stage, the 
reason is the high-pressure water to spray the rollers surface, in the same time, the 
temperature reduction is very obvious in the second stage, the reason is small change 
of temperature of the rollers in the contact area.  

Get a node of rolling piece surface as a reference point, the temperature curve 
during the rolling shown in Figure 5 
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Fig. 5. Temperature change of the node with the time 
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Form the Figure 5 shows, only slightly change of the temperature in the course of 
the stage of air phase, but larger the magnitude of temperature decrease in high-
pressure water and contact area for all nodes. And lower the temperature change 
happened to the two stages for nodes. After rolling piece and rollers have separated, 
temperature curve began to rise, the temperature starts to rise. 

4   Conclusion 

The coupled thermal model was established by the finite element technique for hot-
rolled strip. Considering the factors of the ambient temperature, cooling water, etc. It 
can get the rules of the temperature variation of surface nodes and internal nodes in 
the rolling piece in the course of hot rolling, by means of the analyzing the strip 
temperature distribution in process of the hot rolling. The studing results that it is 
important significance to improvement of mechanical properties of hot rolling strip 
and the quality of production. 
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Abstract. Today, trade globalization caused optimum use of resources to 
become a vital factor for surviving in the global arena. The same need led to the 
introduction of concepts such as project, project control and resource constrained 
project scheduling. In the field of operations research and project management, 
project scheduling with resource constraints is of great importance. Most of the 
contributions made to this field can be attributed to two main factors. First, based 
on different conditions for objective function, characteristics of activities, 
resources and priority rules, the form of the problem tends to vary too much. 
Second, this kind of problem is of Np-Hard nature for which researchers are 
always trying to find new solutions. In this paper, Bees Algorithm is proposed as 
an approach to solve this kind of problem. Results obtained from deploying this 
algorithm are compared to those of other algorithms, and it is shown that Bees 
algorithm is a suitable one to solve RCPSP. 

Keywords: Bees Algorithm, Project Scheduling, Resource Constraint, RCPSP. 

1   Introduction 

As an Np-Hard problem, project scheduling with resource constraints is an important 
area of interest for researchers in the field of operations research and project 
management [1].  

In such problems, every project includes a number of activities. And related to 
these are a number of resources, each defined to have a limited capacity to serve in 
every period of time. Depending on the Decision Maker’s goals, a variety of 
objectives could be set, while “finding minimum makespan” is the most common. 

Exact methods available for solving this problem mainly consist of a large number 
of variables and constraints. Therefore their efficiency dramatically decreases as the 
dimensions of practical problems increases. Two groups of methods for solving this 
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problem can be identified: 1) methods in which activities are organized based on 
some priority rules, and then selected each time. The main weakness of these methods 
is their lack of demonstrating a general rule for organizing activities. However, 
desirability of solution is related to network of project activities. In other words, if 
there exists an optimal solution for a given rule in a specific problem, then its success 
may not last forever. 2)Metaheuristic methods that start from several solutions. 

Many heuristic or priority-rule based approaches have been proposed for this 
problem [2, 3].In multi-priority rule methods a different priority rule is used at each 
iteration [4.5]. Sampling methods are used by Drexl [5], Schirmer [6]. Genetic 
algorithms have been applied in Leon and Rama- moorthy [7], Hartmann [8], Alcaraz 
and Maroto [9], Valls et al. [10].Bouleimen and Lecocq [11] have applied simulated 
annealing. Tabu search based metaheuristics are proposed by Pinson et al. [12], 
Nonobe and Ibaraki [13] proposed an ant-colony approach to the RCPSP. Colak et al. 
[14] proposed a neural-network based technique. For instance, we can point to Stoylar 
and Kotchetov [15] which a tabu search with variable neighborhood is formed to 
solve this problem Lecocq and Bouleiem [16] used simulated annealing algorithm and 
Debleses et al [17] used scatter search. Genetic algorithm is also used by Alcaraz et al 
and Hartmann [8, 18]. 

In this paper we propose Bees algorithm (BA) to tackle the RCPSP with makespan 
minimization as the objective function. When applied to other combinatorial 
problems, BA has shown inspiring results so far, [19] and since RCPSP is an 
important problem, we employ the idea of this algorithm and incorporate it in a 
metaheuristic framework and then applying it to such problems. The main prospected 
contribution of our work is proposing a new algorithm with [new] operators 
integrated into it which lead us to develop an appropriate metaheuristic algorithm to 
solve RCPSP.The rest of this paper is organized as follows: The Bees algorithm is 
described in Section 2. The RCPSP is explained in Section 3 and the proposed 
algorithm is described in Section 4. Computational experiments are presented in 
Section 5. Section 6 includes the overall conclusions. 

2   Bees Algorithm 

Bees are social insects that are capable of solving complex problems. The best 
evidence for this argument is the process of producing nectar which is an advanced 
organized process. Rather than finding a new flower, every bee prefers to follow the 
path in which a pervious bee associated to the same hive has already traveled [20]. 

Lucic and Teodorovic [21] were the first persons to use simple and basic method 
for solving combination problems. They introduce bees system (BS) and use it for 
known issue of Traveling Salesman Problem (TSP). 

The Bees Algorithm is based on algorithm of quest that was developed in 2005 
[19]. This algorithm is an optimization algorithm inspired by the natural foraging 
behavior of honey bees to find the optimal solution. In early version of this algorithm, 
it did a kind of local search that was combined with random search and so it could be 
used for combined optimization where we want to optimize several variables or 
perform functional optimization. In order to exploit food resources, a colony of bees 
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can spread in different directions. Floral parts with plenty of nectar and pollen may be 
selected. It is visited by plenty of bees. The less the nectar of a land part, the fewer the 
number of bees attracted to it will be. 

The foraging process begins in a colony by scout bees being sent to search for 
promising flower patches. Scout bees move randomly from one patch to another. 
During the harvesting season, a colony continues its exploration, keeping a percentage 
of the population as scout bees. When they return to the hive, those scout bees that 
found a patch which is rated above a certain quality threshold deposit their nectar or 
pollen and go to the "dance floor" to perform a dance known as the "waggle dance". 
This mysterious dance is essential for colony communication, and contains three 
pieces of information regarding a flower patch: the direction in which it will be found, 
its distance from the hive and its quality rating. This information helps the colony to 
send its bees to flower patches precisely, without using guides or maps. Each 
individual's knowledge of the outside environment is gleaned solely from the waggle 
dance. After waggle dancing on the dance floor, the dancer goes back to the flower 
patch with follower bees that were waiting inside the hive. More follower bees are 
sent to more promising patches. This allows the colony to gather food quickly and 
efficiently. While harvesting from a patch, the bees monitor its food level. This is 
necessary to decide upon the next waggle dance when they return to the hive. If the 
patch is still good enough as a food source, then it will be advertised in the waggle 
dance and more bees will be recruited to that source [19].The algorithm requires a 
number of parameters to be set, namely: 

 

m = number of sites selected out of n visited sites      n = number of scout bees 
e = number of best sites out of m selected sites           nsp = selected sites 
nep = number of bees recruited for best e sites           ngh = initial size of patches  
m-e = number of bees recruited for the other       
 

In step 1, the algorithm starts with n scout bees randomly distributed in the search 
space. The fitness of the sites visited by the scout bees are evaluated in step 2. 

The algorithm includes site and its neighborhood and stopping criterion. The 
algorithm starts with the n scout bees being placed randomly in the search space. The 
fitnesses of the sites visited by the scout bees are evaluated in step 2.  

In step 4, bees that have the highest fitnesses are chosen as "selected bees" and 
sites visited by them are chosen for neighborhood search. Then, in steps 5 and 6, the 
algorithm conducts searches in the neighborhood of the selected sites, assigning more 
bees to search near to the best e sites. Alternatively, the fitness values are used to 
determine the probability of the bees being selected. Searches in the neighborhood of 
the best e sites which represent more promising solutions are made more detailed by 
recruiting more bees to follow them than the other selected bees. Together with 
scouting, this differential recruitment is a key operation of the Bees Algorithm. 
However, in step 6, for each patch only the bee with the highest fitness will be 
selected to form the next bee population. In nature, there is no such a restriction. This 
restriction is introduced here to reduce the number of points to be explored. In step 7, 
the remaining bees in the population are assigned randomly around the search space 
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scouting for new potential solutions. These steps are repeated until a stopping 
criterion is met. At the end of each iteration, the colony will have two parts to its new 
population - representatives from each selected patch and other scout bees assigned to 
conduct random searches [19]. 

3   The Resource Constrained Project Scheduling (RCPSP) 

Suppose that a project is defined based on AON network as G (V, E) where V is a 
collection of whole nodes that represent activities. E is the arc set that specifies 
priority rule as FS (finish to start). 

N is the number of activities in the project, I = (1,…,N) is the collection of all 
activities, and Π is the collection of all defined permutations on I. Every permutation 
of π ε Π  is defined as an array of N vectors; π(1), π(2), ...., π(N). The 1st and Nth 
activities are dummy start and end activities of the project with zero duration. The 
activities should be non preemptive in basic model of RCPSP. Duration, time of start 

and time of end of each activity are denoted by id (1<i<N), iS , and iF , 

respectively. We need to assume renewable resources in the same number of K. 

(1<i<N, 1<k<K). ikR  is constant rate by which activity i requires resource K. ka  is 

constant availability rate for resource K. RCPSP can be stated as follows: 
 

                                                             (1) 

                                                                 
 
 
 

 

H is the collection of paired activities that conform to priority rule. 
tS  is the 

collection of activities that are placed in the range of [t-1, t],so that { }tdfs iit ≺−= . 
Permutation Π is called a “feasibility scheme”, if all the activities in it conform to the 
priority rule of the project, i.e. activities can only be accomplished as determined in 
the specified order. Hence, every permutation cannot newcessarily be a possible 
sequence. Suppose F is collection of all possible permutations on Π. In this state can 
determined the project based on determined possible order and observance of 
scheduled resources limitation and total project time (Cmax).  

4   Suggested Bees Algorithm for Solving RCPSP 

Stage 1: First, Scout bees are randomly placed in the solution space, and produce an 
early solution, that in fact is a list of activities with observance limitations. Numbers 
of Scout Bees are shown in the table below. 
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Table 1. Numbers of Scout Bees for PSPLIB 

Number of Scout BeesProblem 
15 J30 
20 J60 
20 J120 

Stage 2: Bees start to dance considering produced solution that is stated in terms of 
project end time. Dance rate for each bee is determined by considering the following 
relations. It is clear that if the ratio of the quality of the solution found by one scout bee 
to whole solutions found by other bees is equal to 1.15, then that bee will return to hive 
with probability of 10%, and new bees will mobilize to search in the neighborhood of 
that solution to obtain better solutions. Time of dancing is denoted by id :  
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Table 2. Probability of returning to hive and dancing scout bees 

ir Rate 

0.6 colonyi PfPf 90 .≤ 

0.2 colonyicolony PfPfPf 95090 .. ≤≤ 

0.02 colonyicolony PfPfPf 151950 .. ≤≤
0.00 colonyi PfPf 151.≥ 

Stage 3: The number of bees that would be selected to research the neighborhood is 
related to the quality of answer, namely it is related to the dancing rate of  

Scout bees that are calculated by the following formula: ].[ 0nDancedn i
i
dance =  

0nDance  is constant factor, id  is time of dancing of its scout bees that is 

calculated above and i
dancen is number of new bees that are specialized for searching 

neighborhood. 
 

Stage 4: The obtained solution is compared to that of the scout bee. If their answer is 
better, those new bees will be placed and become scout bees. 
 

Stage 5: Repeat Stage 4, until the stop criterion is satisfied. 

5   Computational Results 

This section, results obtained from solving basic RCPSP will be surveyed by 
examining ratio of results of Bees Algorithm to those of others. A library of project 
scheduling problems (PSPLIB), available on the Internet, is used to provide a basis 
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for comparison. In this library, there are some problems with 30, 60, 90 and 120 
activities. Number of problems used in j30, j60 and j90 is 480 while in j120 some 600 
problems are used. To code the model, we used MATLAB Ver. 2010 and a computer 
with Windows XP operating system running on a 2.1GHz CPU. 

The problems were repeated 1000, 5000 and 50000 times. Results are shown in 
terms of percent of deviation from mean. Other algorithms that were used to solve the 
problems are shown in following tables. The results are shown in the following table: 

Table 3. Comparison with well-reported algorithms (J30) 

 

Algorithm Reference 
Iteration 

1000 5000 50000 
Bees algorithm This paper 0.15 0.09 0 
GA, TS-path relinking [15] 0.10 0.04 0 
GAPS [22] 0.06 0.02 0.01 
ACOSS [23] 0.14 0.06 0.01 
ANGEL [24] 0.22 0.09 - 
Scatter search- FBI [25] 0.27 0.11 0.01 
GA-DBH [26] 0.15 0.04 0.02 
GA-hybrid FBI [27] 0.27 0.06 0.02 
GA-FBI [28] 0.34 0.20 0.02 
Sampling-LFT,FBI [29] 0.25 0.13 0.05 
TS-activity list [30] 0.46 0.16 0.05 

Table 4. Comparison with well-reported algorithms (J60) 

       Algorithm Reference 
Iteration 

1000 5000 50000 
GAPS [22] 11.72 11.04 10.67 
ACOSS [23] 11.75 10.98 10.67 
GA-DBH [26] 11.45 10.95 10.68 
Scatter search-FBI [25] 11.73 11.10 10.71 
GA-hybrid FBI [27] 11.56 11.10 10.73 
Bees algorithm   This Paper 11.93 11.48 10.74 
GA,TS-path relinking [15] 11.71 11.17 10.74 
ANGEL [24] 11.94 11.27 - 
GA-FBI [28] 12.21 11.27 10.74 
Sampling-LFT,FBI [29] 11.88 11.62 11.36 
GA-activity list [31] 12.68 11.89 11.23 

The methods are sorted with respect to the results for 50,000 schedules for problems 
in J30 that optimal solutions are obtained, low values for comparison of algorithms are 
considered as the reason of optimal solutions. For j60, j90 and j120 solutions obtained 
are studied through the critical path (CPM), because, as mentioned above, since 
optimal solutions cannot be obtained for these problems, the best criteria would be the 
critical path. For J30 problem set, optimal solutions are found and Bees algorithm, with 
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generation of 50000 solutions as the stopping criterion, provides the optimal solutions 
for one hundred percent of 480 instances in the set. As in the above table, for problem 
J30 the deviation from the optimal solution for 1000, 5000 and 50000 iterations equals 
to 0.15%, 0.10% and 0% respectively, that is considered a satisfactory result. 

For J60 and J120 sets, critical-path based lower bound is employed. For J60 and 
J120 problem sets, having 50,000 generated solutions as the stopping criterion. For 
j60 and j120 problem sets, the results are shown in tables 3 and 4. 

The above table shows that deviation from mean of solution in 1000, 5000 and 
50000 iterations equals to 11.93%, 11.48% and 10.74 % respectively. 

Table 5. Comparison with well reported algorithms (J120) 

        Algorithm Reference 
Iteration 

1000 5000 50000 
ACOSS [23] 35.19 32.48 30.56 
GA-DBH      [26] 34.19 32.34 30.82 
GA-hybrid FBI [27] 34.07 32.54 31.24 
GAPS [22] 35.87 33.03 31.44 
Bees algorithm This Paper 35.80 33.33 31.55 
Scatter search-FBI [25] 35.22 33.10 31.57 
GA-FBI [28] 35.39 33.24 31.58 
GA, TS-path relinking [15] 34.74 33.36 32.06 
ANGEL [24] 36.69 34.49 - 
Sampling-LFT,FBI [29] 35.01 34.41 33.71 

6   Conclusions 

In this study, Bees algorithm is developed to solve project scheduling problems with 
resource constraints. This algorithm is used for solving problems in Project 
Scheduling Problem Library (PSPLIB). Results show that this algorithm is successful. 
In next studies, this algorithm can be used for solving other problems of RCPSP such 
as MRCPSP, RCPSP/max,… 

The multiple projects scheduling with resource limitation and different multi 
modes can be pointed out as another field to deploy our algorithm. 
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Abstract. In modern manufacture service, the key basis of technology are 
collaborative and integration. And collaborative design is one of the main 
support technology on lace project. This paper will apply lace collaborative 
design platform to research collaborative payment system, for achieving lace 
product business cooperation techniques better. Meanwhile, lace collaborative 
payment system can help payment company, seller, buyer, bank, logistics 
enterprise and relevant society departments to share information, realize 
real-time interactive of information, coordinate payment work of lace product, 
and synchronization reflect and process the problems appeared of payment in 
time, for reducing sale cost maximum, improving payment efficiency of lace 
products, also benefiting all parties who are in the chain of lace products. 

Keywords: collaborative, integration, payment system, lace product. 

1   Introduction 

Lace, a kind of crafts products, closely related with textile arts. Because of its highly 
artistic aesthetic and artistic value is being constantly explored, it is being warmly 
welcomed by people from all walks of life. But lacking of product innovation ability, 
highly transaction cost, and long transaction process has limited its further 
development. So we have to do some improvement to solve these problems. 

Collaborative commerce will be good to overcome it, which integrate the partners 
together who have a common commercial interests, and it’s mainly to share with the 
information in the whole business cycle, realize and fulfill the increasing requirements 
of customers.  

Lace collaborative payment system is based on collaborative commerce, which 
provides payment activities integration, information sharing, collaborative work, and 
other functions for pay enterprise and its partners through the integration of the lacy 
collaborative platform. Based on the competitive advantage of the partners of integration, 
to cooperate and obtain the best commercial value and to provide more profits.  
                                                           
* Associate Professor, Master Instructor, the main research areas: modern integrated 

manufacturing system, the computer network project, e-commerce. 
** Graduate Student, the main research directions: the computer network project, e-commerce. 
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2   Electronic Payment Theoretical Basis 

With the development of e-commerce, networking business models have severely 
impact the traditional payment models. Electronic payment not only can cut transaction 
cycles, save time and office cost, but also can reduce bank cost and accelerate business 
processing speed as a financial services development innovation. Also electronic 
payment is beneficial to expand banking and increase intermediary business income.  

Electronic payment refers to the trading parties, who use safe and online payment 
methods through money paid or cash flow by networking. In e-commerce typical 
payment has electronic cash, electronic card and electronic check. When you make 
transaction and payment on internet, security is very important, it mainly includes:  

(1) Integrity, refers to the information which has not been amended, damaged and 
lost when stored or transmitted for ensuring legitimate users can receive and use real 
information;  

(2) Identity authenticity, when transferred with trade information, we must provide 
reliable Logo to enable them correctly identify each other and prove themselves, and 
thereby prevent cheating online effectively;  

(3) Undeniably, in order to ensure the transaction run availably, we must prevent 
trading parties to deny sending or receiving some information;  

3   Electronic Payment System Model 

Electronic payment system, based on the Internet payment services system, is the most 
important part in electronic commerce system, it mainly completes to transmit payment 
information safely between contracting parties and the bank, also supports electronic 
cash, credit card, e-check and another new or advanced payment tools to implement 
payment online. It is a system that comprehensive the buyers, sellers, banks, credit 
agency, certification bodies, payment tool and security technology. The pattern, as 
figure 1:  

 

Fig. 1. Electronic payment system 
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In the electronic payment system, buyer is the one who buy goods or services 
through Internet and need to pay for seller, who do pay by its own payment tool (such 
as debit CARDS, electronic purse, etc), which is the reason and start in payment 
system;  

Seller is the one who own creditor's rights with commodity trading, who may request 
payment to consumer bank or issue according to payment orders launched by buyer; 

Buyer's bank or issuer refers to the bank customers own account in it; The 
receipt-accepting bank is the bank seller open account in it; 

Payment gateway is the interface between Internet and financial private network, 
payment information can’t enter bank payment system unless pass payment gateway, 
then completes the authorization and access of payment. Payment gateway plays a 
safety protection role for bank’s payment systems and payment information; Financial 
private network is the communication between bank internal and among them, with 
higher safety;  

CA is the one who send digital certificate for participants (including buyer, seller, 
bank and payment gateway) to confirm their identity, and ensure the safety of 
payment online.  

4   Collaborative Payment Theory 

From the above discussion, we can see the development of e-commerce, with the 
computer and modern communication network and other advanced tools and 
technologies, electronic payment remove the limit of time and space as traditional 
payment, so it is welcomed and applicated by more sellers and buyers. 

However, with its widespread and application deeply, its disadvantages and 
limitations were explored too. For instance each enterprise use electronic payment in 
every field, but relationship can’t be increased closely, every enterprise also is a 
information island, it is contradicted with high-efficient and cooperated goal the 
enterprise emphasized nowadays. 

Collaborative payment theory provides the relevant payment activities integration, 
information sharing, collaborative work and other functions through integrated 
payment platform for payment enterprise and its partners. Collaborative payment 
theory derived from outspread by collaborative e-commerce, cooperation commerce 
theory, it can realize information collaborative, pay enterprise internal and external 
collaborative, and gather downstream of the relationship enterprise and customer of 
payment enterprise, inspire the partners in the chain of common value to fulfill the 
growing customer demand to enhance profit, and forge a efficient pay value chain. 

5   Lace Collaborative Design Technology 

Collaborative design, guided by regarding concurrent engineering, and designed 
development mode by new simulation tools, according to the thoughts oriented design 
to construct system framework, integrated analysis model in all areas, demanders 
amend design results continuous and real-time when designing for realizing unify 
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parallel collaborative design in many fields, and make systematic thought obtain 
specific applications and reflect in complex products design, so that improve product 
performance, shorten the design cycle, reduce development costs effectively. 

Lace enterprise can put preliminary design results and orders on Internet directly, 
with hoping to complete design by orders, also by network, designers, manufacturers, 
material suppliers, and products buyers can communicated directly together, then 
complete innovative design, thus get rid of time limiting in traditional design, can 
fully exert design personnel's imagination and creativity to turned conception into 
final product quickly, also has the incomparable running speed, flexibility and 
powerful features.  

6   Lace Collaborative Design Mode 

Cooperation is omni-directional in collaborative design, according to different angles 
and collaboration granularity, it should satisfy organizations and resources 
collaborative, design process collaborative, information collaborative and application 
demand collaborative.  

① Collaboration of the organizations and resources 

The subjects of products collaborative is come from various organizers, various 
equipments and software resources, therefore, collaboration of organizational 
structure and resource model is the prerequisite of product collaborative design. 
Resource shows the hardware and software resources, resource model is the 
organization form of material, while organization model is organization form of 
people, they build relationships by associating.  
②Collaboration of the design process 

 

Fig. 2. Five basic forms of design process collaborative 
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The process of product collaborative design is very complex, which need many 
designers, communication between design groups, the process of coordination and 
control, system design should meet the basic five forms of cooperation, namely: chain 
relations, synchronous calls, asynchronous calls, reciprocal relationship and parallel 
synchronization, as figure 2.  
②Collaboration of the Information 
Sharing and exchange product information is the form of information 

collaborative. Products produce a large number of data in the process of design, and it 
contains product design, production, wisdom and experience in management, so it’s 
the enterprise's precious wealth.  

Designer or design groups need to share and exchange information with others in 
collaborative design, but they also hope to keep a certain degree of autonomy and 
sketched and decide granularity of sharing information with others independently. 
Information collaborative should consider the information format, storage methods, 
safety control and interoperability problems fully to provide smooth data exchange 
and shared bus for collaborative design.  
②Collaboration of the application 
Collaboration of the application refers to the collaboration among application 

software which attended the collaborative design of product, that is a operation 
process use the application tool with collaborative function to complete specific 
product development, it is a important part in product collaborative design. 

According to the coupling degree in product’s collaborative development, it can be 
divided into synchronous collaboration and asynchronous collaboration and 
collaborative work flow . 

In this project, it uses the synchronous collaborative mechanism to process the 
complex collaborative design task in lace product's collaborative design. 

7   Lace Collaborative Payment System Model 

In process of lace collaboration design, cooperation is entirely, such as customer’s 
demands, supply, manufacturing, sourcing and the cooperation technology during 
trading. Therefore it don’t need each department to build relationship alone in lace 
collaborative payment model. In the past, just only produce information flow between 
the department which produce trade information directly in payment chain, so it is 
easy to form information island, if there are some connection among departments, we 
must to establish contact platform again, thus it cause higher cost and lower 
efficiency. However, with lace collaborative platform, it will connect with each 
department together, so that all information flow will be produced on it. And provide 
payment activities integration, information sharing, collaborative work and other 
functions for payment enterprise and its partners by integrated cooperative platform. 
Lace collaborative payment systems as figure 2:  

Lace collaborative payment system integrate payment work in the technical level 
to provide a set of system which can help each related department to profit and 
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operate, that is to say, when the data was transferred in real-time, system will 
coordinate payment platform, demander, supplier and bank sector to cooperative work 
together closely, and synchronization reflect and processing relevant matters in time.  

 

Fig. 3. Lace collaborative payment system 

8   Conclusions 

Enterprise use electronic payment in every field, but relationship can’t be increased 
closely, there also is an information island among enterprises, it is contradicted with 
high-efficient and cooperated goal the enterprise emphasized nowadays. So through 
researching collaborative payment system, it can solve various safety problems in 
electronic payment systems for enterprise. Meanwhile lace collaborative payment 
system can ensure decision accuracy and operation efficiency for each enterprise, one 
of the necessary conditions is that they can share information and link relevant work 
automatically, also enterprises possess the function of utilization resources 
effectively. Resources are the basis of enterprise ability, meanwhile, enterprise ability 
is the main source of enterprise competitive advantage. 
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Floatation Froth Image Segmentation Algorithm  
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Abstract. The features of floatation froth: no background, the bubbles are 
adhesive and the weak verges between them. This paper presents segmentation 
algorithm for floatation froth based on watershed and wavelet, at the same time, 
application of opening and closing operations, morphological gradient method 
based on mathematical morphology. The algorithm solved the problems of over 
segmentation and under segmentation and reduced the complexity of the 
computation. At last, get each froth’s area. Experiments show that the proposed 
method can ensure both calculated efficiency and segmentation accuracy. 

Keywords: floatation froth, image segmentation, mathematical morphology, 
wavelet transform. 

1   Introduction 

Mineral flotation is a kind of mineral processing methods. During the process, 
flotation reagents are added to the pulp and air is filled in the slot. Then they are 
mixed to bring a great deal of air bubbles. Finally ore grade is improved by retrieving 
froth containing minerals to meet smelting requirements. Usually, froth is large 
quantity, adherence, hybrid and irregular shape. Flotation process of metal mines in 
China is usually operated by experienced workers through observing froth surface [1]. 
As a result, it is hard to work in optimized running state and mineral recovery ratio is 
low. The rapid progress in computer technology has made the use of machine vision 
in the control of industrial flotation operations possible. In the last ten years, a number 
of researchers have studied this topic. Moolman[2] train a neural network to classify 
image characteristics. However, they recognize that the complexity of the froth makes 
it extremely difficult to relate the visual parameters to individual processes or 
mechanisms which occur in the froth or to build up the large data bank which would 
be required to be able to have confidence in the capacity of the neural network to 
correctly diagnose faults. The use of textural analysis for extracting image 
information has been proposed [3]. It is found to be difficult to attach physical 
meaning to these numbers, although they qualitatively indicate features such as 
fineness, homogeneity and coarseness. So this paper presents segmentation algorithm 
for floatation froth. Accurately measurement of the bubble size distribution on the 
surface of the froth is required. The method can ensure both calculated efficiency and 
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segmentation accuracy. Resolve the primary problem of automatic control system in 
flotation process. 

2   Floatation Froth Image Segmentation Algorithm Based on 
Mathematical Morphology and Wavelet 

2.1   Theory of Image Processing 

2.1.1   Wavelet Transform 
Wavelet transform has the ability to examine a signal at different scales. Matllat[4] 
proposed the relationship between multi-resolution analysis and wavelet transform. 
Any multi-resolution subspace 

mV  can be decomposed to rough approximation of a 

low-frequency 
1mV −

 and details of a high frequency 
1mW −
 through one step of Multi-

resolution., Low frequency and high frequency part should meet: 

{0},m mV W m Z= ∈∩
 

(1)

1 1,m m mV V W m Z− −= ∈∩
 

(2)

Here m the series of multi-resolution analysis. 
Extended the one-dimensional wavelet transform to two-dimensional, two-

dimensional signal such as the image can be wavelet decomposition. All wavelet 
transform coefficients can be expressed as: 

1,2...{ } { , , }J j j j
A H V D j JW W W W =∪

 
(3)

Here J the series of wavelet transformation, J
AW  the J  layer of low-frequency 

wavelet coefficients. j
HW  the j  layer of horizontal low-frequency and vertical high-

frequency wavelet coefficients, j
VW  means the j layer of horizontal high-frequency 

and vertical low-frequency wavelet coefficients, j
DW means the j  layer of horizontal 

and vertical high-frequency wavelet coefficients. 
Any image can be decomposed into two parts: low frequency (subject information) 

and high-frequency (detail information) used low pass and high pass filter provided 
by wavelet filter. Each image can be decomposed into horizontal and vertical high-
frequency low-frequency image (HL), horizontal and vertical high-frequency low-
frequency image (LH), high frequency in both directions (HH) image, low-frequency 
in both directions (LL) image. The size of each image is a quarter of the original 
image. 

2.1.2   Mathematical Morphology 
(1) Filter and morphological gradient 
This paper use morphological opening and closing filter to low noise. The definition 
of gray closed filter is [5]: 
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( , ) ( )close A B A B B= ⊕ Θ  (4)

Here ⊕ erosion, Θ denote, B is structure elements, A is image.  
Gray open filter is the gray closed filter’s dual operation. The definition of gray 

open filter: 

( , ) ( )open A B A B B= Θ ⊕  (5)

The dilation and erosion are used to compute the morphological gradient of image 
f, denoted by B: 

( ) ( ) ( )grad f f B f B= ⊕ − Θ  (6)

(2) Watershed algorithm 
Watershed algorithm is proposed by Vincent and Soille [6] in 1991, it is a method 
based on mathematical morphology. Watershed algorithm is widely-used method in 
image segmentation and image edge detection. Generally, it is used to process the 
gray gradient image. Its basic thought is that the image is regarded as topology 
geomorphology in geodesy and each pixel value in the image is taken as the altitude 
above sea level. There are basin, ridges, the hills between ridges and basins. The 
algorithm simulates process of flooded terrain from bottom to up. First the water is 
constantly pouring from the lowest point of terrain namely basin bottom, Then the 
terrain will gradually be submerged. When two water basins will be convergence, 
establish a dam in the confluence. Until the entire terrain were submerged, so get the 
various dams (watershed) and the basin (target objects) be separated by dams. 

Watershed algorithm is sensitive to noise, the result of segmentation have under 
segmentation and over segmentation. To solve the problem have two methods. The 
one is a post-processing: region merging by certain criteria, the other is generating 
accurate water basins. 

2.2   The Process of Algorithm 

This paper algorithm mainly includes four steps: (1) wavelet transform (2) gradient 
image (3) seeds extraction (4) watershed segmentation. The process of algorithm is 
showed below:  

 

Fig. 1. The process of algorithm 
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2.2.1   Wavelet Transform 
Wavelet transform is seen as low-pass filter, filtering image noise and small water 
basins. The image is decomposed by one series wavelet transform. low-frequency 
image (LL) maintains the image low-frequency information, reduce the noise, over-
segmentation, the computational complexity. The result of one series wavelet 
transform is showed in below: 

             

                 a. floatation froth image            b. image after wavelet transform 

Fig. 2. One series wavelet transform 

2.2.2   Gradient Image Processing 
Gradient image can provide better performance in the trend of the image, and the 
watershed algorithm results show a larger relationship with the gradient image. The 
morphological gradient is less sensitive to noise. The result of gradient image 
processing is showed below: 

             

                 a. floatation froth image                  b. gradient image  

Fig. 3. Gradient image 

2.2.3   Extraction of Seeds 
At the top of froth film hydration becomes thin, is high light reflection coefficient. So 
there is a bright spot in the top of the froth named seed point. The key step is to mark 
seed points, before application the watershed algorithm. When the froth contains 
some seeds, froth is divided into several smaller froths, resulting in over-
segmentation. When the bubble boundary is very weak, a few seeds into a seed point, 
several froth into a bubble, resulting in a less divided. The accuracy of seed points 
determines segmentation good or bad. 
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The gray histogram of froth image has single peak, selection the threshold is more 
difficult. This algorithm uses OTSU method, choose a reasonable threshold to extract 
the binary image, select accurate seed points applying the morphological opening and 
closing operation. 

The processing steps of the image with gray value 0-255 by OTSU are as follows: 
(1) Calculate the probability function ( )p i of the image gray level is i  

 

p(i) =

 

(7)

 
(2) The mean gray A , mean of class ( )A k , sum of histogram class ( )W k : 

255

0

( 1) ( )
i

A i P i
=

= −                                (8) 

                           0

( ) ( 1) ( )
k

i

A k i P i
=

= +                               (9) 

                        1

( ) ( )
k

i

W k P i
=

=                                    (10) 

(3) Divergence guideline of class ( )Q k : 

                            

2[ ( ) ( )]
( )

( )[1 ( )]

A W k A k
Q k

W k W k

• −=
−

                     (11) 

(4) Find the Q when k  is largest, determined T  is the optimal threshold: 

                                 1T k= −                                       (12) 

       

    a. floatation froth image        b. image after binary       c. image after opening and  
                                                     closing operation 

Fig. 4. Extraction of seeds 

The image is binary according the best threshold T, Separated the seed points from 
the picture. After binary transformation, there has been the phenomenon of adhesion 

the number of pixels gray value of i

the total number of pixels in the image
i = (0,1...255) 
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and fracture. The different goals of the large area separate by morphological opening 
and closing operations. opening operation can remove small isolated points, burrs and 
bridges, closing operation can fill holes, bridge small cracks. The result is showed 
below: 

2.2.4   Watershed Algorithm 
Watershed algorithm combines the advantages of edge detection and region growing, 
and can quickly get a single wide, connected, closed, exact location of the outline. 
Because of the influence by noise and texture detail, there are a lot of pseudo-local 
minimum, resulting in the corresponding pseudo-water basin, eventually leading to 
over-segmentation. The paper combine the wavelet transform and watershed 
algorithm, Wavelet transform is considered as low-pass filter, have a good filtration 
image noise and small water basins, the calculation time is reduce by 1/4 and the 
result is showed below: 

        

     a. algorithm in the paper          b. result without                c. result with 
                                  wavelet transform              traditional watershed 

Fig. 5. Watershed segmentation 

2.3   Feature Extraction and Analysis of Floatation Froth 

Properties of froth surface such as the number, size, color, shape can reflect the 
mineral content, are important basis to complement automatic control of flotation 
process. The shape and size of the bubble reflects the quality of production .froth size 
reflecting the flotation agent or inflated is appropriate or not. 

After the flotation froth image segmentation, get the number and size of froth by 
connected component labeling. Divide into large, medium and small froth according 
to the bubble size. A lot of large froth means high gas content, a lot of small bubbles 
mean that foaming process is inhibited, a large number of middle-foam flotation 
means that the flotation state is good. 

3   Conclusion 

This paper presents segmentation algorithm for floatation froth based on multi-
resolution analysis and watershed. Experiments show that the proposed method can 
ensure both calculated efficiency and segmentation accuracy. Finally, calculate the 
size and number of the froth. The system can give operating mode information and 
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operation suggestion to the worker. Furthermore, labor productivity is increased and 
operation aimlessness is avoided, which provided the foundation for optimal control 
of flotation process.  
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Abstract. As technology advances, the image display technology and industry 
have been evolved as well. In the research field of color images, image quality 
analysis and enhancement are increasingly important. Therefore, we focus on 
image enhancement in this research. For this reason, we propose a new opinion 
about image enhancement by multi-scale image filter. The multi-scale image 
filter apply the bilateral filtering scheme and PSO algorithm to improve the 
image quality. This study expects to improve the image quality by multi-scale 
image filter. 

Keywords: Image Enhancement, Particle Swarm Optimization, Bilateral Filter. 

1   Introduction 

As technology advances, the image display technology and industry have been 
evolved as well. The resolution of monitor continue to be improved and the size of 
monitor also continue to become larger. However, the hardware technology of panel 
industry has become increasingly, but the image processing technology has not kept 
pace with hardware. For example in LCD display, it maybe appear block effect 
sometimes, because its image processing is not well. In this case, some manufactures 
propose the technology of High Dynamic Image and Mode Selection to apply the 
LCD panels, but this method can’t not do real time and adaptive processing. For this 
reason, we propose a new opinion about image enhancement by multi-scale image filter. 
Therefore, we focus on image enhancement in this research.  

We enhance the image by bilateral filter and use PSO algorithm to adjust the 
parameter of the bilateral filter. And we use the SSIM index to do image quality 
assessment. The image quality will be improved. 



 Image Enhancement Using the Multi-scale Filter 509 

2   Image Enhancement 

As digital archives are popularity, the tone of image is very important. In 2001, Agaian 
et al. proposed the new method about new type signal and image enhancement which 
is based on frequency. These algorithms are applied to image detection and object of 
the visual image, which is based on Fourier, Hartly, cosine, Hadamard transforms and 
the new enhanced operator. The goal of image enhancement is improving the visual 
identification, and provides the automatic image processing procedure in the future 
(e.g. analyze, detection, division, and identify). Most methods are proposed about 
image enhancement. [1-3], these methods mostly modify the value of histogram, the 
other methods is analyzing the edge and adjusting contrast or transforming the global 
entropy. 

2.1   Bilateral Filter 

Bilateral filter is a technology to smooth images. It is a non-linear filter. It is proposed 
for smoothing the noise and preserving edges in the image processing. It starts with 
standard Gaussian filtering in both spatial and intensity domains.  

It has been used in various contexts such as denoising, texture editing and 
relighting, tone management, demosaicking, stylization, and optical-flow estimation. 
The bilateral filter has several qualities that explain its success: 

1. Its formulation is simple: each pixel is replaced by a weighted average of its 
neighbors. This aspect is important because it makes it easy to acquire 
intuition about its behavior, to adapt it to application-specific requirements, 
and to implement it. 

2. It depends only on two parameters that indicate the size and contrast of the 
features to preserve. 

3. It can be used in a non-iterative manner. This makes the parameters easy to 
set since their effect is not cumulative over several iterations. 

Fig.1 is the bilateral filter deal with the High dynamic range image. The output 
image of the bilateral filter is become very well, the edge is obviously. 

  

(a) the high dynamic range image (b) output of the bilateral filter 

Fig. 1. Image processing use the bilateral filter 
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The bilateral filtering is defined as follows: 
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Where f(x, y) is the original signal, g(x, y) is the smoothed signal by the bilateral 
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WI is the Gaussian filter on the intensity domains, is defined by :: 
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2.2   Particle Swarm Optimization 

In 1995, PSO is proposed by the Eberhart and Kennedy [4-5], which is a kind of 
Evolutionary Computation. Every bird can be as a particle. Each particle keeps track of 
its coordinates in hyperspace which are associated with the best solution (fitness). The 
value of that fitness is also stored. This value is called pbest. Another “best” value is 
also tracked. The “global” version of the particle swarm optimizer keeps track of the 
overall best value, and its location, obtained thus far by any particle in the population; 
this is called gbest. The particle swarm optimization concept consists of, at each time 
step, changing the velocity each particle toward its pbest and gbest (global version). 
Acceleration is weighted by a random term, with separate random numbers being 
generated for acceleration toward pbest and gbest. 

 

Fig. 2. PSO diagram 
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PSO is a population-based algorithm for searching global optimum. The original 
idea of PSO is to simulate a simplified social behavior. It ties to artificial life, like 
bird flocking or fish schooling, and has some common features of evolutionary 
computation such as fitness evaluation. For example, PSO is like a GA in that the 
population is initialized with random solutions. The adjustment toward the best 
individual experience (PBEST) and the best social experience (GBEST) is 
conceptually similar to the crossover operation of the GA. However, it is unlike a GA 
in that each potential solution, called particle, is “flying” through hyperspace with a 
velocity. Moreover, the particles and the swarm have memory, which does not exist in 
the population of the GA. 

Let xj,d(t) and vj,d(t) denote the dth dimensional value of the vector of position and 
velocity of jth particle in the swarm, respectively, at time t. The PSO model can be 
expressed as 

))1(())1(()1()( ,
#

22,
*

,11,, −−⋅⋅+−−⋅⋅+−= txxctxxctvtv djddjdjdjdj ϕϕ  (5)

)()1()( ,,, tvtxtx djdjdj +−=  (6)

where *
jx  (PBEST) denotes the best position of jth particle up to time t-1 and x# 

(GBEST) denotes the best position of the whole swarm up to time t-1, φ1 and φ2 are 
random numbers, and c1 and c2 represent the individuality and sociality coefficients, 
respectively. 

The population size is first determined, and the position and velocity of each 
particle are initialized. Each particle moves according to (5) and (6), and the fitness is 
then calculated. Meanwhile, the best positions of each particle and the swarm are 
recorded. Finally, as the stopping criterion is satisfied, the best position of the swarm 
is the final solution. The block diagram of PSO is displayed in Fig. 3 and the main 
steps are given as follows: 

1. Set the swarm size. Initialize the position and the velocity of each particle 
randomly. 

2. For each j, evaluate the fitness value of 
jx and update the individual best 

position *
jx  if better fitness is found. 

3. Find the new best position of the whole swarm. Update the swarm best 
position #x  if the fitness of the new best position is better than that of the 
previous swarm. 

4. If the stopping criterion is satisfied, then stop. 
5. For each particle, update the velocity and the position according (5) and (6). 

Go to step 2. 

3   Experimental Methods 

The study focuses on the image enhancement by Bilateral filter with Particle Swarm 
Optimization Alogrithm. And we use the SSIM index [6-15]to assess the image 
quailty. According to the quailty, the image process will finish or again.  
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In this study, we use this two parts to set a system to achive the image enhancement 
about adaptive video enhancement filters. The system diagram is given in Fig. 9. 

 

Fig. 3. The system diagram 

3.1   Bilateral Filter with PSO 

As discussed in Section 2, we know the bilateral filter is a neighborhood filter by 
Gaussian filter. The bilateral filter has three parameters: |Nx| is the neighborhood size, 
σs is the distance variance of Gaussian distribution function, σi is the gray value 
difference of Gaussian distribution function.  

We encode the particle as xj =(|Nx|, σs, σi), which is the position of the domain block. 
The steps of encoding a range block using PSO are summarized as follows: 

1. Initialize the parameters of PSO. 
2. For each particle xj=(|Nx|,σs,σi), fetch the domain block at xj=(|Nx|,σs,σi) in the 

image. Sub-sample the block and denote it. 
3. Find the new best position of the whole swarm. Update the swarm best position 

#x  if the fitness of the new best position is better than that of the previous 
swarm. 

4. If the stopping criterion is satisfied, then stop. 
5. For each particle, update the velocity and the position according (5) and (6). Go 

to step 2. 

Table 1. The result of the image enhancement 

 IMAGE A IMAGE B IMAGE C IMAGE D 

ORIGNAL 

IMAGE 

    

PSNR 13.9827 18.4834 15.1862 18.4487 

SSIM 0.6987 0.6866 0.6219 0.5480 

IMANG 

ENHANCEMENT 
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4   Experimental Results 

In this study, we use the bilateral filter to enhancement the image, especially in the 
High dynamic range image is very significant. To set the best parameter of bilateral 
filter, we use the PSO to find the best value of parameter. And using the SSIM to 
assessment the image quality after enhancement. If the image quality is not well, the 
image will enhance again. Table II is the result of the image enhancement by Bilateral 
filter and PSO, and use the SSIM and PSNR to assessment the image quality. 

As the Table 2, bilateral filter is helpful for the High dynamic range images. The 
image detail can be improved by bilateral filter. We can see experiment results as  
the Table 2, the original images qualities aren’t very well. After bilateral filtering, the 
images become very well. 

5   Conclusion 

According to the experimental results, the quality of the image has increased by image 
enhancement. Because the bilteral filters can save the detail of the image and increase 
the luminance. Therefore, the image enhancement filter can help for adjusting the High 
dynamic range images and make the image suit for human vision. 
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Abstract. Taking HaDaQi industrial corridor, Heilongjiang Province, China as 
a case study area, this paper examined the trend of land use changes during 
1990-2005 used three LANDSAT TM and/or ETM data sets, and quantified 
their influences on natural ecosystem service values. During the whole period 
of study, Land Use/Cover Type changed immensely in the study area, the 
development of land is increasing continuously. The total value of ecosystem 
services in HaDaQi Industrial Corridor declined by 18.23 billion yuan. We also 
found that the contribution of construction, reclamation and water shortage 
increased during the 15-year time period. We conclude that future land-use 
policy formulation should give precedence to the conservation of these 
ecosystems over uncontrolled construction, reclamation, and water consumption 
and that further land development should be based on rigorous environmental 
impact analyses. 

Keywords: Ecosystem Service Values; LUCC; HaDaQi Industrial Corridor; 
remote sensing images.  

1   Introduction 

Change in land use/cover (LUCC) is one of the most profound human-induced 
alterations of the Earth's system [1]. During this process of land conversion, economic 
development and quality of life improvement are considered as major goals, and their 
influences on ecological systems have often been neglected.  

The degradation of natural ecological systems due to land use change, however, 
has become severe, and may require immediate attentions from urban planners and 
local governments [2]. Since 1990 numerous studies have been conducted to estimate 
the values of various ecosystem services, including the economic valuation of 
different biological resources, protected areas and endangered species management 
[3-6]. Especially, Constanza attempted to estimate the global biospheric value of 17 
ecosystem services provided by 16 dominant global biomes [7]. When applied in 
China, Xie et al. (2001) argued that the valuation method proposed by Costanza et al. 
underestimates the service value of agricultural lands, and overestimates other 
biomes, such as wetlands and forest [8]. Consequently, Xie et al. (2003) calculated 
valuation coefficients for ecosystems in China through a contingent valuation analysis 
based on a survey of 213 ecologists [9]. The purpose of this paper, therefore, is to 
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evaluate the impact of LUCC on natural ecosystem service values in HaDaQi 
Industrial Corridor based on the valuation method provided by Xie et al., and make 
some preliminary policy recommendations to ensure the sustainable use of these 
industrializations area.  

2   Materials 

2.1   Study Area 

Ha-Da-Qi Industrial Corridor is located in the west of Heilongjiang Province, which 
covers an area of 21 180 km2 between 122°48' and 127°15'E, 45°31' and 47°51'N. It is 
an economic region including three major cities (Harbin, Daqing, and Qiqihar) and 
four counties (Zhaodong, Anda, Dumeng, and Tailai). Located in the eastern part of 
HaDaQi Industrial Corridor, Harbin is the capital city of Heilongjiang Province, with 
a geographical area of 53,100 km2 (see Fig 1). 

 

Fig. 1. Location Map of the HaDaQi Industrial Corridor 

2.2   Data Description 

Land use was studied on the basis of digital data of Landsat-5 TM band 1 to 5 and 
band 7 (1990, 2000, and 2005) covered HaDaQi Industrial Corridor. Each image 
comprises six bands with 30m spatial resolution (bands 1 to 5 and band 7). In addition 
to the remote sensing imagery, socio-economic data, such as the gross domestic 
products (GDP) and market prices of agricultural produce, were also obtained from 
Heilongjiang Statistics Yearbooks. 

3   Methodology 

3.1   Geometric Rectification and Land Cover Classification 

The geometric errors of these remote sensing images were evaluated and corrected 
using ground control points (GCPs). All images were registered to the Albers 
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projection using ERDAS Imagine 8.7software. Between 55 and 66 Ground Control 
Points (GCPs) were used for each image. This registration procedure achieved an 
accuracy of less than 0.5 pixel root mean squares error (RMSE).Then land use types 
is classified into cultivated land, forestland, meadow, unused land, residential area, 
saline-alkali, and open water. For testing of the land cover classification, field survey 
was conducted in August 2005 to collect real time ground truth reference data, aided 
by a global positioning system (GPS) unit. The accuracy of the resultant landscape 
maps was assessed with these testing samples in the study area. The producer’s 
accuracy, user’s accuracy, overall accuracy, and Kappa coefficient were derived for 
accuracy assessment. 

3.2   Ecosystem Service Valuation Method 

In order to obtain ecosystem services values for each of the six land-cover categories 
used to classify the LANDSAT datasets, Xie et al. (2003) developed a contingent 
valuation method based on the survey of more than 200 Chinese ecologists. With the 
ecosystem service coefficients for each land use/land cover type, the total ecosystem 
service values in HaDaQi industrial corridor in 1990, 2000, and 2005 were calculated 
as follows. Firstly, Calculating the food production service value for agricultural 
lands, which is one-seventh of the market price of agricultural produce; Secondly, 
with the food production service value of agricultural lands as the unit, estimating the 
ratio between service values of all other ecosystem functions to the food production 
service value of agricultural lands using surveying techniques; Thirdly, deriving the 
service values for each function of each ecosystem through multiplying the 
agricultural land service value with the corresponding ratio; lastly, generating a final 
ecosystem service value (ESV) for each land use type through summing the values for 
each function, and multiplying by the its respective geographical area. 

4   Result 

4.1   Land Use Change Analysis 

Land use land cover maps in 1990, 2000, and 2005 derived from Landsat TM imagery 
were illustrated in figure 2, and the results are summarized in Table 1.Analysis of the 
results suggests that, during these 15 years, human-dominated land uses (i.e. 
cultivated land and residential area) have expanded rapidly at the cost of natural lands 
(forest, grassland and open water). In particular, as can be distinguished from Table 1, 
the area of cultivated land uses increased from 9842.55 km2 in 1990 to 11685.1 km2 in 
2005, with a total increment of 18%. Similarly, the geographic areas of residential 
area and unused lands have increased 304.3 km2. Conversely, natural lands, including 
forest, grassland, and open water, have diminished substantially. The geographical 
area of wetlands and water, in particular, has decreased from 1242.9 in 1990 to 
975.31 in 2005, with an overall area change of 31.0%. Similarly, meadow area also 
diminished significantly (about 40.3%). These results suggest that human-disturbed 
land uses have expanded significantly, with the costs of natural lands.  
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Table 1. Land use changes in Ha-Da-Qi Industrial Corridor at various stages during 1990-2005 

Land cover 
types 

1990 2000 2005 

area (km2) % Change area (km2) % Change area (km2) % Change 

Cultivated 
land 

9842.55 50.92 11229.91 58.1 11685.1 60.46 

Forestland 124 0.64 282.54 1.46 190.58 0.99 
Meadow 3768.09 19.5 2185.94 11.31 2247.85 11.63 
Open water 1242.9 6.43 1172.01 6.06 975.31 5.05 
Residential 
area 

1056.8 5.47 1255.8 6.5 1361.1 7.04 

Unused 
land 

3293.77 17.04 3201.89 16.56 2868.16 14.84 

4.2   Estimation of Changes in Ecosystem Service 

Using the dynamic change in the size of each land-cover category together with the 
ecosystem service value coefficients reported by Xie et al., we found that land-use 
changes in the our study area resulted in net decline of ¥18.23 billion in ecosystem 
services between 1990 and 2005 (Table 2). For individual land use types, the ESV 
decrement for wetlands and water (¥17.03 billion) is higher than that that estimated 
from forestland (¥2.48 billion) and meadow (¥0.07 billion). For cultivated land, 
however, the increment of the ESV (¥1.33 billion) is significant. The result 
emphasizes the importance of this land type in the provision of ecosystems services, 
and underscores the substantial reduction in annual ecosystem services as a result of 
the extensive loss of wetlands. However, the result of our sensitivity analysis also 
emphasizes the importance of obtaining accurate value coefficients for dominant land 
types in order to quantify accurately the ecological economic effect of LUCC.  

Table 2. ESVs in 1990, 2000, and 2005, and their changes from 1990 to 2005  

Land use type 1990 
(109¥) 

2000 
(109¥) 

2005 
(109¥) 

1990-2005 
change 
(109¥) 

% Change % per year 

Cultivated land 415.87 426.41 429.12 13.25 3.19 0.21 
Forestland 159.06 150.56 134.30 -24.76 -15.57 -1.04 
Meadow 34.22 31.10 33.5 -0.72 -2.10 -0.14 
Open water 548.58 493.00 378.3 -170.28 -31.04 -2.07 
Residential area 0.00 0.00 0.00 0 0 0 
Unused land 1.73 1.80 1.96 0.23 13.29 0.89 
Total 1159.46 1102.87 977.18 -182.28 -15.72 -1.05 

4.3   The Impact of LUCC on Ecosystem Service Value 

In order to understand the relationship between the LUCC and ecosystem service 
value, we compare the construction of LUCC and ecosystem service value (see Table 3 
and Figure 2). The Table 3 showed that the percentage of cultivated land area is the 
largest in HaDaQi Industrial Corridor (above 60%). However, the percentage of 
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ecosystem service value provided by cultivated land is much lower than its area (35%-
45%). Especially, the ecosystem service value contributed from cultivated land 
increased ¥ 0.27 billion at the cost of the large-area reclamation (439.59 km2) from 
2000 to 2005. The area percentage of open water is lower than 12%, while its 
percentage of ecosystem service value is between 39.2% and 47.6% during the past 15 
years. Therefore, the decreasing area of open water leads to the declining of ecosystem 
service value in the study area. 

Table 3. The construction comparison of LUCC and EVC 

Land use type 1990年 2000 2005 

area % ESV% area % ESV% area % ESV% 
Cultivated land 66.78 36.12 68.48 38.96 68.91 44.47 
Forestland 8.08 13.81 7.65 13.76 6.82 13.92 
Meadow 5.25 2.97 4.77 2.84 5.13 3.47 
Open water 11.20 47.65 10.07 45.04 7.73 39.2 
Residential area 4.13 -0.7 4.30 -0.77 6.23 -1.26 
Unused land 4.56 0.15 4.75 0.16 5.18 0.2 

5   Discussion and Conclusion 

Through analyzing the land use land cover maps in 1990, 2000, and 2005 derived 
from Landsat TM imagery, we argued that the direct reason which leads to the decline 
of ecological service values is the land use and land cover change. The reasonability 
of the LUCC trend confined the total amount of the ecological services value. As a 
whole, the response of ecological services value to LUCC is passive. With the rapid 
economics development of the HaDaQi industrial corridor, more land resources are 
emergency needed. These lands would be changed from open water, forestland and 
grassland. Though the comparison of ecological services value in various land cover 
types, we could recognize the environmental importance of these open water, 
forestland and grassland. We argue that, in future land-use policy formulation, 
conservation of the open water and their resource rich ecosystems should take 
precedence over the uncontrolled reclamation of these areas for economic purposes. 
While it may not be feasible to stop all reclamation activities in this area, it is 
imperative that future land reclamation projects be controlled and based on rigorous 
environmental impact analyses. 
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Abstract. The technicality is no longer an obstacle; the issue of any 
environment of E-Learning (before) or V-Learning (now) is the production then 
the protection (in terms of security and confidentiality) of the content flowing 
through it. As part of our national policy of Visual Informatics For Education 
(VIFE), specifically for our Algerian V-Learning Network (AVN), which is a 
device of distributed interactive learning spread over all our vast territory 
according to a new concept based on the principle of the Online Video Learning 
via Internet and/or by Satellite; we have developed an encryption method 
enabling a certain security of copyrights. This paper discusses this method and 
presents its SecuRights system based on a distributed random algorithm. 

Keywords: Visual Informatics, V-Learning, InterTvNet, SecuRights, VdoStat. 

1   Introduction 

Infrastructural, the Internet has become a world map of servers (cities), of cables 
(roads), of wireless (bridges), and of accessories (viabilities including parking). 
Systemically, it became a chain of information stations (new nuclear centrals, the 
nerves of the war) and of big motors (or giant gears of harvest, storage, processing 
and exploitation of information) that run 24/24 to irrigate the living things on earth 
(visible) and other (invisible) in the meaning of life from good to better, in principle... 

What are these big machines actually do? In our humble understanding, is that 
everyone tries to take information from another without his consent (legally 
considered as a rape of privacy) and if possible to conceal hers. In other words, they 
are racing towards the quantitative and qualitative information [6] from each other 
and the best man win. It remains to know the rules that govern this race (if such rules 
exist), who creates and controls them. I know that nothing is sustainable in this world! 

The question is: can we prevent someone from using our informational base today? 
The demonstrative answer which flowing from sense, has just been delivered to us 
last week (beginning March 2011) by this large-scale cyber attack to obtain 
information concerning the preparation of the G20, currently chaired by France, 
which has been squarely victim the French Foreign Affairs Ministry, which has 
suffered significant damage[7]. And whose spokesman considers just know that the 
origin of the attack is somewhere in China. This demonstrates the difficulty of  
the future to prevent a general war if unfortunately Internet goes mad as it was the 
English cow. I hope to be alive just to remind! 



522 F. Khenak 

For our part, today even less than tomorrow, we are not able to shield the ports of 
our computers nor able to make the security keys of our systems inviolable. However, 
we have some ideas on how to plant the intruders who would be attracted by tourism 
in our systems. We have developed tools to make their task seriously tedious in terms 
of ratio: effort/result of the hacking. Indeed, we have created an info scholarship to 
measure (to estimate for now) the ratio of cost of (our) information hacked and efforts 
provided to resolve the difficulties to obtain it. 

So, knowing that information published in its entirety on the Internet is quickly 
falsified (in 15 minutes), our encryption method is to segment and disperse 
information on several sites running randomly and dynamically to sow our 
prosecutors at least the medium term. The goal is to discourage many malicious 
intruders by making them run after a miniscule part of a mobile target. Based on this 
encryption method, the SecuRight system we will introduce in this paper is an 
example of our tools of security and confidentiality, implemented within our 
Algerian V-Learning Network (AVN) device. 

2   Algerian V-Learning Network 

The Algerian V-Learning Network (AVN) [4] operating principle is exactly the same 
as a national company that employs 500 permanents (direct) and 500 participants 
(indirect) with its very costly infrastructure and its qualified management five teams: 
1- Technical: regulating, recording, assemblage, accommodation, broadcasting and 
streaming (T), 2- Pedagogical: restitution, accompaniment, self-government and self-
evaluating (P), 3- Management: programming, inscription, monitoring and 
certification (G), 4- Marketing: promotion, awareness and adaptation (M), 5- 
Scientific-Validation: evaluation, innovation and normalization (V). 

In many emergent countries, the distance between requirements and reality of 
quality assurance of higher education remains important [5]. In Algeria, although the 
policies are now well enough developed, practices still introduce serious insufficiency 
particularly in various regions of the vast Algerian territory. The AVN was conceived 
with a view to reduce this distance within reason. Its centralized organization allows 
distributing the content in an efficient and economic manner. In our Central Node, 
located at CERIST in Algiers, the infrastructure of the figure 1 below is the main 
focus (the server) of our InterTvNet of 77 endpoints [3]. 

                  

Fig. 1. Building of the QG, POLYCOM Cyber room, TANDBERG Cyber room [8] 

The figure 2 next, shows our TV Studio, which is used for scientific debates, for 
preparing of teachers, and for content productions. On the second photo, we observe 
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the Governed of television for video editing. The third photo of this figure shows the 
multimedia station of assemblage. 

              

Fig. 2. Studio of TV recording, Tray, State control, station of assemblage 

3   SecuRights 

The SecuRights system is a distributed random algorithm. Being an important 
module of our V-Learning concept (the third component of our national device of 
Tele-education) [2], its role is to maintain, as part of Algerian V-Learning Network 
(AVN), a certain level of vigilance in terms of security and confidentiality of data, 
information and knowledge of people [10], containers (hard) and content (software) 
[6], well knowing that computer security is completely random. Mr. Julian Paul 
Assange of Wikileaks knows something! 

Thus, we are well aware that our SecuRights contributes only to mitigate online 
attacks just to plant the potential pursuers [11]. Therefore, our Strategy consists to 
develop original and private algorithms which should not be commercialized on a 
medium term. To secure the delivery of such contents, the idea is to fragment these 
contents with these algorithms before sending them, then to reconstruct them with 
these same algorithms after receiving them. 

Develop methods to hide the random spread not only of the content but also and 
especially of the algorithm of security and confidentiality, is felt as an economic idea. 
SecuRights seeks to be a soft procedure of security used to protect the content [12] of 
our Algerian V-Learning Network device. Knowing in general, the natural recordings 
of courses that we produce in a V-Learning environment are not sustainable [1]. 

In support of our discussion, we provide an example of a simple algorithm called 
Zsoft and based on CTRL + Z command of Word we use to send distorted text [13] 
online. Taking the following: “The rules for such occasions are simple: to be 
effective, they must be applied rigorously and methodically”. After 15 random 
modifications of deletion, addition and permutation, we get the distorted text as 
follows: “hit rules for such occasions are suplet: to be effective, he must bit 
applied rigorously tand tehodicall”. Sent like this, it is not easy to guess the initial 
text. To rebuild it, simply open it with Word and apply 15 times the function 
equivalent to the CTRL + Z. The text is well reconstructed by one who knows. In 
practice, several hints are combined to make the task even more difficult for hackers. 
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The figures 3, 4, 5 below show the findings of the first 100% video-on-line 
program [9] for university courses, pedagogical exercises and self-evaluations of the 
AVN, which has been tested with success over the two past academic years. 

 

 

Fig. 3. Doctoral School University (Béjaïa) – 
CERIST (Algiers) 

 

Fig. 4. Examination from France Jury HEC 
(Paris) – Student (CERIST, Algiers) 

 

Fig. 5. Conference between Nasa (USA) – 
Béjaïa University (Algeria) 

4   Conclusion 

Gifted of a network ‘InterTvNet’, of a global scheme of order ‘WhoDoWhat’ and of a 
system ‘SecuRights’, this triptych concept is very economic for an education of mass 
(for more of pedagogic places), for a mutualisation of the quality teachers (for a better 
quality of education and tutoring), for a fairness between universities (for an equal 
opportunities) and for an openness to the world (for a better integration in world 
society of Information and Communication). 

In spite of its high investment, the operation is not profitable for now, although the 
possibility to offer a complete training package via V-Learning concept by Internet 
and/or by satellite is a real need.  

Unfortunately, the Economic Intelligence requires now more and more gray matter 
distributed according to a reliable, faithful and effective model of man-machine 
networking. That is to say, a model that fulfills its missions and tasks on safely and 
confidentially. Higher education and scientific research can not afford to escape to 
this obvious. But it is also undeniable that today the security and confidentiality of 
computer networks have not yet reached stability. Therefore, investment in the 
production of online content in education and training, particularly in underdeveloped 
countries including Algeria, now appears unprofitable and will have to wait! 

In fact, for some, the theft on the Internet is considered as intelligence or as a 
contribution to the improvement of the Internet and any legal action against it is 
frowned upon and is not economical. 
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Abstract. The fast Fourier transform (FFT) algorithm is commonly used to 
derive the power density spectrum of scattered point data in the frequency 
domain. The standard fast Fourier transform is used to investigate the natural 
frequencies of nonlinear free transverse oscillations of axially moving beams. 
The transverse motion of an axially moving beam can be governed by a 
nonlinear partial-differential equation or a nonlinear integro-partial-differential 
equation. Numerical schemes are respectively presented for the two governing 
equations via the differential quadrature method under the fixed boundary 
condition. For each nonlinear equation, the natural frequencies of axially 
moving beams are investigated via the fast Fourier transform with the time 
responses of the transverse vibration. The numerical results illustrate the 
tendencies of the natural frequencies of nonlinear free transverse vibration of 
axially moving beams with the changing vibration amplitude, axially moving 
speed, the nonlinear coefficient and the flexural stiffness.  

Keywords: Axially moving beams, Nonlinearity, oscillations, Natural frequency, 
The fast Fourier transform, The differential quadrature. 

1   Introduction 

The axially moving structures have received a great deal of attention due to their 
manifestation in a wide class of engineering fields. The belt drives, power 
transmission band, band saw blades, and high-speed magnetic tapes are the typical 
examples of such axially moving structures. Most of the one-dimensional structures 
with flexural rigidity, which are axially moving over two supports, have been 
represented by the beam models. Understanding transverse vibrations of axially 
moving beams is important for the design of the devices. 

The wide diffusion of axially moving systems in industrial processes has motivated 
intense research activity. Mote [1] first investigated the first three frequency and 
modes for simple supported boundary conditions via the Galerkin method. Wickert 
and Mote [2] presented a complex model method for axially moving continua 
including beams where natural frequencies and modes associated with free vibration 
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serve as a basis for analysis. Öz and Pakdemirli [3] and Öz [4] computed the first two 
natural frequencies values in the cases of pinned-pinned ends and clamped-clamped 
ends, respectively. Kong and Parker [5] combined perturbation techniques for 
algebraic equations and phase closure principle to determine approximate natural 
frequencies of an axially moving beam with small flexural stiffness. Ding and Chen 
[6] gave the first two frequencies of axially moving elastic and viscoelastic beams on 
simple supports with torsion springs. Ghayesh and Khadem [7] calculated natural 
frequency for the first two modes in free non-linear transverse vibration of an axially 
moving beam in which rotary inertia and temperature variation effects have been 
considered. Matbuly et al. [8] employed the method of differential quadrature to 
determine the natural frequencies and the mode shapes for the free vibration of an 
elastically supported cracked beam. Özkaya et al. [9] investigated natural frequencies 
for a slightly curved beam carrying a concentrated mass. All of above literatures, the 
natural frequency of axially moving beams was calculated from linear governing 
equation of transverse vibration. The known exception is that Wickert [10] used a 
perturbation method to investigate the fundamental frequency of axially moving 
materials from a nonlinear integro-partial-differential equation of transverse vibration. 
However, so far there are very limited researches on the first few natural frequencies 
of nonlinear vibration. To address the lacks of research in this aspect, the present 
investigation studies the first two natural frequencies of nonlinear free transverse 
vibration of axially moving beams via the numerical solutions and the FFT. 

2   Mathematical Models 

Consider a uniform beam is moving in its axial direction at a uniform constant 
transport speed of γ between two boundaries. The span between two boundaries is l. 
The structural properties of the beam are given by the mass density ρ, the cross-
sectional area A, the moment of inertial I, the initial tension P0, and the Young's 
modulus E. Assume the beam has small amplitude vibrations in the axial and 
transverse directions. For a slender beam, the linear moment-curvature relationship is 
sufficiently accurate. The fixed axial coordinate x measure the distance from the left 
boundary. The transverse displacement v(x,t) related to a spatial frame. The beam is 
subjected to no external loads. The nonlinear the partial-differential equation and the 
integro-partial-differential equation for transverse motion of axially moving elastic 
beam can be cast into the dimensionless form [11] 

( )2 2 2 2
f 1

3
, 2 , 1 , , , ,

2tt xt xx xxxx x xxv v v k v k v vγ γ+ + − + =
 

(1)

and 

( ) xvvkvkvvv xxxxxxxxxxttt d,,
2

1
,,1,2,

1

0

22
1

2
f

2 =+−++ γγ  (2)

where a comma preceding x or t denotes partial differentiation with respect to x or t, 
and The dimensionless variables and parameters as follows 
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In the present investigation, only the boundary conditions of the beam is fixed at both 
ends are considered as follows 

( ) ( ) ( ) ( )0, 1, 0, , 0, , 1, 0x xv t v t v t v t= = = =  (4)

In this paper, the natural frequencies of nonlinear transverse vibration of an axially 
moving beam are focused on. 

3   Numerical Methods 

In the following investigation, the differential quadrature method [11] is applied to 
calculate time responses of transverse vibration from equations (1) and (2) under 
fixed boundary conditions (4). 

Introduce N unequally spaced sampling points as 

( ) ( )

1 2 1

11
1 cos , 3,4, , 2

2 3

0, 0.0001, 1 0.0001, 1

i

N N

i
x i N

N

x x x x

π

−

− 
= − = − − 
= = = − =

…
 (5)

The quadrature rules for the derivatives of a function at the sampling points yield 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 4

1 1 1

, , , , , , , , , , ,
N N N

x i ij j xx i ij j xxxx i ij j
j j j

v x t A v x t v x t A v x t v x t A v x t
= = =

= = =    (6)

where the weighting coefficients are as follows 
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and the recurrence relationship 
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The weighting coefficients Ig (g=1,2,…,N) for integrals are solved from [11] 
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Substitution of Eq. (6) and Ig into Eqs. (1) and (2) and boundary condition (4) makes 
v(xi,t) solvable for a set of given parameters kf, γ, k1, initial conditions. In this way, 
equation (1) or (2) can be solved numerically. For an odd N, v(x(N+1)/2,t) is the 
beam center displacement. 

4   The Natural Frequencies of Nonlinear Models 

In all numerical examples here, the initial conditions are chosen as second 
eigenfunction of a stationary beam under the fixed boundary conditions, namely 

( ) [ ]{ } ( )1 1 1 1 1,0 cosh( ) cos( ) sin( ) sinh( ) , , ,0 0xv x D x x x x v xβ β ζ β β= − + − =  (11)

Where 

1 1
1

1 1

cosh cos

sinh sin

β βζ
β β

−
=

−
， 1 7.8532β =        (12)

and D represents the amplitude of vibration. The transverse displacement of the beam 
center for equations (1) and (2) will be numerically solved via the differential 
quadrature schemes under the boundary conditions (4) and the initial conditions (12).  

The Fourier transform has been widely used in circuit analysis and synthesis, from 
filter design to signal processing and image reconstruction. The principle of transform 
in engineering is to find a different representation of a signal under investigation. The 
discrete Fourier transform (DFT) is an approximation of the Fourier transform in a 
digital environment for computing the Fourier transform numerically on a computer. 
The FFT is an algorithm to speed up DFT computation. The maximum frequency in 
the FFT depends on the sampling interval, and the frequency resolution is determined 
by the record length of the signal. That is, N samples of a time signal recorded during 
a finite duration of T with a sampling period of Δt (N=T/Δt) can be transformed into 
N samples in the frequency domain. In the present investigation, the natural 
frequencies of the nonlinear transverse vibration of axially moving beams are 
calculated from the time signals of the transverse center displacement the of beam via 
the FFT, and N=4096, Δt=0.025. 

Consider a beam with modulus of elasticity E=2.1×1011 Pa and density ρ=7850 
kg/m3. Let the initial tension P0=7850 N, the axial speed γ=51.72 m/s, and the cross-
section of the beam being a rectangle with the width W=0.0135 m and the height 
H=0.0277 m. Then equation (3) yields γ=1.0, kf=0.8, k1=100. As k1 represents the 
effect of nonlinearity, it is called the nonlinear coefficient.  

Figs.1 and 2 respectively illustrate the effects of the nonlinear coefficient with 
kf=0.8 and the vibration amplitude D=0.0001 on the first two natural frequencies of 
Eq. (1) and Eq. (2) versus axial speed. In Figs.1 and 2, the dash-dot lines, the solid 
lines and the dots respectively stand for the natural frequencies to k1=2000, k1=100 
and k1=0. The nonlinear coefficient k1=0, means the natural frequencies are calculated 
from the linear elastic system. For the given k1, the natural frequencies decrease with 
the growth of axial speed. The comparisons also indicate that the nonlinear coefficient 
k1 has little effects on the natural frequency when vibration is rather small, especially 
for the small axial speed and the first natural frequency, even if the nonlinear 
coefficient rather large. 
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Fig. 1. The effects of the nonlinear coefficient on the natural frequencies versus axial speed: 
Eq. (1) 
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Fig. 2. The effects of the nonlinear coefficient on the natural frequencies versus axial speed: 
Eq. (2) 

5   Comparisons 

Based on numerically solutions of the (1) and (2), the differences between the two 
nonlinear models can be investigated via the first two natural frequencies of equations 
by the FFT. 

Fig.3 illustrates the natural frequencies versus axial speed with fixed the flexural 
stiffness kf=0.6, kf=0.8 and kf=1.0 respectively and the nonlinear coefficient k1=100, 
the vibration amplitude D=0.0001. Fig.3 shows that the natural frequencies of two 
models are overlapped with the changing axial speed γ and flexural stiffness kf for 
rather small vibration. The numerical results demonstrate that the flexural stiffness the 
axial speed has little effects on the different of the natural frequency of the two 
nonlinear models when the vibration is rather small. Figs.4 and 5 respectively 
illustrate the natural frequencies versus nonlinear coefficient and vibration amplitude 
with fixed the flexural stiffness kf=0.8 and the axial speed γ=1.0. In Fig.4, the 
vibration amplitude D=0.0001. In Fig.5, the nonlinear coefficient k1=100. The 
comparisons indicate that the natural frequencies of two models qualitatively predict 
the same tendencies with the changing nonlinear coefficient and vibration amplitude, 
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while quantitatively, there are certain differences for really big nonlinear coefficient 
and rather large vibration, the difference increase with the nonlinear coefficient and 
vibration amplitude, and the natural frequencies from equation (2) are smaller to those 
from equation (1). 
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Fig. 3. The natural frequency calculated from equations (1) and (2) versus axial speed 
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Fig. 5. The natural frequency calculated from equations (1) and (2) versus vibration amplitude 
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6   Conclusions 

Natural frequencies of nonlinear free oscillations of axially moving elastic beams are 
numerically investigated via the differential quadrature method and the fast Fourier 
transform. The transverse motion of an axially moving beam can be governed by a 
nonlinear partial-differential equation or a nonlinear integro-partial-differential 
equation. The time histories of transverse displacements of the centre of axially 
moving beams are respectively solved via the differential quadrature scheme for the 
two nonlinear models under the fixed boundary. The FFT is a computational tool for 
efficiently calculating the discrete Fourier transform of a series of data samples by 
means of digital computers. Time series of the discrete Fourier transform is defined as 
numerically solutions of two nonlinear governing equations. The standard fast Fourier 
transform is used to investigate the natural frequencies of nonlinear free transverse 
vibration of axially moving beams. The investigation leads to the following 
conclusions: (1) The nonlinear coefficient has little effects on the first two natural 
frequencies of nonlinear vibration of axially moving beams for rather small vibration, 
and the first two natural frequencies increase with the nonlinear coefficient for the 
large vibration. (2) The first two natural frequencies increase with the flexural 
stiffness and the vibration amplitude and decrease with the axially speed. (3) The two 
nonlinear models predict the same tendencies of the first two natural frequencies with 
the changing flexural stiffness, axially speed, nonlinear coefficient and vibration 
amplitude. (4) The nonlinear partial-differential equation leads to the bigger natural 
frequency for big nonlinear coefficient and rather large vibration and this difference 
increase with nonlinear coefficient. 
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Abstract. The convergence behaviors of the arbitrarily tight upper and lower 
bounds on the Bayes error are obtained. It implies that these bounds will 
become arbitrarily close to the Bayes error very quickly, as α increases. A 
much stronger result is derived.  
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1   Introduction 

This chapter studies the convergence behavior of the arbitrarily tight upper and lower 
bounds on the Bayes error proposed by Avi-Itzhak and Dizep [1]. We show that 
bounds converge to the Bayes error uniformly with a vary fast convergence rate. 

2   Mathematical Models 

Conisder the pattern recognition problem of two classes C1 and C2. Suppose for class 
Ci the prior probability is πi and the probability density function is fi(x). It is know in 
classifying C1 and C2,the bayes error, denoted by P(e), is 

( ) min( ,1 ) ( )
x

P e p p f x dx= −  (1)

Where p = Prob(C1|x), f(x) = π1 f1(x) + π2 f2(x). 
Due to the term min(p,1-p), theoretical evaluation of P(e) may become impossible. 

Thus it is interesting to find elementary functions bounding min(p,1-p), from which 
the corresponding bounds on P(e) will de derived. Avi-Itzhak and Diep[1] introduced 
the following upper and lower bounds for P(e): 

( ) ( ) ( ) ( ) ( )
x x
L p f x dx P e U p f x dxα α≤ ≤   (2)
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Where for any α > 0 and p∈[0, 1], 

(1 )

1 1
( ) ln min( ,1 )

p p

e
L p p p

e e

α

α α αα

−

− − −

 += ≤ − + 
 (3)

and 

1
( ) ( ) 1 2 ( ) min( ,1 )

2
U p L p L C p p pα α α

  = + − ≥ −    
 (4)

In(4), C(p) is any bounded function satisfying 

1

2

( ) min( ,1 )  for all [0,1]

( ) (1 )  for all [0,1]

1
(0) (1) 0,   

2

C p p p p

C p C p p

C C C


 ≥ − ∈


= − ∈
   = = = 

 

 (5)

Examples of function C(p) include the Bhattacharyya bound (1 )p p− ([5]), the 

equivocation bound 0.5[-plog2(p)-(1-p)log2(1-p)] ([4]), the Bayesian distance bound 
2p(1-p) ([2]), and the Gaussian-Sinusoidal bound 0.5sin(πp)exp[α(p-0.5)2] 
([3]).These bounds were introduced as the upper bound of min(p,1-p). 

Avi-Itzhak and Diep[1] claimed that ( ) ( )
x
L p f x dxα  and ( ) ( )

x
L p f x dxα  can be 

arbitrarily tight by showing lim ( )L pαα →∞
= min(p,1-p) and lim ( )U pαα→∞

= min(p,1-p). In 

this paper, we provide a much stronger result in support of their claim .We show the 
following inequalities hold for any α > 0. 

2 ln 2
0 ( ) ( ) ( )

x

M
P e L p f x dxα α

≤ − ≤  (6)

2 ln 2
0 ( ) ( ) ( )

x

M
U p f x dx P eα α

≤ − ≤  (7)

Where M = supp∈[0,1] C(p). 
Therefore as α->∞ both ( ) ( )

x
L p f x dxα  and ( ) ( )

x
L p f x dxα converge to P(e) 

uniformly with a convergence rate O(1/α). This fact implies that these bounds will 
become arbitrarily close to the Bayes error very quickly, as α increases. 

3   Proof of (6) and (7) 

By the definition of Lα(p) and Uα(p), we have 



536 X. Yingchang et al. 

/2

1
( ) ( ) 1 2 ( )

2

2 1
                       1 ln

2

2 2
                       ln

1

2
                       ln 2

U p L p L C P

e
M

e

M

e

M

α α α

α

α

α

α

α

α

−

−

−

  − = −     
  +≤ −  

  
 =  + 

≤

 (8)

Using the above estimate and fact that ( ) min( ,1 ) ( )L p p p U pα α≤ − ≤ ,one has 

2 ln 2
0 min( ,1 ) ( ) ( ) ( ) ( )

M
p p f x L p f x f xα α

≤ − − ≤  (9)

and 

2 ln 2
0 ( ) ( ) min( ,1 ) ( ) ( )

M
U p f x p p f x f xα α

≤ − − ≤  (10)

Integrating with respect to x yields 

2 ln 2
0 min( ,1 ) ( ) ( ) ( ) ( )

x x

M
p p f x dx L p f x dx f xα α

≤ − − ≤       (11)

and 

2 ln 2
0 ( ) ( ) min( ,1 ) ( ) ( )

x x

M
U p f x dx p p f x dx f xα α

≤ − − ≤      (12)

Now (6) and (7) follow the equation (1), (12) and (13) and fact that ( ) 1
x

f x dx = . 
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Abstract. In this paper, we studied performance evaluation of scheduling 
algorithms for MPEG-2 TS multiplexer in digital television systems using 
formal method. We presented a general framework for modeling and analyzing 
multiplexing architecture of MPEG-2 TS multiplexer using generalized 
stochastic petri net (GSPN), and then evaluated constant bit rate (CBR) 
algorithm, first come first serve (FCFS) algorithm, queue length threshold 
(QLT) algorithm, and longest queue first (LQF) algorithm by analyzing 
throughput, delay and fairness of them based on the proposed model. We 
evaluated the fairness of scheduling algorithms by introducing coefficient of 
variation (CV). Our results show that CBR algorithm is poor in all aspects of 
performance. Although FCFS algorithm has a smaller time delay of system, its 
fairness is not good. LQF algorithm has the nice fairness, but its time delay is 
great when total input rate is higher than output rate. QLT algorithm is 
comparatively well balanced in all respects. 

Keywords: TS multiplexer, scheduling algorithm, GSPN, VBR. 

1   Introduction 

In present digital television systems, the video and audio programs are encoded using 
the MPEG-2 standard. In order to improve the quality of programs, the video 
programs are compressed into variable bit rate (VBR) streams. However, if the VBR 
streams are transmitted in the services adopted the constant bit rate (CBR), either 
delay jitter or bandwidth wastage may occur. So each stream ought to be dynamically 
allocated demanded bandwidth to decrease delay jitter and bandwidth wastage when 
VBR streams are multiplexed to share the fixed channel bandwidth. To satisfy this 
requirement, it is imperative to study the available and effective scheduling algorithm 
in the multiplexer. Generalized stochastic petri net (GSPN), which is an extension of 
petri net, is a powerful formal tool for performance evaluation and scheduling 
problem. In this paper, we present a general framework for modeling and analyzing 
multiplexing architecture of MPEG-2 TS multiplexer using GSPN, and evaluate the 
usual scheduling algorithms in the TS multiplexer. We also give a GSPN model for 
                                                           
* This work is sponsored by 211 Project Fund (No.21103050104) and Beijing Cultural Innovation 

Fund (HG0842). 
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VBR source which is considered as a two-state markov modulated poisson process 
(MMPP) source. We evaluate the fairness of scheduling algorithms by introducing 
coefficient of variation (CV).  

The rest of this paper is organized as follows. The overview of the multiplexing 
architecture for MPEG-2 TS multiplexer and problem statement are explained in 
detail in Section II. The GSPN modeling and analysis for the scheduling algorithms 
are discussed in Section III. Some numerical results are given in Section IV. Finally, 
some conclusions are given in section V. 

2   Problem Overview 

The details of the MPEG-2 system layer can be found in the ISO/IEC 13818 
specification [1]. In this paper, we focus on the transport stream (TS) multiplexer. 
There are two phases of multiplexers, as shown in Fig.1. The first phase multiplexer 
carries on multiplexing several packetized elementary streams (PES) of a MPEG-2 
program or data into a single-program TS. Because the MPEG-2 encoder compresses 
a video program at a constant frame rate, e.g., 24 frames/sec for PAL, these frames 
have different size for each other. So the output coded streams have variable bit rate 
(VBR). The coded VBR streams then are multiplexed by the first phase multiplexer. 
Because the processing time is nearly constant for each input frame, the output TS of 
the first phase multiplexer is still VBR with a constant frame rate [2][3].The second 
phase multiplexer carries on multiplexing several single program TS and private data 
into a single TS with multiple MPEG-2 programs. Our study focuses on the second 
phase multiplexer. 

 

Fig. 1. Structure of two-phase multiplexer 

One of problems for the second phase multiplexer is how to find a method that can 
allocate sub-bandwidth dynamically for each input stream to meet the need of each 
input stream depending upon the total bandwidth [3]. This allocation should realize 
that all input streams share the total output bandwidth adaptively to prevent the 
deadline violation and to improve the utilization of the bandwidth. In order to solve 
the above problem, it is necessary to study a feasible and effective scheduling 
algorithm for the second phase multiplexer. Reference [2] analyzed a timestamp-
insensitive CBR scheduling algorithm, and presented a timestamp-sensitive 
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scheduling algorithm for MPEG-2 TS multiplexers, and improved the proposed 
algorithm by adding a scheme to prevent buffer underflow and overflow in 
multiplexers and set-top-boxes. In [3], the authors introduced a concept of scheduling 
matrix, and presented CBR scheduling algorithm and VBR scheduling algorithm 
based on the scheduling matrix.  

In fact, from the standpoint of implementation, especially hardware 
implementation, the multiplexing architecture of multiplexer is shown in fig.2. TS 
packets of each program are respectively transferred into input buffers which usually 
is FIFO queue. Every time the scheduler must select a single TS packet from among 
those packets of all the input queues, and transmit it to the output buffer which also 
are FIFO queue. At last the TS packets of output buffer are sent out. Obviously, this 
multiplexing architecture can be considered as a queuing model. For evaluating the 
scheduling algorithms, it is necessary to analyze the queuing model of TS multiplexer 
using queuing theory. GSPN, as a graphical and mathematical modeling tool, can 
effectively describe and analyze a variety of queuing models. The usual scheduling 
algorithms in the TS multiplexer include CBR algorithm, FCFS algorithm, QLT 
algorithm, and LQF algorithm. The timestamp-insensitive CBR algorithm and the 
VBR algorithm described respectively in reference [2][3] are essentially LQF 
algorithm. In this paper, we model multiplexing architecture of TS multiplexer by 
means of GSPN, and evaluate throughput, delay and fairness of these algorithms. 

 

Fig. 2. The multiplexing architecture of multiplexer 

3   Modeling 

Due to space limitations, we don’t introduce GSPN. The definition and details of the 
GSPN theory can be found in [4] and [5]. 

3.1   Model Description 

We assume that a TS multiplexer in which time is divided into discrete intervals of 
fixed length known as slots. The time required to transmit each TS packet 
corresponds to the length of a slot. 

The GSPN model of multiplexing architecture is shown in fig.3. A token in GSPN 
model denotes a TS packet. 
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Fig. 3. GSPN model of multiplexing architecture 

The transitions and places shown in Fig.3 are described below: 

i ∈[1,n] in the following description.  
tsi  is a timed transition, which is a VBR source of TS packets from program i. 
Ibufi  is a place, which is the input buffer of program i, it’s a FIFO queue. Its 

capacity is bI tokens when the enabling rule of tsi is M(Ibufi) <bI, where M(Ibufi) 
denotes the number of tokens in the place Ibufi. Similarly hereinafter. 

mi  is a immediate transition which models TS packet processing. When it fires, a 
TS packet of program i is transferred to place wi. The enabling priority of mi is equal 
each other. The various enabling rules of mi can reflect the various scheduling 
algorithms. 

wi  is a place which models processing status of TS packet. Its capacity is one 
token.  

ei  is a immediate transition which models TS packet processing. When it fires, a 
TS packet of program i is transferred to place Obuf.  

Obuf  is a place, which is the output buffer, it’s a FIFO queue. Its capacity is bO TS 
packets when the enabling rule of ei is M(Obuf) <bO. 

t  is a timed transition, which models TS packet transmission. When it fires, a TS 
packet is sent out. Its rate is associated with μ. 

slot  is a place, which includes one token in the initial state. This token represents a 
slot which is assigned by scheduler for transferring a TS packet. Its capacity is one 
token. 

 1 is −  2 is − iq

 

Fig. 4. The input traffic model for VBR source 

Because the input TS of the second phase multiplexer is VBR, we assume that the 
TS packets arrival process of each program is a two-state markov modulated poisson 
process (MMPP) [6]. Its GSPN model is shown in fig.4. 
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The transitions and places shown in fig.4 are described below: 

i ∈[1,n] in the following description. 
s1-i  is a timed transition. Its rate is associated with αi, which is Poisson arrival 

rate. 
s2-i  is a timed transition. Its rate is associated with βi, which is Poisson arrival 

rate. 
qi  is a place, the capacity of which is one tokens when the enabling rule of s1-i is 

M(ci) < 1. 

The place qi and transitions s1-i, s2-i, tsi in fig.4 model the two-state MMPP arrival 
process to the ith queue. When the place qi is not empty, transition s1-i will fire with 
rate αi, otherwise transition s2-i will fire with rate βi. Transition tsi has marking 
dependent firing rate. If the place qi is not empty, the firing rate of transition tsi is λ1-i, 
otherwise it is λ2-i. This model can be very easily extended to MMPPs with larger 
numbers of states. 

We study the performance of such a multiplexer under four different scheduling 
algorithms:  

Constant Bit Rate (CBR). Under this policy, a fixed number of slots are allocated to 
TS packets of each queue. The CBR algorithm described in fig.5 is a polling 
algorithm. The place ci (i∈[1,n]) is used for achieving firing of mi in the order from 
m1 to mn. Place cn includes one token in the initial state. 

2m

1ts 1m1Ibuf 1e

nwnts nm
nIbuf

Obuf

1w

t

ne

1c

nc slot

 

Fig. 5. GSPN model for CBR algorithm 

First Come First Serve (FCFS). According to this policy, TS packets are served in 
the order of arrival. For our model in Fig.3, the enabling rule of mi is M(Ibufi)≥1. If 
packets of several queues arrive in the same slot, they are transmitted in random 
order. 

Queue Length Threshold (QLT). Under this policy, whenever the number of TS 
packets in a queue is greater than or equal to threshold value, TH, packets in this 
queue are transmitted. QLT is usually used in the scheduling framework with the 
priority. The smaller threshold of a queue is, the higher priority of the queue is. For 
our model in Fig.3, owing to the equality of all the queues in the TS multiplexer, all 
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thresholds are assigned the same value. The enabling rule of mi is M(Ibufi)≥TH. If 
the number of TS packets in several queues is greater than or equal to TH in the same 
slot, their TS packets are transmitted in random order. 

Longest Queue First (LQF). Under this scheduling discipline, scheduler firstly 
selects the queue which contains the most TS packets. For our model in Fig.3, the 
enabling rule of mi is M(Ibufi) > M(Ibufj), where 1≤j≠i≤n. 

3.2   Performance Analysis 

Three steps with regard to analyzing performance of system with GSPN, are as 
follow:  

a. To create the GSPN model of the system.  
b. To obtain the embedded markov chain (EMC) which is isomorphic with GSPN 
model. 
c. To analyze the performance of system is based on the steady-state probability 
which is derived from EMC. 

This subsection describes how to analyze the performance of system after the 
steady-state probability is derived from EMC. 

For our model in fig.3 and fig.5, throughput of the whole system can be regarded 
as throughput of transition t, recorded as T, which is calculated as follow: 

( )T U t μ= ×  (1)

where U(t), which is utilization ratio of t, can be calculate as follow: 

( ) [ ]
M E

U t P M
∈

=   
(2)

where P[M] denotes the steady-state probability of a reachable marking, and E is a set 
of reachable markings which enable transition t to fire. 

Suppose P[Mj] denotes steady-state probability of marking Mj. P[M(x)=k] denotes 
probability of containing k tokens in any place x, which is calculated as follow: 

[ ( ) ] [ ]j
j

P M x k P M= =  
(3)

The average number of tokens that any place x contains, ux, is calculated as follow: 

[ ( ) ]x
k

u k P M x k= × =  
(4)

The average number of all the places, N, can be calculated as follow: 

x
x P

N u
∈

=  
(5)

where P is a set of all the places in our model. 
According to Little rule, average time delay of system, D, is calculated as follow: 

N
D

λ
=  (6)

where λ is average arrival rate. 
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The packet loss rate (PLR) of queue Ibufi, Li, can be calculated as follow: 

[ ( ) ]i i IL P M Ibuf b= ≥  (7)

We evaluate the fairness of a variety of scheduling algorithms by introducing 
coefficient of variation (CV). CVPLR denotes a normalized measure of dispersion of 
PLRs of all the queues under a scheduling algorithm, which is calculated as follow: 

PLR
PLRCV

L

σ=  (8)

where L is mean of Li (i∈[1,n]). σPLR, which is standard deviation of Li, can be 
calculated as follow: 

2

1

( )
n

i

PLR

L L

n
σ

−
=


 (9)

Generally, the smaller CVPLR of scheduling algorithm is, the better the fairness is. 

4   Numerical Results 

In this section we present numerical results obtained by solving the GSPN model 
presented in the previous section using Stochastic Petri Net Package (SPNP) [7].  

Suppose n=4, bI=6, bO=16, μ=20, TH under QLT algorithm is equal to 3. The 
parameters of MMPP source are shown in table 1. Table 2 shows various input rates 
of tsi from low to high. 

Table 1. Parameters of MMPP source 

Const α1 β1 α2 β2 α3 β3 α4 β4 

value 0.05 0.5 0.1 0.8 0.08 0.4 0.2 0.9 

Table 2. Various input rates of tsi 

Variable Value 
λ1-1 2.8 4 4.5 5 5.5 6 6.5 7 8.3 
λ2-1 3.5 3 3.5 4 4.5 5 5.5 6 7 
λ1-2 3.8 3 3.5 3.6 4.5 5 6 6.5 7.6 
λ2-2 2.5 3.2 3.6 3.9 4.8 5.2 5.7 6.1 6.7 
λ1-3 3.1 4.1 4.6 5.1 5.9 6 7.8 7.6 7.8 
λ2-3 2.9 2.9 3.7 4 4.6 5.1 6.8 7.2 8.2 
λ1-4 4.3 5 5.6 6.5 7.3 7.5 7.7 8 8.5 
λ2-4 3.2 4.2 4.7 5 5.2 5.6 6.4 7.3 7.1 
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Fig.6 shows the relationship between the throughput and total input rate under four 
different scheduling algorithms. The CBR algorithm has the lowest throughput among 
four scheduling algorithms, while other three algorithms have almost same 
throughput. Fig.7 shows the relationship between the average time delay and total 
input rate under four different algorithms. The CBR algorithm always has great time 
delay. The time delay under the LQF algorithm becomes larger than others when total 
input rate is higher than output rate. The FCFS algorithm has the smallest time delay. 
The time delay of QLT algorithm is situated between FCFS and LQF when total input 
rate is very high. Fig.8 shows the relationship between CVPLR and total input rate 
under four different algorithms. CBR and FCFS have greater value of CVPLR. LQF 
has the smallest value. CVPLR of QLT algorithm is situated between FCFS and LQF. 

 

Fig. 6. Relationship between throughput and total input rate 

 

Fig. 7. Relationship between time delay and 
total input rate 

Fig. 8. Relationship between CVPLR and 
total input rate 

5   Conclusion 

In this paper, we propose a GSPN model for multiplexing architecture to evaluate 
scheduling algorithms of MPEG-2 multiplexer in digital television systems. Using 
this model, we can conveniently analyze throughput, delay, and fairness of those 
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scheduling algorithms. Numerical results show that CBR algorithm is poor in all 
aspects of performance. Although FCFS algorithm has a smaller time delay of system, 
its fairness is not good. LQF algorithm has the nice fairness, but its time delay is great 
when total input rate is higher than output rate. Moreover, the complexity of LQF 
algorithm for implementation is higher due to sorting the number of TS packets in the 
queues. QLT algorithm is comparatively well balanced in all respects. 
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Abstract. Based on the fractional ordinary differential stability theory of 
dynamical systems and dynamic simulation of generalized predictor - corrector 
algorithm for numerical simulation, this paper fractional complex dynamic 
behavior of the system studied. First, theoretical analysis, this paper gives a 
typical homogeneous fractional order systems in the scope of the order of chaos 
should meet the necessary conditions; further, through the state bifurcation 
diagram, Poincare section, and the power spectrum analysis, we numerically 
Discussed the different orders homogeneous fractional order systems dynamic 
behavior typical results of the study design appropriate for the engineering and 
technical personnel chaotic circuit has a certain significance. 

Keywords: fractional order systems, Bifurcation, Poincare section, powers. 

1   Introduction 

Chaotic anti-control of continuous systems in recent decades has developed very 
quickly, in fact, the new chaotic attractor has been found and investigators continue to 
give the physical circuit, which greatly promoted the progress of chaos theory from a 
simple mathematical or physical theory of towards real practical application. In recent 
years, fractional calculus and its application are also being rapidly developed. For the 
study of fractional calculus stems from the fact: in reality many of the objects are 
fractal dimension, although most of the fractal dimension of the system is relatively 
low. Typical practical examples from the electrical, thermal studies researchers are 
given[1]. Fractional calculus is the mathematical tool of such proposal, allow 
researchers to describe the dynamic behavior of some objects become more accurate. 
For example, another typical fact is: the physical electronic components of the non-
ideal nature of property, some non-linear circuit applications of fractional order 
systems would be more accurate to describe the literature[2] in the discussion of 
fractional Chua circuit Characterize the problem of fractional states. 

In the past, the classical differential equation theory believed that autonomous 
system to produce the minimum-order chaotic project should not be less than 3 times, 
when the introduction of the concept of fractional derivative, the autonomous system to 
produce chaos head into a minimum order number can be less than 3, Even smaller[3]. 
Previous studies showed that: power system has the integral of fractional order 
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dynamical systems that are not characteristic, for example, fractional order Chua 
circuit in the order of 2.7 to the possible chaos, such an interesting phenomenon has 
attracted many Physics, mathematics, and engineering and technical personnel of 
interest. Currently, from the fractional order chaotic system control and anti-control 
theory in the ascendant, has become a frontier field of nonlinear science field[4]. 

In recent years, fractional circuit design and research attracted the attention of 
many researchers. Based on Fractional Ordinary Differential stability of dynamical 
systems theory and the generalized dynamic simulation of Adams-Bashforth-Moulton 
predictor - corrector simulation algorithm, this preliminary study of the fractional 
complex dynamic behavior of chaotic systems. Through theoretical analysis, this 
paper shows the typical homogeneous fractional order systems in the chaotic behavior 
of the order of the minimum necessary conditions; further, through the state 
bifurcation diagram, Poincare section, and the power spectrum analysis, this paper 
will also discuss the scope of the order of the typical range homogeneous fractional 
complexity of the system dynamics. This paper gives theoretical analysis and 
numerical results for the engineering design of the appropriate application of 
technology; the researchers’ chaotic circuit has a certain significance. 

2   Chaotic System and Its Corresponding Fractional Order 
System 

1963, E. N. Lorenz in three-dimensional autonomous system in the discovery of the 
first classical chaotic attractor. In 1999, Professor Chen Guanrong in three-dimensional 
autonomous system, found another chaotic attractor. Subsequently, Dr. Lv Jinhu, 
Professor Chen Guanrong and Zhang Suochun researchers found a new chaotic 
attractor: attractor. The dynamic equations of the chaotic system as follows [5,6]:  

( )
d y

a y x
d t
d y

xz c y
d t
d z

xy b z
d t

 = −

 = − +



= −
  

The system is connected to the famous Lorenz and Chen's attractor, when the 
system parameter values as a=30, c=22.2, b=2.9333, the system has a chaotic 
attractor, shown in Figure 1. System build a bridge between the Lorenz and Chen's 
chaotic attractor, this realized from a chaotic system to another is that not topological 
equivalent chaotic system, the transition. In fact, the three systems are the newly 
proposed parameters of Lorenz system, the typical family situation, family dynamics 
for the Lorenz system analysis and detail on the above three systems Dynamic 
Analysis and Control of research progress, the reader can read Chen Guan-Rong and 
Lvjin Hu monograph published[7,8]. 
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Fig. 1. Integer-order chaotic system of three-dimensional phase diagram 

The corresponding definition is as follows system fractional power system (2) 
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All are equal when the order of parameters, namely q1q2q3q, the termed 
homogeneous fractional chaotic system, otherwise known as non-homogeneous 
fractional chaotic system. In Figure 2 shows the order of the fractional order 
parameter chaotic system. In Figure 2 shows the parameters of the order of 0.95 space 
dynamics of the system phase diagram, the relevant system parameter values with the 
corresponding integer-order system (1) the same parameters 

 

Fig. 2. Fractional phase diagram of three-dimensional chaotic systems: q = 0.95 

3   Homogeneous Fractional Dynamics of Chaotic Systems 

For simplicity, this article discusses only homogeneous fractional order systems 
dynamics. For non-homogeneous fractional ynamics of chaotic systems can refer to 
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this method for dynamic analysis; the same time, all of the following discussion, 
homogeneous fractional order systems (2) the parameters are kept with the integer 
order system (1) consistent. Analysis; the same time, all of the following discussion, 
homogeneous fractional order systems (2) the parameters are kept with the integer 
order system (1) consistent. 

3.1   Fractional the Emergence of Chaotic Systems Necessary Conditions for 
Chaos 

First of all, this section will give the decision by the integer-order chaotic system 
constructed corresponding homogeneous fractional chaotic nonlinear system to 
maintain a necessary condition, here are a few need to use Lemma[9,10]. 

Lemma 1. For the fractional order system , (0 1),
qd X

AX qqdt
= < <  at arg( ( )

2

q
eig A

π
>  its 

equilibrium point is asymptotically stable. 

Lemma 2. For the fractional order systems ( ), (0 1, )
q

n

q

d x
f X q X R

dt
= < < ∈  of nonlinear 

equations to meet the record X f (X) = 0 for all the equilibrium point, then, 

*arg( ( ))
2X

qf
eig

X

π∂ >
∂  the equilibrium point X * is locally asymptotically stable within. 

Lemma 3. Assuming that the number of λ -2 for the nonlinear system ( )
dX

f X
dt

=  

corresponding to a linear saddle point of the premises Jacobian eigenvalue, the 

corresponding fractional order system: ( )
dX

f X
dt

=  still maintaining the necessary 

conditions for chaos: the eigenvalue λ in Lemma 2 identified within the region of 

instability is met: 1Im( ) Im( )2
tan( ) tan

2 Re( ) Re( )

q
q

λ λπ
λ π λ

−
>  > . 

For a three-dimensional nonlinear system, the equilibrium point at the saddle point, the 
equivalent linearization eigenvalues of the Jacobian matrix must have an eigenvalue in 
the stable region, and another in the unstable region; general, in the Systems, such as 
the saddle point in the linear Jacobian matrix corresponding to a characteristic value is 
unstable, while the remaining eigenvalues are stable, then the saddle point is called 
saddle point index -1; if the saddle point linear Jacobian matrix of a feature value is 
stable, while the remaining two eigenvalues is unstable, then the saddle point is called 
saddle point index of -2. For chaotic systems, the saddle point index -1 is considered to 
be a key factor in generating a continuous roll, and the production of multi-volume 
index of -2 is derived from the existence of saddle point [8-10]. 

For example, for three-dimensional continuous chaotic systems: 

( ), (0 1, )
dX n

f X q x R
dt

= < < ∈  Assuming that the system has only three equilibrium 

points,when it has an index of -1 saddle point, the two index -2 saddle point, the 
system will have a two-roll attractor. For fractional order systems, you can use the 
lemma 3 of the necessary conditions for chaos analysis the system to produce a 
minimum order of parameters q range. 
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Theorem 1. Homogeneous fractional order systems (2) the order of chaos phenomena 
range: q> 0.8426. In fact, when taking parameters a = 30, b = 2.9333, c = 22.2, the 
system of homogeneous fractional (2) has three equilibrium points: S + 
(8.0697,8.0697,22.2), S-(-8.0697, -8.0697,22.2), O (0,0,0), easy to find the system in 
unstable equilibrium point of S +, S-eigenvalue at λ, respectively: 

λ1 = -17.9535, λ2 = 3.6101 +14.3037 i, λ = 3.6101-14.3037i, 

3.2   Homogeneous Fractional Chaotic System Bifurcation Diagram, Poincare 
Section and Power Spectrum Analysis 

1) homogeneous fractional bifurcation diagram of chaotic systems 
To state x (t) the local maximum for the vertical axis, change the order of parameter q, 
in the following Figure 3 shows the necessary conditions for chaos generation included 
in the parameter ranges given in the [0.82,1.00] interval of the bifurcation Figure 

 

Fig. 3. Fractional order systems state x (t) of the Order of the bifurcation parameter 

 

Fig. 4. Fractional local bifurcation range of magnification in Figure 3 

Bifurcation diagram by observing that: when q1 = q2 = q3 = q, in the q values in 
[0.83,0.835] segment system dynamics is not very clear, and in the q values in 
[0.965,0.970 ] paragraph appeared in the range of a typical cycle window. Figure 4 
shows the fractional order systems state x (t) vs q bifurcation diagram (Figure 3) the 
local magnification range, from which you can see clear down bifurcation. In fact, two 
cycles can be observed from the window, the window in the middle of two cycles, 
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corresponding to the unstable equilibrium point by two homoclinic orbits to form the 
sense of chaos. Figure 4 shows the system corresponding to the typical cycle times 
from low to high power cycle to low cycle times typical attractor graph. 

2) homogeneous fractional chaotic systems Poincare  
Next, the first order of parameters given q = 0. 9 5 0, the too chaotic attractor in Figure 
5, the unstable equilibrium point S + Poincare sections of three typical 

 

Fig. 5. Parameters of the order of 0.95, the chaotic attractor state typical Poincare interface 

 

Fig. 6. Order parameter is 0.9675, the typical periodic state phase diagram and the Poincare 
sections 
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A) plane z0 = 22.2000: B) plane y0 = 8.0697: C) plane x0 = 8.0697 from Figure 6, 
we can see clearly leaves fold, indicating that the fractional order systems at this time 
showed typical chaotic state. Figure 7 shows the parameters obtained when the order of 
q=0.9675, over at the unstable equilibrium point S(system was a typical cycle of state) 
interface of the three typical Poincaré. Order values for other parameters can be used 
for similar studies, the limited space does not discuss in detail in this 

 
3) homogeneous fractional power spectrum of chaotic systems       
Despite the continuous broadband power spectrum only can be as a necessary 
condition to determine chaotic, it still would be a indicator weather the fractional order 
systems showing chaotic behavior. In Figure 7, shows the different order parameters of 
the system state components x (t) of the power spectrum. N for the periodic motion, the 
frequency power spectrum only in the state of the i/n (i is a positive integer) occurring 
at the peak, as shown in Figure left. For chaotic motion, the background noise power 
spectrum showed a broad peak of the continuous spectrum, which corresponds with the 
peak with the periodic motion. 

 

Fig. 7. The state x (t) the power spectral density map q = 0.9675 (left), q = 0.9500 (right- 

4   Conclusion 

Fractional often based on reliable power system stability of micro theory, this paper 
homogeneous fractional order systems in the chaos of the system the minimum 
necessary conditions for the range of the order of q> 0.8426. Through dynamic 
simulation, this paper studied the homogeneous fractional complex dynamic behavior 
of chaotic systems, including the characteristics of the state bifurcation diagram, 
Poincare section features, and power spectrum characteristics. In this paper, the 
theoretical analysis and numerical methods for the study similar fractional order 
systems with complex dynamic behavior of some guidance, and relevant results for 
researchers in the field of electronic engineering design of the appropriate application 
of chaotic circuit has some reference value. In the future, we will be through the 
Lyapunov exponent analysis and the theory of topological horseshoe for further 
discussion of the complexity of the system dynamics and its applications. 
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Abstract. Reconfigurable next-generation network router technology is an 
important part in the system of the net. This paper analyzes the shortcomings of 
existing network equipment control soft thing in support of reconfigurable part, 
and proposes software model based on virtualization reconfigurable router 
control. This model based on mature and stable multi-process operating system, 
provides the same operation environment and support system resources of the 
administration of quotas through the operating system kernel virtualization for 
reconfigurable router different members software, and cuts off the impact on 
performance from the different component software running on the same 
control software system, which improves the openness and safety of entire 
reconfigurable router control software system.  

Keywords: Plane model, Routing protocols, Virtualization. 

1   Introduction 

Internet as a worldwide maximum data network, which has been exposed to many 
inadaptability and the rigidity, currently, it shares an Internet2 reflection wave in the 
global scope. At the same time, being as the fastest developing speed in a wide-area 
infrastructure, Internet attracts the traditional telecom network and television network 
to become generally the next generation combination of three nets basic flat platform.  

Efforts to settle on the next generation network system exploration from three 
angles respectively depicts a next-generation network system technology outline: 
packet-switching as the foundation, support for multiple business amalgamation of 
integrated network architecture (such as 13NGN, 3Tnet, FP6); enhance network 
service abilities (such as the FAN, FLexNET, ACCA) flexibly from the network of 
programmability, expansibility and intelligent aspects; reflect the current problems of 
Internet and relearn idea and concept, establish a set of safe and controllable, flexible 
department and good business adaptability of new network structure. From the 
research of development on the next generation network, which can be seen with 
programmability, expansibility and intelligent characteristics of reconfigurable 
routing inverter system will gradually replacing the traditional high-performance core 
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routers, while the traditional closed since distribution of Internet control to separation 
independent, it is easy to expand new control management function direction. In the 
traditional framework of network technology, network equipment relies on expanding 
links transmission bandwidth, improves the node processing speed, increases the node 
processing capacity to meet growing demand through increasing the performance of 
complex control algorithm and the coordinated re-debate series such as technology, 
meeting the performance between ever-growing user business bearing demand. 
However, the traditional network equipment control in the plane of the tight coupling 
has its closeness and sketched characteristic, which causes network equipment 
controlling function into difficulties of prolongation and new network application and 
development of agreement deployment in slowing [1]. Obviously, the traditional 
network equipment system software from the embedded systems development cannot 
meet the reconfigurable routing device system requirements, so we must seek for 
breakthrough.  

2   Related Research 

2.1   Cluster Router Technology 

Single ark (single2box) router systems cannot have met interface link rate and port 
density enhancing unceasingly development request, it can be solved link rate and 
port density improving performance requirements through multiple arcing of 
interconnections cluster router systems. Equipment manufacturers in recent years has 
introduced a variety of high performance cluster router systems, the typical delegate 
includes routers, CRS routers and T640 system.  

The above the commercial cluster router systems are using isomorphism system 
and internal for special interconnection interface. This used cluster system of each 
isomorphism ark itself is a complete set of router systems, which improves 
performance through cluster interconnection, operating parallel. This isomorphism 
cluster is difficult to solve function reconfigurable and dynamic upgrade, while it can 
only achieve scale reconfigurable.  

With the current commercial systems in difference, some research results in cluster 
router aspect are not limited to the pursuit of performance improvements, but will be 
expanded functional flexibility as the main purpose, among them, the most typical 
delegate includes Pluris company's large-scale parallel router [2], NEC (USA) C&C 
laboratory CLARA (CLr2basedAcUstetive Router Architecture [3], state university of 
new Su2 ez[4] and Princeton university of VERA[5]. Pluris large-scale parallel 
routers, by a group of single trigger (processing node) through cable lubricator 
interconnecting constitute the cluster routing platform, by synchronizing multiplexing 
mixer several low-speed flows clumped into backbone network of high-speed flow. 
CLARA routing function uses a PC or traditional commercial router to complete, the 
router is fully compatible with the existing, Computing power can be extensible, by 
general PC constitute the processing engine cluster to complete. CLARA's goal is to 
provide with "Internet message do force forwarding thought" similar, based on the 
packet to calculation service. CLARA system structure particularly is suitable for 
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streaming media coding solution code etc treatment process, it can be more flexibility 
to support various thin clients, reduce on the client’s calculation and storage 
requirements.  

Suez is a high-speed packet forwarding, which holds branch allowing to safe and 
effective in the way of adding new functionality routing device of high-performance 
router architectures. Its goal is to develop scalable router systems, combining high-
performance turn hair and in the network increasing intelligent processing, and even 
gives attention to two or more things load calculation functions, the core function of 
router provides the powerful protection and isolation performance. VERA and Suez is 
similar, it researches IP layers message forwarding paths scalability, while in the 
lateral heavy layer should be with the extension of ask questions. Exhibition V ERA 
for router IP layer defines the upper application oriented to the router abstract 
interface and facing to lower hardware platform of hardware abstraction, and 
improves the router interface of software system expandability.  

Heterogeneous extensibility is system-level reconfigurable router's development 
goals, in the system; it realized the router granularity of flexible reconstruction, 
extension and increased performance ability and so on.  

2.2   Open Router Technology 

According to the router bearing function clustering division, the router is usually 
divided into forwarding plane and control plane, and the forwarding plane and further 
is divided into interconnection exchange, forward engine and link treatment 3 large 
parts. Because computer system adopts the standard open architecture, it can establish 
a complete user's system from different manufacturers purchase different parts, 
according to user's request of assembly customization. The openness of computer 
architecture broke a few manufacturers for system of monopoly in tremendously 
inspired each component technology development, but also the user won more cost-
effective products. The internet has already started this aspect of trying, with the 
passage of time this trend is becoming a kind of sustenance that people inspires 
network innovation. Based on this thought, academe have been put forward 
concerning open architecture, 1 kind is open control architecture, including: the 
transfer of IETF GSMP itch M l Swanage2 Ment Protocol, an IEEE P1520 reference 
model[6], MSF, BBS (Muti2Se rvice Switch) and an IETF xsl-forC2ES[7] (xsl-
forwarding and Control Element Sep a ration). This framework used open signaling 
(OpenSig) thoughts, as the communication network, control and forwarding is 
separated, each is independent. The second was component interfaces standardization, 
such as NPF framework BBS router reference model, this model in control and 
forwarding plane using xsl-forCES interface, in forwarding plane internal components 
between defines Csx-1, Csx-2, LA-1/2 etc interface. This framework tried to 
decompose into several independent components router, making the production router 
like computer as handy assembly, this is the component level reconfigurable router to 
show us the prospect. But it is hard to obtain breakthrough, one of the biggest 
resistance comes from the industry of self-protection, existing vested interest 
manufacturers are not willing to give up technology monopoly bring lucrative, so this 
technology needs multi-lateral strength coordinated development[8].  
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2.3   Programmable Router Technology 

In 1968, at the NATO software engineering conference, McIIicy put forward the 
concept of software reuse, in the 1990s, the object-oriented technology appeared and 
gradually become the mainstream of software development software reuse 
technology, which provides basic support so that the software reuse technology 
research become hot. Application software users and developers hope to such as 
electronics product components of consumer and manufacturers as plug and play all 
kinds of application software, this plug and play application software called 
components or software component, which produced the component technology. 
Especially, with the development of the Internet in recent ten years, based on 
component design techniques gradually become maturing. Component itself is an 
independent unit module so that it is easy to use in deployment of third parties 
integrated. In the network equipment, components and application of technology is 
still in a primary stage. Current main network equipment is not supporting third-party 
components of integration, this not only influence the network operation business cost 
and quality of service, but also limits the technological innovation. The earliest of 
active network (Active Network) is network domain in this aspect at the first attempt. 
Active network will be stored - the traditional network model forwarding change into 
storage - calculations - forwarding models, according to the program and data is 
carrying way is divided into two modes: independent bearing mode (also called the 
programmable exchange strategy, node into executable code and processing of a 
message work separately) and mixed bearing mode (also called for encapsulation 
strategy, code and data using the same message to carry). "Programmable exchange 
strategy" maintain the previous message format, its programmability dynamically 
download/loader to realize, these programs to arrive at the nodes and comply with 
rules and conditions of message handling. An active network node includes three 
levels within the NodeOS, node operating system EE (execution Environment) and 
running at different EE environment in the active application AA (Active 
Application). Here the EE can cut solutions of component of containers; AA is 
equivalent to functional components. Due to security reasons encapsulation strategy is 
not continue to develop, the programmable exchange strategy is in active network 
development gradually after a mainstream research direction --, programmable 
network. Programmable exchange strategy directly influenced the aforementioned 
GSM P, P1520 and NPF such as control model of production and development [9]. The 
above research is only in local verification system, and verifies the dynamic function 
restructuring router's thoughts. These modular components of computer software are 
far from component technology. As the network service type the sharp increase in 
network service, business demand more present differentiation, components 
reconfigurable programmable routers increasingly hoping to develop network services 
like software programming as agile and convenient.  

3   The Challenge of Reconfigurable Technology on Traditional 
Network Equipment Control Plane Software System 

The traditional network equipment control system based on embedded system 
software is usually in development, such as: Cisco IOS system has constructed a 
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simple OS, bearing complex IOS software; Huawei constructed Vx2 work s for 
infrastructure own routers OS, Alcate l to Vx-works for infrastructure own routers 
OS. These control system software has following features or shortcomings:  

1) based on traditional embedded system multithreaded programming model; 
2) majorities of them have no process and virtual memory, the concept of sharing 

all the real address space;  
3) for single kernel processor, facing the hypercore processor system support bad 

or does not support;  
4) each agreement between software modules are very high, usually by coupling 

directly access other protocol modules core data structure mode realizes data sharing 
together; 

5) the stockings software has a complex reactive function and weak ability in line 
liters level.  

Reconfigurable router to control system software, puts forward the new functional 
requirements are mainly embodied in the following several supportive aspects of 
abilities: 

(1) open interface ability through standard description language and tasseled a way 
to define the interface calls reconfigurable router control system software operating 
system call interface, forward plane access interface, routing heavy release interface, 
routing protocol information access interface and the user control command interface, 
etc; Through the open joint support, supporting third-party to control system software 
of various agreement module independent development.  

(2) dynamic deployment ability based on open interface implementation of various 
agreement module can be in reconfigurable router control plane the normal operation 
of the cases of dynamic add/remove, it doesn’t need to control plane restart or to the 
kernel image to compile links; 

(3) advanced programmable ability based on open interface technology of all kinds 
of routing protocol to abstract, establish unified agreement routing visit mold type and 
agreement interactive control model, size of senior support module abstract language 
programming ability and upper application on the network topology information and 
routing information query access;  

(4) shielding hardware platform of differentiated network equipment and hardware 
platform concrete realization way flat ward, in order to support system software flat 
platform of open interfaces and dynamic deployment, it must network equipment 
hardware platform which abstract modeling, it provides consistent underlying 
hardware access platform and operation environment for the upper level protocol 
module through independent hardware abstraction layer. 

(5) unified concentration of users to control the traditional network equipment 
control functions through the centralized and unified access control interface (such as: 
UI, SNMP, etc.) reveal to users. In order to guarantee the configuration management 
based on multiple independent component compatibility and the realization of 
reconfigurable router control plane must support unified concentrated control method, 
and try to interface with the original user control compatible. 
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4   Based on Kernel Virtualization Reconfigurable Router Control 
Plane Models 

Reconfigurable router in control system software support reconfigurable, first in 
choosing router an operating system kernel, we should use current main processes 
operating system to avoid embedded operating system between threads sharing the 
same physical address space caused by security and deployment of problems Secondly, 
we must limit router in the operating system operation of each functional component 
resource usage and authority restriction to avoid malicious component or achieve 
defect affect system usability. Finally, because all sorts of router manufacturer 
hardware platform realization ways differ in thousands ways, we must have a special 
hardware abstraction layer to a hardware function abstraction to establish unity of 
hardware platform abstraction description model and access interface for upper 
operating systems, forwarding module, routing protocol module of access.  

Based on the above analysis, this paper puts forward a method based on kernel 
virtual technology of reconfigurable router control plane models, as shown in figure 1 
show. The whole model consists of four levels constitute, respectively is: 
reconfigurable router hardware platform, the kernel operating system layer, routing 
and forwarding layer and application plugin layer .  

Reconfigurable router hardware platform includes reconfigurable router various 
underlying hardware equipments, such as: line card, high-speed packet switching 
network, master card, etc.  

(2) Kernel operating system layer consists of hardware abstraction layer and 
reconfigurable road by device OS kernel and kernel virtualization service platform for 
upper composed, various component function module provides resource management, 
scheduling and system reactive services, etc.  

Hardware abstraction layer to a hardware function abstraction, establish unity of 
hardware platform abstraction description model and access interface for upper 
operating systems, forwarding module, routing protocol module of access. Hardware 
abstraction layer shield the underlying hardware implementation details, is supporting 
third-party components of independent development and dynamic deployment of the 
key.  

Reconfigurable router OS kernel: based on current main processes operating 
system design, Solving the key problems needs to establish a suitable for router 
course, thread scheduling mechanism; To supply high-performance inter-process 
communication mechanism. Support efficient chunks of memory copy mechanism 
and sharing mechanism.  

Kernel virtualization service platform: operating system level virtualization 
separated user layer function from components mutual isolated and supported for each 
virtual machine inner component of resource access control strategy and system 
service access control.  

Disposal layer in corresponding forwarding treatment cots message look-up table 
and forwarding operations. Due to the high performance router packet forwarding 
mainly by the hardware, software forwarding to complete the performance 
requirements of is not high, the user space forwarding component will not become 
system performance bottleneck. At the same time, from the kernel virtualization 
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service platform ensure forwarding component and routing components between 
isolation, ensure individual component problems won't affect the entire system 
usability and stability . 

5   The Key Problems Need to be Solved 

The key problems based on the kernel virtualization reconfigurable router control flat 
surface model needed solving mainly includes:  

(1) The high-performance kernel virtualization reconfigurable router control plane 
in need of the deployment of the functional components number, each functional 
component needs independent virtualization of running environment support. 
Therefore, facing reconfigurable router's high-performance kernel virtualization must 
be able to support 1000 magnitude and independent virtualization operation 
environment that supports flexible access control strategy and resource quota strategy. 
High-performance kernel virtualization is very important to reconfigurable router 
control plane performance. 

(2) Reconfigurable router hardware abstraction model and access interface  
The router manufacturer realization of hardware platform have bigger difference, at 

the same time with the development of technology, in hardware platform 
implementing continuously introducing new hardware devices and new 
interconnection forwarding structure. How to establish unity of hardware platform 
abstraction description model oriented to the upper software, defined the hardware 
access interface for upper operating systems, forwarding module, routing protocol 
module of visits reconfigurable router control of graphic design key.  

(3) High-performance inter-process communication and memory sharing 
technology reconfigurable router component with independent operation space, 
component interaction between the controls must pass through the communication 
between processes or memory sharing technology to complete. Due to the existing 
high-end router support the routing table a huge number, the component of routing 
information sharing between the mass of inertest communication technology and the 
memory sharing technology existence big challenge.  

(4) Packet forwarding control model and open access interface technology Internet 
as the fastest developing speed In a wide-area infrastructure, is gradually becoming the 
next generation combination of three nets foundation platform. In reconfigurable 
routers can include how to define three kinds of network data forwarding demand 
characteristic newspaper wen forwarding control model, and the forwarding processing 
components general access interface, decided reconfigurable router technology can 
become future network technology bearing platform basic requirements.  

6   Summary and Prospect 

This paper analyzes the next generation network system of technological development 
outline, as for the next generation network system is an important part of 
reconfigurable router technology, it analyzes the reconfigurable router systems to 
control the plane of system software function requirements, and points out that the 
existing network equipment system software in support of reconfigurable deficiency.  
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Aiming at the router control system software in reconfigurable insufficiency of 
proposed based on virtualization reconfigurable router control software model, this 
model based on mature and stable multi-process operating system, different members 
software provides the same operation environment and support system resources of 
the administration of quotas through the operating system kernel virtualization for 
reconfigurable router, cuts off the impact on performance from the different 
component software running on the same control software system, improves the entire 
reconfigurable router control software system of openness and safety. Finally, it 
points out that the model to solve the key technical problem by analyzing the control 
reconfigurable router characteristics of plane models. 

Reconfigurable router control software model is shirt-sleeve tradition data 
transmission network architecture and the current research hotspots of cascade 
network architecture, routing and forwarding layer can support three net fusions of 
various business data transmission requirements, while application plugin layer of 
third-party supporting user development of network components, can deploy in 
reconfigurable router data transmission network layer above structure of virtual, 
service-oriented user layer fold network, providing various in existing network 
environment is difficult to deploy service. Reconfigurable router control software 
model research, service oriented around fusion principle, both the principle on 
keeping the traditional Internet open, simple, flexible advantages and don't change 
bottom network infrastructure, to solve the ever-increasing demand changes network 
provides a good solution.  
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Abstract. The paper firstly by using fractional order ordinary differential dynamic 
stability of system theory, through the judgment linearization after equilibrium of 
constant characteristics, aided by bifurcation diagram analysis is presented, the 
numerical methods such as recently proposed improved hyper chaos L u system 
corresponding fractional system to produce chaos phenomena in order of the 
parameter scope，Then further design for a class of the generalized linear 
synchronous observer. Through numerical simulation further confirmed the 
proposed observer design the effectiveness of the proposed scheme.  

Keywords: equation, synchronization, observer, chaos. 

1   Introduction 

Fractional calculus is known as integral exponent calculus expands; it refers to a 
differential and integral order of the score, or is any meaning times. In recent years, 
because of its fractional calculus in physics, circuit, engineering, signal processing the 
application fields has caused the researchers of extensive interest [1]. applied 
mathematics model of fractional calculus, is considered to be well improve the circuit 
on dynamic system design, the ability of intrinsically and control table. For example, 
most classic Chua 's circuit was proof can use fractional chaotic system better token, 
Because of this, for many classical chaotic circuit, such as the Lorenz, Lu, Chen chaos 
circuit, Rssle Rchaos and ō hyper chaos Rōssle Rsystem, etc, the researchers put 
forward corresponding fractional systems[1], and through the test or several value 
simulation found: when the system's order number for points, the system may still be 
in a certain order of the present chaos or within the scope of hyper chaos dynamic 
learning behavior of, and more things to reverse kingie should cut the essential 
characteristic of system dynamic performance.  

Drive-coupling chaotic synchronization framework, was the first in 1990 by 
beautiful kingdom sea army real inspection room Pecora and Carro first carry out the 
DLL rate, it is a kind of make two chaotic system through a single variable injection, 
thus realize their dynamic behavior occurrence pace: namely synchronous behavior 
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methods, and their first in circuit experiment phenomenon observed in chaos 
synchronization. The discovery let people for chaos system can not be used for the 
initial value sensitive, the impression to gradually change. Then nearly 20 years, 
chaos control and synchronization aspects of theory and applied research rapid 
development. At present, the researchers suggest a variety of synchronous concepts 
such as completely in sync, effectively completely in sync, Q-S synchronization, 
expectations, delay synchronization, projection synchronization etc, in fact, these 
phenomena can be regard as Rulkov etc in 1995 puts forward "promotion chaotic 
synchronization" type of, is "generalized synchronization" special case. So-called 
generalized step[2], refers to the response system state variable and drive system state 
variables of the function of synchronous, according to the different function 
relationships, natural meeting observed referred to above all kinds of interesting 
phenomenon.  

2   Fractional Order Differential and Its Numerical Algorithm 

Fractional order differential has several definitions, most commonly used is 
Rie2mann - Liouville (R - L), its mathematical expressions defined as follows:  

( ) 1 ( )
0 1( ) ( )

q nd f x d ft dq q q nn qdt dt t

τ τ
τ

=  − +Γ − −  
(1)

Type of gamma function for Γ, n -1≤ q <n, n as integer  
At present, the implementation of fractional calculus of computation methods of 

solving a variety of, commonly used methods are mainly geometric approximation 
method and estimate correction method, because geometric approximate potter figure 
approximation method in fitting frequency interval at both ends of the existing 
biggish error is easy to cause the frequency response distortion, so in discussion 
fractional order nonlinear systems such as chaos pseudo exist complex phenomena 
appears chaotic may, a growing number of engineering and technical personnel began 
to consider using more reliable numerical study method[3].journal of commonly used 
method is one of the generalized Adams - Bashforth - Moulton method. Next, to 
facilitate further analysis, this paper discussed briefly introduced the first will adopt 
such guesstimation correction methods  

Consider the following differential equations:  

( )
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Equivalence. 
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This paper will the by using this algorithm points out of new nearly mention 
chromatography a class hyperchaos system corresponding fractional chaotic system 
dynamics and synchronous control problem. 

3   Fractional Hyperchaos Lu System and Its Produce Chaos 
Phenomena in Order of the Scope 

Recently, by introducing a state feedback control equation of simple method, the 
literature is a new fourth-order hyperchaos system, and its corresponding the 
fractional order system dynamics equation is as follows:  

( )
qd x

a y x yz
qdt
qd v

xz by u
qdt

qd z
xy cz

qdt
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qdt


 = − −


 =− + +




= −


 −  

(4)

Among them q (0<q≤1) System order of the parameters, a, b, c, d are parameters. 
Especially when q equals 1, a equals 35, b equals 14, c equals 3, d equals 5, the 
system is integral exponent hyperchaos system.  

 

Fig. 1. Phase portrait of the hyper - chaotic system where q = 1 
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Fig. 2. Phase portrait of the hyper - chaotic system where q = 0. 95246 

In figure 1, we provide the integral exponent of chaotic system three-dimensional 
phase diagram. Figure 2 is given the q = 0. 95 when system 3d phase diagram.  

Fractional order nonlinear system to produce chaos phenomena in order of the 
range discussion: theory and numerical analysis.  

Firstly, this festival will be given decision by integral exponent chaos system 
structure made corresponding homogeneous fractional systems (means higher order 
parameter for constant vector situation) appears chaotic characteristic of a necessary 
condition, here needs to use the following several lemma[5].  

Lemma 1. when in the fractional order system ,(0 1, )
qd X nAX q X R

qdt
= < ≤ ∈  and 

arg( ( )
2

q
eig A

π> , the balance point is asymptotic stability . 

Lemma 2. when the fractional order 
1

( ), (0 1, , )
qd X n

f X q X R f Cqdt
< ≤ ∈ ∈ , 

Remember X * to meet equation f (X) = 0 all balance, Then, when the, its balance X * 
local are asymptotically stable . 

 

Fig. 3. Stab le and UN stab le region of the fractional l order system 
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Lemma 3. presumed lambda nonlinear system unstable equilibrium premises 
corresponding linearization of jacobian matrix eigenvalues, the corresponding the 
fractional order system: maintaining the necessary conditions for chaos: the 
eigenvalue lambda located in lemma 1 determined in unstable area, namely to meet:  

Conclusion 1. the homogeneous fractional systems (5) chaos phenomena of higher 
order should satisfy the conditions q > 0.  

In fact, homogeneous fractional hyperchaos LU system (5) is the only place the 
eigenvalues of the equilibrium O given. Instancing respectively is: lambda 1 = - 
35.1015, lambda 2 = 0.3629, lambda 3 = 13.7387, lambda 4 = - 3), using the above 
lemma 0000 calculation available: q > 0 May generate chaos phenomena, and 
obviously it only is only (5) produce chaos phenomena in a necessary condition. 

Further, below in figure 4, we provide the bifurcation parameter number is higher 
order parameter bifurcation diagram, from numerical results can be seen: only when q 
value is 0. 865 ~ 1 000, the system will appear more complex aspects of dynamic 
behaviors.  

 

Fig. 4. Bifurcation graph of the hyper - chaotic system: state x2 (t) v. s. order parameter q 

In the following discussion, we will only discuss (5) take chaotic higher order 
parameter (to be mixed Dun department number order points with steps of stockings) 
control system ask questions, of course, for the corresponding period, all kinds of 
circumstances theoretical analysis still stand.  

4   Fractional Hyperchaos Lu System Generalized 
Synchronization 

4.1   Generalized Synchronous Concept 

First review the generalized synchronization of chaotic system concept. Consider the 
following two different fractional systems  

( ), ( )

( , ) ( )

qd X
f X a

qdt
qd Y

g Y X b
qdt


 =




=


(6)
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type (6a) represent the system for drive system, type (6 b) represent the system is 
controlled response system. Type variables meet  

, , : , : , ( , , , ) ,1 2

21 2 1( , , , ) , ( , , , ), ( , , ).1 2

n m n n n m m TX R y R f R R g R R R X x x xn
q q q q q q q qd X d x d x d x d Y d y d y d yT n mY y y ym q q q q q q q qdt dt dt dt dt dt dt dt

∈ ∈ → × → =

= = =
 

If Y (t) orbit by driving signal X (t) only truly calm, namely response system state 
output Y (t) and driving system state X (t) meet some function relation, and in 
response system to attract domain, remaining to change in response to a system of 
initial Y (0), the system will tend with initial condition Y (0) unrelated solution, at 
this moment, we say Y (t) and X-ray (t) synchronization. When the two 
synchronization of chaotic signal, Y (t) and X-ray (t) may not equal, even their 
dimension can be different. This phenomenon is called two fractional system realizes 
the generalized synchronous (Gen-realized-Synchronization). Obviously, common-
sense P-C completely in sync is generalized synchronous (GS synchronous) 
exceptions [6].  

Note 1. the type (9) knowable, according to the matrix theory, for any reversibly 
matrix P, total can through proper selection constant matrix K,  

4.2   Linear Generalized Synchronous Observer Design 

According to common nonlinear system characteristic, generally, arose a drive system 
for concrete form below the equation:  

( )
qd X

AX BF X Cqdt
= + +

 
(7)

Based on the traditional observer theory, tectonic category response system is as 
follow:                                                                            (8) 

Type: A∈Rn Xn, B, C∈Rn Xn ∈Rn * 1, 0 < q acuities 1, P ∈ Rn Xn can be arbitrary 
full rank matrix, W m (X), w. s. (Y) respectively, and drive systems (7) and response 
system (8) state of output.  

Easy to get, when W m (X), w. s. (Y) full enough one set, established the thing 
below theorem:  

Theorem 1. (fractional order linear generalized synchronization of chaotic system 
theorem. 

When (A, B) can control, measurable, W m (X) = PX, w. s. (Y) = Y] and, response 
system (8) and drive system (7) state output satisfy following evolution shut fasten: 
i.e., drive and corresponding system realizes the generalized synchronization and 
evolve over time, and finally response system state Y (t) and driving state X (t) meet 
relationships: Y = PX, specifically, says full rank matrix P for determination of the 
generalized synchronous state variables linear relationship of concrete relation matrix.  

Proof. set e = Y - PX, according to the fractional order differential properties, by type 
(7), type (8)  



 The Design of Generalized Synchronous Observer Based on Fractional Order 569 

1
( ) ( ( ) ( )) ( ( ) )

1
( ) ( )

1
( )( )

1
( )

q q qd e d Y d X
Pq q qdt dt dt

PAP Y PBF X PC K W X W Y P AX BF X Cm s

PAP Y PX K PX Y

PAP K Y PX

PAP K e

= − =

− + + + − − + + =

− − + − =

− − − =

− −  

As: at the right of 
1( )

qd e
PAP K e e

qdt

−= − =∧  is: Λ = PA P - 1 - K .is real constant 

matrix. According to lemma 3 arg( )
2

qi πλ >∧ ， 

(i = 1, 2, ⋯, n， lim 0,
0

e
t

=
→

as： lim 0Y PX
t

− =
→+∞

.  

Note 2: The type (9) knowable, according to the matrix theory, for any reversibly 

matrix P, total can through proper selection constant matrix K, making arg( )
2

qi πλ >∧ . 

Then there will be e - 0 was founded, it means that two fractional chaotic system 
dynamics reached the proofs of generalized synchronous (GS.  

Note 3: derived from above theorem proving had process may be seen, when can 
inverse matrix P to timing, want to design a given generalized synchronization of 
chaotic system linear response system, only need to take Λ = PA P - K all eigenvalues 
lambda Λ, (I = 1, 2,.., n) is located in fractional chaotic system, i.e. stable region can be 
located in figure 1 stab le area. Therefore, could start at any chosen according to the 
relationship Λ, then K = PAP - 1 - Λ sure response system (8) the concrete expression.  

5   Conclusion 

By using fractional order ordinary differential dynamic stability of system theory, this 
paper firstly by judging linearization of equilibrium constant after, sex, aided by 
bifurcation diagram analysis is presented, the numerical methods such as newly 
mention a modified hyperchaos Lu system corresponding fractional system to 
produce mixed Dun phenomenon order of the parameter scope, Further, design a kind 
of generalized linear synchronous observer, the observer dynamic behavior can with 
the original department tasseled realize arbitrary linear relationship of generalized 
synchronization and classic completely in sync, inverse-phase synchronization and 
projection synchronization method proposed in this paper can be regarded as the 
exception. Fang results of this study are to secure communication research in the field 
of person with partial reference value, in future studies, we also will further research 
realize arbitrary differentiable relations of the generalized synchronous observer 
design scheme, whether by using single scalar signal realizes synchronization 
observer design can surely be the next phase needs to be further studied the important 
lesson topic.  
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Abstract. In this paper, the range of order for the Chen’s system behaving 
chaotic is investigated based on a necessary condition for the existence of 
double scroll attractor in fractional order dynamical systems firstly. Then, 
dynamics analysis of the fractional Chen’s system is carried out numerically via 
bifurcation analysis based on the modified predictor-corrector algorithm for 
fractional ODEs. Furthermore, we investigated the compound contracture of 
frictional order Chen’s attractor. It is found that, the constant controlling’s 
strength value, which leads to the compound contracture, is closely related to 
the period-doubling bifurcation point of controlled system. Generally speaking, 
the higher the order parameter is, the larger absolute value of the constant 
controller will be, at which point it will occurs doubling period bifurcation in 
the controlled Chen’s system. Our research has some hints for understanding 
the compound structure of the fractional order dynamical attractor similar with 
the Chen’s attractor.  

Keywords: fractional order Chen’s system, predictor-corrector algorithm, 
compound contracture, constant control. 

1   Introduction 

Chaotic system has a complicated conduct of dynamics. According to the theoretical 
analysis and numerical simulation, we have found that we can express more exactly 
the conduct of dynamics in the chaotic system with the factional differential 
equations, which has been a heated issue in the scientific research field of 
nonlinearity. And that has been widely applied in the field of science, program and 
digital communication. 

Since the chaotic system is sensible to initial value and unpredictable for a long 
time, chaotic control becomes a key problem to chaotic application. Moreover, there 
are many methods of chaotic control; and this essay based on the fractional order 
Chen system as a research object uses the method of adding constant controller on the 
right to the uncertain state weight of the system. Then, we discover that the fractional 
Chen system has a similar compound structure to the integral Chen system; 
Meanwhile, we discover that there is a close relationship between the constant 
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controller ´samplitude (which results in this compound structure) and the multiple 
circle bifurcation point of the controlled system. 

2   The Introduction of Fractional Order Differential Definition 
and Common Estimate - Correction Algorithms Profile 

In fractional calculus theory development process, the fractional order differential has 
the several definitions of [2], such as integral formulas, the fractional calculus 
definitions of Cauchy Grunwald - Letnikov (G - L), the fractional calculus definition 
of Riemann - Liouville (R - L) and Caputo’s definition, commonly used is Riemann - 
Liouville (R - L)s’, its mathematical expressions defined as follows:  

1

( ) ( )1
( )( ) ( )0

( )
q n

q n q n

td f t fq d
a t n qd t a dt t
D f t dτ

τ
τ− +Γ −− −

= =                    (1) 

In this formula, Γ  is the Gamma function, 1n q n− ≤ <
, n for an integer. 

At present, there are a variety of means to analyze the implementation of fractional 
calculus computing algorithm .The most common used algorithms is mainly potter 
figure approximate algorithm and estimate - correction algorithm [2]. The following 
simple introduced by using the estimated - correction algorithms, namely the 
generalized Adams - Bashforth - Moulton algorithm. Consider the following 
differential equations: 
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Formula (2) and formulas (3) are equivalent 
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Formula (3) can be discretized as following: formula (4) 
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The inaccuracy between formula (3) and formula (4) is:  
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3   The Degree Region Discussion of Chen’s System Behaving 
Chaotic 

First of all, let’s discuss the stability of fractional differential. Generally speaking, 
comparing with the stability region range of integral order differentiation, fractional-
order differential system is much larger. This point [3,4] can be found through 
comparing the stability region. Consider the following fractional order systems: 

)(xfxDq =  (0 1, )nq x R< ≤ ∈                         (5) 

Lemma1 [5]: let system (5)’s equilibrium be x*(that is the solution of 

formula ( ) 0f x = ), if,
f
XA ∂

∂= , all the Jacobian matrix of (5)’s eigenvalue satisfies 

following formula at equilibrium: 

2arg( ( )) qeig A π>                                    (6) 

Then kinetics of system (5) is stable. 
Fractional order Chen’s system can be described as: 

( )
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q
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q

q
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d z
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c a x xz cy
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 = −
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                              (7) 

Among them: 0 1q< ≤ for higher order parameter, , , ,a b c q for the system 

parameters. According to the lemma 1, we know that the necessary condition  
of fractional order differential system to produce chaos phenomena is in system  
(7) unstable equilibria place, the corresponding jacobian matrix eigenvalues 

f
XA ∂

∂= satisfy all conditions which the following type have:  

2arg( ( )) qeig A π<
 

From those, we can know that the scope of fractional Chen system to produce 

chaos phenomena is: 
*q q> (

* 0.82q ≈ 。) 
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4   Fractional Chen System Composite Structure 

4.1   Fractional Chen System Composite Structure  

To study whether the same fractional order Chen system and the integer-order chaotic 
system with the same composite structure, we use the similar ways in the document of 
[1] and [6]. In the fractional Chen system the right of the second equation 
(corresponding to relatively less steady state component) is added with a constant 
controller ( )u t m= . Control the intensity of the system when study the change of m 
the dynamic behavior in the system. At this point, the dynamic equation of the 
controlled system can be expressed as follows:  

( )

( )

q

q

q

q

q

q

d x
dt

d y

dt

d z
dt

a y x

c a x xz cy m

xy bz

 = −
 = − − + +


= −

                      (8) 

Taking the parameters a=35, b=3, c=28, when the use of predictor - corrector 
algorithm are taken, we can get the three-dimensional phase diagram of the system, 
are shown in Figure 1and Figure 2 respectively. 

 

Fig. 1. Fractional three-dimensional phase diagram of Chen chaotic systems: .q=1 

 

Fig. 2. Fractional Chen chaotic system phase diagram: q=0.90 
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In particular, when 1, 150 150q m= − ≤ ≤ , Figure 3 shows the second 

component of the system state to control a constant state of change in the bifurcation 
diagram. 

 

Fig. 3. The bifurcation diagram on the m in the fractional Chen system: q=1 

The Figure 3 reflects in the bifurcation diagram (8) the variation of the same law 
in the document of [1] and [6] .Namely, when 4 9m ≥ , the system is the limit 

cycle, the system is periodic; when 49m≤ <24 , the degradation becomes the left 

or right half of the attractor. When q=0.95, m=15, 24, 35 respectively, Figure 4,5,6 
are corresponded to three-dimensional phase diagram of the system. 

  

Fig. 4. Three-dimensional fractional Chen system, the phase diagram: q=0.95, m=15 

 

Fig. 5. Three-dimensional fractional Chen system, the phase diagram: q=0.95, m=24 



576 Z. Liu et al. 

 

Fig. 6. Three-dimensional fractional Chen system, the phase diagram: q=0.95, m=35 

4.2   The Relation between the Period-Doubling Bifurcation Point of Controlled 
Fractional Order Chen’s System and the Control Intensity 

The next, we are conducting a similar study on the relation between the period-
doubling bifurcation point of controlled fractional order Chen’s system and the 
control intensity. The figures 7, 8, 9 respectively show the order of the fractional 
order system’s correspondence bifurcation diagram as 0.85, 0.90, 0.95. 

Numerical results show that the fractional order Chen’s system represents the same 
characters with the compound constructure. Besides, figures10, 11 also give the 
partial bifurcation diagram of fractional order Chen’s system whose order is 0.95. 
From left side (or right), a line which passes through the period-doubling bifurcation 
toward the chaos (or period) can be seen clearly. 

By abundant numerical simulation study, we find that the constant controlling’s 
strength value, which leads to the compound constructure, is closely related to the 
period-doubling bifurcation point of controlled fractional order Chen’s system. 
Generally speaking, the higher the order parameter is, the larger absolute value of 
constant controller will be, at which point it will occurs doubling period bifurcation in 
the controlled Chen’s system. Our research has some hints for understanding the 
compound structure of the fractional order dynamical attractor similar with the Chen’s 
attractor. The intrinsic motivation in this character that occurs needs our further 
research and exploration. 

 

Fig. 7. Bifurcation diagram about “m” of the fractional order Chen’s system: q=0.85 
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Fig. 8. Bifurcation diagram about “m” of the fractional order Chen’s system: q=0.90 

 

Fig. 9. Bifurcation diagram about “m” of the fractional order Chen’s system: q=0.95 

 

Fig. 10. Partial magnified diagram about “m” of the fractional order Chen’s system: q=0.95 

 

Fig. 11. Partial magnified diagram about “m” of the fractional order Chen’s system: q=0.95 
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5   Conclusion 

This paper is the case study on the fractional order Chen’s system, which is based on 
the modified predictor-corrector algorithm for fractional ODEs, and finally defines 
the range of the order for Chen’s system behaving chaotic. Then, we investigate the 
compound constructure of fractional order Chen’s attractor and find some numerical 
regulations. The research method of this paper can be applied in other similar 
dynamics analysis. 
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Abstract. MPEG (Moving Pictures Experts Group) is an important digital 
audio compression algorithm. It is valued in the audio coding. This paper 
discusses the MP4 system based on S3C2410 development technology, has 
studied the MPEG-2 audio frequency code algorithm standard with emphasis, 
using S3C2410 (ARM9-core processor chip) designed a MP4 system. Finally 
has achieved the design requirements through the test. 

Keywords: S3C2410, MP4, MPEG-2, Audio encoding. 

1  Introduction  

MP4 audio coding system is the MPEG-2 standard coding algorithm. MPEG-2 audio 
coding can be provided in left and right and two surround channels, as well as a 
heavier bass channel, and up to seven audio channels. Since MPEG-2 treatment in the 
clever design, makes the most of the MPEG-2 decoder can also play MPEG-1 format 
data, such as MP3. MPEG-2 encoding bit stream is divided into six levels. To better 
represent the encoded data, MPEG-2 with a syntax provides a hierarchical structure. It 
is divided into six layers, from top to bottom are: image sequence layer, group of 
pictures (GOP), picture, macro block section, the macro block, block. Since the 80's, 
due to integrated circuit production techniques and digital signal processing theory, 
the continuous development, ARM chip has made rapid development, increasing the 
performance of the microprocessor, costs continue to decline, can be done to achieve 
a lower cost real-time processing of large amounts of data, its processing capacity has 
been greatly improved, so that the ARM chips used widely. Based on this, choose to 
S3C2410ARM9 high-performance chip for real-time audio encoding. 

2  MP4 Coding Principles and Technology  

MP4 encoding algorithm process can be divided into three parts: the time-frequency 
mapping, psychoacoustic model and quantitative and coding. Time-frequency 
mapping part of which includes sub-band filters and MDCT (modified discrete cosine 
transform), psychoacoustic model of the building to the 1024-point FFT computation, 
quantization coding, including bits and scale factor allocation and Huffman coding, as 
shown in Figure 1 instructions.  
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Fig. 1. MP4 encoding algorithm process 

PCM sample values into the first sub-band filter banks, the sub-band filter evenly 
divided into 32 sub-post-band signal, each sub-band contains 18 sample values, and 
then again for each sub-band MDCT transform, thus spaced by 576 samples in 
frequency domain values.  

The time-frequency transform obtained values of left and right channel frequency-
domain samples to be carried out according to the required mode channel mode 
processing, MP4 standard provides a 5-channel mode:  

(1) single-channel mode: only one channel model.  
(2) Dual channel mode: with two independent channels model.  
(3) Stereo Mode: two-channel and two channels with a certain correlation between 

the patterns.  
(4) Intensity stereo mode: It is in stereo mode, based on the scale factor band for 

some kind of value, only the sum of left and right channels and the coded sub-band 
energy to get higher compression rates.  

(5) And differential stereo mode: on the left and right channel frequency-domain 
samples and the difference between value and values are encoded in stereo mode.  

3  MP4 Coding System  

3.1  The Overall Design of the System  

The system is based on S3C2410 chip as the main part of the encoder, which is 
mainly collected by the audio module, compression module and the data 
communication module consists of three parts. As shown in Figure 2. 

First, the input analog audio signal amplification, and then the signal from the 
audio processor, A/D conversion, into PCM(pulse code modulation) format for digital 
audio signals. MP4 encoder encodes the input digital signal, compressing the data 
stream with the MP4 format, MCU receives the compressed stream, and after certain 
treatments, it is stored in the MP4 player's memory.  

MP4 encoder is the core of the whole system, it is a high performance ARM9 
S3C2410 chip components. S3C2410 is the core processor, its working frequency up 
to 240MHz, is used to complete real-time compression algorithm. Through multi-
channel buffered serial port to DMA directly receive digital audio data, and in the 
establishment of frame buffer RAM chip. Through the EMIF port, connects to the 
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Fig. 2. Real-time hardware encoder block diagram 

industry standard high-capacity, high-speed SDRAM memory devices to meet the 
storage requirements of audio data; programmed application stored in the chip 
FLASH Memory, the system power on, S3C2410 chip plus the application loader set 
to the on-chip high speed RAM in the system is realized off-line operation. Due to 
time and other influences, far as the system in this part provide an explanation.  

3.2  SDRAM Interface Design  

SDRAM by Micron's MT48LC2M32B2, the device is a high-speed synchronous 
dynamic level COMS RAM, storage capacity is 64Mbit. Working voltage is 3.3V, 
compatible with LVTTL level, to support read and write burst mode, the refresh 
period 64ms. The maximum clock up to 100MHz, 80MHz synchronous interface 
work in EMIF clock state. Column address can be changed within each clock time. 
Figure 3 shows the diagram of SDRAM interface with the processor.  

 
Fig. 3. SDRAM external memory interface diagram 
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3.3  MP4 Encoding Program Design 

Audio coding using C language program to realize the audio coding standard MPEG-2 
encoding. Program completed by the main program and subprograms various functions, 
procedures, structured writing, debugging and maintenance is very convenient. Program 
is structured as follows:  

(1) The main program .Main function is to call each subroutine, to complete the 
appropriate signal processing. In the main program, the program can accept a variety 
of encoding parameters, such as encoded MPEG audio bit rate, channel selection, 
mental model selection, stereo mode selection. Defined in the main signal processing 
in the intermediate variables generated by the buffer, according to the parameters set, 
the audio signal on the input alignment, respectively, and call the sub-band filtering 
subroutine psychoacoustic model, according to mental model output Pair with a cover 
letter than the value of filter output samples to quantify and coding.  

(2) Sub-band filtering. Each sub-band filtering subroutine 1152 audio input 
samples, which constitute an audio sample frame. 1152 audio samples, each 576 as a 
set of input, resulting in 586 sub-band sample output, and a total output of 2 groups. 
Each output sample of the corresponding sub-sub-band 32 sub-band filter with the 
output of the 18 samples of each sub-band.  

(3) Psychoacoustic model .Psychoacoustic model calculation of the 1152 audio 
sample cover letter of each sub-band ratio, calculated cover letter will be used for sub-
band than the quantification of sample trees.  

(4) Framing bit allocation and quantization .Bit allocation is based on psychoacoustic 
model letter of mask output ratio of the sample for each sub-band bit allocation. The 
bit allocation sub-band samples after the samples were quantified with a pair, the last 
formatted encoded bit stream.  

4  System Test Results Analysis 

Through comprehensive system testing, results showed that the code rate of 128Kbps 
CD or Walkman in the recorded music program, with the MP4 player, playback, get 
very good sound effects. Found no identifiable noise, at the end sound full, rich 
treble, MP4 player, fully meet the quality requirements of the music. 16Kbps bit rate 
by recording the site language is clear, the introduction of the noise is very small, 
since more than a 32Kbps audio playback quality of ADPCM coded voice playback 
quality, and store more energy than double the ADPCM encoding format. Also, 
because the system's hardware configuration is reasonable, software programming 
tight, so the stability of the system is relatively high, the product is very small 
probability of crashes. In addition, to using a variety of measures to reduce system 
power consumption, making a battery 7 to 8 hours of continuous recording, reaching 
the advanced level of similar products, enhanced product market competition. 
However, due to a number of factors, problems, and to meeting the broader needs of 
the public.  
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5  Conclusion  

In this paper, MPEG-2 audio coding algorithm based on analysis and research, using 
S3C2410 MP4 encoding algorithm implemented hardware and software design. 
Through comprehensive testing system, the results show that the system stability, low 
power consumption, reaching the advanced level of similar products. 
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Abstract. This paper describes the working principle of photoelectric timing 
circuits, and puts forward the photoelectric timing circuit design and realization 
method and explains the photoelectric timing circuits which applies to physical 
pendulum in details, and discusses simple the circuit application error causes, 
finally proposes the expansion of the photoelectric timing circuits in applications.  

Keywords: Photoelectric timing, Clock, Single pendulum experiment, 
Measurement error. 

1  Introduction 

Photoelectric timing circuits also called Electro-optical gate, which makes use of the 
variation of mechanical motion position in optical path shaping and reflection, and it 
does not exposes to detect effectively object displacement and time so that it can 
measure objects movement speed quickly, which is widely used in industrial 
automation production control, transportation, and measurement fields. According to 
the different fields of application, photoelectric timing circuits can be classified a 
simple circuit, which bases on single-chip devices in the measurement circuit and 
digital circuit primarily[1]. SCM in photoelectric gate can not only achieve time direct 
measurements but also realize other physical parameters calculation and control 
through the software. Electro-optical gate physical experiment in the application is 
mainly to the time measurement instead of previous artificially stopwatch, making the 
experiment data measure results not only is fast but also precise and reliable. 
Experiments of timing circuits in physics uses simple digital systems in general.  

2  Circuit Design of Principle  

2.1  Circuit Design Basis  

Physical exercise of measurement in Physical experiment mainly researches model as 
the object, due to the object of small size, it determines the measurement system using 
optical path distance in the selection of short in general, such as rigid-body dynamics 
inertia experiments of photoelectric sensor. According to the measuring objects of the 
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different nature, light path generates available laser, visible and infrared, accept parts 
choose photoconductive resistance and photoelectric diode. According to the 
particularity of movement, it can choose the penetration and reflected light way[1].  

In order to improve the measurement precision, counts circuit output by many data 
show that counts circuit of the clock decides circuit of measurement errors in 
important factors, it can use multiple resonance swings circuit in less demanding 
experiments, while in high accuracy requirements of experiment needs crystal 
oscillator circuit, through separate frequency get counts circuit external clock and 
timing circuits output data bits, the more clock, the higher the frequency, the circuit 
reliability requirement higher[2].  

In this paper, the measurement circuit to eliminate physics experiments in other 
objects of the strength of the influence of light using infrared sensor, the clock 
frequency for 100 Hertz, measurement accuracy for milliseconds orders of magnitude.  

2.2  Circuit Design Principle  

The photoelectric timing circuit mainly includes sensor circuit, clocking produce 
circuit, count and display circuit, control circuit and power circuit five sections.  

1) Counter and display circuit  
Using CMOS device 4543 and small amounts 4553 and separation devices to 

realize three decimal count and data output, in Figure 1, 4553 is three decimal add 
counter, 4543 is digital decoding drive. CP stands for clock input, CR stands for reset 
control. Digital tube uses common cathode type. 

 

Fig. 1. Photoelectric timing circuit 

2) Clock generator  
As shown in Figure 2.This circuit adopts 455KHz crystal oscillator circuit, after 

45.5 times, it finally obtains separate frequency 100Hz cycle for 10ms signal. The 
decimal add 4518 counter realizes Separate frequency circuit. 

 

Fig. 2. Clock generating circuit 
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3) Sensor circuit  
Sensor uses LM324 operational amplifier circuit and amplification of the signal 

driven R-S flip-flop to realize the counts circuit of the gate control, show in Figure 3.  

 

Fig. 3. Sensor circuit 

3  Circuit Assembly and Debugging  

3.1  Each Unit Circuit Experiment  

According to above each unit circuit principle, at first, it needs the connection and 
testing in digital electronic experiment box, after achieving the desired effect, each 
unit circuit can be combined into a complete circuit system to have a overall test. 
Circuit also can use the software schools Bench computer-aided simulation to test the 
feasibility of the circuit.  

3.2  Circuit Design  

To achieve this software available PROTEL digital system of the circuit principle 
diagram editing and circuit design. It improves working efficiency 
with computer aided design. 

Protel software consists of the circuit principle chart and design program, the 
simulation program, devices editing program, network output programs, device list 
output programs and printed output programs etc[3]. Portel software design main 
steps are: circuit boards of the device layout, device pad attachment namely wiring, 
circuit device calibration, devices tagging, print, etc[4].  

(1) Circuit device layout. Device layout can use the principle diagram generation 
network file to have an automatic layout. Automatic layout demand principle diagram 
of each component have encapsulation shape, it also requires to draw circuit board 
appearance size at first and then it can place components automatically. Device layout 
also can operate in manual way, this operation will draw good circuit board 
appearance size firstly, and then operate manual layout. Components design layout is 
the most critical work, whether the device boards placed reasonable or not directly 
affects circuit electrical properties and electric equipment manufacture craft. In 
components should be paid attention to the operating process layout of the following 
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points: device layout wants to device for reference, the device packaging appearance 
between has certain interval to avoid dimension is too narrow to carry on the circuit 
assembly; Device layout for PCB fixing hole should be as far as possible and leave a 
certain size Device layout whether arrange them or mix row, it must cater to the 
circuit of the electrical characteristics.  

(2) Device pad attachment. PCB pad attachment includes automatic and manual 
operation. Automatic wiring, first sets up some wiring parameters in automatic wiring, 
such as the line width, irrelevant spacing, line and pad spacing, then makes use of 
recycle principle diagram generation network file for automatic wiring. Because 
automatic wiring line width size is so single that it doesn’t fit most of the audio 
circuits, and automatic wiring rate cannot achieve 100%, the computer automatically 
wiring is not ideal instead of manually wiring. Although manual wiring is a bit slow, 
the connecting mode, the randomness and wiring type of arbitrariness, making the 
wiring results become beautiful, meanwhile meet the electrical characteristics of 
circuit. In addition, in circuit design, the power cord and ground should have enough 
line width, small power unit and high-power unit as far away as possible, and each 
self-supply wires need filter pieces. High power devices use few thicker lines, circuit 
boards attachment and device pad as the largest area occupies board.  

(3) Circuit board draft diagram output. Finally using laser printer output. 
According to different production circuit board crafts, output mediums are in 
difference, such as using a little  stamping process to make electricity board and print 
medium for sublimation dedicated transfer paper.  

3.3  Circuit Board Production  

There are several ways of making circuit board, transfer for circuit board is a method 
of making circuit board in recent years. Making fine craftsmanship is its 
characteristic, whose line have a spacing and less than 0.2 mm, smooth without 
jagged and can be used for double-sided making[5]. Its production process includes: 
Firstly, putting the made PCB board in hot conversion on paper prints with the ratio 
of using laser printers. Secondly, making use of fine sand paper to clean copper board 
and flat round, and then cover the printed thermal transfer paper into the copper 
board, and send it into photos color-printed machine(temperature transferred to 
180.5℃~200℃) and press for several times to make melt pressure toner completely 
absorption in apply copper. After cooling of the copper board, peel of heat-transfer 
paper and take it into hydrogen peroxide + hydrochloric acid + water (1:2:3) mixture, 
it can be formed after work fine corrosion of printed circuit boards. The corrosion 
process is so quick that it is easily to see the circuit board corrosion degree in mordant 
transparent corrosive liquid. 

4  The Application of Photoelectric Counting Circuit in the 
Measurement of the Gravity Acceleration   

4.1  Measuring Principle  

Pendulum also known as the mathematical pendulum, it is a fixed point with no 
elongated massless line. There is a ball whose mass is m hanging in the end of the 
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line, and the ball can be considered as particles. To pull away from the equilibrium 
position of the ball after the free hand, the small ball will do reciprocating movement 
in the vertical plane. During the experiment, it can not only measure small-ball in the 
bottom two consecutive time intervals with a photoelectric timing circuits but also can 
measure the total time of 30 times. 

It can be proved that when the swing angle is small (less than 5°), pendulum 
motion can be approximated as simple harmonic motion, its period is 

gLT π2=                                    (1) 

If can measure the pendulum swing long L and the corresponding period T, criterion  

2

24

T

L
g

π=
                                      

(2) 

Of course, the ideal pendulum does not exist actually, because suspension wire has a 
quality. Strict speaking, small ball is not a particle, so it is necessary to amend the 
coping style. Place long application pensile point and centre distance between replace 
namely, including line length, r pendulum radius. If fixed place long L and the 
corresponding vibration period T can be measured, it can use the type to make out the g.  

In order to improve the measurement precision, L0 value should be selected larger. 
When measures the cycle, it needs to measure the swinging 30 or 50 cycles of time t, 
then find out a swing time used, namely cycle:  

30

t
T =                                        (3) 

4.2  Error Analysis of Measured g in Pendulum System 

This experiment based on the formed theoretical formula (2) is in some conditions: 1) 
Pendulum ball’s the diameter d should be less than that of suspension line length L. 2) 
Suspended line quality u should be far less than quality m. 3) Swinging angle should 
be small. 4) Ignorance of air of buoyancy and resistance effects. These four influences 
caused the errors  are system errors, they are from theoretical formulas required 
conditions in the experiment failed to well meet, so belong to the theory method error.  
It should be amended for precise measurements of each of the results Correction 
formula for (derivation is abbreviated) 
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r is the ball radius, ρ is the density of air, 0ρ is the density of balls  
Besides, the usage of stopped clock, meter scale and ro-distance measuring device 

will certainly bring instrument error. Finally, the position of mad self-alignment pivot 
and determine the well, timing method without correctness will lead to system 
error[5]. This error is due to the poor measurement by the observer, it should be 
avoided as much as possible. Experimental procedure is as follows: 

1) fixing the single pendulum device well. 
2) using spiral micro-distance measuring device to measure ball diameter d for 

three times and make out the average. 
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3) determining the suspended o 'clock position and measuring L0 of cycloid long 
for three times and getting the average  

4) measuring 30 times time t with timer swinging and swinging Angle should less 
than 5°. 

5) calculating L and T values, and the formula (2) numerical calculation g. Note: in 
order to prevent several wrong n value, it should count "zero" at beginning. 

After each a cycle, 1, 2, 3,...,  n. When placed over balance position into table 
clock can reduce the error, in addition to select the right movement point of reference.  

5  Conclusion 

The application of photoelectric timing circuits physics experiment, according to the 
different measuring objects, it can use different sensors platform. In single pendulum 
measurement experiment, sensor platform requires the certain precision. Sensor 
platform needs an accurate adjustment before experiment so that it can make the 
whereabouts of the ball in athletic process just blocked with infrared light path. 
Sensor position should be placed under a certain distance from the liquid surface to 
make the ball movement to the sensor become a speed of uniform motion.  

The accuracy of circuit clock is a major reason on a circuit's electrical 
measurement error. Sensor signal processing circuits of the output pulse width also 
have a certain effect on circuit measurement error, but the photoelectric timing 
circuits for physical macro the movement of objects measurement, due to the lesser 
speed, it can ignore such factor.  

The application of photoelectric timer circuits are introduced in single pendulum 
measurement, if the experiments requires multi-group data, the circuit needs to design 
data storage circuit, such as rigid-body dynamics inertia measurement, of course, the 
circuit will become complicated. Besides, it is also widely used in other measurements. 
For example, in viscosity coefficient measured experimental application, the 
application in velocity measurement, the application in object bounding experiment, 
application in highway speed measuring.  
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Abstract. The paper analyses the voice of storage technology development and 
application of scientific and introduces the LM386, 6264 0804, 0832 etc, 
several important integrated circuit of the functions and application methods. 
The point presents based on LM386 voice storage and playback system design 
processes and methods, designing the voice of storage system and realizing the 
circuit voice storage and playback function, it meets the design requirements 
after test.  

Keywords: Voice storage, Replay, Sampling frequency, A/D, D/A. 

1  Introduction  

There is a voice since the human beings have existed. A voice makes our life more 
colorful. With the development of science, voice storage technology has a step-by-
step improvement. Modern people make the sound digitalized through integrated 
circuit, and make the voice more accurate, clear and the existence lasts for a long 
time. Nowadays, voice storage technology has been already applied in a wide field, 
such as medicine, education, research, spaceflight technology, which drives the 
development of our era[1].  

If you want the sound to digital storage, the first step is to digitize the sounds, 
digital is actually sampled and quantified. In an ideal state, the period of time the 
maximum number of selected sampling points, and the status of sampling points used 
to describe the infinite small, then the waves can be almost perfect recording and 
playback. However, due to equipment limitations and the digital storage capacity 
limit, we can only take a certain period of time a certain number of sampling points, 
and the state of the sampling points can only use a limited number of states to 
represent. According to theory, the sampling frequency of not less than twice the 
highest frequency sound signals, so the expression will be able to digitally restore the 
original sound of the voice, so, with 8kHz sampling frequency of the sound collected 
on it. The sample size is the number of bits for each voice sample bit /s (bps) said, it 
reflects the sound wave amplitude measurement accuracy[2]. In the past, 8-bit 
sampling precision in describing the sound will face the problem of insufficient 
accuracy. Now, 16bit/44kHz audio indicators are also widely used, we often heard the 
CD is the same precision. 24bit/192kHz basic specifications have reached the limits 
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of human hearing. However, the accuracy of Digital can continue to improve, it was 
discovered that the computer is always with digital sound taste, and there is always 
the voice of the real distance, increasing the precision of digital sound, while other 
people are doing the exploration. 

2  Sound Storage Circuit 

2.1  Physical Characteristics of Sound Signals 

In essence, the sound is a continuous wave, known as sound waves. There are two 
basic parameters of sound: a sound range, the magnitude of the sound level, also 
known as the volume; the other is the sound frequency, that is, the vibration frequency 
of sound waves per second, as a unit with HZ or KHZ said. High frequency sounds, 
sounds sharp, low frequency sounds, low sounds. The sound signals stored in the 
computer should go into the need to continuously variable waveform signal (called 
analog signal) into a digital signal, because the computer can store only digital signals. 
The analog signals into digital signals (DAC) are generally the sound signals sampling 
and conversion two steps to complete. The so-called analog signal sample collects 
sound samples, and then converts to digital signals. Sampling capabilities of the 
computer the size of the sound are also used to measure two parameters: the sampling 
frequency and sound samples of digits. As we all know, the sound has three basic 
characteristics: tone, pitch, timbre. The three characteristics determine the voice of 
each of us difference[3]. The sound field in the human ear range, the sound of the 
subjective experience of hearing the main psychological loudness, pitch, timbre and 
other characteristics and masking effect, high-frequency and orientation characteristics. 
Including loudness, pitch, timbre can be used to describe a subjective amplitude, 
frequency and phase three physical parameters of any complex sound, it is also known 
as the voice of the "three elements"; loudness, also known as the sound intensity or 
volume, it represents the strength of sound energy level, depending on the size of the 
sound wave amplitude. The strength of normal human hearing range is 0dB-140dB (It 
was also considered to be-5dB-130dB). As known as tone pitch, tones of voice that the 
ear level of subjective feelings. Objective voice pitch depends mainly on the level of 
wavelet frequency, high frequency tone is high, and vice versa is low, in Hertz (Hz) 
said. The feeling of the human ear as a frequency from the lowest to the highest 
audible frequency of 20Hz 20kHz audible frequency range. 

2.2  Sound Signals Stored Procedure 

The circuit system consists of amplifiers, memory, counters and other devices 
composition. First, the sound through the audio circuit sensor acquisition, processing 
through the release device, and then through the ADC A/D conversion, and then after 
memory storage, and then through a digital to analog converter D/A conversion, and 
then after Amplification of a power amplifier, at last, to restore the sound emitted by 
the speaker[4].  
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The voice storage system includes three subsystems, they are sound processing, 
signal storage, audio playback, the three subsystems, in which the three subsystems, 
the most important is the second processing, following the process I will explain in 
details: 

1) Signal Processing 
This subsystem consists of the microphone, amplifier, filter, AD converter. 

Sound sampling the analog signal into the amplifier through the pickup, in which 
we use the integrated circuit LM386, LM386 is a very flexible use of the device, 
which can be accessed 7 pin decoupling capacitor, 1, and can be accessed by an 8-
pin 10uF capacitor and a (1K ~ 20K) resistor to control the magnification. LM386 
also has a wide frequency response, low power consumption using voltage range, 
circuit external components, when used without additional heat sink characteristics, 
which is one of the reasons the use of this manifold[4].  Because of its coexistence 
with the amplification and filtering functions, so we do not find filters, and  
save the component. The LM386 in this circuit connection process shown in 
Figure 1. 

 

Fig. 1. LM386 circuit diagram 

This process is mainly used in the LM386 to amplify the sound signal waveform, 
and filter out noise, the more smooth the waveform, and then wave to the ADC in the 
ADC. This ADC uses integrated chip ADC0804, ADC0804 is a CMOS integrated 
process with relatively mold made of the number of successive conversion chips, a 
resolution of 8 bits, conversion time 100uS, so the sampling frequency up to 10kHz, 
input voltage range of 0~5V, the chip 9 pins for the reference voltage power supply 
terminal, its input voltage range is about one-half, such as input voltage range is 0.5~ 
3.5V, 1.5V increase in 9-port voltage. When the input voltage is 0~5V, then the 9-port 
without adding any voltage, derived from the internal VCC supply voltage. Finally, 
by ADC386 analog signals into digital signals, then this signal sent the memory, the 
storage subsystem to deal with. The process of ADC circuit connection, as shown in 
figure 2. 
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Fig. 2. ADC0804 circuit connection diagram 

ADC0804 pin functions are as follows:11~18, the amount of 8-bit digital output, 
DB7 is high, DB0 is low, the tri-state latch output, the data output bus structure can be 
used; 20 for the supply side, then 5V voltage; 6 and 7 as analog voltage inputs, a 
differential amplifier circuit, it can maximize the common mode noise suppression, and 
can compensate for zero common-mode input voltage, if the input voltage is positive, 
the input from the 6th, 7 ground; if Input voltage is negative, the input from the 7, 6, 
grounding; 19 end of the internal clock pulse when the device itself provides the clock, 
only one external resistor and capacitor, can produce a certain frequency of the clock 
pulse. Shown, when R = 10KΩ, C = 150PF time, f ≈ 640KHz, for the A / D converter 
to use; 4 as the external clock input is also provided by the internal clock pulse, as 
shows; 8 analog To end; 10, a digital to end; 5 as output control terminal, active low, 
when the end of the first analog-digital conversion, 5 from the high to low, it can be 
used for computer interrupt request signal. The next time the start of conversion and 5 
from low to high automatically; 1, 2 and 3 as input control terminal. When both CS 
and WR low, they will start conversion; when the WR from low to high, the 
conversion began. In the conversion process, if re-start converter, the suspensions of 
the ongoing conversion, the new processes of converting the contents of the output 
data register is still the last to complete the data conversion. Notes that the pins in the 
wiring of the device, do not take the wrong or shorted, or is likely to put the IC to 
burn out. 

Above, introduced the LM386 and the use of ADC0804 map, we only use two 
logical connection diagram can be completed into the process of signal preprocessing. 

2) Signal storage 
In this process, random access memory used in 6264, it is a capacity of 8 Kbyte of 

SRAM, the chip uses a 20-pin plastic dual in-line package, single +5V power supply. 
6264 with 13-bit address lines, so with a counter 4040 and a 4520 for 6264 jointly 

Be completely addressed. 6264 and 4040,4520 in the system chip circuit 6264 as 
shown figure 3 for the address lines A0~A12, DQ0~DQ7 for data lines, W is allowed, 
G for the output enable, E1, E2 for the chip select[5]. 

In 6264 and 0804 connections, make 0804 online release of data to the data and 
6264 data taken from the corresponding data line up in this system, we are the menu 
by 6264 changes in the last two lines to read and write on 6264 . 4040 is a 12-bit 
binary addend counter, coupled with the lowest 4520 to control 6264, a 13-bit 
address, its status changes from 0000000000000~1111111111111, addressing space 
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Fig. 3. 6264, 4040 and 4520 connection circuit 

for the 8K. That means we only store the time is 2 seconds, mainly because the 
storage capacity is 6264 4k. Completion of the signals above the main part of the 
storage processes. 

3) Sound Playback 
Through the sound processing and sound storage process, the sound playback to 

enter into this process, it is mainly the reverse process of the sound process, we use a 
piece of this DAC DAC0832. DAC0832 as a high current output type D/A converter, 
the chip structure with two registers, that is, the input data in the internal latch to go 
through the levels, so that both sets of data stored. Double-buffered input data can be 
used, a single buffer or through work in three ways. In this system uses a straight-
through D/A conversion, data should be made through WR1= WR2= CS=XFER= "0", 
ILE = "1", directly to the input digital D/A converter In the conversion. DAC0832 
circuit connection as shows figure 4. 

 

Fig. 4. DAC0832 circuit connection diagram 

DAC0832 is used as transmitted through, so it's switching frequency is determined 
by the frequency of 6264, is the 4KHz, word length is 8 bits. DAC0832 work process 
is the chip first from eight data lines connected with the 6264 to accept 8-bit digital 
signals, followed by digital signal is converted to put an analog signal transmitted by 
the No. 11 DCA0832 LM386 allowed to handle[5].    
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3  Circuit Design 

3.1  Circuit Implementation 

Based on the above features our analysis of each subsystem and the circuit, first let's 
experiment in digital electronics boxes one by one on small systems to connect and 
tests show correct connection and can get the desired results. Finally, each subsystem 
is to be combined into a complete circuit. 

3.2  Circuit Board Design 

Based on the above circuit diagram, software to design the drawing board, we 
generally used in circuit board design software PROTEL. PROTEL package from the 
schematic editor, output, printed circuit board design, output, schematic device library 
composed of editors and other utilities. PROTEL greatly reducing our use of design 
time, and effectively and accurately map the circuit board. With the development of 
electronic technology, PCB board smaller and smaller, more and more high density, 
and PCB board level continue to increase, therefore, required in the overall layout of 
the PCB, anti-interference ability, and manufacturability of the process to request 
Higher and higher. The main printed circuit board design steps: 

(1)Draw the schematic. 
(2)The creation of libraries. 
(3)Schematic and PCB to establish a network connection between the components. 
(4)The wiring and layout. 
(5)Create and mount PCB production and use of data production and use of data. 

Printed circuit board design process to consider the following questions: 1, to 
ensure that the circuit diagram is consistent with the physical components and the 
graphical schematic of the network connection is correct. 2, printed circuit board 
design is not just consider the network connection between the schematic and the 
circuit works to consider some of the requirements, the circuit requirements of the 
project is mainly the power line, ground wire and other wire width, cable connections, 
Some components of the high-frequency characteristics of impedance of the device, 
and interference. 3, printed circuit board machine system installation requirements, 
the main consideration mounting holes, plugs, positioning holes, and other reference 
points have to meet the requirements, the placement of various components and 
accurately installed in the specified location, while convenient Installation, 
commissioning, and ventilation. 4, printed circuit board on the manufacturability of 
the process and its requirements, be familiar with the design specifications and meet 
the requirements of production process, so that the printed circuit board designed to 
smooth production. 5, in considering the components in the production, ease of 
installation, commissioning, repair, and printed circuit board graphics, pads, via, etc. 
to standards, to ensure that no collision between the components, and easily installed. 
6, printed circuit board design purpose is to apply, so we have to consider its 
usefulness and reliability, while reducing board layer printed circuit board area and 
thus to reduce costs, appropriate larger pad, Through-hole, walking lines, and is 
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conducive to improving the reliability and reduce the through-hole, optimization 
alignment, spacing them evenly, consistency, and the board some of the overall layout 
of the beautiful. 

3.3  Circuit Board Production 

The process of making printed circuit board is divided into three steps: first, exposure, 
exposure in the original style of photographic plate; second is developing, will have 
use of contrast media exposure for developing photographic plates; third etching, the 
use of Etching solution, the rest of the circuit board copper foil cleaned the rest of the 
design circuit[4,5]. 

The first step, the first circuit schematic into a circuit board diagram, cut out a 
piece of the appropriate size of the Bonded Copper, the Bonded Copper side up, and 
then covered with a carbon paper in the above, and then draw circuit board covered in 
carbon on the maps, And then re-scan a pen on paper, so that the line displayed on the 
CCL. 

The second step, with the knife in accordance with the road map plan to open little 
by little, and to ensure true disconnect between the lines and lines. 

The third step, which is the prototype circuit board has been the basic form, punch 
in the corresponding place, and then use sandpaper to polish the copper foil, copper 
foil and then coated with a layer of rosin in alcohol, water, both to prevent oxidation, 
and help In the solder 

4  Application 

The system is mainly used in small recording device, and a number of multimedia 
technologies which, if well-transformation, will be a good application. For example: 
The one is that we can often see some selling in the streets, and they use the horn to put 
the record down to say, do not have to stop crying, and then released over and over 
again, so much more convenient. And this small storage system uses the sound of this 
principle. Through the improvement of integrated circuits can be stored longer, greatly 
facilitate the majority of users. The second application is then used by our home phone, 
the keys of the dial-up also used the sound of the sound storage technology, it can, 
according to a key voice on the issue of a digital signal either stored for some time, will 
also play back a The original sound. There are three applications that we applied to the 
mobile phone voice dialing function, but also used in storage technology, because their 
voices should be stored first, and this process must be done by storing the principle, 
and then use the voice Recognition technology to complete the identification. This is 
the sound of a simple example of storage applications. Sound application of storage 
technology is far from that, in all areas are covered later on in life we will use more 
audio storage technology. 

5  Conclusion 

Storage Technology through the principle of sound analysis, we designed a simple 
voice storage system, although we use a lot of integrated circuits, the whole system is a 
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bit large, but the sound principles of storage technology are the same. The system can 
complete a small period of time out of the sound storage and playback, to achieve the 
sound equipment in the civilian application of these technologies will be more 
convenient to our lives. 
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Abstract. This paper analyzes the problems of IP networks when transmitting 
real-time business, and describes the overall function of QoS (Quality of 
Service) technologies, these technologies aim to improve the quality of service 
IP networks.Then, we focuses on the famous service models which can  meet 
the QoS requirements, proposed by Internet Engineering Task Force (IETF), 
including Integrated Services model (IntServ), Differentiated Service model 
(DiffServ), Multi-Protocol Label Switching (MPLS), Traffic Engineering (TE) 
and Constraint-based Routing, analyze their advantages and disadvantages,  
and then study the relationship between them. Finally, we conclude that, 
integrated use of various models based on MPLS is the most promising 
technology to provide QoS guarantee, in large IP networks.  

Keywords: QoS, IP, MPLS, Intserv, Diffserv, TE. 

1  Introduction 

On traditional IP networks, devices treat all packets equally and handle them using 
the first in first out (FIFO) policy. All packets share the resources of the network and 
devices. A packet is assigned resources prior to all its subsequent packets. This 
service model is called best-effort. It delivers packets to their destinations as possibly 
as it can, providing no guarantee of delay, jitter, packet loss ratio, or reliability. The 
Internet has been growing along with the fast development of networking 
technologies. Real-time applications, Voice over IP (VoIP) for example, require low 
transmission delay. Contrarily, E-mail and FTP applications are not sensitive to 
transmission delay. To satisfy different requirements of different services, such as 
voice, video, and data services, the network must identify these services and then 
provide differentiated services. As a traditional IP network in the best-effort service 
model does not identify services in the network, it cannot provide differentiated 
services. The QoS technology was introduced to address this problem. 

2  IP QoS Overview 

For network operations, QoS (Quality of Service)including the transmission bandwidth, 
transmission delay, packet loss rate. In the network, it can ensure the transmission 
bandwidth,  reduce transmission latency, lower packet loss rate and delay jitter, and 
other measures to improve service quality.IP QoS provides the following functions: 
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Fig. 1. Processing sequence of QoS technologies on a network device 

Traffic classification and marking: uses certain match criteria to organize packets 
with different certain characteristics into different classes and is the foundation for 
providing differentiated services. Traffic classification and marking is usually applied 
in the inbound direction of a port.  

Congestion management: provides measures for handling resource competition 
during network congestion and is usually applied in the outbound direction of a port. 
Generally, it buffers packets, and then uses a scheduling algorithm to arrange the 
forwarding sequence of the packets.  

Congestion avoidance: monitors the usage status of network resources and is 
usually applied in the outbound direction of a port. As congestion becomes worse, it 
actively reduces the amount of traffic by dropping packets.  

Traffic policing: polices particular flows entering a device according to configured 
specifications and is usually applied in the inbound direction of a port. When a flow 
exceeds the specification, restrictions or penalties are imposed on it to prevent its 
aggressive use of network resources and protect the business benefits of the carrier.  

Traffic shaping: proactively adapts the output rate of traffic to the network 
resources of the downstream device to avoid unnecessary packet drop and congestion. 
Traffic shaping is usually applied in the outbound direction of a port.  

Link efficiency mechanism: improves the QoS level of a network by improving 
link performance. For example, it can reduce transmission delay of a specific service 
on a link and adjusts available bandwidth.  
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Among those QoS technologies, traffic classification and marking is the foundation 
for providing differentiated services. Traffic policing, traffic shaping, congestion 
management, and congestion avoidance manage network traffic and resources in 
different ways to realize differentiated services. A device’s support for QoS is 
implemented by the combination of various QoS technologies. Figure 1 describes the 
processing sequence of QoS technologies.  

Network resources are always limited, as long as there appears to snatch the 
network resources, there will be QoS requirements. Quality of service is relatively in 
terms of network traffic, while ensuring quality of service class of business, while 
others may be at the expense of the quality of service. For example, a fixed total 
bandwidth in the network, if certain types of businesses more bandwidth, so other 
businesses can use less bandwidth and may affect other business use. Therefore, 
network resources, network managers need to make rational planning and allocation, 
according to various characteristics of the business, so that efficient utilization of 
network resources.This, QoS model concepts have come into being. The following 
present the most used and the most mature QoS model one by one, and compare their 
advantages and disadvantages. 

3  QoS Models for IP Networks 

IETF has proposed many service models and mechanisms to meet QoS requirements. 
The more famous are: Integrated Services model (IntServ), Differentiated Service 
model (DiffServ), Multi-Protocol Label Switching (MPLS), Traffic Engineering (TE) 
and Constraint-based Routing.IntServ is characterized by resource reservation, real-
time applications must first establish access and reserve resources before the 
transmission of data,   RSVP(Resource Reservation Protocol)  is used to create 
channels and set aside resources for the agreement. In DiffServ, the data packets to be 
marked, resulting in different levels, each of the packets have different service levels. 
MPLS is a forwarding strategy, when the data packets are sent into the MPLS scope, 
them will be give a certain label, then,  packet classification, forwarding and services 
will be completed based on the label. TE is a process which can arrange the traffic 
through the network Constraint-based Routing  means that when looking for routes 
subject to certain constraints, such as: bandwidth or latency requirements 

3.1  IntServ Service Model  

IntServ is a multiple services model that can accommodate various QoS requirements. 
In this model, an application must request a specific kind of service from the network 
before it can send data. The request is made by RSVP signaling. RSVP signaling is 
out-of-band signaling. With RSVP, applications must signal their QoS requirements 
to network devices before they can send data packets.  

An application first informs the network of its traffic parameters and QoS 
requirements for bandwidth, delay, and so on. When the network receives the QoS 
requirements from the application, it checks resource allocation status based on the 
QoS requirements and the available resources to determine whether to allocate 
resources to the application. If yes, the network maintains a state for each flow 
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(identified by the source and destination IP addresses, source and destination port 
numbers, and protocol), and performs traffic classification, traffic policing, queuing, 
and scheduling based on that state. When the application receives the resource 
allocation acknowledgement from the network, the application starts to send packets. 
As long as the traffic of the application remains within the traffic specifications, the 
network commits to meeting the QoS requirements of the application. IntServ 
provides two types of services: 

Guaranteed service, which provides assured bandwidth and limited delay. For 
example, you can reserve 10 Mbps of bandwidth and require delay less than 1 second 
for a Voice over IP (VoIP) application.  

Controlled load service, which guarantees some applications low delay and high 
priority when overload occurs to decrease the impact of overload on the applications 
to near zero. 

However, IntServ to achieve end-to-end QoS, request sent to the receiving node 
among all the routers support RSVP signaling protocol, which is asking too much 
router implementation. For these shortcomings make it difficult to implement at the 
backbone of the Internet. 

3.2  DiffServ Service Model   

DiffServ is a multiple services model that can satisfy diverse QoS requirements. 
Unlike IntServ, DiffServ does not require an application to signal the network to 
reserve resources before sending data, and therefore does not maintain a state for each 
flow. Instead, it determines the service to be provided for a packet based on the DSCP 
value in the IP header.  

In a DiffServ network, each forwarding device performs a forwarding per-hop 
behavior (PHB) for a packet based on the DSCP field in the packet. The forwarding 
PHBs include: 

1. Expedited forwarding (EF) PHB. The EF PHB is applicable to low-delay, low-
jitter, and low-loss-rate services, which require a relatively constant rate and fast 
forwarding;  

2. Assured forwarding (AF) PHB. Traffic using the AF PHB can be assured of 
forwarding when it does not exceed the maximum allowed bandwidth. For 
traffic exceeding the maximum allowed bandwidth, the AF PHBs are divided 
into four AF classes, each configured with three drop precedence values and 
assigned a specific amount of bandwidth resources.  

3. Best effort (BE) PHB. The BE PHB is applicable to services insensitive to delay, 
jitter, and packet loss.  

DiffServ contains a limited number of service levels and maintains little state 
information. Therefore, DiffServ is easy to implement and extend. However, it is hard 
for DiffServ to provide per-flow end-to-end QoS guarantee. Currently, DiffServ is an 
industry-recognized QoS solution in the IP backbone network. Although the IETF has 
recommended DSCP values for each standard PHB, device vendors can customize the 
DSCP-PHB mappings. Therefore, DiffServ networks of different operators may have 
trouble in interoperability. The same DSCP-PHB mappings are required for 
interoperability between different DiffServ networks.  
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When selecting a QoS service model for your IP network, you need to consider its 
scale. Generally, you can use DiffServ in the IP backbone network, and DiffServ or 
IntServ at the IP edge network. When DiffServ is used at the IP edge network, there is 
no interoperability problem between the IP backbone network and the IP edge 
network. When IntServ is used at the IP edge network, you must address the 
interoperability issues between DiffServ and IntServ regarding RSVP processing in 
the DiffServ domain and mapping between IntServ services and DiffServ PHBs. 
There are multiple RSVP processing methods in a DiffServ domain. For example:  

1. Make RSVP transparent to the DiffServ domain by terminating it at the edge 
forwarding device of the IntServ domain. The DiffServ domain statically 
provisions the IntServ domain with resources. This method is easy to implement 
but may waste resources of the DiffServ domain.  

2. The DiffServ domain processes the RSVP protocol and dynamically provisions 
the IntServ domain with resources. This method is relatively complicated to 
implement but can optimize DiffServ domain resource utilization.  

According to the characteristics of IntServ services and DiffServ PHBs, you can 
map IntServ services to DiffServ PHBs as follows: 

1. Map the guaranteed service in the IntServ domain to the EF PHB in the DiffServ 
domain;  

2. Map the controlled load service in the IntServ domain to the AF PHB in the 
DiffServ domain. 

3.3   Multiprotocol Label Switching (MPLS)  

Multiprotocol Label Switching (MPLS), originating in IPv4, was initially proposed to 
improve forwarding speed. Its core technology can be extended to multiple network 
protocols, such as IPv6, Internet Packet Exchange (IPX), and Connectionless Network 
Protocol (CLNP). That is what the term multiprotocol means. 

MPLS is a three-tier exchange of technology, a combination of two rapid exchange 
and three-tier flexible routing, meanwhile, MPLS’ Label Switching Path in (LSP) in 
the form of VC will provide a connection-oriented services. Although the traditional 
MPLS packets improve the forward speed, but do not provide QoS characteristic, and 
still using the Best-Effort service when it forwards packets. Therefore rely solely on 
the MPLS can not provide a satisfactory QoS guarantee, the deficiencies are mainly 
embodied in the following areas:  

there is no distinction between the traditional MPLS deal packets of different 
application types of mechanism, and all packets are treated equally;  
In the traditional MPLS, there is no admission control mechanism can not effectively 
avoid network overload;  

MPLS routing of the three are used in traditional IP routing algorithm can not 
accurately reflect the network load conditions, easily lead to network load imbalance. 

In fact, MPLS-based DiffServ is implemented by combining DS marking with 
MPLS label distribution. MPLS DiffServ is implemented by using the EXP field in 
the MPLS header to carry DiffServ PHBs. A label switching router (LSR) makes 
forwarding decisions based on the MPLS EXP. The problem is how to map  
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64 DiffServ PHBs to the 3-bit EXP field. MPLS DiffServ provides two solutions to 
address the problem. You can choose either solution depending on your network 
environments.  

One is the EXP-inferred-LSPs (E-LSP) solution, which uses EXP bits to signal the 
PHB treatment for individual packets on an LSP. This solution is applicable to 
networks supporting no more than eight PHBs.  

The other is the label-inferred LSPs (L-LSP) solution, which uses both labels and 
EXP bits to decide PHB treatment of packets on an LSP. This solution is applicable to 
networks supporting more than eight PHBs. 

3.4   Traffic Engineering (TE) 

Basically, the network load severe, QoS policies, such as IntServ and DiffServ; 
provide a steady decline in performance. When the traffic load is light when, IntServ 
and best business almost no difference. So why not do the first step to try to avoid 
congestion? This is the motivation for traffic engineering. Traffic Engineering (TE) is 
a resource control technology, which can be used to control network resources and 
improve network performance. At the implementation of the project process flow can 
be through the rational allocation of bandwidth resources, as well as the effective 
control of the routing process so that network resources be able to get the optimal use 
of, data packet transmission in the network can automatically bypass a network 
failure, network congestion and network bottlenecks. Using traffic engineering 
techniques, the network of the QoS indicators have been improved considerably. 
However, traffic engineering can only improve the quality of service, quality of 
service will not completely solve the problem.TE is how to arrange transport streams 
through the network, in order to avoid congestion. To TE automation, constrained 
path is an important tool. To avoid congestion and provide a good performance, in 
fact, TE is DiffServ to add. 

3.5   Constrainted Based Routing(CBR) 

Constrainted Based Routing is used to calculate a route by a variety of constraints 
CBR is evolved from the QoS routing. For a given QoS request of a stream or a 

stream of aggregation, QoS routing can best meet the QoS requirements. CBR extends 
the QoS routing, considering other constraints such as control, CBR's objectives are: 

1. Choose a route that meets the needs of a particular QoS  
2. Increase network utilization. 

CBR want to determine a route, involving a network topology, data flow's demand, 
the link resource availability and network administrators could control some of the 
provisions. Therefore, CBR may find a longer and lighter load path, this path than the 
shortest path heavy load. Network traffic will thus be more uniform number. To 
realize the CBR, the router need to calculate the new link state information, state 
information calculated based on these routes.RSVP and CBR are independent but 
complementary. CBR decided to RSVP path message, but does not reserve resources. 
RSVP to reserve resources, but depends on the CBR or dynamic routing decision 
pathway.CBR chooses the best route for data flow, so to maximize the guaranteed 
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QoS. CBR do not want to replace the DiffServ, but to help it better transmission. In 
theory, MPLS and CBR, the two are mutually exclusive independent, because MPLS 
is a forward strategy forward, and CBR is a routing policy. CBR determines the route 
between two nodes based on resources and topology information, and there is no 
MPLS related. MPLS label distribution protocol used to establish LSP, do not care 
about routing is the CBR, or dynamic routing determined. 

4   Conclusion 

This article describes the popular QoS models that enable IP network to provide 
service quality, particularly the advantages and disadvantages of these models and the 
relationship between them. From the paper's analysis, we draw a conclusion that any 
single model is difficult to solve the QoS problems .Therefore, a comprehensive 
solution is: the advantages of comprehensive utilization of existing models to build 
integrated models .For example, a QoS assurance program has been proposed by the 
literature 【 8】 , the scheme bases on the combination of integrated services, 
differentiated service, MPLS traffic engineering technology, and achieve end-to-end 
QoS assurance program. MPLS Traffic Engineering and DiffServ integration, it can 
retain the MPLS traffic engineering to facilitate traffic management, fast forward the 
advantages of the DiffServ domain can also be resources to provide polymerization 
transmission control, improve the network efficiency. In addition, the edge of the 
network domain IntServ can provide effective end-to-end network deployment 
mechanism. Therefore, in theory, literature 【8】 proposed an integrated model of 
QoS, this model combines a variety of technologies to each other, complement each 
other, can provide a better end to end QoS. 
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Abstract. This paper analyzes several QoS control methods commonly used, 
gives a dynamic QoS scheme which used in VoIP system based on closed-loop 
control, and gives the specific design of the scheme. Finally, the performance of 
the scheme analysis and the results showed that: The detection module of the 
program can accurately identify the major VoIP voice stream, and can correctly 
monitor network traffic. Meanwhile, when the network congestion occurs, the 
program can dynamically adjust the QoS control mechanism, make VolP of 
QoS has been significantly improved.  

Keywords: QoS, VolP, Closed—loop control. 

1  Introduction 

The voice over IP (VoIP) network is an IP-based packet switched network. After 
digitization, compression, and packetization, traditional analog voice signals are 
encapsulated into frames for transmission over the IP network. Nowadays, with the 
increasing development of network technology, VoIP technology has become one of 
the most promising technologies, and the standardization has also been further 
improved. But, on traditional IP networks, devices treat all packets equally and handle 
them using the first in first out (FIFO) policy. All packets share the resources of the 
network and devices. A packet is assigned resources prior to all its subsequent 
packets. This service model is called best-effort. It delivers packets to their 
destinations as possibly as it can, providing no guarantee of delay, jitter, packet loss 
ratio, or reliability. Therefore, the problem of quality of service(QoS) has become the 
most important and most complicated one. 

2  Quality of Service (QoS) 

Quality of Service (QoS) measures the service performance of service providers in 
terms of client satisfaction. Instead of giving accurate marks, QoS emphasizes 
analyzing what good or imperfect services are, and they come in what kind of 
circumstances, so as to provide a cutting edge improvement. From the start of QoS 
service model, some of the current most used and the most mature QoS techniques 
were described one by one. In certain circumstances the rational use of these 
technologies can improve service quality. 
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2.1  Introduction to QoS Service Models  

Best-Effort Service Model 
Best effort is a flat service model and also the simplest service model. In the best 
effort service model, an application can send packets without limitation, and does not 
need to request permission or inform the network in advance. The network delivers 
the packets at its best effort but does not provide guarantee of delay or reliability. The 
best-effort service model is the default model in the Internet and is applicable to most 
network applications, such as FTP and E-mail. It is implemented through FIFO 
queuing.  

IntServ Service Model 
The basic idea of IntServ is to make RSVP as a major signaling protocol, based on 
each data stream to provide end-to-end guaranteed service or controlled load. IntServ 
model for each of the treatment required for QoS data flow through the signaling 
mechanism will be application-specific Service Level requirements are notified 
through each router, to manage information exchange, conducted at the router on and 
deal with resource reservation strategy setting, in order to achieve end-to-end QoS 
business. However, IntServ to achieve end-to-end QoS, request sent to the receiving 
node among all the routers support RSVP signaling protocol, which is asking too 
much router implementation. For these shortcomings make it difficult to implement at 
the backbone of the Internet.  

DiffServ Service Model 
DiffServ is a multiple services model that can satisfy diverse QoS requirements. 
Unlike IntServ, DiffServ does not require an application to signal the network to 
reserve resources before sending data, and therefore does not maintain a state for each 
flow. Instead, it determines the service to be provided for a packet based on the DSCP 
value in the IP header. DiffServ contains a limited number of service levels and 
maintains little state information. Therefore, DiffServ is easy to implement and 
extend. This control methods and techniques that are based on Diff-Serv service 
model. 

2.2  Several QoS Control Methods Commonly Used 

Priority Queuing (PQ) 
Priority queuing is designed for mission-critical applications. Those applications have 
an important feature, i.e. when congestion occurs they require preferential service to 
reduce the response delay. PQ can flexibly design priority sequence according to 
different network protocols (e.g. IP and PX), interface receiving packets, packet 
length, source/destination IP address etc.Priority queuing lassifies the packets into 
four different types: top, middle, normal and bottom, in descending order. By default, 
the data flow enters the normal queue. During queues dispatching, PQ strictly comply 
with the priority sequence from high to low, and it will send packets in the high-
priority queue first. When that queue is empty, PQ will begin to send packets in lower 
priority queue. By putting the key service packets in the high priority queues, you can 
ensure that they can always be served first. At the same time, the common service 
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packets can be put in the low priority queues and transmitted when there are no key 
service packets waiting for transmission. The disadvantage of PQ is that packets in 
the lower queues will be neglected if there are packets in the higher queues for a long 
time. 

Weighted Fair Queuing (WFQ) 
As shown in Figure 1, Weighted Fair Queuing (WFQ) classifies packets by flow. In 
an IP network, packets belong to the same flow if they have the same source IP 
address, destination IP address, source port, destination port, protocol number, and IP 
precedence (or DSCP value). In an MPLS network, packets with the same EXP value 
belong to the same flow. WFQ assigns each flow to a queue, and tries to assign 
different flows to different flows. The number of WFQ queues (represented by N) is 
configurable. When dequeuing packets, WFQ assigns the outgoing interface 
bandwidth to each flow by IP precedence, DSCP value, or EXP value. The higher the 
precedence of a flow is, the higher bandwidth the flow gets. Based on fair queuing, 
WFQ assigns weights to services of different priorities. 

 

Fig. 1. WFQ 

CBWFQ (Class-Based WFQ) 
Class-based WFQ (CBWFQ) classifies packets according to match criteria such as IP 
precedence, DSCP values, and IP quintuples in an IP network or according to EXP 
values in an MPLS network, and then assigns different classes of packets to different 
queues. Packets that do not match any class are assigned to the system-defined default 
class. CBWFQ defines three types of queues: EF, AF, and BE. This section introduces 
the three queue types.  

The low-delay EF queue is used to guarantee EF class services of absolute 
preferential transmission and low delay.  

The bandwidth guaranteed AF queues are used to guarantee AF class services of 
assured bandwidth and controlled delay.  

The default BE queue is used for BE class services and uses the remaining 
interface bandwidth for sending packets.  

RTP (Real-time Transport Protocol) priority queuing 
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RTP priority queuing technology is used to solve the QoS problems of real-time 
service (including audio and video services). Its principle is to put RTP packets 
carrying audio or video into high-priority queue and send it first, thus minimizing 
delay and jitter and ensuring the quality of audio or video service which is sensitive to 
delay.  

 

Fig. 2. RTP queuing 

As shown in the above figure 2, an RTP packet is sent into a high priority queue. 
RTP packet is the UDP packet whose port number is even. The range of the port 
number is configurable. RTP priority queue can be used along with any queue (e.g., 
FIFO, PQ, CQ, WFQ and CBQ), while it has the highest priority. Since LLQ of CBQ 
can also be used to solve real-time service, it is recommended not to use RTP together 
with CBQ.. 

3  Author’s Scheme  

3.1  The Overall Concept of Dynamic QoS Scheme  

The program is the first distinction between VoIP network flow, then uses a closed-
loop control strategy to dynamically adjust the selection of the above QoS control 
methods to improve VoIP quality of service. The topology of the implementation of 
dynamic QoS adjustment is shown in Figure 3. 

Feedback control PC in figure 4 captures the data flow router via port mirroring,  
then analyze the data stream, and identifies which is the voice stream, real-time 
records the source IP Address and port number of the voice streaming applications. At 
the same time, the control PC real-time monitorings the router’s traffic information, 
calculates the router’s packet loss rate, and then sets the appropriate QoS strategy. 
Then the control PC remote logins the router, and applies the selected QoS policy to 
the router. Thus, a closed loop controller based on the control PC appears, this 
controller can identify the data packet, the network status and dynamic adjust the QoS 
policy of network equipment. Closed-loop control schematic is shown in Figure 4 . 
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Fig. 3. The topology of the implementation of dynamic QoS adjustment 

  

Fig. 4. Closed-loop control schematic 

3.2  The Design of QoS Control Strategy  

This scheme of QoS control strategy is based on network congestion, network 
congestion state is divided into three cases to consider, minor congestion, congestion 
and severe congestion. The designs are as follows: 

Under severe congestion(packet loss rate ≥10%) using RTP priority queue. RTP 
priority queue configuration is easy, therefore, in severe congestion conditions, QoS 
policies can be quickly applied to the router, so that voice quality can be protected in 
time. When the network congestion is a serious situation,  traffic monitoring 
frequency not too high, because the network has seriously overloaded, and generally 
set to 8s. 

Congestion (9% ≥ packet loss rate of ≥ 3%) with PQ. When the network is 
congested, the voice business has been an absolute priority, not only can guarantee the 
quality of voice communication, the delay impact on other businesses is also 
tolerable. Traffic monitoring time should be moderate, so that the burden should not 
increase the network congestion caused by more severe, usually set to 4s. 
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Mild congestion (2% ≥ packet loss rate of ≥ 1%) with CBWFQ.  When the 
network is slightly congested, CBWFQ sends the voice stream into the EF queue, and 
limit certain bandwidth, the bandwidth of other network applications are not ignored, 
this can provide an absolute priority for the EF queue scheduling, real-time data to 
ensure that the delay; the same time through On high-priority data traffic restrictions, 
the delay of other queues have also been a degree of protection. At this point the 
network than the smooth, frequent monitoring time can be a little point, to grasp the 
network conditions change, usually set to 2s. 

 

Fig. 5. The Flow chart of the control execution module 

Dynamic QoS controller implementation  
QoS controller of the program's main work is: VolP voice packets feature recognition, 
router traffic monitoring, QoS policy setting and implementation. 

VolP transmission of voice packets are based on the RTP protocol is basically the 
network transmission. VolP packet is encapsulated through the RTP, and then 
transmission by the UDP packet, so to analyze the voice data packets, as long as the 
capture UDP packets, and then you can analyze and judge. In this regard, the 
literature 【10】analyses the features of four main voice stream (regular IP phone, 
Skype, QQ, MSN), and provide implementation scheme, which can distinguish 
between various audio streams, based on an analysis of the feature to. This article 
VolP voice packets feature recognition in the literature on the use of the above 
programs. 

Flow monitoring to get the final result is packet loss rate of the router interface. 
This article is the use of a router interface traffic statistics to achieve, these statistics 
using SNMP to get acquired. Calculated on the use of SGMP packet loss rate, see the 
relevant literature 【10】. 
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On the QoS policy settings and implementing agencies, this article is so designed, 
control PC keeps watch on the router traffic conditions at any time, Once network 
congestion occurs, the control module configures QoS policies, according to the IP 
address and port No. is shown in Figure 5. 

4  Simulation and Performance Analysis 

The focus of performance analysis is to consider a variety of network conditions, QoS 
policy enforcement is to improve voice quality, or not. In this paper, the tester's 
subjective feelings and WinEyeQ voice quality software testing tools for both the 
combined to test the implementation of QoS policies. According to the tester's 
subjective evaluation, application RTP priority queue QoS policy, the call quality has 
been significantly improved than no application QoS strategy, the call made by the 
previous off smoothly. The voice quality testing by WinEyeQ tools have changed 
significantly too. At the same time by adjusting the sending rate of UDP packets, 
packet loss rate of voice data packets is shown in Table 1. 

From the above table shows that PQ was the best, RTPQ second, followed by 
CBQ. WFQ is very poor in the VoIP application. This is because the PQ and RTPQ 
works send voice data packets into the priority queue, priority delivery. WFQ is very 
poor for voice quality, it is because WFQ more equitable for all applications to 
provide quality of service, due to the relative fair, it will not guarantee the high QoS 
requirements of applications. And WFQ does not have an individual data flow control 
mechanism, for each data stream can not provide bandwidth guarantee, so the 
program does not consider WFQ.  

Table 1. The language packet loss rate under different conditions 

Discard    
Rate 

UDP  
Send Rate  

NO 
Queues 

PQ WFQ CBWFQ RTPQ 

1548.30 kbps 86.12% 0.42% 61.01% 2.08% 1.52% 
436.89 kbps 57.23% 0.00% 56.55% 1.46% 1.75% 
187.19 kbps 12.85% 1.41% 61.23% 2.18% 0.64% 

 
From the above test results, the paper QoS scheme can dynamically adjust QoS 

strategy according to network load, does play a role in improving the QOS VOIP 
system. 

5  Conclusion 

This paper focused on network layer QoS mechanisms for the VolP system, and 
provides a network layer QoS control scheme, that is dynamic QoS scheme based on 
closed loop control. The simulation experiments show that the scheme can distinguish 
various audio streams, and adjust the router’s QoS mechanism real time according to 
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the network conditions, to achieve better VolP service quality. Future research is to 
continue to advance the program, improve the efficiency of identifying voice data 
stream, and enhance the efficiency of QoS control, focusing on closed-loop QoS 
control function embedded into the router, and to strengthen the program in a real 
network environment test and evaluation. 
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