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Preface

The 5th International Symposium on Rules: Research–Based and Industry–
Focused, RuleML–2011@BRF, collocated with the International Business Rules
Forum in Fort Lauderdale, Florida, was the second installment of the RuleML
Symposium in 2011. The first RuleML-2011 conference was held in conjunction
with the 22th International Joint Conference on Artificial Intelligence (IJCAI), in
Barcelona, Spain, in July (see Lecture Notes in Computer Science 6826, Springer
2011). The second conference was located with the Business Rule Forum, the
premier world-wide industry conference on business rules and decisioning, held
in Florida, in November of 2011.

RuleML-2011@BRF was a conference created, inspired and supported by the
RuleML Initiative. RuleML (http://www.ruleml.org) is a non-profit umbrella
organization. It includes several Technical Groups, organized by representatives
from academia, industry, and government, working on rule technologies and their
applications. Its aim is to promote the study, research, and application of rules
in heterogeneous, distributed environments such as the Web. The RuleML com-
munity has developed the RuleML/XML standard aiming at a complete and
modularized XML language for modeling and serializing declarative as well as
reactive rules. RuleML maintains effective links with other major international
societies. It acts as an intermediary between various “specialized” rule vendors,
industrial and academic research groups, as well as standardization bodies such
as W3C, OMG, and OASIS. For example, a cooperative arrangement with the
NIEM community (National Information Exchange Model, promoted by the US
federal government https://www.niem.gov), was consolidated with the help of
Oracle Corporation.

The International Symposium on Rules, RuleML, has evolved from an annual
series of international workshops held since 2002. In 2005 and 2006 it became an
international conference. It has become an international symposium since 2007,
held jointly with the International Business Rules Forum. For 2011, RuleML
envisioned the opportunity to capture the attention of the most advanced AI
community with the RuleML-2011@IJCAI conference, and this provided new
key actors in the community. For this reason, the Program Committee of RulML-
2011@BRF was composed of over 100 experts coming from heterogeneous fields,
16 special Track Chairs, and dedicate Challenge Award Chairs.

Due to its orientation toward the industrial sector, RuleML-2011@BRF in-
cluded the RuleML Challenge Award which is dedicated to showcasing high-
lighted demos: this year, the Challenge was dedicated to Rules, Objects and
Ontologies. RuleML-2011@BRF intended specifically to create a unique place
where academic researchers and industry experts involved in the field of rules
and semantic technology could meet and cooperate to go beyond the state of
the art and develop applications usable in the market. This cross-fertilization
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was a focus of RuleML-2011@BRF and, for this reason, particular attention was
put on invited presentations and demos coming from universities and companies.
RuleML-2011@BRF emphasized the synergy between high-quality research and
industry operating in the rule modeling, markup, and reasoning domain, with
particular regard to the usability of such rule systems in the Web environment.

The papers in this volume concern the RuleML-2011@BRF conference and
include 4 keynote speeches (some in the form of short papers, some as abstracts),
4 invited presentations coming from industry partners and standard organiza-
tions, 12 full papers, 5 short papers, 5 invited track and position papers. Sixty
authors were involved, coming from 11 different countries from around the world.
The contributions covered topics spanning a wide terrain, such as (Web) rules,
semantic technology, cross-industry standards, rules and automated reasoning,
rule-based distributed/multi-agent systems, rules and norms, rule-based event
processing and reaction rules, vocabularies and ontologies, as well as business
rules. More and more the rule modeling research needs to be integrated with
ontology and semantic techniques [de Sainte Marie; Tang; Gravier et. al.], lin-
guistics aspects [Omrane et. al.], emerging knowledge discovery issues, agent
systems and business rule management [Kao; Pitt et. al.; Olivieri et. al.; Feld-
man; Vanthienen]. It is necessary to learn, in a way that is as much as possible
automatic, rules from large volumes of data, from documents available on the
Web and from events/actions occurring at specific moments in time [Paschke,
Vincent and Springer; Vincent; Skarlatidis et. al.]. On the other hand, it nec-
essary to evolve standards, such as RuleML, to customize rule systems for a
multitude of real-world cases [Athan and Boley; Sadnan; Osmun et. al.; Becker
and Mackay; Palmirani et. al.] and to permit the development of computable, ef-
fective and concrete applications using the new generation of rule-engines [Yahya
and Theobald; Zhao et. al.; Grosof]. Finally, databases can be managed using
new approaches [Bak et. al; Urban et. al.; Shiva et. al.]; considering the growth
of “unstructured data,” they need to be normalized and queried using hybrid,
rule-based reasoning engines. So, an interesting scenario is emerging from the
papers presented in this volume: rules not only support knowledge modeling and
reasoning, but also consistency management of large data volumes to get more
precise answers to queries [Aasman].

We enriched the RuleML-2011@BRF technical panel with three more specific
vertical tracks in emerging fields like cloud computing and rules [Spies; Tabet and
Pohlman], NIEM and rules [Webber], as well as clinical semantics and rules [Fry
and Sottara; Bragaglia et. al.]. Due to the above efforts, RuleML-2011@BRF, like
its predecessors, offered a high-quality, application-oriented program, which was
the result of the joint effort of the members of the RuleML-2011@BRF Program
Committee.

A special thanks is due to the excellent Program Committee for their hard
work in reviewing the submitted papers. Their very useful comments and sugges-
tions were instrumental to achieving a high publication quality. We also thank
the symposium authors for submitting good papers, responding to the reviewers’
comments, and abiding by our production schedule. We further wish to thank
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the keynote speakers, industrial partners, and the invited track authors who
contributed their interesting talks. We are very grateful to the organizers of the
nth14 International Business Rules Forum for enabling this fruitful collocation
with RuleML-2011@BRF. We would especially like to thank Rising Media for
its support.

The RuleML-2011@BRF Symposium was financially supported by industrial
companies, research institutes, and universities, and was technically supported
by several professional societies. We wish to thank our sponsors for their financial
support, which helped us to offer this event, and for their technical support,
which enabled us to attract many high-quality submissions.

August 2011 Frank Olken
Monica Palmirani

Davide Sottara
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Jorge Lobo IBM Research, USA
Ching Long Yeh Tatung University, Taiwan
Emiliano Lorini IRIT, Université Paul Sabatier, France
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Taylor Osmun, Patrick Thébeau, and Yevgen Biletskiy

Rules and Automated Reasoning

Consistency and Provenance in Rule Processing . . . . . . . . . . . . . . . . . . . . . . 66
Eric Jui-Yi Kao

D2R2: Disk-Oriented Deductive Reasoning in a RISC-Style RDF
Engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Mohamed Yahya and Martin Theobald

Principles of the SymposiumPlanner Instantiations of Rule
Responder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Zhili Zhao, Adrian Paschke, Chaudhry Usman Ali, and Harold Boley

Extended Rules in Knowledge-Based Data Access . . . . . . . . . . . . . . . . . . . . 112
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Business Executives Sharing Knowledge with Inference 
Engines: News from the ONTORULE Project 

Christian de Sainte Marie 

IBM, 9 rue de Verdun, 94253 Gentilly, France 
csma@fr.ibm.com 

Abstract. The EC-funded ONTORULE project1 was started with the stated ob-
jective of realizing the old promise to give back to the business user the owner-
ship and control over the business knowledge that is put to action in business 
applications. The project team identified several conditions that must be satis-
fied to achieve that objective, including: i) the separation of conceptual and  
operational knowledge at all levels; ii) the separation of the business representa-
tion of the knowledge, from its operationalization and from its implementation 
in business applications; iii) the provision of tooling to handle and manage the 
mapping between the different representations, the recombination of the differ-
ent kinds of knowledge, and the inter-dependencies between all of them. This 
talk will present and discuss the progress made in ONTORULE and the results 
of the project to this point. All the public deliverables of the project are down-
loadable from the project web site, as well as technology prototypes, demon-
strators, and a list of publications2. 

 
 
 
 
 
 
 
 
 

                                                           
1 The ONTORULE project is partially funded by the European Commission under Grant 

Agreement n° 231875. 
2  www.ontorule-project.eu  



Rule-Enhanced Domain Models for Cloud

Security Governance, Risk and Compliance
Management

Marcus Spies

Knowledge Management,
LMU University of Munich
marcus.spies@ieee.org

Abstract. As security is essential for the adoption of cloud computing,
several standards defining security domains, related threats and controls
are being established. The common goal is to enable cloud security spe-
cific IT governance for cloud providers and client enterprises alike. The
ensuing mandatory control objectives and control processes must cover
regulatory compliance and risk management in view of the growing public
sector and industry demand for cloud computing services. As of today,
most of these standards are represented in textual or semi-structured
form. However, the growing adoption of cloud computing calls for tool-
supported monitoring and auditing. This paper shows how this can be
accomplished based on a domain modelling approach that includes def-
initions and processing components for rules corresponding to control
objectives and various aspects of control processes.

1 Introduction

In July 2011, Microsoft Inc. published a document proving the compliance of the
company’s Office 365 cloud service with the security requirements from Cloud
Controls Matrix (CCM), a standard defined by the Cloud Security Alliance
(CSA) [19,34]. The CCM contains requirements for a set of governance and
operational domains as defined in the CSA cloud security guidance document [9].
The concept of control as internal regulation and alignment along business goals,
IT goals and process goals is in line with current frameworks for IT Governance,
most prominently COBIT [36] building on COSO [10]. More specifically, the
CSA defined governance domains are

– Governance and Enterprise Risk Management
– Legal and Electronic Discovery
– Compliance and Audit
– Information Lifecycle Management
– Portability and Interoperability.

The operational domains are

F. Olken et al. (Eds.): RuleML 2011 - America, LNCS 7018, pp. 2–9, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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– Traditional Security, Business Continuity and Disaster Recovery
– Data Center Operations
– Incident Response, Notification and Remediation
– Application Security
– Encryption and Key Management
– Identity and Access Management
– Virtualization.

It should be noted that these domains have counterparts in IT governance and IT
technical / operational management without reference to cloud computing. How-
ever, there are cloud specific issues, risks and requirements that are consequences
of the cloud computing service and deployment models with their specific com-
binations of client vs provider component and data responsibilities, see [4,17].
An prominent example of such a key issue is multi-tenancy – the fact that the
same cloud service must be available to multiple clients without resources and /
or data sharing or data leakage. In the case of Microsoft Office 365, compliance
with this requirement is, among other control activities, demonstrated by the
use of organizational units assigned to clients in the Active Directory technology
(see [19], p 48).

2 Domain Models and Intelligent Processing in Software
Assurance and GRC for Cloud Services

As shown in the introduction, a key use case of CCM is as a requirements ma-
trix against which cloud service providers can document compliance, referring to
their technical infrastructure, the operational environment, defined and endorsed
business practices etc. In case of [19], additional references to certifications and
audits are provided to support the compliance claims even further. This argu-
mentation by reference can be considered as instance of software assurance with
a particular focus on cloud services.

A further use case of CCM and related requirements frameworks is the provi-
sion of registries for compliance or governance related documents, metadata and
even operational data, as a recent example (as of summer 2011), CSA is provid-
ing a Security, Trust and Assurance Registry (STAR, see the CSA web pages for
details). This initiative is related to a more technical set of specifications for IT
security related metadata descriptions and exchange by NIST [38].

For simplicity of reference, such registries will be referred to as GRC-registries
(governance, risk, compliance management) in the sequel. GRC registries with
appropriate handling of privacy and benchmarking capabilities are highly im-
portant for vendors and clients of software services alike. For a related example
of GRC-registries not confined to the software industry, see [20,21].

The industrial and practical impact of both use cases, software assurance
and GRC-registries, is, however, limited by the degree to which the assurance
or registry data are provided such that at least partly automated consistency
and correctness analyses are possible. To see this, consider a set of assurance
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documents by the same vendor – evidently, many arguments will be repeated.
Cross references to audit reports or external standards like ISO 27001/2 will
appear in a redundant way, as well. Should there be any updates or changes in the
arguments needed, they will affect many documents and will require additional
checks by service clients, external auditors etc.

In order to enable at least semi-structured representation of assurance and
GRC-registry information, an upcoming metadata standard being defined by
OCEG (the Open Compliance and Ethics Group) – GRC-XML [35,33]. GRC-
XML uses the eXtensible Business Reporting Language XBRL [12]. A key feature
of XBRL is the ability to structure data according to multiple connected tax-
onomies. Taxonomies in XBRL are not limited to generalization / specialization
hierarchies, they can contain many additional relationship metadata.

While GRC-XML will enable providers of GRC-registries and software assur-
ance resource collections to eliminate redundancies and simplify the retrieval
process of assurance arguments, governance and IT operational practice doc-
umentations and the like, there will still be a lot of manual validation work
needed in order to check coherence and consistency of assurance profiles and
GRC-practices. In addition, a key requirement of compliance management is
adaptation to changes in the regulatory environment. Applicable regulations to
a software service may be different by industry, country, and the regulations
may change in response to detected vulnerabilities, cases of service failures etc.
Handling changes and modifications requires adaptation of the data or meta-
data schemes themselves, not just modifications of the registry entries or the
assurance documents. Adaptation of the data or metadata schemes may require
renewed validation.

As a consequence, large-scale adaptable GRC-registries and software assur-
ance profile registries require not only a higher degree of data structuring, but
also a higher degree of intelligent processing of the assurance or GRC-controls
etc reports and argumentations.

3 Domain Ontologies and Rules Processing – The State
of the Art

The key technologies for intelligent argumentation processing are the logic-based
formulation of domain models, often referred to as domain ontologies, together
with definition standards and processing components for rules operating on ele-
ments of these domain ontologies.

A commonly adopted standard language for domain ontologies is the web
ontology language OWL [24] that is subdivided into several sublanguages with
increasing levels of expressive power [22]. Domain ontologies are related to UML
class diagrams, there even exist partial model transformations defined in a speci-
fication by the Object Management Group [25]. However, the logical foundations
of a domain ontology have specific advantages w.r.t. to model checking (com-
pare this to the use of OCL in UML modelling, [26,39]). In particular, a reasoner
component operating on a domain ontology allows to check –
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subsumption of concepts – this allows to work with succinct declarative def-
initions of object classes, relationships and constraints and to infer a closer
description of the permissible individuals.

satisfiability of concepts – this allows to verify consistency with a given sys-
tem of object classes, relationships and constraints. It can be used in case of
an incoming changed rule or regulation for assessing the impact of changes
in the regulatory environment on needed adaptations to the domain model.

a state description for missing entities – this allows, e.g., to detect incom-
pleteness in a requirements engineering framework.

In an often used concrete syntax, OWL is based on RDF [15], which is itself
a common standard for web content management. Formally, OWL is building
on description logic (DL), a subset of first order logic that is decidable [3,11].
Description logic itself has many variants, and the OWL specification is allow-
ing increasingly more of them in order to adapt to industry and user modelling
needs. The different sublanguages of OWL allow constructs with different levels
of tractability or reasoning complexity. An important OWL 2 profile is the EL
profile (EL standing for existential restrictions based language) that is build-
ing on recent complexity results for DL with special focus on admissible series
of relation compositions (or object property chains, in OWL parlance). While
arbitrary relation composition constraints can lead to so-called role-value-maps
that are known to be undecidable [3,14], a restriction on the range of the final
element of the chain to an existing concept allows for polynomial time satisfi-
ability checks and related reasoning operations [2,1]. A dedicated reasoner for
OWL EL is available, see http://lat.inf.tu-dresden.de/systems/cel/. Another im-
portant OWL 2 profile is RL (for rule language) that lifts some restrictions of
OWLs EL for allowing closer proximity to logic programming. A comprehensive
recent discussion (including an implementation for the OntoBroker tools suite)
can be found in [13]. Some OWL editors allow in addition a dialect OWL full
[23] that allows to reify properties and to build higher order classes, which in
most cases leads to undecidable class descriptions.

While rules in the OWL RL profile correspond to valid logical inferences in
description logic, many practical applications of domain ontologies require ad-
ditional rule processing. This has been discussed in depth in the specification of
RuleML [5] and it has led to a typology of execution contexts and procedural ex-
tensions to knowledge representation systems which motivates
central rule markup constructs in RuleML [37]. Production rules, event-condition-
action (ECA) and reaction rules all are characterized by specific execution con-
texts – production rules modify knowledge bases (assert, retract), ECA rules
consume events and reaction rules produce events. These functionalities are
combined into one layer in [29], it may be extended by an interface descrip-
tion language and process algebras. Finally, a knowlege representation layer
adds higher level reasoning capabilities based on temporal and transaction logic
to the ReactionRuleML language architecture [29]. In terms of implementa-
tion, the constraint handling rules mechanism [14] in combination with a host
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language and processing system like a sufficiently interoperable Prolog engine
(like [7]), can provide many of the required reasoning capabilities, see [14],
chapter 6.

4 Basic Architecture of Domain Models for Cloud
Security GRC

The goal of the present approach is to set up domain ontologies for cloud security
service security governance, risk and compliance management. These ontologies
are enriched with business rules addressing various execution contexts related to
the assurance and registry use cases. This is important to note since an ontology
in the sense of a requirements catalogue would be rather straightforward to set
up but not adequate for these use cases. The intended intelligent processing
of assurance arguments and data / metadata registries requires to include a
generic layer into the ontology architecture. More specifically, the following basic
domains should be covered –

Time, time intervals and basic temporal logic for this, we build on the
EU FP 6 MUSING project that provided a rich set of ontologies with focus
on company and industry data processing related to Basel II assessments,
see [16].

IT governance conceptual framework – this currently being built on the
basis of [36]. This is a very interesting ontology, since we have very few con-
cept / sub-concept relationships, but a very high amount of object properties
and property chains.

IT operational risk and risk management – for this component, we build
again on the MUSING results, see [30,16].

IT security management and evaluation essentials – this is being built
based on the Common Criteria approach [8], an overview is given in Fig. 1.

Cloud Computing and Cloud Security domain model – this is built
based on [4,17], [9] and related documentation.

Structures of argumentation – here, we build on results from the EU ES-
TRELLA project, specifically the legal knowledge interchange format (LKIF)
together with its supporting ontologies [6]. This will be extended to cover the
recently published software assurance evidence metamodel and the related
argumentation metamodel by the Object Management Group, see [28,27].
For a recent discussion of argumentation structures relevant to cloud ser-
vices security, see [32].

An important design choice for this work is the level of rule processing needed in
various ontology components. In many situations, a model can actually be for-
mulated sufficiently well in description logic such that standard DL reasoners can
do the inferencing work. The logical foundation behind this observation is the
deduction theorem [18] stating that the antecedent of an implication derivable
from an axiomatic theory can be used to extend the theory such that the conse-
quent is now deducible immediately. A short example shall demonstrate where
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Fig. 1. An overview of the Common Criteria Security scenario model [8], from [31]

the domain model needs enrichment by rules that go beyond logical inferences.
Take the following informally stated production rule –

If control multi-factor authentication for remote users (CCM, domain security
architecture, control SA-07, [34]) is to be implemented, then set up the sys-
tem components smartCard authentication and one-time access code generation
based on a specific generating keys.

Note that several choices for multi-factor authentication are possible, therefore,
the contrapositive to this rule does not make sense – if some entity chooses not
to use smartCards and one-time access code generation devices, it cannot be
concluded that this entity fails to implement CCM control SA-07. Therefore,
we have a case of needed production rule processing here which should not be
artificially integrated into a security domain model.

On the other hand, the following requirement can readily be captured in an
appropriate ontologiy domain model – Policy, process and procedures shall be
established to triage security related events and ensure timely and thorough in-
cident management (CCM, domain information security, incident management,
control IS-22, [34]). This control clearly requires a general IT system setup
which is needed regardless of specific choices of complex event processing imple-
mentations and scoring systems. So, in this case, the recommended approach is
conceptual modelling using appropriate constructs in description logic. Building
on these, specific ECA rules (see section above) should then be used to model
the detailed behaviour of the security event scoring and the entire incident man-
agement system.

Acknowledgement. The author is indebted to Marlin Pohlman and Said
Tabet, both with EMC and contributing to several of the standards mentioned
in this paper, for many insights and fruitful discussions.
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14. Frühwirth, T.: Constraint Handling Rules. Cambridge University Press, Cambridge
(2009)

15. Klyne, G., Caroll, J.: Resource description framework (RDF): Concepts and ab-
stract syntax (2009)

16. Leibold, C., Krieger, U., Spies, M.: Ontology based modelling and reasoning in
operational risks. In: Kenett, R., Raanan, Y. (eds.) Operational Risk Management:
A Practical Approach to Intelligent Data Analysis, pp. 41–60. Wiley, New York
(2010)

17. Mell, P., Grance, T.: The NIST definition of cloud computing (2011)

18. Mendelson, E.: Introduction to Mathematical Logic. Chapman Hall, London (1997)

19. Microsoft Inc.: Standard response to request for information security and privay -
office365 (2011),
http://www.microsoft.com/download/en/details.aspx?id=26647

http://lat.inf.tu-dresden.de/~clu/papers/
http://www.estrellaproject.org/lkif-core/
http://www.microsoft.com/download/en/details.aspx?id=26647


Rule-Enhanced Domain Models 9

20. Mitchell, S., Switzer, C.S.: GRC Assessment Tools ”Burgundy Book” – Tools
for Evaluating Principled Performance 2.0. Open Compliance and Ethics Group,
OCEG (2009)

21. Mitchell, S., Switzer, C.S.: GRC Capability Model ”Red Book” 2.0. Open Compli-
ance and Ethics Group, OCEG (2009)

22. Motik, B., Grau, B.C., Horrocks, I., Wu, Z., Fokoue, A., Lutz, C.: OWL 2 web
ontology language profiles (2009), http://www.w3.org/TR/owl2-profiles/

23. Motik, B., Patel-Schneider, P., Horrocks, I.: OWL 1.1 web ontology language struc-
tural specification and functional-style syntax (2006)

24. Motik, B., Patel-Schneider, P., Parsia, B.: OWL 2 web ontology language structural
specification and functional-style syntax (2009),
http://www.w3.org/TR/owl2-syntax/

25. Object Management Group: Ontology definition metamodel specification (2009)
26. Object Management Group: Object constraint language version 2.2. Tech. rep.,

Object Management Group (2010)
27. Object Management Group: OMG Argumentation Metamodel (ARM) (2010)
28. Object Management Group: OMG Software Assurance Evidence Metamodel

(SAEM) (2010)
29. Paschke, A., Kozlenkov, A., Boley, H., Tabet, S., Kifer, M., Dean, M.:

Reaction RuleML – reaction rules for the rule markup language (2007),
http://ruleml.org/reaction/

30. Spies, M., Schacher, M., Gubser, R.: Intelligent regulatory compliance. In: Kenett,
R., Raanan, Y. (eds.) Operational Risk Management: A Practical Approach to
Intelligent Data Analysis, pp. 215–238. Wiley, New York (2010)

31. Spies, M.: Continuous auditing and risk management in cloud computing,
http://raw.rutgers.edu/docs/wcars/21wcars/presentations/

32. Spies, M.: A software assurance evidence approach to cloud security. In: Proc.
Database and Expert Systems Conference, Toulouse (2011)

33. Spies, M., Tabet, S.: Emerging standards and protocols for governance, risk and
compliance management. In: Kajan, E. (ed.) Handbook of Research on E-Business
Standards and Protocols: Documents, Data and Advanced Web Technologies. IGI
Global, Hershey (in press, 2011)

34. Swain, B., Agcaoili, P., Pohlman, M., Boyle, K.: Cloud controls matrix (2010)
35. Tabet, S., GRC-XML Initiative: GRC-XML Risk and Control Taxonomy Alpha

Release (2009)
36. The IT Governance Institute: Control objectives for information and related tech-

nology (COBIT R©) 4.1. Tech. rep., Information Systems Audit and Control Asso-
ciation (2010)

37. The RuleML Group: Schema specification of RuleML, version 1.0 (2010)
38. Waltermire, D., Quinn, S., Scarfone, K.: The technical specification for the security

content automation protocol, SCAP (2010),
http://csrc.nist.gov/publications/PubsSPs.html#SP-800-126

39. Warmer, J., Kleppe, A.: The Object Constraint Language – Getting your Models
ready for MDA, 2nd edn. Object Technology Series. Addison Wesley, Boston (2003)

http://www.w3.org/TR/owl2-profiles/
http://www.w3.org/TR/owl2-syntax/
http://ruleml.org/reaction/
http://raw.rutgers.edu/docs/wcars/21wcars/presentations/
http://csrc.nist.gov/publications/PubsSPs.html#SP-800-126


F. Olken et al. (Eds.): RuleML 2011 - America, LNCS 7018, p. 10, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Rules, Tables and Decisions: A Family History Tale 

Jan Vanthienen 

Katholieke Universiteit Leuven 
Faculty of Business and Economics 

Leuven Institute for Research in Information Systems 
Naamsestraat 69 

3000 Leuven (Belgium) 
jan.vanthienen@econ.kuleuven.be  

Abstract. Modeling, managing and implementing complex (business) logic has 
been a common concern in many approaches, from rule-based systems to dec-
larative process modeling, from complex event processing to decision manage-
ment, from ontologies to decision model notations, analytics and semantics. 

Rules, tables and decisions have a long history and share some common 
family attributes: independence, consistency, agility and expressive power. 

This presentation will show how and why approaches modeling rules, tables 
and decisions have been successful in the past and what is required for an even 
more promising future. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



F. Olken et al. (Eds.): RuleML 2011 - America, LNCS 7018, p. 11, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Event-Driven Rules: Experiences in CEP 

Paul Vincent 

TIBCO Software, London, UK 
pvincent@tibco.com 

Abstract. Event Driven Architectures (EDA) and Complex Event Processing 
(CEP) are demonstrating interesting alternatives to the app-server-executing-
business-logic approaches that are used in both business and cloud IT deploy-
ments today. Applying rules (and rule-based inferences) to events is a natural 
solution for business event processing, and the benefits of the “event-decision-
action” pattern enabled by rules have proved very useful in a number of appli-
cation cases. Here we introduce how rule-driven CEP is becoming a leading  
application area for rule technology together with some recent case studies on 
how declarative rules provide a suitable knowledge representation for event-
driven processes in business applications. 
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Abstract. CLIF++ is a variant on Common Logic with some interesting exten-
sions. We added aggregates, a query language, and a combination of forward 
and backward chaining rules. The execution engine for CLIF++ uses our new 
set based query planner that was developed for efficient SPARQL execution. In 
our talk we'll show some of these query transformations and show a demo. 
CLIF++ can be used in all the situations where you need the ability do define 
first order logic predicates and the ability to active triggers to execute rules 
when triples are added or deleted. 
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Abstract. SILK1 is an expressive Semantic Web rule language and system 
equipped with scalable reactive higher-order defaults. We present some of its 
latest novel language features and examples of its usage, including to answer 
questions about causal processes in college-level biology, e.g., for an e-learning 
application. A new feature is to permit formulas of more complex form, includ-
ing quantifiers and disjunction, in prioritized defeasible rules. We also briefly 
present our progress and lessons to date in interoperating between SILK and 
ResearchCyc2. Part of Vulcan Inc.'s Project Halo3, SILK integrates and extends 
recent theoretical and implementation advances in semantic rules and ontolo-
gies. It addresses fundamental KR requirements for scaling the Semantic Web 
to large knowledge bases in science and business that answer questions, proac-
tively supply info, and reason powerfully. SILK radically extends the KR power 
of W3C OWL RL, SPARQL, and RIF, as well as of SQL and production rules.  
It includes defaults (cf. Courteous LP), higher-order features (cf. HiLog), frame 
syntax (cf. F-Logic), external actions (cf. production rules), and sound inter-
change with the main existing forms of knowledge/data in the Semantic Web 
and deep Web. These features cope with knowledge quality and context, pro-
vide flexible meta-reasoning, and activate knowledge.  
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2 http://research.cyc.com 
3 http://projecthalo.com 
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Abstract. The Object Management Group (www.omg.org), founded in 1989, is 
the largest and longest-standing not-for-profit, open-membership consortium 
that develops and maintains computer industry specifications. Any organization 
may join OMG and participate in its standards-setting process. The best-known 
OMG specifications include the Unified Modeling Language™ (UML®), Mod-
el Driven Architecture® (MDA®), Common Object Request Broker Architec-
ture (CORBA®) and Business Process Model and Notation™ (BPMN®). OMG 
membership includes more than 470 organizations, with half being software 
end-users in over two dozen vertical markets, and the other half representing 
almost every large organization in the computer industry and many smaller 
ones. Most of the organizations that shape enterprise and Internet computing 
today are represented on OMG’s Board of Directors. OMG is an ISO Publicly 
Available Specification (PAS) submitter, able to submit its specifications  
directly into ISO’s fast-track adoption process. OMG’s UML, MetaObject Fa-
cility (MOF™) and Interface Definition Language (IDL™) specifications are 
already ISO standards and ITU-T recommendations. This presentation is fo-
cused on OMG specifications that are about rules, including:  

• Semantics of Business Vocabulary and Business Rules (SBVR™); 
• Production Rule Representation (PRR™); 
• Business Motivation Model (BMM™); 
• Related work-in-progress and requests for proposals. 

It will describe what these specifications contain, and how they are related to 
other OMG specifications and to the wider realm of rules-related standards.  
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1   Introduction 

The National Information Exchange Model (NIEM) approach is being adopted for 
government information sharing applications in the United States, Canada and Mex-
ico. While these XML based message exchanges themselves solve the mechanics of 
moving data electronically there exists a whole raft of other challenges on both sides 
of the exchange equation. Senders need help determining when, if and how to distri-
bute information and similarly receivers need to understand how to utilize the infor-
mation with effective analysis and decision making. Also associated with these  
information transfers are legal issues of control, privacy, security and auditing. All 
these are areas where rule agents and rule technologies can be effectively applied to 
automate aspects of the exchange handling, provide alerts and information checking 
and then analysis to guide human decision makers. In the arena of healthcare ex-
changes rule agent participation can alert medical staff to potential life threatening 
situations and help guide patient care processes to avoid common mistakes and  
omissions. 

These rule areas and needs vary widely from simple scenario checking to complex 
semantic reasoning about information along with statistical analysis and trend report-
ing. Similarly case management handling provides challenges in pattern matching, 
event relating and connecting seemingly disparate information fragments. 

Within NIEM the original founding organizations, Department of Homeland Secu-
rity (DHS) and Department of Justice (DOJ) have now been joined by the Health and 
Human Services (HHS). As more healthcare related information exchange occurs then 
additional rule handling needs surface such as medical best practices, patient record 
management, patient treatment evaluation and drug interaction tracking. 

The information exchanges today consist of raw data content in XML formats 
while associated semantic and ontological information technologies have not been 
fully applied for NIEM purposes. Given the broad scope of NIEM and the emerging 
involvement of international partners the technical challenges faced by NIEM imple-
mentations are increasing not decreasing. Applying of rules technologies to help solve 
and ameliorate these can be divided into three categories, short term, medium term 
planning and long range goals. 

2   Short Term Needs 

Immediate short term needs revolve around specific application areas and provide the 
potential for quick wins where rule and agent technology can be applied directly to 
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information exchange data points and uses. Most obvious is vocabulary alignment and 
core component refinement across related domain dictionaries and collections infor-
mation components. Here inspecting and identifying candidate components and simi-
lar and shared components is extremely time consuming and labor intensive when 
done by hand utilizing spreadsheets and lists of components. Automating comparisons 
can dramatically reduce the level of effort and enhance communities sharing and 
reuse through rapid and consistent search and discovery tools. Since effective reuse is 
critically dependent on selecting the correct components quickly and easily from the 
overall collections. The OASIS SET Technical Committee work and associated open 
source tools are instructive in what has already been shown to be possible (OASIS 
SET TC – http://www.oasis-open.org/committees/set). Similarly the Open II project 
produced by MITRE Corporation in collaboration with Google, University of Califor-
nia at Irvine, and University of California at Berkeley has tools for comparing sets of 
domain components (http://www.cs.berkeley.edu/~kuangc/publications/sigmod10-
openii.pdf). 

A further need is renaming and aligning components to standard Naming and  
Design Rules (NDR) requirements. Here the open source CAM toolkit 
(http://www.cameditor.org) has created a set of tools designed to work with ERwin™ 
data models of components derived from SQL database tables and produce NIEM 
NDR consistent component sets. The CAM toolkit also includes tools to check the 
consistency of component names and spellchecking support.  Effective analysis of 
components must be predicated by alignment of names and terms to ensure maximum 
consistency of the results. 

Once such housekeeping has been performed then the next need is to consolidate 
redundant component collections into their atomic parts for reuse dictionary artifacts. 
This ensures optimum numbers of components and prevents exponential growth in 
components as more and more domains are added. For this agent tools need to inspect 
the actual names of components, separating them into terms and deducing potential 
similar or equivalent parts. This can use contextual occurrence as well as semantic 
and linguistic techniques. 

The goal of this short term work is to produce core component collections that are 
optimized for a domain and are rapidly and easily reused when designing and building 
new information exchanges. NIEM itself has evolved and grown rapidly over the past 
five years and while manual harmonization of components has occurred. 
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Abstract. We present a re-conceptualization and re-engineering of the
non-SWSL portion of the Derivation Rules subfamily of RuleML in the
Relax NG Compact (RNC) schema syntax. The benefits arising from
RNC schemas include decreased positional sensitivity and greater flexi-
bility in modularization (from fine-grained modular to monolithic), as
well as unification of human-readable (“Content Models”) and machine-
readable (XSD/XML) versions. We introduce a Relax NG schema design
pattern, enforced by RNC meta-schemas, that guarantees monotonicity
(grammatical extension implies syntactic containment) when any of a
large number of small expansion modules are merged. The original fif-
teen Derivation RuleML sublanguages are thus embedded in a syntactic
lattice with hundreds of thousands of languages with semantics inherited
from the top language. The original RuleML sublanguages are available
through links, and customized languages are available through a GUI
web-app. The GUI serves as the front end to a PHP-specified parameter-
ized schema that takes a selection of customization options and returns
a schema driver file. These options are encoded to facilitate determi-
nation of syntactic containment between any pair of languages. As in
earlier (Derivation) RuleML language hierarchies, (logical) expressivity
forms the backbone of the language lattice. The (parameterized) RNC
schema serves as a pivot format from which XSD schemas, statistically-
random XML test instances, monolithic simplified RNC content models,
and HTML documentation are automatically generated. The RNC-based
re-engineering of Derivation RuleML has already led to the discovery and
patching of errata in RuleML versions 0.91 and 1.0, as well as to sug-
gested enhancements of version 1.0 and a newly conceived version 1.1.
The specifications of the RNC-based RuleML schemas are maintained at
http://wiki.ruleml.org/index.php/Relax_NG.

1 Introduction

RuleML is a family of languages for Web rule interchange that was originally
specified in Document Type Definitions (DTDs) [W3C98], then switched to XML
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Schema Definition Language (XSD) schemas [TBMM04]. Here we present a
re-engineering of the non-SWSL portion of the Derivation Rules subfamily of
RuleML in the Relax NG Compact (RNC) schema syntax [ISO08] on the ba-
sis of lattice [Nat] and hedge automaton theory (cf. [Mur98]). This novel, RNC
schema formalism has already supported the re-conceptualization and transition
from RuleML version 0.91 to 1.0, and gave insights for its evolution to version
1.1 and beyond.

Goals. A re-engineering of the RuleML schemas was undertaken to achieve the
following:

– Maximize Alignment with Semantics: to the extent possible, semantic
constraints should be incorporated into the schema.

– Maximize Customizability: A fine-grained, highly cohesive, and loosely-
coupled modular schema design will allow a user to custom-build a RuleML
sublanguage by assembling a selection of modules.

– Maximize Automation: The assembly of custom schemas and the pro-
duction cycle of schema releases should be automated as much as possible.

– Maximize Reliability: The new schemas should be exhaustively tested
against the existing hand-written XSD schemas and instances, e.g. via
automatically-generated testing instances as well as hand-written exemplary
instances for ‘near-miss’ (invalid) and ‘corner’ (valid) cases.

– Maximize Extensibility: The schemas should enable extension by users,
as well as RuleML developers.

An Example of Customizable Schema Definition: Equations. In the orig-
inal RuleML 0.91 family of languages, equations are available from Horn logic
languages up, which also include, e.g., negations, disjunction, and quantification.
However, equations are also desirable from Hornlog down, e.g. between individ-
ual constants in Datalog, even when Datalog is further specialized to only binary
relations or to only facts. Hence, in RuleML 1.0, equations should be freely com-
binable with the other RuleML sublanguages. Similarly, languages with only
binary relations in RuleML 0.91 are just allowed for Datalog, but in RuleML 1.0
should be also allowed up the family tree. We thus propose a method to per-
mit free combinations of fine-grained modular features for customizable schema
definition.

Of course, it is always possible to author or validate with a more permis-
sive schema, i.e., a schema defining a language that syntactically contains the
language of interest. However, a minimal schema improves the efficiency of vali-
dation, enhances authoring in a content-completion environment, and improves
reliability when a minimal feature set is mandated by specification.

In the previous modularization approach, a significant redefinition of the XSD
schema would be required to add equations to a smaller sublanguage, such as
bindatagroundfact. With the re-engineered Relax NG schema, we may accom-
plish this task with the following steps:
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1. Open the GUI1 and select only the language features desired. For the smallest
language with equations, we select the first options in the radio button sets
(Expressivity - Atomic Formulas, Default Attributes - Required to be Absent,
and Term Sequences - None) and deselect all checkboxes except Equations.

2. Click the Refresh Schema button to see the corresponding schema driver
file and the URL that may be used to perform validation. This long
URL has base http://ruleml.org/1.0/relaxng/schema_rnc.php, which
points to the PHP-specified parameterized schema, and a query string
?backbone=x0&default=x5&... that encodes the selected language options.
Notice the schema driver file contains only nine modules, out of over fifty
available.

3. Associate the schema driver file with an xml file using the xml-model pro-
cessing instruction [GK10], where the value of href is the URL obtained in
step 2 with all ampersands escaped as &amp;.

4. Edit the xml file with an xml-model processor, such as oXygen2, to create
equations such as3:

<?xml-model href=
"http://ruleml.org/1.0/relaxng/schema_rnc.php?backbone=x0&amp;default=x5&amp;termseq=x0&amp;
lng=x1&amp;propo=x0&amp;implies=x0&amp;terms=x10&amp;quant=x0&amp;expr=x0&amp;serial=x0"
type="application/relax-ng-compact-syntax"?>
<RuleML xmlns="..."><Assert><formula>

<Equal>
<left><Ind>Lady Gaga</Ind></left>
<right><Ind>Stefani Joanne Angelina Germanotta</Ind></right>

</Equal>
</formula></Assert></RuleML>

The Original Fifteen Languages as a Lattice. A partially-ordered set
(poset) in which every pair of elements has both a greatest lower bound (glb, infi-
mum) and a least upper bound (lub, supremum) in the set is called a lattice. The
fifteen languages in the non-SWSL4 portion of the Derivation RuleML language
subfamily satisfies the lattice conditions with respect to the partial ordering im-
posed by syntactic containment, as shown in Figure 1 and may be embedded in
the larger lattice described in Section 2.1. The binary numbers below each named
language demonstrate how a code can be used to identify unnamed languages
uniquely as well as facilitate the determination of order by bit-wise comparison.
These codes were generated from the lattice diagram, starting from the bottom
and proceeding through the diagram upward and left-to-right, as shown below.
Given a language whose code has not yet been determined:

1. determine the conjunction (i.e. bit-wise maximum) of all of its sublanguages;

1 GUI: http://ruleml.org/1.0/gui/
2 oXygen: http://www.oxygenxml.com/
3 The RuleML 1.0 namespace is still open; it will appear at http://ruleml.org/1.0/
4 An extension of Hornlog RuleML was developed to serialize SWSL (Semantic Web

Services Language) in XML, whose syntax goes significantly beyond the other lan-
guages (http://www.w3.org/Submission/SWSF-SWSL/#sec-markup), and so cannot
be accommodated in the lattice shown in Figure 1.

http://ruleml.org/1.0/relaxng/schema_rnc.php
?backbone=x0&default=x5&...
http://ruleml.org/1.0/gui/
http://www.oxygenxml.com/
http://ruleml.org/1.0/
http://www.w3.org/Submission/SWSF-SWSL/#sec-markup
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2. if the conjunction is not equal to any other code assigned so far, it may be
selected as the code, but if the language contains features that are not in
any of its sublanguages, one may choose to proceed to step 3;

3. otherwise add a 1 at the least-significant ‘unused’ (i.e. so far not used any-
where else in the lattice) bit to the conjunction from step 1.

The choices made in step 2 of this non-deterministic procedure when applied to
generating the ‘original fifteen’ are seen in Figure 1 (note caption for caveat).

Overview of the Relax NG Language. The Relax NG language was cho-
sen for this re-engineering effort because of its decreased positional sensitiv-
ity and its greater flexibility in modularization (from fine-grained modular to
monolithic), as well as unification of human-readable (“Content Models”) and
machine-readable (XSD/XML) versions. These benefits are achieved through
unique features of the Relax NG schema language [ISO08], including the
notAllowed reserved word to create abstract patterns, definitions with combine
attributes (|=, &= in the compact syntax) to merge definitions that are de-
composed across modules, and the interleave operator & (a generalization of the
xsd:all group) to create order-insensitive content models. Because Relax NG
is theoretically grounded in hedge automaton theory, modularization is always
possible since regular hedge languages are closed under the operations of inter-
section, union and complement [Mur98].

Fig. 1. Hasse diagram of the ‘original
fifteen’ language lattice with arrows,
and illustrative binary codes, indicat-
ing syntactic containment. The code
assignment was generated by the pro-
cedure described in Section 1, but is
not unique for this poset, as it de-
pends on the way the Hasse diagram
has been drawn (as a 2-D projection
of a unique Directed-Acyclic Graph),
as well as choices made in the im-
plementation of the non-deterministic
procedure. When the partial order of
post-schema validation infoset (PSVI)
containment (see Section A) is consid-
ered, the ‘original fifteen’ violate the
lattice conditions due to the use of de-
fault attributes. Therefore, the imple-
mented schemas use a different cod-
ing that reflects grammatical, syntac-
tic, and PSVI containment, described
in Section 2.1.
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2 Design of the RuleML Relax NG Schema

The design consists of several components with different levels of abstraction. For
the beginning user, URL redirects5 provide default access to serializations6 of the
original fifteen RuleML sublanguages. For the advanced user, the GUI web-app
allows selection among many syntactic options and computes the URL of the
dynamically-generated driver file for the customized language. A PHP-specified
parameterized schema7 implements the mapping from the syntactic options to
the corresponding subsets of modules.

2.1 GUI Web-App and Language Options Encoding

The GUI web-app consists of an XHTML form that accepts a user’s input of
language options through radio buttons and check boxes. A URL that points to
a PHP script, described in the next section, with a query string of the language
options encoded compactly, is generated by the form and may be used directly
for validation of instance documents.

The language options are organized into facets of semantically-related dimen-
sions. Each dimension is Boolean, and the dimensions are freely combinable,
although some are ‘dormant’ (produce no syntactic or semantic change) unless
an ‘activating option’ is also selected. For example, the slot cardinality attribute,
card, is dormant unless slotted arguments are included, because this attribute is
only allowed on the slot element. In the GUI, each dormant option is disabled
unless at least one of its activating options is selected. For each group of options
(e.g. backbone, default, ...), the Boolean values are treated as bits of a hexadec-
imal number. The full selection of options is assembled as a hexadecimal-valued
query string8 e.g.

backbone=x3f&termseq=x7&default=x3&serial=xf&propo=x3f}
&implies=x7&terms=xf3f&quant=x7&expr=xf&lng=x1

to form a unique syntactic code for each language. Bit-wise dominance between
two codes is equivalent to syntactic containment of the corresponding languages.
The option facets are described in the following subsections, with the facet pa-
rameter name(s) given parenthetically in the title of each subsection.

Backbone (backbone). The logical connectives of propositional logic and the
variables and quantifiers of predicate logic are implemented in independent mod-
ules so that a great variety of expressivities may be constructed by ‘mixing-in’
various schema modules. However, only certain combinations of these modules
are accessible from the GUI, corresponding to an unbranched hierarchy from
ground atomic formulas to full first-order logic, which we call the “backbone” of
the language lattice (see Figure 2).
5 E.g., the URL for Datalog in relaxed-form RNC:
http://ruleml.org/0.91/relaxng/datalog_relaxed.rnc

6 See the ‘Serialization’ subsection of Section 2.1.
7 PHP: http://ruleml.org/0.91/relaxng/schema_rnc.php
8 When the query string is used in an href attribute, & should be escaped as &amp;.

http://ruleml.org/0.91/relaxng/datalog_relaxed.rnc
http://ruleml.org/0.91/relaxng/schema_rnc.php
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Positional Arguments (termseq). In Atomic formulas and in Expressions, the
sequence of positional arguments (as opposed to the bag of slotted arguments)
may be necessarily empty (None), limited to empty or length two (Binary), or
allowed to be of arbitrary finite length (Polyadic) (see Figure 3).

Fig. 2. Hasse diagram of the backbone sublattice with binary and hexadecimal codes.
The options within solid ovals are available from the GUI, the others can be accessed
through the parameterized schema, as described in Section 2.2.

Attributes with Default Values (default). In the RuleML XSD schemas,
certain attributes are defined with default values. In some situations it may
be advantageous to eliminate the default values so that the language is more
compact; this is the first option, “Required to be Absent”. The second option,
“Required to be Present”, allows the Relax NG schema to emulate the post-
schema validation infoset (PSVI) of instances validated against XSD schemas,
by requiring attributes having default values to be present. This constraint is
necessary for PSVI emulation because Relax NG validation does not allow mod-
ification of the info-set, in contrast to XSD validation, which inserts attributes
having default values when they are absent in the instance document. The third
alternative, “Optional”, allows such attributes to be absent or present, and thus
is the join (w.r.t. lattices, the least upper bound) of the former two languages.
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Fig. 3. Hasse diagram for the term se-
quence facet. Options available from the
GUI include polyadic term sequences, bi-
nary term sequences, and the absence of
term sequences (“None”), the latter cor-
responding to propositional and frame-
like languages. Additional options such as
unary term sequences are not yet avail-
able, but are accommodated in the pa-
rameter encoding for this facet for future
implementation.

Serialization (serial). Only three serialization forms are implemented in the
URL redirects: the “relaxed-”, “normal-” and “mixed- form” serializations. Ad-
vanced users have additional options available through the GUI web-app. The
normal-form serialization, corresponding to all of the serialization options
unchecked, realizes canonical ordering of child elements and required ‘striping’9

as well as the “Required to be Present” treatment of attributes with default val-
ues described above in Section 2.1. The relaxed-form serialization, corresponding
to all of the serialization options checked, is maximally insensitive to the order
of child elements while still retaining unambiguous semantics, and has optional
striping, as well as the “Optional” treatment of attributes with default val-
ues.10 A mixed-form schema is also implemented to reproduce the syntax of the
original XSD schemas for testing purposes, but is not available from the GUI.

Mix-Ins (propo, implies, terms, quant, expr). Additional syntactic options
include equivalence, meta-logic, negations, semantic variants of implications, ex-
pressions and equations, slots, rest variables, object identifiers, resource
identifiers (IRIs), degree of uncertainty, explicit typing, reification, and skolem
constants.

Alternate Names (lng). The default abbreviated English element and at-
tribute names may be replaced by long English names. The modules imple-
menting that replacement serve as a template for other alternate name sets,
enabling internationalization. Expansion modules are used to add the alternate
names, and contraction modules are required to remove the default names. The
language lattice of the alternate name set is isomorphic to that of the default
name set.

9 Striping: the alternation of ‘Node’ (upper-cased ‘Type-tag’) elements with ‘edge’
(lower-cased ‘role-tag’) elements.

10 Additional options for disabling explicit datatyping and the schema location at-
tribute are necessary for the normal form as a workaround to a bug in the translator
from Relax NG to XSD schemas.
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2.2 Parameterized Schema

The parameterized schema is implemented as a PHP script which accepts lan-
guage options encoded in a query string11 and generates the driver file. This file
assembles the grammar by inclusion of modules, and contains only namespace
declarations, start and include statements, and comments. The PHP script per-
forms a monotonic transformation of the parameters passed in the query string
into Boolean variables, each indicating the inclusion of one or more modules. In
a few cases, a pair of modules is replaced by one syntactically equivalent module
so that simpler grammar patterns may be employed.

The start pattern of the driver file determines the elements allowed as a doc-
ument root. In general, the specification of document root in Relax NG does not
translate to XSD schemas, where any global element may be the document root.
In the RuleML driver files, the start pattern is constructed as a choice among
all globally defined elements, in order to maintain equivalence to XSD schemas,
and to allow RuleML fragments to validate.

2.3 Design Patterns for Modules

The modularization of the parameterized schema is constrained by the require-
ment of realizing the original fifteen languages. However, there is still consider-
able freedom in the design. Certain design decisions influence the nature of the
“enriched” lattice by altering the coverage of the new languages that are cre-
ated. Our design pattern has a number of aspects in common with the XHTML
2.0 Relax NG schema [IG09], but is significantly more constrained in order to
maximize both decoupling and monotonicity of the modular system.

Module Decoupling. Like XHTML2.0 and the existing RuleML XSD schemas,
the Relax NG schema uses a flat schema design pattern, which declares all the
elements globally using named patterns, enhancing extensibility. There are many
ways to decouple such patterns in Relax NG, including using abstract patterns,
unreachable patterns and ‘linking modules’. For example, in RuleML a Negation
formula (strong negation) is allowed to occur within a Naf formula (weak nega-
tion, Negation as failure), provided both kinds of negation are included in the
language. The RNC code that activates this coupling is

NafFormula.choice |= Negation-node.choice

We call definitions of one pattern as a formula of other named patterns linking
definitions, to distinguish them from definitions that explicitly define elements
or attributes. We can place this linking definition in the Negation As Failure
module naf module.rnc or the Negation module neg module.rnc, or poten-
tially another module.

11 The query string may be manually edited to obtain some options not directly avail-
able from the GUI.
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Unreachable Patterns: The linking definition may be placed in the Negation
module. If a language includes strong but not weak negation, the
NafFormula.choice pattern is valid but unreachable. This approach is efficient
in lines of code, but can be hard to read in modular form, since the definition of
some patterns, in this case NafFormula.choice, is fragmented across modules.

Abstract Patterns: If the linking definition is not placed in the Negation As
Failure module, the module where it occurs will be invalid on its own unless
we add an additional definition to make the Negation-node.choice pattern
abstract. In Relax NG Compact (RNC) syntax, an abstract pattern is created
with the notAllowed reserved word as follows:

Negation-node.choice |= notAllowed

If we place the linking definition into the Negation module, then the abstract
pattern is overridden whenever this module is included, and the link is activated
if both negation modules are included in the language. Having a large number of
notAllowed definitions causes the code to look cluttered and to be more difficult
to maintain, so these definitions are collected into a single ‘initialization’ module,
which is included in every schema driver file. Similarly, patterns combined with
the interleave attribute are initialized empty.

Linking Modules: If the linking definition is placed in a third ‘linking’ mod-
ule, the greatest flexibility would be attained, allowing the decision to couple the
two kinds of negation to be made independent of their inclusion in the language.
Linking modules contain linking definitions, but no new element or attribute
definitions. The patterns on both sides of the link must be defined in the ini-
tialization module to ensure that the modules may be combined freely to form
a valid grammar.

In RuleML/RNC, we use the Linking Module design whenever feasible, as
this provides maximum modularity. In particular, this design pattern is used to
implement the transition from the Datalog / Horn logic languages to the full
first-order logic languages without resorting to redefinition, by placing linking
definitions for unrestricted formula compounding into a folog expansion module.

Monotonicity from Segregated Names. In Relax NG schemas, pattern
names are the non-terminal symbols used to write production rules. One of
the features of our schema design pattern is segregation of pattern names ac-
cording to the allowed value of the combine attribute of their definitions. The
segregated naming design pattern has been specified in a set of meta-schemas12

in the RNC language, that can be used to validate base grammars, and expan-
sion and contraction modules after translation into the XML-based Relax NG
syntax. To illustrate the constraints on these categories, we draw examples from
several RuleML modules.

An extension point and several abstract patterns for equality are initialized
in init expansion module.rnc as follows:
12 http://www.ruleml.org/1.0/designPattern

http://www.ruleml.org/1.0/designPattern
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Equal-node.choice |= notAllowed # for alternate names of equality element
Equal-datt.choice |= notAllowed # for required attributes of equality element
reEqual.attlist &= empty # for optional attributes of equality element
Equal.header &= empty # for modifying children of equality element
Equal.main |= notAllowed # for main content of equality element

In equal expansion module.rnc, the above patterns are assembled as follows:

Equal-node.choice |= Equal.Node.def
Equal.Node.def =

element Equal { (Equal-datt.choice & reEqual.attlist), Equal.header, Equal.main }
Equal.header &= SimpleFormula.header?
Equal.main |= leftSide-edge.choice, rightSide-edge.choice

Additional definitions provide the patterns for the left- and right-hand sides. In
long name expansion module.rnc we have

Equation-node.choice |= Equation.Node.def
Equation.Node.def =

element Equation { (Equal-datt.choice & reEqual.attlist), Equal.header, Equal.main }

In short name contraction module.rnc we have

Equal.Node.def &= notAllowed

These schema snippets illustrate the full range of definitions permitted in the
Relax NG schema design pattern. We utilize three categories of pattern names.

Choice Combine: In base grammars and expansion modules, patterns with
names from the choice category must be defined with the choice combine operator
|=. In the example above, Equal.choice and Equal.main are names in the
choice category. In practice, choice patterns are defined as notAllowed in the
initialization expansion module, and then overridden in expansion modules, as
shown above. Choice combine definitions are not allowed in contraction modules.

No Combine: In base grammars and expansion modules, patterns with names
from the no-combine category must be defined, with =. In base grammars and
contraction modules, it is permitted to have definitions having names from this
category with the combine attribute interleave, whose pattern is the notAl-
lowed reserved word. We use this construction in the alternate names modules,
as shown above, to remove abbreviated element names when they are replaced
with long or internationalized names. Because neither of the definitions

Equal.Node.def &= empty
Equal.Node.def |= notAllowed

would be permitted in the intialization expansion module, the names in the no-
combine category are never initialized. This introduces limitations on how ab-
stract components may be defined. To define abstract elements and attributes,
we introduce a more abstract choice pattern, such as Equal-node.choice, as
shown above. Such choice patterns are extension points that hold alternate name
elements or alternate constructions that serve the same role in the grammar, and
unify elements that have similar semantics.



Highly Modular Schemas for XML: RuleML in Relax NG 27

Interleave Combine: In base grammars and expansion modules, patterns with
names from the interleave combine category must be defined with the interleave
combine operator &=. Names from the interleave combine category may not be
defined in contraction modules. The interleave combine is used to initialize in-
terleave patterns, such as lists of optional attributes, as empty. Other uses are
to add attributes to an attribute list, and, in the order-insensitive syntaxes, to
add children to the interleave header patterns, as shown above for the Equal
element. An additional constraint is required to attain monotonicity. In an ex-
pansion module, the right-hand side of a definition with a combine attribute of
interleave must be optional (?), zero-or-more (*), or empty, as shown above for
the reEqual.attlist pattern.

2.4 Transformation

The RNC parameterized schema serves as a pivot format from which XSD
schemas, statistically-random XML test instances, monolithic simplified RNC
content models, and HTML documentation are automatically generated.

Auto-generated Normal Form XSD. The Jing/Trang software is used to
transform the parameterized schema and included modules into monolithic
normal-form or mixed-form XSD schemas as follows:

– Jing13 with switch s is used for simplification of modular RNC schemas into
monolithic Relax NG XML syntax (RNG);

– Trang13 is used for transformation of RNG schemas into XSD.

The XSDs corresponding to the original fifteen RuleML sublanguages are made
available for remote validation14 or download in a zip archive that also includes
the PHP script for the parameterized schema and Windows batch scripts for
transformation and validation.15

Instance Generation. The oXygen software package is used to generate in-
stances from XSD schemas. Instances generated from the original XSD schemas
are used to exhaustively test that the RNC relaxed-form languages syntacti-
cally contain the corresponding original RuleML language, while instances of
the normal- and mixed-form XSD schemas auto-generated from RNC are simi-
larly employed for testing for syntactic containment or equivalence, respectively,
relative to the original languages.

Simplified RNC as Content Model. The jing -s transformation described
in Section 2.4 is also the first step in generating the simplified, monolithic RNC
13 http://code.google.com/p/jing-trang/
14 Horn logic in normal-form XSD:

http://www.ruleml.org/0.91/xsng/hornlog_normal.xsd
15 Normal-form Zip Archive:

http://ruleml.org/0.91/relaxng/ruleml0-91_normal_rnc.zip

http://code.google.com/p/jing-trang/
 http://www.ruleml.org/0.91/xsng/hornlog_normal.xsd
http://ruleml.org/0.91/relaxng/ruleml0-91_normal_rnc.zip
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schemas that serve as auto-generated content-model documentation, replacing
error-prone hand-generated documentation, the second step being transforma-
tion by trang back into RNC. The jing -s simplification is a by-product of the
validation process, and so does not provide the ideal documentation, as mean-
ingful pattern names, e.g. formula-Query.Node.def, are replaced by simplified
names, e.g. formula 3, that somewhat obfuscate meaning in the translation.
Nevertheless, this is an easy and highly reliable method for condensing the mod-
ular grammar into a monolithic, and more human-readable, form.

HTML Documentation of Syntax and Semantics. Absent an application
to generate documentation directly from Relax NG schemas, chaining Trang
transformation into XSD with oXygen documentation tools for XSD schemas
provides this capability to some extent. Relax NG annotations, which are pre-
served under Trang transformation, provide the semantics of components. The
documentation need only by prepared for the top language16, as sublanguages
inherit their semantics from the top language.

3 Implementation of the RuleML Schema Design

The RNC-based re-engineering of Derivation RuleML has already led to the
discovery and patching of errata in RuleML versions 0.91 and 1.0, as well as to
suggested enhancements of version 1.0 and a newly conceived version 1.1.

3.1 Implementation in RuleML 0.91

The RNC implementation for RuleML 0.91 reproduces the previously released
RuleML 0.91 sublanguages, with the exception of the following patches, which
fix errata17 discovered during the Relax NG re-engineering:

– Accidental omission of type declarations in the content model of Rulebase,
unexpectedly allowing arbitrary content in some elements.

– Relaxation of order sensitivity resulted in an overly general content model for
atomic formulas, expressions, and some types of generalized lists, allowing
semantically-incorrect multiple occurrences of rest variables.

In addition to the fifteen original RuleML 0.91 sublanguages, the language lattice
generated by the parameterized RNC schema permits many other languages.
A few notable features of the thus enriched language lattice are listed here:

– Equations are made available at all levels of expressivity.
– A short URL ( http://ruleml.org/0.91/rnc ) for the top RuleML lan-

guage redirects to the parameterized schema of the most inclusive language
(except for alternate element names).

– Propositional languages are introduced by allowing an option that requires
positional argument sequences to be empty. To realize this, the pattern for

16 http://www.ruleml.org/0.91/relaxng/naffologeq_relaxed.rnc
17 http://wiki.ruleml.org/index.php/XSD-Errata0.91#RuleML_0.91_XSD_Errata

http://ruleml.org/0.91/rnc
http://www.ruleml.org/0.91/relaxng/naffologeq_relaxed.rnc
http://wiki.ruleml.org/index.php/XSD-Errata0.91#RuleML_0.91_XSD_Errata
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the positional arguments in atomic formulas is initialized as empty, and only
extended in optional modules for binary and polyadic term sequences.

– Expansions of the propositional languages with slots and/or object identifiers
provide a pure frame-like and/or object-oriented syntax.

– The option to restrict positional argument sequences to zero or two members
(as in the RuleML bin languages) is made available at all backbone levels.
At present, the restriction is applied simultaneously to atomic formulas,
expressions and plexes (generalized lists); this may be relaxed later.

– More alternatives are available for stripe-skipping and child order in Implies
and Entails, including skipping the stripe of only one child (body or head
in 0.91, if or then in 1.0) and simultaneously relaxing the order constraints
on these children. Canonical ordering (body before head) is only imposed
when both stripes are skipped. The GUI allows stripe-skipping and order-
insensitivity to be selected independently.

3.2 Implementation in RuleML 1.0

The Relax NG schemas for Derivation RuleML 1.0 are a relatively small upgrade
from the 0.91 versions. We adopt several name changes already incorporated into
the RuleML 1.0 XSD schemas [BPS10]. Beyond Derivation RuleML, we consider
Relax NG versions of all of Deliberation RuleML, including higher order logic
and modal logic, as well as of Reaction RuleML, including actions and events.

3.3 Preview of Proposed RuleML 1.1

A primary goal of the proposed RuleML 1.1 revision is alignment with seman-
tics, including removal of semantically-invalid constructs that were previously in-
cluded because of limitations of XSD. Such constructs can be identified through
a more formal specification of the semantics, as in PSOA RuleML [Bol11] and
the planned Common Logic (CL) RuleML, and a mapping of syntactic sugar to
the corresponding traditional first-order logic statements.

– The entire Fuzzy RuleML specification [DPSS06] will be implemented, where
all formulas, not only Atoms, may have a degree (of uncertainty) child.

– Following the recommendations from [Vli03], for all terminal elements ex-
cept Data and also for all attributes with arbitrary values, the xs:string
datatype will be replaced by xs:token, which has the same lexical space as
xs:string, but its value space consists of lists of tokens separated by single
spaces. This is appropriate because RuleML is for the most part a ‘data-
oriented’ application where white space is not significant, other than as a
token separator. This will allow users, e.g., to more easily extend the schema
to a restricted vocabulary without concern for white-space multiplicity.

– Within Entails, elements if and then will be allowed formulas as children,
in addition to formulas wrapped in a Rulebase element, increasing module
independence.

– The performatives module will be decomposed to separate the definition of
the Query element from the definitions of Assert and Retract, allowing the
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creation of a knowledge-base language (Assert and Retract performatives
only) and a query language. These languages are already being used in OO
jDREW [BBH+05].

– The content model of Reify will be restricted to Node elements, to remove
the meaningless reification of edge elements.

– The Data element will be split into two (namely, Data and Structure), one
having simple content (cf. XML Schema Part 2, Datatypes [BM04]) and the
other complex content (cf. XML Schema Part 1 and Relax NG). This will
give Data back its original ‘leaf-level’, Individual-like meaning and reserve
the new Structure for ‘tree-level’, Expression-like content. This is necessary
to allow the restriction of Reify described above while maintaining auto-
translation from RNC normal-form to XSD, and is also desirable to avoid a
definition for Data that mixes simple and complex types.

– Context-sensitive constraints, such as “Functions within Equals within an
Equivalent must be either interpreted (per value) on both sides or un-
interpreted (per copy) on both sides”, will be realized in RNC schemas,
but are not translatable to XSD (without Schematron), as they require non-
deteriministic patterns.

4 Conclusions

Through the re-conceptualization and re-engineering of the RuleML schemas,
considerable progress has been made towards the goals stated in Section 1:

To increase alignment with the semantics, names were assigned to recur-
ring grammar patterns, e. g. formulas allowed in conclusions, enabling pattern
reuse.

In order to increase customizability, a schema design pattern was developed
which allowed us to build a system with over fifty freely combinable modules,
leading to more than 250 > 1015 grammars generating an estimated 300,000 dif-
ferent (and meaningful) languages. Further, we used the partial-order relations
of containment (of grammars and languages) to organize the resulting gram-
mars and their generated languages into lattices, related by order-preserving
mappings, and labeled by codes that facilitate the determination of containment
between any pair of grammars or languages.

To increase automation and reliability, we developed a GUI, a PHP-specified
parameterized schema, scripts for transformation and validation, and meta-
schemas to enforce the schema design.

To increase extensibility, numerous extensions points have been introduced,
as named patterns. The use of such extension points has been illustrated by
modules that implement an alternate element name set. Further development of
the RuleML languages will take advantage of this extensibility to introduce new
features in versions 1.1 and beyond.
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– PSVI Containment: A language L1 is a PSVI sublanguage of another lan-
guage L2 if every valid document in L1 can be mapped to a valid document
in L2 with the same post-schema-validation infoset.

– Syntactic Containment: A language L1 is a syntactic sublanguage of an-
other language L2 if every grammatically-valid document of L1 is also a
grammatically-valid document of L2.

– Grammar Containment: A language L1 is a grammatical sublanguage
of another language L2 if the grammar of L2 is an extension of the gram-
mar of L1 created by adding new production rules and/or new terminal
symbols.

Monotonicity from Schema Design Pattern. In general, these partial-order
relations are not equivalent. We introduced above a schema design pattern that
guarantees syntactic containment given grammar containment.

We consider the operation of merging two grammars as modules that are
both included, without overrides, by a driver file. According to [Mur11], if the
Relax NG syntax did not include the interleave combine attribute, the merger
operation would be monotonic; that is, any valid instance of one of the modules
would also be a valid instance of the merged grammar. Such monotonicity is very
powerful, but at a high price – the fine-grained modularization we seek would
be impossible without the interleave combine.

Our objective can be met with a compromise – we aim for a weaker mono-
tonicity and allow a restricted usage of the interleave combine. Consider the
operation of merging two grammars, one being the base grammar and the other
we call an expansion module. If any valid instance of the base grammar is also
a valid instance of the merged grammar, then we have a one-sided monotonicity
that is sufficient to establish the correspondence between the subset of included
modules and the lattice of languages generated by syntactic containment par-
tial order. This monotonicity also provides modular extensibility with backward
compatibility, i.e., a grammar may be extended by including an expansion mod-
ule without invalidating previously valid instance documents.

The segregated names schema design pattern described in Section 2.3 provides
the desired monotonicity property. The use of an interleave combine with an
optional child in an expansion module can be shown to preserve monotonicity by
transforming the base grammar and expansion module pair to a pair of modules
without interleave combine whose merger is equivalent to the merger of the first
pair. For example, the two interleave combine definitions

x.interleave &= a
x.interleave &= y?

are equivalent to the following choice combine definitions:
x.choice |= a
x.choice |= a & y
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Abstract. In this paper we focus on the combination of Description
Logics (DLs) and negation-free rules, both expressed in the standard
First-Order logic semantics. We propose an algorithm that is sound for
every such combination but not complete. Our algorithm uses existing
standard reasoning tools for retrieving facts from the DL Knowledge
Base with which rules are put together to form a logic program. Rule
reasoner is then used for answering queries in this program. We identify
the reasons behind the incompleteness and chose a subset which com-
bines restricted DL and rules. This subset consists of DL Horn-SHIQ
language and rules such that DL predicates are allowed only in the rule
bodies and all the rules are DL-safe. A prototype implementation of the
reasoning process is also presented. The combination chosen here can
express strictly more information in the DL component compared to the
well known combination DLP extended using rules.

Keywords: Description Logics, rules, integration, reasoning,
combination.

1 Introduction

Description Logics (DLs) [16] - a family of Knowledge Representation (KR)
formalisms, subset of function-free First-Order Logic (FOL) with equality have
gained enough maturity and is the basis for Web Ontology Language OWL 2
[5,6]. DLs can model information using constructors and complex expressions
can be built. Moreover, ontology modeling is close to having a tree structure
and concepts and roles in the language correspond to unary and binary predicate
respectively. Negation-free rules are based on Horn logic fragment of FOL and
on the contrary to DLs, can model information in a non-tree structure and is
able to express queries with arbitrary arity.

Bringing these two KR formalisms in a common framework could enhance the
expressive capability of information because knowledge that cannot be modeled
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in either DLs or rules, can be modeled in their integration. The interoperability
between the rules and ontologies is a necessity as these building blocks are side by
side in the semantic web stack [2]. Thus our RIF-OWL combination [4] reflects
a strong focus in the development of Semantic Web stack formation. RIF [3] is
proposed by the Rule Interchange Format (RIF) Working Group as rules.

A new reasoning algorithm is proposed in this paper for such integration. In
this algorithm, the DL reasoner takes a DL Knowledge Base (KB)O as input and
retrieves the entailed facts F from the ontology. Then a set of rules, more specif-
ically RIF rules in P is put together with these facts forming a logic program
P ′ = F ∪P . Now answering conjunctive queries in this program is possible using
a rule reasoner. Our algorithm is sound and easily implementable with existing
reasoning tools. But the algorithm is not complete for all such integrations. To
regain completeness, we choose a particular subset of such combinations where
the components DL and rules are restricted. In this subset, the DL is chosen as
Horn-SHIQ and rules are DL-safe and DL-atoms are allowed to occur only in
rule bodies, not in heads. The implementation uses standard DL reasoner Pellet
[1] and XSB [20,22] rule reasoner.

Over the years a number of integration approaches and reasoning in such
integrations have been investigated. Among these AL-log [9], CARIN [7], SWRL
[10,11,12], DLP [13] extension using rules, DL-safe SWRL rules [14] are notable
and precede this work. It is interesting to notice how restrictions on DLs and
rule components introduce trade-off between expressiveness of these components
and decidability of reasoning.

In CARIN, It was found that certain combinations of DL constructors were
responsible for undecidability of reasoning and hence these constructors are dis-
allowed in the combination. DLP which is a fragment of DL SHIQ, falls essen-
tially in Horn fragment of FOL. Here the DL is restricted by mainly disallowing
disjunction and existential information in the consequents of the DL axioms. The
transformation of DLP is then straightforward and they can be easily extended
with rules resulting the combination of DLs and rules enabling decidable rea-
soning. DLP is different in nature from the DLs in AL-log, CARIN and SWRL
because of its correspondence to Horn fragment. While DLP falls essentially in
Horn fragment from the very beginning requiring no more restrictions on its
DL, each of the DLs in AL-log, CARIN and SWRL needs further restrictions
for decidable reasoning in their rule integration.

Different reasoning techniques mentioned above use rule restrictions in syn-
tactic forms. Except for DLP, all three of AL-log, CARIN and DL-safe SWRL
use rule restrictions for decidable reasoning. All of the restrictions on rules are
on the variables that belong to DL-atoms and are based on the idea of typi-
cal rule safeness. While AL-log and DL-safe SWRL use DL-safety restriction,
CARIN uses role-safety. The difference is twofold: First, while DL-safety consid-
ers both concept (AL-log rules allow only concepts) and role atoms, role-safety
only considers roles. Second, in role-safety restriction, only one variable in role is
required to appear in non-DL-atom unless it already appears so. The DL-safety
restriction requires all the variables instead.
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All these restrictions put limitations on the expressive power of the combined
language. Our intension is to find RIF-OWL combination where the DL compo-
nent is strictly more expressive than DLP ontologies [13] and sound and complete
reasoning is possible using existing reasoning tools.

We organize this paper starting with the definition of our combination in
the next section. We discuss our algorithmic properties along with soundness
and completeness in detail. Then we move on to identify the reasons behind
incompleteness and propose a specific combination for which the algorithm is
complete. Finally we compare our approach with existing similar approaches
and conclude with the scope for improvement in future.

2 Preliminaries

Due to space constraints FOL and Description Logics syntax and semantics have
been avoided here. The standard semantics of FOL and expressive DL SHOIQ
which is a logical counterpart of OWL DL are described in details in preliminaries
of [23]. The symbols used in the following sections follow these preliminaries.

2.1 Combination of DLs and Rules

Here we define the syntax and semantics of combinations of DLs and rules in
terms of standard FOL.

Syntax. To define the combined KB, we need to fix the alphabets for predicate
symbols.

Definition 1(Alphabets of predicates). Let A = AO ∪AP be a set of alphabets
such that

– AO and AP are disjoint AO ∩AP = ∅
– AO consists of only unary and binary predicate symbols from DLs known as

DL-predicates and
– AP contains n-ary predicate symbols that are not DL-predicates

Definition 2(Combined Knowledge Base). A Combined Knowledge Base C is a
pair written as (O,P) where

– O is a DL KB
– P is a program with rules over the predicate alphabets A and the constants

C, i.e., a set of rules where each rule r in P is of the form

p(X)← q1(Y1), . . . , ql(Yl), s1(Z1), . . . , sm(Zm) (1)

such that l ≥ 0, m ≥ 0, p(X), and p ∈ A, each qi(Yi), sj(Zj) for 0 ≤ i ≤ l,
0 ≤ j ≤ m is an atom where each qi ∈ AP and each sj ∈ AO.
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Semantics. Our proposed combination semantics relies on the standard First-
Order interpretation of both the DLs and the rule component of the combined
KB C over predicates in A and constants in C.

The First-Order representation of a rule in (1) is as follows

∀x̄, ȳ1, . . . , ȳl, z̄1, . . . , z̄m.q1(ȳ1) ∧ . . . ∧ ql(ȳl) ∧ s1(z̄1) ∧ . . . ∧ sm(z̄m)→ p(x̄)

Definition 3(Model and Satisfiability). A model of a combined KB C = 〈O,P〉
is an interpretation N such that N satisfies π(O) ∪ P . C is called satisfiable if
it has at least a model. A sentence α is called satisfiable in C iff α |= C i.e.
α |= π(O) ∪ P .

Definition 4(Entailment). A sentence α is entailed by C denoted as C |= α iff
for each model N of C, N satisfies α.

3 Reasoning in Combined Knowledge Base

Query answering is a reasoning problem in the integration of DLs and rules.
As conjunctive queries are known to be useful in various practical applications,
hence it is practical to use them as an expressive formalism for querying our
combined KB.

Definition 5(Conjunctive Query). A Conjunctive Query (CQ) q is an expression
of the form q(x̄) ← ∃ȳϕ(x̄, ȳ) where ϕ is a formula built from the alphabets of
atoms in A using the conjunction (∧) connective with free variables x̄ and ȳ.
We call the variables in x̄ the distinguished variables and those in ȳ the non-
distinguished variables. A CQ q is boolean if the arity of q is 0.

The answer to a CQ q over a KB C = 〈O,P〉 is a tuple of constants c̄ as a result
of the substitution of the distinguished variables x̄ with the set of constants in
C.

The answer ans(q, C) to a CQ q over C is represented as follows:

ans(q, C) = {c̄ | ∃ȳϕ(c̄, ȳ)}

4 Our Approach

We get all kinds of facts F from the DL KB O using a standard DL reasoner
(e.g., Pellet). We then form a new logic program P ′ = P ∪ F where P contains
a set of rules. To answer the query q over the logic program P ′ we use a rule
reasoner (e.g. XSB). The algorithm returns “YES” if the query q is entailed by
the logic program P ′, otherwise it says “Unknown”.

The pseudocode of the algorithm is given in the following page.



Towards RIF-OWL Combination 37

Algorithm 1. CombinedKBEntails (q, C, c̄)
Require: Combined KB C = 〈O,P〉

Conjunctive Query q as q(x̄) ← ∃yϕ(x̄, ȳ)
Answer tuple c̄ as a tuple of constants

Ensure: CombinedKBEntails (q, C, c̄) says YES if modified logic program entails q(c̄),
otherwise says Unknown

Begin

1: Derive the set F of all facts from Ontology O such that

2: F =
⋃

C∈AO{C(a) | π(O) |= C(a)} ∪ ⋃
R∈AO{R(b, c) | π(O) |= R(b, c)}

3: Form a logic program P ′ such that

4: P ′ = P ∪ F
5: if P ′ |= q(c̄) then

6: return Y ES

7: else

8: return Unknown

9: end if
End

4.1 Properties of the Algorithm

Our algorithm is modular: DL reasoner is used in first step and then rule reasoner
in the logic program.

The algorithm is sound. This intuition is, we replace the ontology with all the
facts. A set of these facts are entailed by the ontology which means they are
true in the ontology model(s). From the property of monotonicity it is imme-
diate that if more rules or axioms are added to these facts, there will be more
entailments. So whenever we take an entailment of the part of the KB, this is
also an entailment of the whole KB.

The soundness can be formally expressed as a theorem as follows:

Theorem 1: Given a Knowledge Base C = 〈O,P〉 with ontology O and logic
program P , a conjunctive query q and a tuple of constants c̄, if CombinedKBEn-
tails(q, C, c̄) returns “YES” then C |= q(c̄).

Proof : To prove that the algorithm is sound we have to prove that if P ′ |= q(c̄)
then C |= q(c̄). It will be enough to show that for functionM that returns a set
of models, M(C) ⊆M(P ′).

The model M for the KB C = 〈O,P〉 is the model of its components

M(C) =M(O) ∩M(P) (2)
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We have the set of facts F that are retrieved from the ontology. Naturally
this F is entailed by the ontology O. So we can write

M(O) ⊆M(F) (3)

Again the modelM for the modified logic program P ′ is the intersection of the
models of logic program P and F . Using (2) and (3) we get

M(P ′) =M(F) ∩M(P)

As the algorithm answers “YES”, we can write

M(P ′) ⊆ q(c̄) (4)

Clearly the model in C lies also in the model in P ′

M(C) ⊆M(P ′) (5)

As the two inclusions in (4) and (5) hold, the following inclusion also holds

M(C) ⊆M(q(c̄))

and from the definition of entailment

C |= q(c̄)

Thus, soundness states that we can use any kind of Ontologies and rules in our
combination and any decision we get from the procedure is supported by the
semantics of the combinations.

The algorithm is not complete and to show that we look at the example below:

Example 1. Let an ontology in DL KB O contains B � C and a program P
contains a fact B(a).

Here B subsumes C in O and a is a member of B in P . If we combine this O and
P , because of the axiom in O, a should as well be a member of C. So, according
to the semantics it is the case that C |= C(a).

Now for the KB C = 〈O,P〉 using the procedure we retrieve the facts as
follows:

F = fact(O) = {α is a fact | O |= α} = ∅
The new logic program P ′ is formed as follows: P ′ = F ∪ P = {B(a)}

Clearly P ′ �|= C(a)
hence the decision procedure CombinedKBEntails(q, C, (a)) returns “Un-

known” even though C |= C(a).
Hence we can conclude that even though the combination semantics says

C |= q, the algorithm says “Unknown”. Therefore the algorithm is not complete.
From this it is clear that to achieve completeness of our algorithm, we cannot
use any kind of ontologies and rules in our combination. There should be some
kind of restrictions on these components.
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4.2 Computational Complexity of the Algorithm

The first step of our algorithm states that we retrieve all the entailed facts from
the ontology. Although the size of the set of facts is polynomial in the size of
the whole ontology, retrieving does not depend only on this data. Because we
also retrieve the inferred facts, it also depends on the TBox as TBox is no more
static during this process. Hence it makes sense to talk about the whole ontology.
Thus, the set of inferred facts F is polynomial in the ontology (both ABox and
TBox). In DL Horn-SHIQ these entailments of instances is exponential because
of non-static TBox even if we have polynomial number of facts. Hence deriving
polynomial number of facts is still exponential.

Then rule reasoning is performed. In general, if the rules contain function
symbols then reasoning is undecidable. In the absence of functions in rules, the
complexity of rule reasoning is exponential.

Therefore, the complexity of our algorithm is exponential in the size of the
combined KB.

5 Restrictions on Knowledge Base Components

From example above it is found that for every ontologies and rules in the com-
binations, the algorithm is sound but not complete. We analyze every case for
which the algorithm results incompleteness. Based on the analysis we propose
a combination subset by putting restrictions on DLs and rules component to
regain completeness. We also discuss the immediate effects of these restrictions.

5.1 Disjunction

Incompleteness due to Disjunct Construct. Disjunction inO shows a proof
of incompleteness of our algorithm. An example is as follows:

Example 2. Let an ontology in DL KB O contains

A � B �C

A(a)

and a logic program P contains a set of rules
{

r(x)← B(x)
r(x)← C(x)

Here A subsumes B or C and a is a member of A in O, on the other hand in
P , all the elements under B and C are also elements under r.

For the combination of O and P and for axiom in O, a should as well be
a member of either B or C and hence a must be a member of r as well. So,
according to the semantics it is the case that C |= r(a).

Now for the KB C = 〈O,P〉 , F = {A(a)}

The new logic program P ′: P ′ = F ∪ P =

⎧
⎨
⎩

A(a)
r(x)← B(x)
r(x)← C(x)
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Clearly P ′ �|= r(a)
Hence the algorithm CombinedKBEntails(q, C, (a)) returns “Unknown” even

though C |= r(a).
So, we disallow all situations that are equivalent to disjunction. We consider

the class of ontologies in O which is essentially disjunction free. Such an expres-
sive ontology language is Horn-SHIQ.

Disallowing Disjunction. The DL Horn-SHIQ was introduced in [15] as
a fragment of SHIQ. The basic idea is not to allow disjunction (�) in their
expressions by putting syntactic restrictions on SHIQ. This way, there is a
correspondence of Horn-SHIQ expressions and Horn fragment of FOL with
equality. Following [17] without loss of generality, the normal form of Horn-
SHIQ is rewritten in [18] and described here.

Definition 6(Horn-SHIQ). A (normal) Horn-SHIQ KB contains General
Inclusion axioms (GCI) of the forms

A �B � C A � ∀R.B A �≥ nS.B

∃R.A � B A � ∃R.B A �≤ 1S.B

where A, B, C are concept names including special concepts � and ⊥ and R is
a role, S is a simple role and n ≥ 1.

5.2 Modular Reasoning

Incompleteness due to Modular Reasoning. The modular property of our
algorithm states that reasoning is done in two stages. For retrieving facts we use
DL reasoner and query answering uses rule reasoner. As these two reasonings
are separate, there is no interaction. Therefore, in rule reasoning if we use DL
atoms in the head of the rules of the logic program, there are certain inferences
we don’t get from this algorithm that agree with the combination semantics.
The fact is we don’t have any feedback from the program back to the ontology
as DL reasoner is no longer part of rule reasoning process any more.

DL Predicates only in Rule Body. To avoid this problem the restriction
on rules is defined such that DL (ontology) predicates can only be used in the
rule bodies. This means our combination does not allow concepts and roles to
appear in the heads of the rules.

As a result, the flow of inferred information in only in one direction, i.e. from
DLs to rules.

5.3 Named/Unnamed Objects

Incompleteness due to Unnamed Objects. From the concept of open-
domain we know that unnamed objects are expressed using existential quantifi-
cation in DL KB O. On the other hand, logic program P only deals with objects
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that are explicitly mentioned in their KB. So in their combination, while rea-
soning, the logic program cannot handle those unnamed objects introduced in
O thus resulting the incompleteness of our algorithm.

Example 3. Let O contains C � ∃R.�
C(a)

and P contains a rule r(x)← R(x, y)
Here C � ∃R.� and a is a member of C in O. And in P , x is a member of

predicate r if x is also a member of a relation R. If we combine this O and P ,
according to the semantics it is the case that C |= r(a).

Now for the KB C = 〈O,P〉 , F = {C(a)}

The new logic program P ′ stands: P ′ = F ∪ P =
{

C(a)
r(x)← R(x, y)

Clearly P ′ �|= r(a)
Hence the algorithm CombinedKBEntails(q, C, (a)) returns “Unknown” even

though C |= r(a).
To remedy this problem, we make sure that only named objects are considered

during the evaluation in logic program. This is done by restricting the rules such
that they only consider named objects. A syntactic restriction on the variables
called DL-safeness is introduced for this purpose.

Only named objects are considered

Definition 7(DL-safe rule). A rule r is DL-safe if each variable occurring in r
also occurs in a non-DL atom in the body of r. A logic program is DL-safe if all
of its rules are DL-safe.

Hence, DL-safety ensures that each variable is bound only to individuals ex-
plicitly mentioned in the DL KB. For example, Student, livesAt and eatsAt are
concepts and roles from O, the following rule is not DL-safe, because both x, y
and z occur in DL-atom, but not in an atom with a predicate outside O.

Lazystudent(x)← Student(x), livesAt(x, y), eatsAt(x, z)

The previous rule can be made DL-safe by adding special non-DL atoms Õ(x),
Õ(y) and Õ(z) to the body of the rule and by adding a fact Õ(a) for each
individual a occurring in O or P . Thus the above rule can be made DL-safe as
follows:

Lazystudent(x)← Student(x), livesAt(x, y), eatsAt(x, z), Õ(x), Õ(y), Õ(z)

Limited Expressiveness of DL-safe Conjunctive Query

Definition 8(DL-safe Conjunctive Query). A Conjunctive Query is called DL-
safe Conjunctive Query if after the (syntactic) transformation it acts as if it were
a DL-safe rule.
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DL-safe rules are less expressive than conjunctive queries. Let us consider
an example O = {(∃hasChild.Person)(Peter)}. Here the ontology states that
Peter has a child but does not disclose who it is i.e. the child is not explicitly
present in the ABox.

Now for the conjunctive query retrieving all objects having a child is written as
q(x, y) = ∃hasChild(x, y). Clearly O |= ∃hasChild(Peter, y) giving an answer
Peter to the CQ q(x, y) for the KB O.

When we transform CQ to a rule that is DL-safe, this results in a DL-safe
rule q(x)← hasChild(x, y), Õ(x), Õ(y) where Õ(x), Õ(y) are introduced for DL-
safeness making sure the explicit existence of object y in the KB.

The logic program P ′ �|= Q(Peter) because the child object is unknown and
Õ(y) cannot find anything to substitute with y. So, it is clear that the pres-
ence of non-distinguished variables poses problems for the CQ when DL-safety
restriction is applied.

To avoid this problem, rolling-up technique introduced in [19] can be used. The
intuition is that the queries which have a tree structure with non-distinguished
variables can be transformed into queries without non-distinguished variables.
For example, we can add an axiom ∃R.C � D to the ontology O. As a result,
the CQ stands q(x)← D(x), Õ(x).

5.4 Equality (Inequality)

Incompleteness due to Equality (Inequality). The DL KB O contains
equality/inequality. Due to the presence of this property the algorithm shows
incompleteness as it does not agree with the combination semantics. The follow-
ing example shows how this happens:

Example 4. Let O contains a = b and P contains a fact p(a)

If we combine this O and P , according to the semantics it is the case that
C |= p(b).

Now for the KB C = 〈O,P〉 , F = ∅
The new logic program P ′ stands: P ′ = F ∪ P = {p(a)}
Clearly P ′ �|= p(b)
Hence the algorithm CombinedKBEntails(q, C, (b)) returns “Unknown” even

though C |= p(b).
Thus (in)equality acts also as a reason for incompleteness of our algorithm.

Constants are not allowed in logic program. To avoid incompleteness it
is required that the program in general to be partially constant-free. The logic
program is not entirely constant-free as facts of the form Õ(a) can be present
for a a named individual. But if we would have only equality-free DL KB which
also does not have functionality and cardinality restriction in that case we could
use constants in the program.
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In short, the restrictions state that DL KB O contains only the classes of
ontologies called Horn-SHIQ and for the rules, DL (ontology) predicates can
only be used in the rule bodies and all the rules be DL-safe. In addition, the
logic program should be partially constant-free.

Theorem 2. Given a Knowledge Base C = 〈O,P〉 with DL KB O and partially
constant-free logic program P containing facts of the form Õ(a) where a is a
named individual, a conjunctive query q and a tuple of constants c̄. If O is
Horn-SHIQ and P, q are DL-safe and P has no DL-predicates in the head, then
it is the case that if C |= q(c̄) then CombinedKBEntails(q, C, c̄) returns “YES”.

Proof: We start by recalling the required definitions to formulate the proof.

Definition 9(Homomorphism). A homomorphism h : I → J between two
interpretations I and J is a mapping h from the domain ΔI to the domain ΔJ

such that for every constant c, h(cI) = cJ and for every predicate symbol p and
every ā ∈ ΔI , if ā ∈ pI , then h(ā) ∈ pJ .

Definition 10(Canonical Model). An interpretation I is a canonical model of
a theory ϕ if I |= ϕ and for every interpretation I′ ∈ Mod(ϕ), there exists a
homomorphism h : I → I′.

Definition 11(Canonical Model Property). A theory ϕ has the canonical model
property if it holds that whenever ϕ is satisfiable, it has a canonical model.

Definition 12(Minimal Model). Let P be a positive logic program. A Herbrand
interpretation M of P is a model of P if for every rule r ∈ gr(P), B+(r) ⊆ M
implies H(r) ∩M �= ∅. A Herbrand model M of a logic program P is minimal
iff for every model M ′ such that M ′ ⊂M , M ′ = M .

Every positive normal logic program has a single minimal Herbrand model, which
is the intersection of all Herbrand models.

(Proposition 1). The DL Horn-SHIQ has a canonical model property. It fol-
lows from the above proposition that Horn-SHIQ ontology O has a canonical
model I.

An interpretation I ′ = (ΔI′
, ·I′

) extends an interpretation I = (ΔI , ·I) of
signature C = 〈O,P〉 if ΔI ⊆ ΔI′

, for every constant symbol c ∈ C, cI ⊆ cI
′
,

and for every predicate symbol p ∈ A, pI ⊆ pI
′

We take canonical model and extend it using the rules using a fixpoint compu-
tation. As ontology predicates don’t occur in rule heads, fixpoint computations
does not add anything to the extension of the ontology predicates. This is obvious
from the construction of fixpoint computation.

During fixpoint computation, in first step we add named elements to Õ. After
that, in each next step, for every tuple of elements in rules we assign only named
elements such that rule body is going to be satisfied. Thus we add these tuple
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to the head predicate extension. Obviously the fixpoint operator is monotonic
and this fixpoint is going to result in in interpretation I ′ which is necessarily a
canonical model of C.

Thus we derive an extended interpretation I′ that is a model of the combina-
tion such that I ′ |= C. We observe that this I ′ is a canonical model of C. It follows
that whenever the ontology is satisfiable the combination is also satisfiable.

Because I ′ is a canonical model we can take the named part of this interpre-
tation over the alphabet AO, let’s call this I |named which is defined as follows:

(Definition 13). The interpretation of the named part of the extended canonical
model is defined as I ′ |named= (ΔI′

, ·I′|named) where

aI′|named = aI′
for each term a and

pI
′|named = {ū | ū ∈ pI

′
and ∃a1, . . . , an such that aI′

1 = u1, . . . , a
I′
n = un}

The set of entailed ontology facts are denoted as FO which contains the named
part of the ontology the predicate p of which are such that p ∈ AO

Clearly for a named entailed fact p(ā) ∈ FO it is the case that

I |named|= p(ā) iff C |= p(ā) iff O |= p(ā)

On the other hand, the rule parts of the extended interpretation I′ over the
alphabets AP , lets call this I |Rule satisfy the rules

I |Rule|= FP

where FP is the set of entailed rule facts for which the predicate are over the set
of alphabets AP .

Hence after the extension using fixpoint computation the extended interpre-
tation I ′ consisting of named part and rule part over the predicate alphabets A
is a model of the modified logic program P ′

I ′ |= F ∪ P

I ′ |= P ′

The Herbrand Universe UH is the set of all ground terms over function and
predicates. The Herbrand Base BH is the set of all atomic formulas which can
be formed using the predicate symbols of A and the terms in UH . A Herbrand
Interpretation M is a subset of BH .

We define Herbrand Interpretation M as a set of ground atomic formulas
satisfied by I ′ |named and by I ′ |Rule.

The Herbrand Interpretation M is a model for P ′. I ′ |Rule contains only
named objects because the rules are DL-safe and F is simply represented by
named part from ontology as I ′ |named.

Finally, to prove our theorem we have to show that this Herbrand model is
the minimal Herbrand model.
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The grounding of logic program P , denoted as gr(P) is the union of all possible
ground instantiations of P , obtained by replacing each variable in r with a term
in UH , for each rule r ∈ P .

Let us suppose that M is not minimal model of P ′. Then M satisfies some
ground atomic formula that is not entailed.

So, M is not MM of P ′ iff ∃α ∈M.P ′ �|= α.
As α was satisfied in the canonical model then either it is represented in the

named DL part in which case it is obviously entailed by P ′ or it is in rule part
which is just an extension of the DL part by fixpoint procedure.

Therefore, no such α exists and we can conclude that M is indeed the minimal
model P ′.

6 Implementation and Experiments

We use Java API to access the functionalities of Pellet DL reasoner. We use this
API to retrieve all facts from the ontology. RIF rules are rewritten into XSB
compatible format using a syntactic translator. The facts and rules are then put
together to form the logic program. Rule reasoning is then performed using XSB.

The input of DL ontology is written in human readable syntax and rules
are written in RIF format. A short description of RIF syntax is added with
examples for this purpose. The architecture of the reasoning process is described
in details. We have added two examples of the whole reasoning process based
on our algorithm one of which shows the success and one shows the failure to
answer query.

Due to space constraints the details of our implementation is avoided in this
paper. However a full chapter is dedicated for this purpose and interested reader
is requested to take a look at the EMCL Masters Thesis [23].

7 Relationship with Other Combination Approaches

Our research is a step followed from the previous contributions e.g., AL-log,
CARIN, DL-safe SWRL and DLP extended with rules.

At first, we start with restrictions on DLs. The combinations of DL con-
structors are among the well known sources for undecidable reasoning. Just like
our approach, in CARIN and DLP extension with rules the DL component is
restricted to disallow certain constructors in their axioms. For example, DLP
does not allow existential restriction and disjunctive constructors in their axiom
consequents while Horn-SHIQ in our case does allow existential restriction.

Unlike DLP extended with rules approach all the previous approaches includ-
ing our combination use rule restrictions. These restrictions are syntactically
imposed on the variables occurring in rules and can vary. For example, CARIN
uses role-safety which apply to only one variable in roles while (strong) DL-
safety restriction used in AL-log and DL-safe SWRL apply to all the variables
in concepts and roles. We also use DL-safety restriction here. This restrictions
on rules, in turn, poses problems for using arbitrary conjunctive query.
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Both AL-log and CARIN uses modular reasoning approach where DL reason-
ing and rule reasoning is performed in isolation and there is no feedback from
one reasoner to the other. As our reasoning adopts the same technique of mod-
ular reasoning, as a result just like AL-log and CARIN approach DL-atoms are
allowed to occur only in rule bodies, not in heads. This is not the case for DLP
extension with rules and SWRL approach as they use only one reasoner, namely
rule reasoner. Therefore, while SWRL and DLP extension with rules support the
interoperability of DLs and rules in semantic web stack, our method including
AL-log and CARIN approach don’t.

From the discussion above based on restriction on rules, it is clear that our
combination is not as expressive as DLP extension with rules in terms of in-
teroperability. But in terms of restriction on DL component, we are able to
express more knowledge from syntactic point of view. As DLP is based on Horn
framework, it cannot express existential restriction on the right hand side of the
inclusion axioms. Horn-SHIQ on the other hand, is able to express such ax-
ioms. Hence, we can still have a reasonably expressive ontology language which
can capture some practical needs. Although modular reasoning approach used
in CARIN and AL-log limits us to express DL-atoms in rules bodies only, we
have significant advantage over these two approaches. The algorithm used in
this research enables us to use any existing standard reasoning tools which by
the way is not possible in AL-log and CARIN. Because of the algorithms used
in AL-log and CARIN, new reasoning tools are required to implement in those
cases.

8 Conclusion

We have discussed a combination of DLs and rules corresponding towards the
integration of RIF-OWL and development of next generation Semantic Web
architecture. We have proposed a simple algorithm for reasoning in this com-
bination which is sound but not complete for all such combinations. To regain
completeness we investigate one subset of such combination by imposing required
restrictions on DLs and rules. We implemented one prototype of the reasoning
approach and showed that our algorithm is capable of using existing reasoning
tools. Compared to the well known combination DLP extended using rules, our
combination is strictly more expressive with respect to the ontology information.

We also have seen the tradeoff in expressiveness due to putting restrictions.
We would like to work on some of those in future as there are scopes for both
DLs and rules component. For example, in DLs, Horn-SROIQ could be an
interesting choice as part of expressive DL language SROIQ [21].

On the other hand, use of (strong) DL-safe rules hinders the full expressiveness
of arbitrary conjunctive query. There might be a possibility of using weak DL-
safety [8] instead. The modular approach also known as hybrid approach lets us
use DL predicates only in rule bodies which directs information flow only from
DLs to rules not the other way around. An improved algorithmic solution would
be worth investigating for interoperability between DLs and rules.
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Abstract. This paper presents a safeness condition that is more liberal than
the one commonly imposed on Datalog, based on classifying predicate argu-
ments into input and output arguments, thereby extending the expressiveness of
Datalog-based policy languages. It is also shown that the relaxed safeness condi-
tion is a powerful tool for adding important features to such languages.

1 Introduction

Datalog is the basis of many rule languages for the Semantic Web (e.g. [5,17,8,11])
as well as of many policy languages related to trust and access control
(e.g. [14,13,10,15,3,2]). However, Datalog on its own is not expressive enough for many
real-world policy scenarios, which commonly require features such as negation, func-
tions, constraints, or updates. Extending Datalog with such features is not trivial, how-
ever, as it may require complex changes to the evaluation engine, which is expensive
and in many cases infeasible. Furthermore, ad hoc extensions can easily break Data-
log’s complexity and termination properties; for example, just adding a single function
symbol leads to undecidability. In this paper, we propose to replace a commonly used
syntactic restriction on Datalog clauses called safeness (essentially, variables in the head
must occur also in the body; see Section 2) by a slightly more complex, but more liberal,
condition that we call I/O-safeness (Section 3). Informally, predicate argument positions
first need to be classified as input or as output arguments, and the syntactic restrictions
ensure that the arguments are always used in accordance with their input/output speci-
fication. I/O-safeness guarantees finiteness of query results.

Input/output modes have been considered before for logic programming [9,18,19],
where the focus has been on extending the class of Prolog programs which can be evalu-
ated correctly using SLDNF resolution. In contrast, the current paper focusses on using
input/output modes to safely add features to Datalog that are required in common pol-
icy scenarios. We show in Section 4 that our definition of I/O-safeness not only itself
increases a policy language’s expressiveness, but also facilitates powerful extensions of
the language that are particularly useful in a policy setting; moreover, they preserve Dat-
alog’s nice properties and do not require changes to the evaluation engine. In particular,
we present,

1. a heuristic method for preventing intractable policies (Section 4.1);
2. a safe method for extending a language with arbitrary constraints and external func-

tions (Section 4.2);
3. and a method for extending a policy language to support implicitly hierarchical

predicates (Section 4.3).
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2 Datalog and Safeness: Background

This section briefly recalls Datalog and its standard syntactic safeness condition. For a
more thorough introduction, see e.g. [6].

An expression e is either a variable or a constant. Predicate symbols p are associated
with an arity ar(p) ≥ 0. An atom P is of the form p(e1, ...,en), where n = ar(p). A
rule ρ is of the form P :–P1, ...,Pk, where k≥ 0 and the Pi are atoms. P is the head, and
P = P1, ...,Pk is the body of ρ. If k = 0, the rule is called a fact, and we omit the “:–”. A
policy P is a finite set of rules.

We write vars(ϕ) to denote the set of variables occurring in a phrase of syntax ϕ.
We say that ϕ is ground if vars(ϕ) = /0. A phrase of syntax ϕ′ is an instance of ϕ iff
ϕ′ = ϕσ for some variable substitution σ.

A ground atom P is derivable from a policy P (we write P � P) if P is a ground
instance of a fact in P , or P :–P1, ...,Pn is a ground instance of a rule in P such that
P � Pi for all i ∈ {1, ...,n}. A query Q is an atom, and the answers to the query (with
respect to a policy P ) is the set of all ground instances P of Q such that P � P.

Definition 1 (Safeness). A rule P :–P is safe if vars(P) ⊆ vars(P). A policy is safe if
all its rules are safe. ��

Proposition 2. Let P be a policy, and Q be a query. If P is safe, then there are only
finitely many answers to Q with respect to P . ��

3 I/O-Safeness

In this section, we present an alternative safeness condition on Datalog rules, called I/O-
safeness, that is more lenient than the standard one from Def. 1 and yet preserves the
finiteness property from Prop. 2. In Section 4, we present several applications facilitated
by this safeness condition.

Consider again the standard safeness condition. The intuition behind it is that all
variables in a body atom of a rule will be ground after the atom has been evaluated,
because they will eventually be grounded by some ground fact. Variables thus have the
function of output arguments. The main idea in I/O-safeness is that we also allow for
input arguments: here we guarantee that the input arguments of an atom are ground
before the atom is evaluated. These guarantees are enforced via syntactic restrictions.

Output variables in the head of a rule must be ground after the rule body has been
evaluated, so they are required to be equal to some input variable in the same head, or
to also occur as an output variable in the body. This implies that all output arguments ei

in a fact p(e1, ...,en) must either occur also as an input variable e j or be ground.
Input variables in the body, on the other hand, must be ground before the atom they

occur in is evaluated, so they are required to occur also as an input variable in the head
of the same rule, or as an output variable in a preceding body atom (throughout, we are
assuming a left-to-right evaluation strategy for body atoms). Finally, we also need to
ensure that all input arguments in queries are ground – in other words, a query must not
have any input variables.
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Formally, we associate each predicate symbol p with a non-empty set mode(p) of
modes from the set {IN,OUT}ar(p). We extend the mode function to atoms in a natural
way, i.e., mode(p(e)) = mode(p). This definition allows more than one mode for a
given predicate symbol. We can thus have multiple calling patterns in which the predi-
cate can be used.

Definition 3 (Input/Output variables). Let P = p(e1, ...,en) be an atom, µ =
(m1, ...,mn) ∈mode(p), and i ∈ {1, ...,n}. We say that ei is an input variable (output
variable, respectively) in P with respect to µ, if

1. ei is a variable, and
2. mi = IN (µi = OUT, respectively).

We write INµ(P) and OUTµ(P) to denote the sets of all input variables and output vari-
ables in P with respect to µ. ��

Definition 4 (I/O-Safeness). A rule P :–P1, ..,Pn is I/O-safe if for all µ ∈ mode(P)
there exist µ1, ...,µn such that µi ∈mode(Pi) (for all i ∈ {1, ...,n}) and

1. OUTµ(P)⊆ INµ(P)∪⋃n
j=1 OUTµ j (Pj), and

2. ∀k ∈ {1, ...,n}. INµ(Pk)⊆ INµ(P)∪⋃k−1
j=1 OUTµ j (Pj).

A policy is I/O-safe if all of its rules are I/O-safe. A query Q is I/O-safe if there exists
µ ∈mode(Q) such that INµ(Q) = /0. ��

Proposition 5. Let P be a policy, and Q be a query. If P and Q are I/O-safe, then there
are only finitely many answers to Q with respect to P . ��

Example 1. Policies often deal with access to resources, and typically define predi-
cates such as canAccess(User,Operation,File). Under the standard safeness conditions,
we can then write rules such as canAccess(u,Read, f ) :–canAccess(u,Write, f ) and
canAccess(A,Write,//foo/bar.txt). But the arguably legitimate rule

canAccess(u,Write, f ) :–admin(u) (1)

is deemed unsafe. However, this rule can be made I/O-safe with the mode as-
signment mode(canAccess) = {(OUT,OUT, IN)}. The previous two rules are also
I/O-safe. But allowing a rule such as (1) comes with a tradeoff: queries such as
canAccess(A,Write, f ) (‘which files can A write to?’) are now I/O-unsafe; since the
file argument is an input argument, it cannot be enumerated, and must be ground in
queries. But this is reasonable, as rules such as (1) may give users permissions to
access a large set of files. In the presence of Rule (1), a legitimate query would be
e.g. canAccess(A,Write,/foo.txt). ��

4 Advanced Applications of I/O-Safeness

4.1 Preventing Intractable Policies

The time complexity of Datalog evaluation is polynomial in the number of facts in the
policy (i.e., assuming that the rules with non-empty bodies are fixed) [7]. The degree
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of the polynomial is bounded by the maximum number of distinct variables in a single
rule. Even though this number is usually small, policy evaluation can be intractable
in practice. In policy applications, the number of rules is typically small, whereas the
number of facts in the policy may go into the billions. Therefore, even a linear search
over a single predicate may already be prohibitively expensive.

In Example 1 in the previous section, we saw that the mode of canAccess could be
set to (OUT,OUT,OUT) in the absence of rules like (1), allowing I/O-safe queries or
body conditions such as canAccess(x,Write,y). But in any realistic file system with
a large number of files, such a query would be very expensive. Clearly, requiring the
third parameter to be instantiated at runtime is highly advisable, corresponding to the
mode (OUT,OUT, IN). If the number of users that can access a single file may be large,
it may be even better to use the more restrictive (IN,OUT, IN), as the first and the third
parameters jointly almost determine the second parameter (the access mode).

We can generalize this observation: predicates often have subsets of arguments that
determine, or nearly determine, the other arguments in the predicate. If the predicate is
expected to be large, it is advisable to make sure that one of those subsets of arguments
is ground at runtime, i.e., when the corresponding atom is evaluated. The general rule
is thus to set the mode of all such groups of arguments to IN.

This provides a heuristics for controlling the complexity of a policy. It is still possi-
ble to write intractable policies, but much harder, and it is much less likely to happen
inadvertently. If a policy or a query fails the I/O-safeness check, the system could either
reject the policy or just issue a warning. The latter case is useful because there are situ-
ations where I/O-safeness can be legitimately ignored, e.g. if an administrator needs to
enumerate all files that a user can access and the time that this takes is not crucial.

4.2 Constraints and Functions

Datalog on its own is not expressive enough for many real-world policies. For example,
it cannot express constraints such as inequality or regular expressions as a predicate,
nor functions that perform arithmetic operations or that access the environmental state.
It is tempting to add constraints and functions to Datalog, in order to be able to write
policies such as

adult(x) :– dob(x,d),CurTime()−d ≥ 18 yrs. (2)

It is impossible to express the example above in Datalog without constraints and func-
tions. But there is a good reason why Datalog does not support arbitrary functions and
constraints by default. Even just adding one function symbol to the language turns it into
a Turing-complete language, which is undesirable for most policy applications. Simi-
larly, as the name suggests, Constraint Logic Programming (CLP) [12] adds constraints
to logic programming, which also renders the resulting language Turing-complete for
many constraint classes. Moreover, it requires an execution strategy that is by far more
complex than Datalog’s.

We show that I/O-safeness allows Datalog-based policy languages to be extended
with constraints and functions, without sacrificing Datalog’s simplicity and efficiency,
and more liberally than in existing languages. More concretely, our solution supports
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arbitrary types of constraints, and allows constraints to be placed at arbitrary positions
within the rule body as long as the I/O-safeness condition is satisfied. Moreover, it also
supports pure functions.

As a first step, we observe that constraints and functions can be viewed as syntactic
sugar for predicates that are evaluated outside the Datalog engine. In particular, func-
tions can be represented as relations with an extra argument for the output (or several
extra arguments, if the output is a tuple). For example, Rule (2) could be rewritten in-
ternally without syntactic sugar as

adult(x) :– dob(x,d),curTime(t),subtr(t,d,r),gte(r,18 yrs),

where curTime, subtr and gte are defined externally: when these predicates are to be
evaluated as subgoals at runtime, the answers to them are provided by external modules
that need not be written in a rule-based language. Therefore, the only required change to
the evaluation engine is that it needs to be able to call out to external answer providers
for certain predicates.

Most constraints are infinite relations. For example, there are infinitely many pairs of
numbers that satisfy the relation ≥. Therefore, constraint arguments should not be used
as outputs. We set the mode of all constraint arguments to IN, in order to guarantee that
the constraint is ground at runtime. The external module that deals with the constraint
can therefore be very simple: it only needs to be able to check if a ground constraint is
true or false. Complex constraint operations that are required in CLP such as unground
satisfaction checking and existential quantifier elimination are thus not needed.

For the same reasons, function arguments are set to IN, apart from the extra output
arguments, which are set to OUT. For instance, the nullary function curTime has mode
(OUT). Functions may have multiple modes, if there are multiple subsets of arguments
that fully determine the other arguments; for instance, subtr has the mode (IN, IN,OUT),
and possibly also (OUT, IN, IN), and (IN,OUT, IN), depending on the implementation of
the external module that deals with subtr.

Many functions, such as subtr or other arithmetic operations, have an infinite range.
Since the output of the function can be fed back into its own input via the rules, this
can lead to undecidability and non-termination. For example, with a simple successor
function ‘ + 1’ we could test if q(x) holds for all integers x: p(x) :–q(x),p(x + 1).

This problem only occurs if recursion (p calls itself) is combined with an infinite-
range function. But this can be checked statically: infinite-range functions must not
occur within a recursive rule. (For example, in the policy {r., p :–q., q :–p.}, only the
first of the three rules is non-recursive.)

We then have the following result.

Proposition 6. Let P be a policy with externally evaluated constraints and functions,
and Q be a query. If no infinite-range function occurs in a recursive rule and P and Q are
I/O-safe, then there are only finitely many answers to Q with respect to P . Furthermore,
if functions and ground constraints can be evaluated in finite time, then the tabled left-
to-right resolution strategy is also complete and terminating for evaluating Q.

4.3 Hierarchical Policies

Hierarchies are ubiquitous in policies. Here are a few examples:
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1. In Role-Based Access Control (RBAC) [16], a role hierarchy is a partial order that
defines a seniority relation between roles. Members of a role automatically inherit
permissions from lower-ranked roles.

2. In Mandatory Access Control (MAC) [4], access is based on security labels such as
top secret, secret, confidential, etc., attached to users and objects. The labels form
a lattice, and users with a given security label can only read objects with an equal
or lower label. Furthermore, users can only write objects with an equal or higher
label.

3. Policies on file permissions often reflect the hierarchical structure of the file system.
Having permission to access a folder may imply permission to access all subfolders.

How could hierarchical structures be combined with a Datalog-based policy lan-
guage? For each predicate symbol p, we associate each of its argument positions
i ∈ {1, ...,ar(p)} with a finite binary relation �i

p on constants. Intuitively, �i
p is the

hierarchy relation that is applied to the ith argument of p.

Definition 7 (Hierarchical semantics). A ground atom p(c1, ...,cn) is hierarchically
derivable from a policy P (we write P �∗ p(c1, ...,cn)) iff P � p(c1, ...,cn), or for all
i∈ {1, ...,n}, there exists a constant c′i such that c′i = ci or c′i �

i
p ci, and P �∗ p(c′1, ...,c

′
n).

Since the rule can be applied transitively, we get the property that if p(c′) holds, then p
also holds for all c further down the hierarchy. Every argument position of a predicate
is associated with a hierarchy. This also covers the (usual) case where the argument
position is non-hierarchical: in this case, we set �i

p to be the empty relation.
To illustrate the method, we show how the examples above can be expressed in a

Datalog-based policy language under the hierarchical semantics.

1. We express the role-permission relation using the predicate hasPerm. For example,
hasPerm(Engineer,Read) states that users in the engineer role have read permis-
sion. The first argument position of hasPerm has a non-empty hierarchy relation:
let r1 �1

hasPerm r2 whenever role r2 is strictly more senior than role r1 (and there
exists no role r3 in between). If we have

Engineer�1
hasPerm SeniorEngineer�1

hasPerm PrincipalEngineer, and

SeniorEngineer�1
hasPerm DistinguishedEngineer,

then hasPerm(Engineer,Read) implies hasPerm(PrincipalEngineer,Read)
and hasPerm(DistinguishedEngineer,Read).

The derivations require two applications of the second rule in Def. 7.
2. We define the hierarchies TopSecret �2

readClearance Secret �2
readClearance

Confidential, and Confidential�2
writeClearanceSecret�2

writeClearanceTopSecret
(i.e., �2

writeClearance = (�2
readClearance)

−1). Then the following rules implement MAC:

canRead(x, f ) :– label( f , l), readClearance(x, l).
canWrite(x, f ) :– label( f , l),writeClearance(x, l).
readClearance(x, l) :– label(x, l).
writeClearance(x, l) :– label(x, l).



Relaxed Safeness in Datalog-Based Policies 55

If Alice has the security label Secret, she is able to read files labelled Secret and
Confidential, and write files labelled Secret and TopSecret.

3. Let f1 �2
read f2 whenever f1 is the immediate parent path of the path f2. Then the

fact read(A,/foo/) implies read(A,/foo/bar/baz/test.txt).

How can we evaluate queries under this modified hierarchical semantics, without hav-
ing to change the existing Datalog evaluation engine? It turns out that we can encode
the hierarchical semantics directly in Datalog, while preserving the correctness and ter-
mination guarantees, provided that I/O-safeness is enforced.

We do this by treating �i
p as a binary predicate symbol, with an associated mode set

mode(�i
p). As in the case of constraints and functions, this requires that the evaluation

engine is able to call an external module at runtime that provides answers to �i
p-queries.

For example, if (OUT, IN) ∈ mode(�i
p), the module implementing �i

p must be able to
enumerate all instantiations of x that satisfy x �i

p c, given any constant c.
In the following, for all normal predicate symbols p occurring in the policy P , let

n = ar(p), and let x1, ...,xn and x′1, ...,x
′
n be distinct variables. For i ∈ {1, ...,n}, let σi

be the substitution [xi �→ x′i], and let Mi = {πn
i (µ) | µ ∈mode(p)} (where πn

i is the ith
projection function on n-tuples).

The algorithm below constructs a policy P ∗ that encapsulates the hierarchical se-
mantics from Def. 7. First initialize P ∗ := P . Then for each i ∈ {1, ...,n} such that �i

p
is non-empty:

1. If OUT /∈Mi and (OUT, ) ∈mode(�i
p), add the following rule to P ∗:

p(x1, ...,xn) :–x′i �
i
p xi, p(x1σi, ...,xnσi).

2. Otherwise, if OUT ∈Mi and ( ,OUT) ∈mode(�i
p), add the following rule to P ∗:

p(x1, ...,xn) :– p(x1σi, ...,xnσi),x′i �
i
p xi .

3. Otherwise, the algorithm fails.

The following proposition states that P ∗ can be used to evaluate queries against P
according to the hierarchical semantics, provided that the original policy is I/O-safe.

Proposition 8. If P is I/O-safe and P ∗ exists, then P ∗ is I/O-safe. Furthermore, for all
I/O-safe queries Q,

P ∗ � Q⇐⇒ P �∗ Q.

Let us now consider the “natural” modes of the hierarchies from the four examples
above:

1. We would set mode(�1
hasPerm) = {(OUT,OUT)} if the number of roles is very small.

Otherwise, we set it to {(IN,OUT),(OUT, IN)}, i.e., given a role, we should be able
to efficiently enumerate both the more senior and the more junior roles. Neither
case imposes a restriction on the mode of the first argument of hasPerm.

2. The hierarchy �2
readClearance is small, so its only mode is (OUT,OUT). This imposes

no restriction on the mode of the second argument of readClearance.
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3. Assuming that the file system is large, the mode of �2
read should be restricted to

(OUT, IN), i.e., computing the parent path of a given path. (IN,OUT) is probably
not advisable as a directory may contain a large number of files, and (OUT,OUT) is
clearly not feasible. If mode(�2

read) = {(OUT, IN)}, then all modes of read must be
of the form ( , IN). This is a natural choice for read, because there may be a huge
number of files that a single user can read.

5 Conclusion

We have shown that replacing Datalog’s standard safeness condition by our more liberal
I/O-safeness condition facilitates powerful language extensions that retain Datalog’s
nice complexity and termination properties. The increased expressiveness comes at the
price of a slightly more complicated syntactic restriction (which can be automatically
checked), and the requirement to specify the input/output mode for each predicate. But
since the features discussed in this paper are extremely useful in practice, we believe
that this is a good tradeoff. Moreover, in our experience, it is intuitive and natural to
write I/O-safe policies: the largest example of a trust management policy to date [1],
a hand-written electronic health record policy consisting of 375 constrained Datalog
rules, passes the I/O-safeness check — even though it was originally developed for the
Cassandra system, which runs under the even more liberal, but generally undecidable,
Constraint Logic Programming paradigm, and therefore actually would not require I/O-
safeness. Conversely, failure of I/O-safeness is usually an indication of a bug.
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Abstract. This paper describes the software solution to the Semantic Web’s 
interoperation issue: the Knowledge Representation Language Interoperation 
Tool. Its fully implemented parsing and engine execution frameworks are 
presented, touching on how they can be easily used by developers for future 
expansion. The interoperation method (with the use of the Java Interoperation 
Object) is explained generally, as well as in the context of Positional-Slotted 
Knowledge (POSL) and Notation 3 (N3) representations. Additionally, details 
on the connections found between the relational and graph-oriented paradigms 
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system is provided in order to convey the usefulness of the software in the 
Semantic Web. 
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1   Introduction 

The concept of the Semantic Web [1] has been around for the greater part of ten years 
and during that time, countless projects around the globe have been seeking to be at 
the forefront of this movement, with some knowledge representations already having 
industry recognition (e.g. Drools). Despite this, there are little to no implemented 
products which offer a full suite of interoperability between vast numbers of 
knowledge representation paradigms, and so a software tool supporting this 
interoperation would prove to be an innovative addition to this field of computer 
science. The goal of the present software project is the creation of a software 
application that both efficiently and easily acts as a general interoperation portal 
between Semantic Web knowledge representation (KR) languages. Our 
Knowledgebase Representation Interoperation Tool (KRLIT) succeeds in realizing 
this goal through the creation of both a knowledge representation interoperation and 
reasoning engine framework. Both of these frameworks are designed with flexibility 
in mind, and so have the ability to be extended with any number of knowledge 
representation languages and reasoning engines, as defined by the developer. Each 
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KR is connected to others in the framework via the implementation of a translator to 
go to and from the central interoperation tool, the Java Interoperation Object (JIO). 
Currently, KRLIT has implemented support for two different KR viewpoints, each 
with an individual language: relational knowledge through Positional-Slotted 
Knowledge (POSL) [2], and low-level triple representation through Notation 3 (N3) 
[3]. In addition to strict translation of knowledge representations, we also support the 
querying of supported knowledge bases through a single execution engine for every 
supported knowledgebase representation language (OOjDREW [4] for POSL, and 
Euler  [5] for N3). 

2   System Architecture 

As previously stated, the goal of KRLIT is to create an easy to use and efficient 
framework for knowledge representation language interoperation. It succeeds in this 
by using a lightweight model-view-controller architecture that makes packages easy 
to plug into the system via both strictly defined interface requirements for both 
parsers and execution engines, and useful library utilities. The use of these interfaces 
ensures that all additionally developed add-ons will conform to the original 
specifications and can thus be utilized interchangeably with all other packages. 

The parsing and reverse parsing framework (Fig. 1) gives developers the ability to 
translate their language to the Java Interoperation Object (section 3) as an 
AtomCollection, as well as transform existing AtomCollection’s to their destination 
representation. It supports the former (translation to JIO) via the use of the Parser 
interface located in the interfacing package. This interface (which all Parser’s must 
implement) requires that there be at least one method which allows the user to parse a 
given InputObjectCollection to a single AtomCollection. It should now be mentioned 
that the InputObjectCollection is one of the utilities offered by the KRLIT system. 
This InputObjectCollection contains a list of InputObjects; each InputObject’s origin 
can be a String1, File2, or URL3; consequently, the output of the InputObject can be a 
String. In addition to the Parsing interface, translation of an AtomCollection to a 
String is also supported via the use of the ReverseParser interface. This interface 
(which all ReverseParser’s must implement) requires that there be at least one method 
which allows the user to reverse parse a given AtomCollection to a single String. It 
should also be noted that there is an additional argument required, asQuery. This 
argument will inform the ReverseParser as to whether or not the user wishes the 
output to be a query (which can look different from a standard request in some 
knowledge representation languages). Finally, the Builtins class of the JIO package is 
also extended in order to provide the user with a list of the required built-ins which 
need to be extended in order to provide complete interoperation. 

                                                           
1 http://download.oracle.com/javase/1.5.0/docs/api/java/lang/ 
String.html 

2 http://download.oracle.com/javase/1.4.2/docs/api/java/io/ 
File.html 

3 http://download.oracle.com/javase/1.4.2/docs/api/java/ 
net/URL.html  
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Fig. 1. Parsing and Reverse Parsing Framework Class Diagram. This is the framework which 
all translation packages use. 

The engine execution framework (Fig. 2) gives developers the ability to utilize 
reasoning engines which support their knowledge representation language. It supports 
this via the use of the EngineExecutor interface located in the interfacing package. 
This interface (which all EngineExecutor’s must implement) requires that there be at 
least one method which allows the user to reason a given list of knowledgebases, 
taxonomies, and queries (all represented via individual InputObjectCollection’s) 
resulting in a single String answer. 

 

Fig. 2. Engine Execution Framework Class Diagram. This is the framework which all 
reasoning engine packages use. 
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3   Java Interoperation Object (JIO) 

The Java Interoperation Object is the basis of all interoperation methods found 
within the framework of KRLIT. The objective of this package is to capture as 
many aspects of the various knowledge representation paradigms available today 
(e.g. relational, graph-oriented, etc.) through a universal Java architecture which 
can support all of them in some fashion. Using RuleML [6] as a building block, 
KRLIT has successfully created and implemented such a concept, and is now used 
to translate supported POSL and N3 knowledge bases (sections 4 and 5). It does so 
by providing developers with a variety of element types which their knowledge base 
concepts may be stored in. 

Typically, atoms are used to represent the smallest element in a knowledgebase, 
and so this idea was also used in the implementation of the JIO. KRLIT uses Atoms in 
the JIO to represent the smallest “thing” in a knowledge base (e.g. for POSL this is a 
relation, for N3 this is a subject). Atoms can be further decomposed into subparts, but 
those parts can never be referenced without being encapsulated within the atom itself. 
Fig. 3 depicts how the JIO atom can represent the various data types in a typical 
knowledge representation language. 

 

Fig. 3. Atom and Atom Collection Class Diagram. This displays the range of possible Atom 
contents in the JIO. 
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As mentioned previously, knowledge representations come in many “shapes and 
sizes”, and so to capture the majority of them, clever use of RuleML’s Relation (Rel) 
and Complex Term (Plex) had to be introduced. A relation in terms of common sense 
is an abstraction which characterizes two objects together; however, KR paradigms 
implement this many in different ways. The end result of a translation stores the 
Relation with a Vector4 of elements and a relation name as relationName. This way, 
the Relation object can be easily associated with its bindings. Complex Terms 
however, are slightly different than that of a relation. Typically, a complex term is 
found when you nest a blank node Atom within an existing Atom. This can be 
captured by a similar structure to that of a Relation object by using a Vector of 
elements, but instead excludes the relation name. 

3.1   Slots 

A slot is a fairly simple concept to encode. Like an object-oriented programming 
language, a slot ties a property element (either Variable or Constant) to its value (any 
element). This is implemented via the use of the property and value pairs. Like the 
majority of knowledge representations, variables and constants are the building blocks 
of reasoning, and are easily implemented with our JIO. Constants always refer to 
something that is static and true in a knowledge base. Therefore, it can be said that 
these constants always have one and only one final value. This value is captured via 
the value property in the Constant class.Variables always refer to something that of 
course, can change. Therefore, it can be said that these variables can take on any 
value at any time, but the reference to that value (the name) is always the same. This 
name is captured via the name property in the Variable class. The other concept, type 
class is one which both Variable’s and Constant’s share. Some paradigms (e.g. POSL) 
support the attribution of types to constants and variables. This is easily captured via 
the typeClass property in the Constant and Variable classes. 

4   Positional-Slotted Knowledge (POSL) JIO Mapping 

Positional-Slotted Knowledge is a knowledge representation language that allows for 
object-centered instance descriptions via binary properties, taxonomies over classes 
and properties, class-forming operations and class/property axioms, and derivation, 
integrity, transformation, and reaction rules (RuleML) [2]. POSL has two 
representation paradigms which it can use, depending on what the user requires. The 
first of which is positional; this means that slots are not used to represent relation 
contents. The second option is slotted; this means that property names are associated 
with every element in a relation. The latter best suits our JIO framework, and so its 
paradigm was chosen. The slotted paradigm consist of relations (distinguished via 
relation names) paired with elements of those relations.  

The single existing parser for POSL is also written in Java for OOjDREW [4], and 
so many concepts were taken from this implementation. The architecture of this 

                                                           
4 http://download.oracle.com/javase/1.4.2/docs/api/java/util/ 
Vector.html  
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parser is simple; there is a general parseElement method, which given a String, will 
determine its type (e.g. Atom, Constant, etc) and then invoke the appropriate method 
(e.g. parseAtom). The main approach to providing the parseElement method its input 
was clever usage of Java’s built-in StringTokenizer library to cut the knowledge bases 
into manageable bits. For example, the ‘.’ character was used to grab single Atoms, 
and the ‘(’ character was used to isolate a single relation within the Atom. Using the 
methods described, we cut the knowledgebase into manageable pieces. However, 
these pieces need to be given to the JIO in a standard manner, which is briefly 
described in the list below: 

• Atom: Each Atom is delimitated by ‘.’ 
• Relation: Each Atom has only one relation, which has a single relation name and 

list of elements 
• Plex: A complex term can only exist as an element within a relation (which could 

also be the value of the slot). Like a relation it has a relation name and a list of 
elements. It is deliminated by ‘[‘ 

• Slot: Each slot is deliminated by ‘->’ which has its property on the left, and value 
on the right 

• Variable: Each variable is an element deliminated by ‘?’. Its type class is 
deliminated by ‘:’ 

• Constant: Each constant is any element within a relation or Plex which is not a 
Plex, slot, or variable. Its type class is deliminated by ‘:’ 

5   Notation 3 (N3) 

Notation 3 is a compact, rule-extended version of RDF's XML syntax [3]; in this way, 
RDF’s complex machine understandable language becomes much more readable to 
humans. RDF facts and rules are still written with triples (subject, property, and 
object) and so this language is very expressive in nature, but also great for human 
comprehension. The N3 parser design is the same to that of the POSL parser (section 
4). There is a general parseElement method, which given a String, will determine its 
type (e.g. Atom, Constant, etc) and then invoke the appropriate method (e.g. 
parseAtom). However, what makes the N3 parser vastly different to that of the POSL 
parser, is in the implementation method behind providing the parseElement method 
with its input. The Prolog interpreter, SWI-Prolog5, contains a library of RDF utilities. 
Amongst these utilities is an N3 parser created by Yves Raimond6 which converts an 
N3 knowledge base into a Prolog knowledge base. With this tool at hand, an interface 
to Prolog from Java, JPL7, is used to allow Prolog to create Java objects 
corresponding to N3 triples. Upon finishing the Prolog parsing, the N3 parser class 
now has a list of all triples in the knowledge base. These String representations of 
these triples are then passed to the parseElements method. 

                                                           
5 http://www.swi-prolog.org/  
6 http://moustaki.org/  
7 http://www.swi-prolog.org/packages/jpl/java_api/index.html  
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Like in its POSL counterpart, we cut the knowledgebase into manageable pieces. 
However, there are a significant number of constraints used when creating 
AtomCollections based on these pieces: 

• Atom: Each Atom is a single triple subject 
• Relation: Each Atom has only one relation, which has a single relation name 

(defined by the property :type’s object), and list of elements 
• Plex: A Plex is a BNode (subject without a defined name) is also an object of a 

current subject are defined to be Plex terms 
• Slot: Each slot is a property object pair where the property is the triple’s property, 

and value is the triple’s object 
• Variable: A variable can only be a triple’s object, and starts with ‘?’ 
• Constant: Each constant is any triple’s object which which is not a Plex, slot, or 

variable. 

6   Example  Usage and Conclusion 

KRLIT is capable of supporting any kind of knowledge base which is using its 
supported representation under the individual representation constraints. However, it is 
useful to see an example usage of the system under a specific context. In this case, we 
assess two different automobile insurance companies (Mainland Insurance, and Healthy 
Life) who while using different knowledge representation languages, use the same 
schema for their facts and rules.Let us assume that Mainland Insurance focuses 
primarily on Economic classed customers using an N3 knowledge base. Healthy Life on 
the other hand, caters to Gold and Platinum classed customers using a POSL knowledge 
base. Suppose we wish to find the discount policies of both companies, but we are only 
familiar with the POSL knowledge representation language. Normally, this would 
prevent the use of Mainland Insurance’s knowledgebase, but with KRLIT we are able to 
query it, and have answers returned in POSL. For example, our POSL query is for 
finding all discounts. During query processing time, KRLIT’s POSLParser class is used 
to transform this query into a JIO based AtomCollection, which the N3ReverseParser 
class accepts as input. This provides us with the N3 representation of this POSL query. 
This is easily fed to OOjDREW, whose answers are returned in POSL. Now that we 
have an equivalent N3 query, it can be given to Euler as input, whose answers are used 
by N3Parser to create the JIO based AtomCollection. It is then fed to the 
POSLReverseParser to provide us with the POSL representation of the N3 answers; 
these are combined with the OOjDREW results (Fig. 4). 

Although the initial work in interoperation among the Semantic Web based rule 
languages had been previously done [7], there was a gap in a more general technical 
solution. The present paper has described the Knowledge Representation Language 
Interoperation Tool as a solution to the Semantic Web’s interoperation gap issue. Its 
framework has been analyzed in detail, providing the reader with an understanding of 
how developers may expand upon it by programming support for their preferred 
knowledge base representation language and/or reasoning engine using the parsing 
and engine execution frameworks in conjunction with the Java Interoperation Object. 
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Fig. 4. POSL representation of OOjDREW and Euler answers (the final result of querying 
KRLIT with the POSL query) 
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Discount(company->MainlandInsurance; 
                clientID->1:Real;age->19:Real;class->Economic;discount->0.0:Real). 
Discount(company->MainlandInsurance; 
                clientID->6:Real;age->17:Real;class->Economic;discount->0.0:Real). 
Discount(company->MainlandInsurance; 
                clientID->2:Real;age->22:Real;class->Economic;discount->0.1:Real). 
Discount(company->HealthyLife; 
                clientID->3:Real;age->19:Real;class->Gold;discount->0.2:Real). 
Discount(company->HealthyLife; 
                clientID->5:Real;age->30:Real;class->Gold;discount->0.4:Real). 
Discount(company->HealthyLife; 
                clientID->4:Real;age->29:Real;class->Platinum;discount->0.7:Real). 
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Abstract. Open collections of data and rules on the web are typically
characterized by heterogeneous quality and imperfect consistency. In rea-
soning with data and rules on the web, it is important to know where an
answer comes from (provenance) and whether the it is reasonable consid-
ering the inconsistencies (inconsistency-tolerance). In this paper, I draw
attention to the idea that provenance and inconsistency-tolerance play
mutually supporting roles under the theme of reasoning with imperfect
information on the web. As a specific example, I make use of basic prove-
nance information to avoid unreasonable answers in reasoning with rules
and inconsistent data.

1 Introduction

Data and rules on the web are typically characterized by imperfect data, hetero-
geneity in quality, distributed authorship, semantic misalignments, and inconsis-
tencies. Furthermore, the highly distributed nature of web data storage calls for
the replication of data and the caching of computed (or intermediate) results.
In reasoning in such a setting, two important requirements emerge:

1. Computed answers must be associated with information on the sources they
rely on.

2. Inconsistencies must be tolerated: logical explosion and unreasonable an-
swers must be avoided.

The first requirement calls for the computation and maintenance of provenance
information on computed answers. The second requirement can be fulfilled by
following an inconsistency-tolerant semantics in reasoning.

Much work has been done on provenance information in web data (for exam-
ple [26,16,10,11,25]). The processing of inconsistent knowledge on the web has
also gained attention [18,23,28,29,3]. In this paper, I draw attention to the idea
that provenance and inconsistency-tolerance play mutually supporting roles in
the overarching theme of reasoning with imperfect information on the web. As
a specific example, I make use of basic provenance information to avoid unrea-
sonable answers in reasoning with rules and inconsistent data.
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In section 2, I give a motivating example. In section 3, I formally develop the
existential answers semantics. In section 4, I show that the problem of computing
existential answers is NP-Complete, ruling out a popular rewriting technique
which does not rely on provenance computation. Then, in sections 5 and 6, I
give a provenance-based method for computing existential answers. In section 7, I
give another characterization of existential answers via answer set programming.
Finally, I conclude by discussing related work and future directions.

2 Motivating Example

The data in table 1 will serve as example data. The BirthYear table associates
each person with a birth year. Each person has at most one birth year, but in
the example data two conflicting birth years are specified for Cody (and David)
because they come from two sources, at least one of which is incorrect. The
RecessionYear table gives the recessionary years in the United States.

Table 1. Example data

BirthYear
Person Year

Adam 1980
Brian 1991
Cody 1984
Cody 1991
David 1980
David 1984

RecessionYear
Year

1980
1981
1982
1990
1991

Table 2. Cached/Materialized Results

RecessionBorn
Person

Adam
Brian
Cody
David

Rule:
RecessionBorn(X) :- BirthYear(X,Y), RecessionYear (Y)

OfAge
Person

Adam
Cody
David

Rule:
OfAge(X) :- BirthYear(X,Z),Z<1989
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Consider the following scenario:
For a study, a researcher would like to send out surveys to those who were born
during a recessionary year in the United States and are also legally of age. So
adding to the rules in table 2, the researcher writes the rule:

candidate(X) :- RecessionBorn (X) ∧ OfAge(X)

Standard datalog semantics, which do not consider the constraints, would pro-
duce the answers {Adam, Cody, David}, the natural join between the two inten-
sional relations. By digging down, we see that RecessionBorn(Cody) is derived
from BirthYear(Cody, 1991) and OfAge(Cody) is derived from
BirthYear(Cody, 1984). But at least one of these two pieces of data is incor-
rect. We see that Cody is not a reasonable answer because whether we choose
BirthYear(Cody, 1984) or BirthYear(Cody, 1991), Cody does not satisfy the
criteria intended by the query.

Consider the two conflicting tuples BirthYear(David, 1980) and
BirthYear(David, 1984). If we chose to believe
BirthYear(David, 1980), then David is an answer. But if we chose to believe
BirthYear(David, 1984), then David is not an answer. Since we have no infor-
mation that leads us to believe one of the two conflicting tuples over the other,
David is not an unreasonable answer.

The notion of existential answers (definition 4 in the next section) formalizes
this intuition, admitting answers which are reasonable and rejecting answers
which are unreasonable. The idea is to reason from consistent subsets of data so
that conflicting pieces of information cannot be combined to give an unreasonable
answer.

3 Formal Development

In this section, I develop the formal definitions necessary to define existential
answers. The development follows the definition of datalog in [1].

Let dom be a fixed, countably infinite set which serves as the underlying
domain. For example, dom may be the universe of all possible URI’s. A constant
is an element of dom. A schema S is a nonempty, finite set of relation names,
each with a fixed arity. An instance of a schema S is a finite set of facts (ground
atoms) over S and dom.

Let var be a fixed, countably infinite set of variables that is disjoint from dom.
A tuple is a vector of elements from dom. A free tuple is a vector of elements
from dom∪var. I use X, Y, Z, U, V, x, y, z, u, v and all their subscripted variants
to denote variables. All other symbols appearing in a tuple are constants.

Definition 1 (Datalog syntax). A rule is an expression of the form
R1(u1) : − R2(u2), . . . , Rn(un), φ(uφ), where n ≥ 1, R1, . . . , Rn are relation
names, u1, . . . , un, uφ are free tuples of appropriate arities, and φ is a boolean
combination of built-in predicates (=, �=, >,etc.). Each variable occurring in u1

or uφ must also occur in at least one of u2, . . . , un. A datalog program is a finite
set of datalog rules.
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To give semantics to datalog programs, one interprets the rules as first-order
sentences. Each rule R1(u1) : − R2(u2), . . . , Rn(un), φ(uφ), is associated with the
sentence ∀x1 · · ·xq(∃xq+1 · · ·xm(R2(u2)∧· · ·∧Rn(un)∧φ(uφ)→ R1(u1))), where
x1, . . . , xq are the variables occurring in the head (R1(u1)) and xq+1, . . . , xm are
the remaining variables occurring in the rule. For a datalog program P , the set
of first-order sentences associated with P is denoted as ΣP .

Definition 2 (Datalog Semantics). Let P be a datalog program and D finite
set of facts. A model of P in a finite set of facts satisfying ΣP . The semantics
of P on input D, denoted P (D) is the minimum model of P containing D.1 For
a fact d, We write 〈P, D〉 �dl d to denote that d ∈ P (D).

Definition 3 (Denial Constraints). A denial constraint is a sentence of the
form ∀x1 · · ·xm(¬R1(u1) ∨ · · · ¬Rn(un) ∨ φ(uφ)), where n ≥ 1, R1, . . . , Rn are
relation names, u1, . . . , un, uφ are free tuples of appropriate arities, φ is a boolean
combination of built-in predicates (=, �=, >,etc.), and x1 · · ·xm are the variables
occurring in u1, . . . , un, uφ. Each variable occurring in uφ must also occur in at
least one of u1, . . . , un. A denial constraint can also be considered a “rule” with
an empty head, i.e., : − R1(u1), . . . , Rn(un),¬φ(uφ)).

Definition 4 (Existential Answers). Given a set of facts D, a set of rules
P , and a set of constraints C, a fact d is an existential answers with respect to
(D, P, C) if and only if there exists D′ ⊆ D such that P (D′) is a model of C and
〈P, D′〉 �dl d. We denote this fact as 〈P, C, D〉 �∃dl d.

Example 1. Here I apply the definition of existential answers to the example
in section 2. For brevity, I use the following short-from relation names: by for
BirthYear, ry for RecessionYear, oa for OfAge, rb for RecessionBorn, and ca
for candidate. Let D be the base data (from table 1).
D = {

by(Adam, 1980), by(Brian, 1991), by(Cody, 1984), by(Cody, 1991),
by(David, 1980), by(David, 1984), ry(1980), ry(1981), ry(1982),
ry(1990), ry(1991)

}
Let P be the datalog program.

P = {
oa(X) : − by(X, Z), Z < 1989,
rb(X) : − by(X, Y), ry(Y),
ca(X) : − rb(X), oa(X)

}
Let C be the set of constraints.

C = {∀XY (¬by(X, Y ) ∨ ¬by(X, Z) ∨ Y = Z)}
The collection of subsets D′ of D such that P (D′) is a models of C are the

following: (letting F = {by(Adam, 1980), by(Brian, 1991), ry(1980), ry(1981),
ry(1982), ry(1990), ry(1991)})
1 The minimum model always exists [1, pp 281, Theorem 12.2.3].
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1. {by(Cody, 1984), by(David, 1980)} ∪ F and all its subsets
2. {by(Cody, 1984), by(David, 1984)} ∪ F and all its subsets
3. {by(Cody, 1991), by(David, 1980)} ∪ F and all its subsets
4. {by(Cody, 1991), by(David, 1984)} ∪ F and all its subsets

The corresponding sets of datalog answers (in the ca relation) are :

1. {ca(Adam), ca(David)} and all its subsets
2. {ca(Adam)} and all its subsets
3. {ca(Adam), ca(David)} and all its subsets
4. {ca(Adam)} and all its subsets

Hence, 〈P, C, D〉 �∃dl ca(Adam) and 〈P, C, D〉 �∃dl ca(David), but
〈P, C, D〉 ��∃dl ca(Brian) and 〈P, C, D〉 ��∃dl ca(Cody). The results agree with
the intuition in section 2.

I present another example. This example contains recursive rules.

Example 2. A fact link(i, j, t) represents that there is a direct link of type t
from i to j. Let the base facts D = {
link(a, b, 1), link(a, c, 2), link(b, d, 2), link(c, d, 3), link(d, e, 1), link(d, f, 2)}

Let the program P = {
aReaches(Y) : − link(a, Y, U),
aReaches(Y) : − aReaches(a, Z, U), link(Z, Y, V)

}.
It defines which nodes are reachable from a.
Furthermore, assume it is known that no two links of the same type can

coexist. It can be formalized as the following constraint set C = {
∀X1Y1X2Y2U(¬link(X1, Y1, U) ∨ ¬link(X2, Y2, U) ∨X1 = X2),
∀X1Y1X2Y2U(¬link(X1, Y1, U) ∨ ¬link(X2, Y2, U) ∨ Y1 = Y2)

}
The collection of subsets D′ of D that are models of C∪ΣP are the following:

1. {link(a, b, 1), link(a, c, 2), link(c, d, 3)} and all its subsets.
2. {link(a, b, 1), link(b, d, 2), link(c, d, 3)} and all its subsets.
3. {link(a, b, 1), link(d, f, 2), link(c, d, 3)} and all its subsets.
4. {link(d, e, 1), link(a, c, 2), link(c, d, 3)} and all its subsets.
5. {link(d, e, 1), link(b, d, 2), link(c, d, 3)} and all its subsets.
6. {link(d, e, 1), link(d, f, 2), link(c, d, 3)} and all its subsets.

The corresponding sets of datalog answers (in the aReaches relation) are :

1. {aReaches(n) : n ∈ {b, c, d}} and all its subsets
2. {aReaches(n) : n ∈ {b, d}} and all its subsets
3. {aReaches(n) : n ∈ {b}} and all its subsets
4. {aReaches(n) : n ∈ {c, d, e}} and all its subsets
5. {}
6. {}
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Hence, 〈P, C, D〉 �∃dl aReaches(b), aReaches(c), aReaches(d), aReaches(e),
but 〈P, C, D〉 ��∃dl aReaches(f), aReaches(a). Notice that even though
〈P, D〉 �dl aReaches(f), it is rejected as an existential answer because it is
unreasonable given the constraints.

Based on the definition, a brute-force method for computing existential answers
consists of enumerating each set D′ ⊆ D, checking whether D′ is admissible,
and finally checking whether D′ �dl d. Because the number of subsets of D is
2|D|, this brute-force method is completely impractical. In section 6, I present a
provenance-based method that constructs several special subsets of D and ignore
all the other subsets.

4 Complexity and Rewriting

In typical data-oriented applications the set of facts is much larger than the set
of rules. It is natural to consider the data complexity of rule evaluation. That
is, we first fix the program P then consider the complexity of computing the
answers given a set of facts as input.

For example, in datalog evaluation, the data complexity for a fixed program P
is the complexity of the problem ΔP = {(D, d) : 〈P, D〉 �dl d}, where D ranges
over the sets of facts and d ranges over the facts.

For a finite set of denial constraints C and a nonrecursive datalog program
P , the existential answers problem is ΞP,C = {(D, d) : 〈P, C, D〉 �∃dl d}.

If P is restricted to nonrecursive datalog programs, then, given the set of
constraints C, it is possible to transform P into another program P ′ in the same
language such that for all finite sets of facts D and all facts d, 〈P, C, D〉 �∃dl d
if and only if 〈P ′, D〉 �dl d [17,19]2. Because datalog evaluation is polynomial
time in data complexity, the rewriting result shows that the existential answers
problem is also polynomial time in data complexity. That is, given a finite set
of denial constraints C and a nonrecursive datalog program P , ΞP,C is in P .

One may want to apply a similar rewriting approach in the recursive case,
rewriting a recursive datalog program P into another datalog program P ′ such
that the standard answers to P ′ are precisely the existential answers to P . How-
ever, we show here that unless P=NP , such a rewriting scheme does not exist
for all datalog programs. First, I show that for some datalog program P and fi-
nite set of constraints C, ΞP,C is NP-Hard. If we could rewrite P into a datalog
program P ′ such that for all finite sets of facts D and all facts d, 〈P, C, D〉 �∃dl d
if and only if 〈P ′, D〉 �dl d, we have reduced the problem ΞP,C to the problem
ΔP ′ , which is in P . So unless P=NP , such a rewriting does not exist.

2 The termination of the rewriting algorithm in [17] depends on the finiteness of the
resolution closure of P ∪ C. In the case of nonrecursive datalog P and denial con-
straints C, the union is essentially a finite set of nonrecursive Horn clauses, which
has finite closure under resolution.
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4.1 NP-Completeness

First, I show that the existential answer problem is NP-Hard by reduction
from MONOTONE-3SAT, a well-known NP-complete problem. I first outline the
approach:

1. Fix a datalog program P and a finite constraint set C.
2. Define a polynomial-time transformation from any monotone 3CNF formula

Φ to a finite set of facts DΦ and a query fact dΦ.
3. Show that for any monotone 3CNF formula Φ, Φ is satisfiable if and only if
〈P, C, DΦ〉 �∃dl dΦ.

MONOTONE-3SAT is like 3SAT except that the input 3CNF formula is further re-
stricted to be monotone, that is, each clause consists of either all positive literals
or all negative literals, but never a mix of positive and negative literals. More pre-
cisely, a monotone 3CNF formula is a formula (p1,1∨p1,2∨p1,3)∧(p2,1∨p2,2∨p2,3)∧
· · ·∧(pn,1∨pn,2∨pn,3)∧(q1,1∨q1,2∨q1,3)∧(q2,1∨q2,2∨q2,3)∧· · ·∧(qm,1∨qm,2∨qm,3),
where each pi,j is a propositional variable and each qi,j is the negation of a propo-
sitional variable. Without loss of generality, we can assume m ≥ 1 and n ≥ 1.

Consider the datalog program P = {
qp(x, y) : − ep(x, y, u, v),
qp(x, y) : − qp(x, z), ep(z, y, u, v),
qn(x, y) : − en(x, y, u, v),
qn(x, y) : − qn(x, z), en(z, y, u, v),
Q(x, y, z) : − qp(x, y), qn(x, z)

}
Each ep(x, y, u, v) or en(x, y, u, v) is thought of as an edge from x to y, an-

notated with u and v. Q(x, y, z) means there is an ep-path from x to y and also
an en-path from x to z.

Now consider the constraint
c = ∀x1y1u1vx2y2u2(¬ep(x1, y1, u1, v) ∨ ¬en(x2, y2, u2, v)). The constraint says
that no pair of ep-edge and en-edge can coexist with the same v value.

For each monotone 3CNF formula Φ = (p1,1∨p1,2∨p1,3)∧ (p2,1∨p2,2∨p2,3)∧
· · ·∧(pn,1∨pn,2∨pn,3)∧(q1,1∨q1,2∨q1,3)∧(q2,1∨q2,2∨q2,3)∧· · ·∧(qm,1∨qm,2∨qm,3),
we do the following transformation:

Let a1, . . . , ap be the propositional variables. Define DΦ = {ep(i, i + 1, j, k) : i =
1, . . . , n; j = 1, 2, 3; ak = pi,j}∪{en(i, i+1, j, k) : i = 1, . . . , m; j = 1, 2, 3;¬(ak) =
pi,j}

The transformation is clearly polynomial.
Now 〈P, {c}, D〉 �∃dl Q(1, n + 1, m + 1), if and only if there is an ep-path

from 1 to n + 1 and an en-path from 1 to m + 1 such that no pair of ep-
edge and en-edge conflict by sharing the same v-value. Consider choosing each
ep(x, y, u, v)-edge to be choosing to make px,u true in the corresponding SAT
instance. Also consider choosing each en(x, y, u, v)-edge to be choosing to make
qx,u true in the corresponding SAT instance. Having an ep-path from 1 to n + 1
and an en-path from 1 to m + 1 is equivalent to picking one of pi,1, pi,2, pi,3 to
be true for all i from 1 to n and one of qi,1, qi,2, qi,3 to be true for all i from 1
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to m. Furthermore, the fact that the two paths do not conflict by sharing the
same v-value is equivalent to that the set of literals picked to be true to not
contain a complementary pair. This is exactly the condition required to choose
an assignment of truth values that satisfy the formula Φ. We have a polynomial
reduction from MONOTONE-3SAT to existential answers.

Hence, the existential answers problem with this fixed query and constraint
is NP-Hard.

It is easy to see that ΞP,C is in NP . For a finite set of facts D and a fact d,
〈P, C, D〉 �∃dl d if and only if there exists an admissible set D′ ⊆ D such that
d ∈ P (D′). One can nondeterministically guess the appropriate D′ and then
verify in polynomial time that d ∈ P (D′) and P (D′) is a model of C.

Theorem 1 (NP-Completeness). The existential answer problem ΞP,C is
NP-Complete for some datalog program P and finite set of denial constraints
C.

We conclude that unless P=NP, some existential answer problems over data-
log programs and denial constraint cannot be solved by rewriting into datalog
(or any other language with polynomial data-complexity, for example, stratified
datalog¬).

Theorem 2 (Non-rewritability into dalalog). Assuming P�=NP, for some
datalog program P and finite set of denial constraints C, there does not exist
a datalog program P ′ such that for all finite sets of facts D and all facts d,
〈P, C, D〉 �∃dl d if and only if 〈P ′, D〉 �dl d.

5 Provenance

Provenance of data has received considerable attention. Here, we use the method
of Agrawal, Benjelloun, Das Sarma, Halevy, Theobald, and Widom [8,2] to com-
pute and represent data provenance. We briefly review their method here.

Each tuple is associated with a tuple ID. Each computed tuple is associated
with a provenance set that gives the set of tuple IDs from which this tuple is
derived.

Consider the following example.

Example 3. The base facts D is given by the following table. A fact link(i, j, t)
represents that there is a direct link from i to j of type t.

link
ID origin destination type
21 a b 1
22 a c 2
23 b d 2
24 c d 3
25 d e 1
26 d f 2

λ(21) = {}
λ(22) = {}
λ(23) = {}
λ(24) = {}
λ(25) = {}
λ(26) = {}
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P =
{aReaches(Y) : − link(a, Y, U),
aReaches(Y) : − aReaches(a, Z, U), link(Z, Y, V)}
The following are the computed facts and their associated provenance
information.

aReaches
ID destination
31 b
32 c
33 d
34 d
35 e
36 e
37 f
38 f

λ(31) = {21}
λ(32) = {22}

λ(33) = {31, 23}
λ(34) = {32, 24}
λ(35) = {33, 25}
λ(36) = {34, 25}
λ(37) = {33, 26}
λ(38) = {34, 26}

If a fact is produced multiple times from different sets of tuples, the fact is pre-
sented as multiple tuples, each with its own tuple ID and associated provenance.
The computation of provenance canbe embedded in a standardbottom-up datalog
evaluation procedure. It is important to note that where regular datalog evalua-
tion (set semantics, no duplicate tuples) has polynomial data complexity, datalog
evaluation with provenance computation as shown above can be exponential in the
number of facts in the input fact set. The increased complexity is due to the fact
that even though the number of unique facts that can be generated is polynomially
bounded, the number of unique (fact, provenance) pairs is not.

6 Computing Existential Answers via Provenance

The brute-force method of enumerating each set D′ ⊆ D is impractical. In this
section, I present a method that uses provenance information to construct several
special subsets of D called support sets and then consider only those sets. The
IsExistentialAnswer procedure calls on the SupportSet procedure defined
immediately after.

IsExistentialAnswer(P, C, D, id, λ)

D′ := SupportSet(D, id, λ)
C∗ := {nogood : − R1(u1), . . . , Rn(un), φ(uφ) :

(∀x1 · · ·xm(¬R1(u1) ∨ · · · ¬Rn(un) ∨ φ(uφ))) ∈ C}
(Where nogood is a new relation name that is not in the current schema)
if nogood ∈ C∗(P (D′)) then

return FALSE
else

return TRUE
end if
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SupportSet(D, id, λ)

Queue Q := empty queue
D′ := {}
Q.enqueue(id)
while Q is not empty do

id′ := Q.dequeue()
if λ(id′) == ∅ then

D′ := D′ ∪ {fact(id′)} (fact(id′) gives the fact associated with the ID id′)
else

for l ∈ λ(id′) do
Q.enqueue(l)

end for
end if

end while
return D’

Theorem 3 (Correctness). For a datalog program P , a set of facts D, a set
of denial constraints C, a fact d ∈ P (D), and a provenance function λ obtained
in evaluating P (D), 〈P, C, D〉 �∃dl d if and only if IsExistentialAnswer
(P, C, D, id, λ) returns TRUE for a tuple ID id of d.

Example 4. Using the provenance information in example 3 and the datalog
program P and constraints C from example 2, I demonstrate the IsExisten-
tialAnswer algorithm.

The tuple ID’s associated with the fact aReaches(f) ∈ P (D) are 37 and
38. Running IsExistentialAnswer(P, D, C, 37, λ) constructs the set D′ =
{link(d, f, 2), link(b, d, 2), link(a, b, 1)} from the set of base tuple ID’s
{26, 23, 21}. It also constructs C∗ := {

nogood : − link′(X1, Y1, U), link′(X2, Y2, U), X1 �= X2,
nogood : − link′(X1, Y1, U), link′(X2, Y2, U), Y1 �= Y2

}. Finally, nogood ∈ C∗(P (D′)), so the algorithm rejects the tuple of ID 37 as
an existential answer tuple.

Running IsExistentialAnswer(P, D, C, 38, λ) constructs the set
D′ = {link(d, f, 2), link(c, d, 3), link(a, c, 2)} from the set of base tuple ID’s
{26, 24, 22}. It also constructs the same C∗ as above.
Finally, nogood ∈ C∗(P (D′)), so the algorithm also rejects the tuple of ID 38 as
an existential answer tuple.

One can conclude that 〈P, C, D〉 ��∃dl aReaches(f), in agreement with exam-
ple 2.

Now I examine whether 〈P, C, D〉 �∃dl aReaches(e).The tuple ID’s associated
with the fact aReaches(e) ∈ P (D) are 35 and 36.

Running IsExistentialAnswer(P, D, C, 35, λ) constructs the set
D′ = {link(d, e, 1), link(b, d, 2), link(a, b, 1)} from the set of base tuple ID’s
{25, 23, 21}. nogood ∈ C∗(P (D′)), so the algorithm rejects the tuple of ID 35 as
an existential answer tuple.
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Running IsExistentialAnswer(P, D, C, 36, λ) constructs the set
D′ = {link(d, e, 1), link(c, d, 3), link(a, c, 2)} from the set of base tuple ID’s
{25, 24, 22}. nogood �∈ C∗(P (D′)), so the algorithm accepts the tuple of ID 36
as an existential answer tuple.

One can conclude that 〈P, C, D〉 �∃dl aReaches(e), in agreement with
example 2.

7 Answer Set Programming

Answer set programming (ASP) has received much attention in the logic pro-
gramming community, the database community, and the rules and ontology com-
munity because of its ability to declaratively and succinctly express interesting
problems from a wide-range of domains. ASP also offers another way to charac-
terize the existential answers. In this section, I characterize existential answers
as the solutions to some answer set programs. The use of disjunctive logic pro-
grams to specify changes to data was introduced by Arenas and Bertossi and
Chomicki [4]. I assume that the reader is familiar with the basics of answer set
programming. For an introduction to answer set programming, I recommend
Lifschitz’s overview [24].

Let the transformation primed(φ) take a formula (or rule) φ and replace
within φ each relation name R by R′. For a datalog program P , and a finite set
of denial constraints C, we define the transformation into an ASP
ExistentialASP(P ) := {(R′(x) : − R(x), not R′(x)) : R a relation name}
∪ {primed(r) : r ∈ C ∪ P}

Example 5.
Let P = {
aReaches(Y) : − link(a, Y, U),
aReaches(Y) : − aReaches(a, Z, U), link(Z, Y, V)}

Let C = {
(false) : − link(X1, Y1, U), link(X2, Y2, U), X1 �= X2,
(false) : − link(X1, Y1, U), link(X2, Y2, U), Y1 �= Y2

}

ExistentialASP(P, C) = {
link′(X, Y, U) : − link(X, Y, U), not link′(X, Y, U),
aReaches′(X, Y, U) : − aReaches(X, Y, U), not aReaches′(X, Y, U),
aReaches′(Y) : − link′(a, Y, U),
aReaches′(Y) : − aReaches′(a, Z, U), link′(Z, Y, V),
(false) : − link′(X1, Y1, U), link′(X2, Y2, U), X1 �= X2,
(false) : − link′(X1, Y1, U), link′(X2, Y2, U), Y1 �= Y2

}

Theorem 4. Given a datalog program P , a finite set of constraints C (writ-
ten as headless rules), then for any a finite set of facts D and any fact d,
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〈P, C, D〉 �∃dl d if and only if primed(d) is in an answer set to the answer
set program ExistentialASP(P, C).

The characterization of existential answers as credulous answers to an answer set
program gives another method to compute existential answers – reformulate an
existential answer problem as an ASP problem, then use an ASP solver to find
the credulous answers. However, the cost of this method may be prohibitively
high because most general-purpose ASP solvers work by first grounding out the
input program3.

8 Related Work

The importance of adequately processing inconsistencies in reasoning on the web
has received wide recognition, but there have been relatively few pieces of work
that develop techniques for reasoning with inconsistent knowledge on the web.
Notable works in this area include the following [18,23,28,29,3]. None of them
take a provenance-based approach to reason in the presence of inconsistencies.

The idea of finding answers from consistent subsets of a theory is due to
Elvang-Gøransson and Hunter[14]. The idea is later refined by Kassoff, Zen,
Garg, and Genesereth for application to logical spreadsheets [22,20].

Kassoff and Genesereth [21] also proposed a method for computing existential
answers based on provenance. However, their method is intended for reasoning
with first-order theories and use a general resolution-refutation method rather
than one based on standard datalog evaluation. As a result, the method is not
guaranteed to terminate (even if restricted to horn clauses, which correspond to
datalog).

ULDB [8,2] uses provenance information to compute answers from uncertain
databases. The approach is similar to the method presented in this paper. How-
ever, the setting they consider is one where all constraints are ground.

As mentioned in section 7, the specification of database repairs using dis-
junctive logic programs with exceptions first appeared in [4]. Many other works
have followed that are based on the same basic idea (some examples include
[9,7,5,6,12,13,15]).

9 Future Work

The connection between provenance and trust creates a fertile ground for future
work in reasoning on the web in the presence of inconsistencies and uncertainties.

As an example, I define the prioritized existential answers to account for the
fact that some sources are more trusted than others. Existential answers, as
defined in section 3, give all facts equal priority. However, in real applications,
some sources are known to be much more reliable than others. In the birth year
example in section 2, the tuple BirthYear(David, 1984) may be more trusted

3 [27] is a notable exception.
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and hence prioritized over the conflicting tuple BirthYear(David, 1980). Then
one would reject David as a candidate.

With this intuition in mind, I define the prioritized existential answers.

Definition 5 (Prioritized Existential Answers). Assume a (possibly empty)
partial order � on the set of all facts over the schema. (Intuitively, d � d′ means
that d is prioritized over d′.) Given a set of facts D, a set of rules P , and a
set of constraints C a fact d is a prioritized existential answers with respect to
(D, P, C,�) if and only if there exists D′ ⊆ D such that

1. P (D′) is a model of C,
2. (∀g ∈ (D −D′))(∀g′ ∈ D′)(g �� g′),
3. and 〈D′, P 〉 �dl d.

We denote this fact as 〈P, C, D �〉 �∃dl d.

One can check in example 1 that if
BirthYear(David, 1984)� BirthYear(David, 1980), then candidate(David) is
not a prioritized existential answer.

A direction for future work is to design a provenance-based method to compute
prioritized existential answer.
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Abstract. Deductive reasoning lies in the expressive intersection of
Datalog and Description Logics. In this paper, we present the D2R2
engine, which implements deductive reasoning capabilities based on the
Query-Sub-Query (QSQR) algorithm on top of the disk-oriented RDF-
3X engine. D2R2 aims to bridge the gap between rule-oriented (inten-
sional) reasoning with deduction rules and data-oriented (extensional)
processing of large joins, over a set of highly tuned, disk-based index
structures for large RDF collections. We present a generalization of
QSQR, which allows for dynamic sub-query scheduling and chaining of
extensional predicates into atomic join patterns—two key extensions for
coupling QSQR with a disk-oriented storage backend. Experiments over
a set of recursive queries and a very large knowledge base, consisting of
20 million RDF facts, as well as comparisons to disk-oriented reasoning
engines, confirm the practical viability and significant runtime improve-
ments of D2R2 compared to these engines.

Keywords: Deductive reasoning, QSQR, disk-oriented RDF processing.

1 Introduction

A deductive database is a database, in which new facts can be derived from
facts explicitly stated in the database using rules [20]. Datalog is the language
traditionally used for expressing facts, rules and queries in a deductive database.
Datalog has its roots in logic programming, aiming at a balance between expres-
siveness and efficiency by using rules that are restricted to definite Horn clauses,
which each consist of exactly one positive head literal and a set of negated body
literals.

Datalog queries can be evaluated in two ways: bottom-up or top-down. An-
swering a query in a bottom-up fashion involves (i) starting from extensional
facts and using the rules to generate all facts that can be inferred by a Datalog
program; and (ii) performing a selection on the facts to return answers to the
query. In top-down query evaluation, on the other hand, the starting point is
a query, and (ideally) only facts relevant to answering the query are generated.
Selective-Linear-Definite (SLD) clause resolution [21] is the default method for
top-down grounding of recursive queries in Datalog and Prolog. SLD resolution

F. Olken et al. (Eds.): RuleML 2011 - America, LNCS 7018, pp. 81–96, 2011.
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processes queries in a manner similar to how a human thinks about answering
queries. However, it suffers from one major issue: it is not guaranteed to termi-
nate on an arbitrary Datalog program because it may run into cycles. This issue
is solved by approaches based on various forms of tabling (or memoization) in
order to both avoid cycles and to cache redundant subgoals. The most promi-
nent example of the use of tabling is the SLG algorithm used in XSB [22]. In
our work, we focus on the Query-Sub-Query Recursive (QSQR) algorithm for
Datalog query evaluation. QSQR is part of the Query-Sub-Query (QSQ) family
of top-down Datalog query evaluation techniques. This family includes both iter-
ative and recursive algorithms, each of which can be applied in a tuple-at-a-time
or a set-at-a-time fashion. QSQ is based on SLD resolution, making it relatively
intuitive.

An important consideration when evaluating a conjunctive query is the order
in which the components of the query are evaluated. In a traditional database
setting, this issue is known as join ordering, which aims to compile a query
pattern into an efficiently evaluable query plan. For our Datalog setting, there
is no such notion of a static query plan. Rather, join ordering is done by a
dynamic selection function, which, when given a conjunctive query and (partial)
binding pattern for the query variables, decides which part of the query (i.e.,
an individual literal or an entire group of literals) to evaluate next. Having an
engine that allows for specifying selection functions, the choice of an appropriate
selection function is fundamental for efficient query processing, and can make
orders of magnitude difference in reasoning performance.

Current state-of-the art reasoners for the Semantic Web can be roughly di-
vided into two categories: main-memory-based and disk-based approaches. While
the top-performing engines in the rule-oriented benchmark tasks of LUBM [7]
and OpenRuleBench [23] are main-memory based, these engines usually lack a
persistent storage layer and—more importantly—database-style index structures
for scalable join processing over large relational input data. In D2R2 (Disk-based
Deductive Reasoner for RDF), we aim to bride the gap between rule-oriented
and data-oriented reasoning tasks by coupling the disk-oriented RDF-3X engine
with deductive reasoning capabilities based on QSQR.

RDF-3X relies on exhaustive indexing and detailed statistics for optimizing
queries over billions of RDF triples. RDF-3X follows a RISC-style architecture (in
analogy to the “reduced instruction set computer” principle coined in hardware
design) by providing only the most principal query operators—based on either
merging or hashing index lists—in a highly efficient manner. This architecture
allows RDF-3X to remain workload-independent without the need for manual
tuning [12], thus focusing on join ordering for query optimization, and processing
queries using generic join operators that operate entirely on integer id’s.

1.1 Contributions

In this paper, we make the following contributions:

– We extend QSQR, a state-of-the art algorithm for top-down grounding of
Datalog-style recursive queries, to handle a dynamic selection function and
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the chaining of extensional predicates into efficiently evaluable extensional
join patterns, which are two key issues for integrating QSQR with a disk-
oriented storage backend for large RDF collections.

– We integrate the extended QSQR framework with RDF-3X, one of the
fastest, currently available, open-source query engines for RDF data and
non-recursive SPARQL queries. We extend RDF-3X by various query-time
optimizations, including a caching layer which drastically helps to spare re-
dundant page accesses.

– We present an extensive experimental evaluation of D2R2, using a set of
handcrafted, recursive queries over the YAGO [15] knowledge base, consist-
ing of 20 million RDF facts, as well as comparative runs with disk-oriented
reasoning engines over the LUBM benchmark setting.

2 Related Work

With the increasing demand for scalable reasoning techniques in the context
of the Semantic Web, also Datalog-style (deductive) query evaluation strategies
have been undergoing a renaissance recently. Specifically, the RuleML [13] stan-
dard, which allows for the expression of rules in XML, is the Semantic Web
standard for representing rules. It is based on Datalog programs that are re-
stricted to unary and binary predicates.

In [6], the authors introduce Description Logic Programs (DLP), which are
contained in the expressive intersection of Datalog and Description Logics. On
the other hand, the proposed Semantic Web Rule Language (SWRL) is an effort
to create a language combining both OWL-DL and RuleML [8]. DLP is inter-
esting as it shows that Datalog can also be exploited to represent and query
ontologies, albeit in a more restricted manner compared to OWL.

In our work, we focus on top-down grounding strategies of Datalog queries.
In a large deductive database with millions of facts, we would expect that most
of the extensional facts are irrelevant to answering a specific query, and we
aim to avoid materializing all deducible facts in an eager bottom-up fashion.
Magic Sets [2] is a well-known rule-rewriting technique to optimize top-down
query evaluations. Magic Sets performs a rewriting of the rules based on the
query, called Magic Sets rewriting. Then, a bottom-up query evaluation strategy,
usually semi-naive, is applied to answer the query using the rewritten rules.
Moreover, in order to avoid cycles in top-down SLD resolution, various forms of
tabling have been introduced [19]. OLDT is the first such algorithm based on
SLD resolution [24].

QSQ [17,18,11] was developed shortly thereafter and added set-at-a-time query
evaluation. Although QSQ is also based on SLD resolution, it is database-
complete, which it achieves through tabling. In general, we call a procedure
for answering a query database-complete (DB-complete) if, whenever there are
finitely many answers to a query, it terminates after returning all the answers [18].
We present a generalized version of QSQR in detail in Section 3.1.

The Semantic Web has led to the development of several reasoning
engines which support either classical Datalog-style (rule-based) reasoning, or
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RDF/S- and OWL-based reasoning capabilities. These include OntoBroker1,
Jena2 and IRIS3, among others. This is in addition to classical logic programming
and deductive database implementations such as XSB4, Yap5 and DLV6. Onto-
Broker, XSB, Yap and DLV are considered among the top-performing engines in
the rule-oriented benchmark tasks of LUBM [7] and OpenRuleBench [23]. They
were designed mainly as main-memory based reasoning engines. Tools such as
Jena and IRIS were designed with more flexible storage backends, allowing them
to work on data that is both main-memory and disk resident. XSB and Yap use
top-down processing techniques with tabling, while OntoBroker and DLV are
use optimized bottom-up techniques. Jena and IRIS both allow a user to select
from a host of evaluation strategies and optimizations to use.

Datalog has recently seen applications outside its immediate domain, such
as program analysis and parallel programming. bddbddb [28] is a tool for pro-
gram analysis, in which all program information are stored as relations, and uses
Datalog to analyze the programs. Datalog-inspired languages, such as Overlog
and Bloom [27], are being used to simplify parallel programming by making it a
data-centric task. Moreover, LogicBlox7 is a recent implementation of Datalog
that is geared towards decision support.

3 Datalog Query Evaluation

D2R2 uses the QSQR algorithm to evaluate Datalog queries. In this section
we discuss our generalized QSQR algorithm, which incorporates (i) a selection
function for dynamic join ordering and (ii) the chaining of extensional predicates
into atomic join patterns.

One of the most cited sources of the QSQR algorithm is [1], which presents the
algorithm using the same setting as the one used to present Magic Sets in [2],
including adornments and sideways information passing, which are helpful in
both understanding and implementing the algorithm. In the context of our work
on extending QSQR, we claim that this description of QSQR is incomplete and
propose a fix to this problem. To the best of our knowledge, we are the first
to detect this incompleteness, which we communicated to the authors of [10],
resulting in a modification of their work8.

In the following, we first introduce basic concepts needed for presenting
QSQR [1,5] and then present a generalized, DB-complete version of the
algorithm.

1 http://www.ontoprise.de/en/products/ontobroker/
2 http://jena.sourceforge.net/
3 http://www.iris-reasoner.org/
4 http://xsb.sourceforge.net/
5 http://www.dcc.fc.up.pt/~vsc/Yap/
6 http://www.dlvsystem.com/dlvsystem/index.php/Home
7 http://www.logicblox.com/
8 See http://www.mimuw.edu.pl/~nguyen/GQSQR-revised-long.pdf, which is a re-

vised and extended version of [10] with proofs for completeness.

http://www.ontoprise.de/en/products/ontobroker/
http://jena.sourceforge.net/
http://www.iris-reasoner.org/
http://xsb.sourceforge.net/
http://www.dcc.fc.up.pt/~vsc/Yap/
http://www.dlvsystem.com/dlvsystem/index.php/Home
http://www.logicblox.com/
http://www.mimuw.edu.pl/~nguyen/GQSQR-revised-long.pdf
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3.1 QSQR with Dynamic Join Ordering and Chaining

If we have the sub-query atom R0(a, ?y), where a is a constant and ?y is a
variable, we say that the first argument of R0 in the query is bound (b) and
the second argument is free (f ), denoted as Rbf

0 . The superscript is called an
adornment. Generally, if R is an n-ary predicate then an adornment γ is an
n-tuple of b’s and f ’s, denoted as Rγ , where a b (or f , respectively) indicates
that the corresponding argument of the predicate is bound to a constant (or free,
respectively) [5].

Given a rule and an adornment for the atom forming the rule’s head, an
adorned rule is formed by adding adornments to the rule body as follows:

1. All occurrences of each bound variable in the rule head are bound.
2. All occurrences of constants are bound.
3. If a variable ?x occurs in the rule body, then all subsequent occurrences of

?x in subsequent literals are bound9.

For example, consider the rule R0(?x, ?y) ← R1(?x, ?z), R2(?z, ?w), R3(?w, ?y)
and the query R0(a, ?y). If the rule’s head has the adornment Rbf

0 , then the cor-
responding adorned rule is Rbf

0 (?x, ?y)← Rbf
1 (?x, ?z), Rfb

2 (?z, ?w), Rbf
3 (?w, ?y).

Two important observations can be made here. First, item 3 in the definition
of adorned rules implies that different orderings of the atoms in the rule body
imply different adornments. A second observation, also regarding item 3, is that
of the idea of sideways information passing (SIP). Once a variable has a binding
from an atom, it becomes an input (bound) to subsequent atoms, in which it
occurs rather than an output (free). A SIP strategy is simply a decision on the
order in which atoms in a query will be evaluated [4].

A set of single-atom sub-queries with the same adornment can be denoted as
(Rγ , J), where γ is an adornment of the query predicate R, and J is a set of
tuples with the values of the entries bound by γ. (Rγ , J) is called a generalized
sub-query. If R is a predicate and γ is an adornment for R, then bound(R, γ)
denotes the coordinates of R bound in γ.

Supplementary relations keep track of variable bindings during left-to-right
rule evaluation. An adorned rule with n atoms in its body has n + 1 supplemen-
tary relations: sup0 through supn as shown below:

Rbf
0 (?x, ?y) ← Rbf

1 (?x, ?z), Rfb
2 (?z, ?w), Rbf

3 (?w, ?y)
↑ ↑ ↑ ↑
sup0[?x] sup1[?x, ?z] sup2[?x, ?w] sup3[?x, ?y]

The attributes of the 0th supplementary relation, sup0, are those variables bound
in the head of the adorned rule. The attributes of the nth supplementary relation,
supn, are all the variables in the head of the adorned rule. For i ∈ [1, n− 1], the
attribute set of the ith supplementary relation, supi, is the set of variables which
occur in both (i) sup0 or one of B1, ...Bi, and (ii) Bi+1, ...Bn or supn. The role of
supplementary relations is to pass variable bindings for bound arguments from
9 Whether the first occurrence is bound or free depends on item 1.
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one atom to the next. supi contains only variables whose bindings are needed
for evaluating atom j, for j > i, or for the final result.

We are now ready to present our generalized QSQR in Algorithm 1, which
takes as input a Datalog program and a query over an intensional predicate. This
algorithm uses the global variables ans_pδ and input_pδ for each adorned pred-
icate pδ. Algorithm 1 calls Algorithm 2, which processes a generalized sub-query
in a set-at-a-time fashion by calling Algorithm 3 on all rules. ans_ relations
keep track of answers found for an adorned predicate, while input_ relations
keep track of sub-queries that have already been evaluated to avoid running into
cycles, as SLD does. Contrary to ans_ and input_ relations, the supplementary
relation is used as a local variable in Algorithm 3.

Algorithm 1. QSQR(D, q)
Input: A Datalog program D and an intensional query q
Input: The global ans_ and input_ relations
Output: All answers for q
begin1

Set all ans_ relations to be empty2
Set (Rγ , J) to be the generalized query corresponding to q3
repeat4

Set all input_ relations to be empty5
Call QSQR_EVAL_GENERALIZED(D, (Rγ , J))6

until Until no ans_ relation has changed in the last iteration ;7
return All answers for q by performing a selection on ans_Rγ using J8

end9

Algorithm 2. QSQR_EVAL_GENERALIZED(D, gq)

Input: A Datalog program D and a generalized query gq = (Rγ , J)
Input: The global ans_ and input_ relations
begin1

Remove from J all tuples in input_Rγ2
if J is empty then3

exit4

input_Rγ := input_Rγ ∪ J5
foreach rule ϕ defining R do6

Call QSQR_EVAL_RULE(D, ϕ, (Rγ , J))7

end8

3.2 Join Ordering

The version of QSQR presented in [1,10] assumes a specific selection function,
namely, the left-to-right selection function, which always selects the atoms based
on the order in which they appear in the body of a rule. As we discuss later
in Section 3.3, this is not desirable in a declarative language such as Datalog,
where the manner in which the rules are written should not dictate how they are
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Algorithm 3. QSQR_EVAL_RULE(D, ϕ, gq)

Input: A Datalog program D, a rule ϕ and a generalized query gq = (Rγ , T )
Input: The global ans_ and input_ relations
begin1

Remove from T all tuples that do not unify with the head of the rule2
Initialize sup from T3
SQremaining = ϕ.body4
SQcurrent = φ5
while SQremaining = φ do6

(SQcurrent, SQremaining) = SELECTION_FUNCTION(SQremaining , . . .)7
sup = sup �� EVALUATE(SQcurrent, sup)8
PROJECT(sup)9

Add tuples produced for sup into the global variable ans_Rγ10

end11

Algorithm 4. EVALUATE(C, rel)
Input: A clause C for a sub-query to be evaluated, and relation rel
Output: A relation
begin1

if C is extensional then2
return Result of evaluating C against the extensional database with3
(partial) bindings from rel

else if C is intensional composed of a single atom with predicate p then4
gq = (pγ , T ), where T is initialized from bindings in rel5
QSQR_EVAL_GENERALIZED(D, gq)6
return ans_p with selection using gq7

8

end9

evaluated. It is not difficult to perform static reordering of atoms in the body
of the rule using the same algorithms in [1,10]. In this case, the decision on the
ordering of the body atoms is made before starting to evaluate the body of the
rule. However, we aim to make the algorithm as general as possible by adding
two features:

1. Dynamic join ordering: The decision about which atom(s) to evaluate next
is made only after the current atom(s) is evaluated, and not at the start of
the evaluation of a rule.

2. Chaining: Atoms with extensional predicates can be grouped together for
efficient utilization of the underlying storage engine’s ability to optimize
joins (of extensional predicates).

In Algorithm 3, the (single) supplementary relation is initialized from T after
removing from it all tuples that do not unify with the head of the rule ϕ (lines
2, 3). The remaining query is set to be the entire body of the rule ϕ (line 4).
Next, we iterate until no atoms are left to evaluate (line 6). In every iteration,
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the selection function returns a clause composed of one or more atoms for eval-
uation (line 7). This clause is evaluated, with bindings coming from sup, and
the result is a relation whose schema contains all variables in SQcurrent (along
with other possible variables already in sup). The result is then joined with the
current value of sup to get the new value for sup. In line 9, the optional call to
PROJECT projects out from sup all columns that correspond to variables which
will not be needed to evaluate SQremaining. Arguments passed to the selection
function depend on the information needed for the function to make its decision
on ordering. They can include the supplementary relation, statistics about it, or
permissible binding patterns for predicates that require them. Algorithm 3 calls
Algorithm 4, which evaluates the clause passed to clause C with bindings in rel.
EVALUATE returns a relation that contains complete variable bindings for the
variables occurring in the clause.

We remark that Algorithms 1–4 are a generalized version of the one presented
in [10] (including changes made in the online revision). We claim that our gener-
alized version yields the same results as the original algorithm, as it reconstructs
exactly the same intermediate supplementary relations sup0–supm in the orig-
inal algorithm [1]. That is, for any possible ordering (and chaining) of atoms,
Algorithm 3 will change the schema and bindings of sup to correspond to sup0–
supm, where m ≤ n, and n is the number of atoms in the body of ϕ. In the case
of chaining, m < n, otherwise m = n.

3.3 Sub-query Scheduling

The sub-query scheduler is responsible for selecting a sub-query from the current
query for evaluation. Our approach to sub-query scheduling is a dynamic one:
decisions are made iteratively at each recursion step, i.e., whenever a rule is
processed for the next grounding step. This allows for the consideration of the
query’s current bindings, which changes as more sub-queries of the query are
evaluated.

The sub-query scheduler calls a selection function on a conjunctive query.
The selection function called on a sub-query SQ returns a pair of sets of atoms
〈SQcurrent, SQremaining〉 such that SQcurrent ∪ SQremaining = SQ:

– SQcurrent is the chosen sub-query, which is a conjunctive sub-query that will
be evaluated next.

– SQremaining is the remaining sub-query, which is a conjunctive sub-query
and which will be evaluated after the chosen sub-query is evaluated success-
fully.

The chosen sub-query can be composed of a single intensional or of one or more
extensional atoms. If the evaluation of the chosen sub-query succeeds, it will
result in bindings for variables in the chosen sub-query. These variables will
usually occur in the remaining sub-query, which means that the binding pat-
tern of the remaining sub-query changes. Because of this, once the remaining
sub-query has to be evaluated, it is sent to the sub-query scheduler with the
latest bindings, and a sub-query thereof is chosen.
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The bound-is-easier selection function is commonly used in recursive query
evaluation, where the atom with the largest number of constants is evaluated
first, in the hope of returning the smallest intermediate relation [14,16]. One can
find extensions of this selection function in the literature, such as in [9] for a
Semantic Web setting with binary predicates. There, the position of the bound
argument is considered, where atoms with a bound first argument (subject) are
preferred over those with a bound second argument (object) for two arguments
with the same number of bindings.

4 D2R2 System Architecture

Figure 1 shows a high-level view of the architecture of D2R2. It is composed of
the following components:

1. A rule store, where rules are kept.
2. A fact store, which stores extensionally defined facts. We use RDF-3X [12]

as our storage backend for facts.
3. The sub-query scheduler, which is responsible for determining the order of

evaluation of atoms in a conjunctive query.
4. The recursive query processor, which is composed of implementations of two

top-down recursive query processing algorithms: SLD resolution and QSQR.

Fig. 1. D2R2 architecture

We assume that the number of rules in our system is much smaller than that of
the number of base facts. Based on this, our rules are assumed to be memory
resident during query processing.

4.1 RDF-3X

RDF-3X is one of the currently best-performing RDF engines on managing large-
scale RDF data with a RISC-style architecture [12,25]. We use RDF-3X as the
storage backend for D2R2. Conceptually, RDF-3X uses a single large triplet
table composed of the attributes: subject (S), predicate (P) and object (O).
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RDF-3X uses index-only relations by maintaining six B+-trees corresponding
to all possible permutations of S, P and O, allowing it to answer any triplet
pattern using an index scan, where the constants in the triplet pattern form the
prefix of the index. Moreover, RDF-3X maintains partially aggregated and fully
aggregated indexes over partial triplet patterns: pairs and single SPO fields to
efficiently answer queries, where parts of the full triple are irrelevant to answering
the query, and to capture fine-grained statistics to optimize join ordering.

For efficiency, RDF-3X does not index strings directly. Instead, strings are
mapped to integer id’s and a mapping dictionary is maintained to convert strings
to id’s, and vice versa. Query plans are generated by RDF-3X using bottom-up
dynamic programming, which generates plans for every index that can answer a
triplet pattern and later keeps those that are appropriate for subsequent merge-
joins between triplet patterns. In order to scale RDF-3X to work with billions
of triples, it uses an approach called “ubiquitous sideways information passing”
(U-SIP) to allow physical index scan operators to skip reading pages from disk,
if they will not contribute to the final query result.

4.2 RDF-3X Integration

A user is assumed to have an RDF-3X database file, which can be compiled
from a plain text RDF file in Turtle syntax. The user starts D2R2 by submitting
the location of this file along with the rules that will be used for reasoning.
Internally, D2R2 represents constants and variables in rules and queries using
integers for efficient comparison. The rules use RDF-3X’s integer representation
for extensional and intensional predicates and constants occurring as arguments.
This serves to speed up interaction with RDF-3X and to avoid any translation
step in the middle.

Query-Time Optimizations. During query time, RDF-3X is accessed for an-
swering extensional atoms in a query. RDF-3X was designed with queries com-
posed of large joins in mind. However, the query patterns we expect from our
setting are much different. We expect that small queries, often composed of a
single atom, will be issued to RDF-3X. As we expect single-atom queries to occur
frequently, we made sure that they can be performed as fast as possible. When
a single-atom query is issued to RDF-3X during recursive query processing, it is
handled by a special method, which directly issues an index scan on the appro-
priate full-triples index. The choice of index is based on the binding pattern of
the atom: bound entries of the atom should form a prefix of the chosen index.
Issuing an index scan directly avoids logical query plan generation and query
optimization in RDF-3X, which are pure overhead for a single-atom query, but
are needed for the general case.

For chained queries containing more than a single atom, it is required that
RDF-3X’s query processing infrastructure is exploited to produce both a good
join ordering and a good choice of physical join operators. RDF-3X’s query
optimizer generates query plans in a bottom-up manner considering every index
that can answer a triplet pattern. For us, this means that six indexes have to
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be considered for all permutations of SPO patterns. The plan generator has to
compute the cost of each index scan that can answer such a triplet pattern,
which requires disc access because of the manner in which RDF-3X maintains
its statistics. Observing that the predicate is always given in our context, we
reduced the number of indexes considered from six to two, namely: the PSO
and POS indexes. While this can result in some interesting orders not being
considered, we have observed that for small join patterns, this restriction helped
in reducing the time required for query optimization, as can be seen in Section 5.

Page Caching. In processing SPARQL queries, RDF-3X is unlikely to access
the same disk page multiple times. This is very different for recursive queries,
where a same disk page can be accessed multiple times. This is due to the manner
in which variable bindings propagate and new sub-queries are generated, often
sharing the same constants with previous queries. RDF-3X does not maintain any
internal caches. It operates on top of a memory-mapped file, which means that
the operating system can perform some caching. Index pages are kept compressed
on disk and are uncompressed when read into memory. We added caching to
RDF-3X’s indexes. When caching is enabled, a hash table of cached pages is
maintained. The key into this hash table is a page number, and the values are
uncompressed pages. Caching can be configured on a per-index basis. If caching
is enabled for an index, then, when the page is requested, the hash table is
queried for that page. If it exists, then the page is served from cache, otherwise,
the page is read into memory, decompressed and then added to the cache.

Moreover, we added caching to RDF-3X’s full triples, aggregated, fully ag-
gregated, and statistics indexes. Although the latter three index types are not
accessed for answering queries in our setting, they are accessed for statistics
when performing join ordering.

4.3 Recursive Query Evaluation

The recursive query processor uses two top-down algorithms: SLD resolution and
QSQR. The choice between the two is done by the user, as there is no syntactic
characterization of queries that result in cycles to automate this selection [3]. We
opted to implement QSQR in a tuple-at-a-time manner mainly because RDF-
3X does not support set-at-a-time querying, and we wanted to keep the changes
to RDF-3X to a minimum. In choosing a DB-complete strategy to implement,
the choice was between QSQR and Magic Sets. We chose to implement QSQR
because the of the lack of need for an explicit rule rewriting step. The ans_ and
input_ relations needed for tabling in QSQR are created during runtime, when
they are needed. Hash indexes are kept on each relation’s attributes to speed up
point queries, which are issued frequently on those relations.

5 Experimental Evaluation

To evaluate our system, we performed experiments over two datasets. The first
one is based on the YAGO knowledge base, which knows 20 million facts about 2
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million distinct entities and 100 relations [15]. The size of the RDF-3X database
for this dataset is 2.0 GB, including indexes and the string dictionary. The
second one is based on the LUBM benchmark for evaluating OWL knowledge
base systems [7].

D2R2 is implemented entirely in C++ and compiled using GNU GCC version
4.3.2. All experiments were conducted on a Dell Optiplex 760 PC with an Intel
Pentium Processor E5200 and 3.2GB main memory, running a 64-bit Linux
2.6.30 kernel. For cold-cache experiments, we used the /proc/sys/vm/
drop_caches kernel interface before starting each run of an experiment to clear
the operating system’s buffer cache.

5.1 Handling of Extensional Queries

Figure 2(a) shows the result of issuing eight extensional queries using both RDF-
3X’s query infrastructure and that of D2R2 with cold cache. Above, we describe
how we handle single-atom extensional queries (such as QE1-2), where we skip
the query optimizer completely. For queries with multiple atoms (such as QE3-
8), we consider only two possible indexes rather than the six which RDF-3X
considers, thus reducing the overhead of selectivity estimation, which is per-
formed through disk. This data shows the high cost of query optimization which
RDF-3X performs for our setting. We expect join queries issued through D2R2
to be small. For this class of join queries, the data shows that we benefit from
considering less index scans and, therefore, less query plans. The eight queries
used in this experiment are over the YAGO dataset. They were chosen to be
similar to what we expect the storage backend needs to handle.

5.2 Effect of Chaining

To look at the effect of chaining, we measure the Number of Intermediate Sub-
queries (NIS) issued during query processing, which is equivalent to the number
of times sub-query scheduling is performed. As expected, NIS falls when chaining
is enabled, as can be seen in Figure 2(b). Queries Q1–Q11 are based on YAGO
predicates with highly recursive rules.

5.3 YAGO Comparative Runs

We compared D2R2 to two other recursive query processors: Jena using SLG
resolution and IRIS using Magic Sets. We used both the queries for YAGO,
which were used in the experiments above, and a new set of queries based on
the LUBM benchmark.

Figure 2(c) shows the results for four queries based on YAGO using cold (C)
and warm (W) cache. Note that we added Q12 and Q13 especially for this test.
These two queries are over the well-known ancestor relation. Both systems, Jena
and IRIS, could not handle most of our YAGO queries (Q1, Q3–Q9, and Q11)
which are highly recursive and are unmanageable without join ordering. For the
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(a) (b)

(c)

(d)

Fig. 2. Experimental results. (a) Results for eight extensional queries over YAGO to
show the effects of the changes in dealing with RDF-3X. (b) Effect of chaining for
recursive queries based on YAGO. (c) Comparison of D2R2, Jena and IRIS using
recurive queries based on YAGO. (d) Comparison of D2R2 and Jena using recurive
queries based on LUBM.
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four queries in the table, the focus is on the efficiency of the implementation,
rather than the ability to perform join ordering, which both cannot do. For Q12,
we changed the order of atoms in the recursive definition of the ancestor relation
when supplied to both Jena and IRIS to reduce the number of intermediate
queries they generate for finding the answer. D2R2 does not require this, as it
automatically performs sub-query scheduling. For IRIS, the database interface
was a bottleneck, which explains why Q12 and Q13 perform very similarly.

5.4 LUBM Comparative Runs

The results for running the queries based on the LUBM benchmark are given in
Figure 2(d) on both cold and warm cache. The rules for LUBM queries are not as
recursive as those we saw for the queries for YAGO. In fact, the only rule which
can run into cycles (given the information we know about the data), is that
of expressing the transitivity of the subOrganizationOf relation. All other rules
derive new classes or express class hierarchies. In this experiment, we compare
D2R2 with and without chaining enabled (not shown) to Jena. In both cases,
D2R2 wins over Jena. The comparison of D2R2 with and without chaining gave
mixed results, with no clear winner. We observed that chaining performed well
when the number of intermediate results from individual atoms was large, but
it performed worse when intermediate results were small, in which case the time
for (extensional) query optimization dominated that of answering a chained sub-
query. This is not an issue with chaining, but an issue with the choice of storage
engine and the space of query plans it considers. Chaining would be beneficial
for our setting if we are able to detect small intermediate results and fall back
on nested loop joins, which are the cheapest in our system, given that they incur
no optimization overhead.

6 Conclusions

In this paper, we presented the implementation of D2R2, a rule-based deductive
reasoner for RDF data built on top of the RDF-3X engine. We believe D2R2 is
a major building block to integrate rule-based reasoning with a disk-based RDF
storage backend. We presented a version of QSQR that can easily be mapped
to an implementation. Moreover, it allows for both the integration with a selec-
tion function and the chaining of extensional predicates for better utilization of
RDF-3X’s ability to perform joins on extensional predicates. Our future work
will focus on more lessons learned from logic programming systems, thus follow-
ing a WAM-based [26] architecture that also allows for set-at-a-time processing
and better integration with the pipeline of RDF-3X. Further topics in our in-
terest include the investigation of distributed deductive reasoning techniques, as
well as looking into probabilistic methods to handle uncertain input data and
rules.
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Abstract. The Rule Responder SymposiumPlanner system supports
topic-oriented collaboration between the distributed members of a vir-
tual organization. Each member (or small team of members) is assisted
by a semi-autonomous rule-based personal agent, which uses Semantic
Web rules to capture aspects of the member’s (or team’s) derivation and
reaction logic. SymposiumPlanner is a series of Rule Responder use cases
for supporting the RuleML Symposia (2007-2011) by coordinating per-
sonal agents that assist the symposium chairs, intelligently answering
questions from people interested in the symposium. In this paper, we
introduce principles of SymposiumPlanner and make suggestions about
its future development, mainly for RuleML-2012, and about further Rule
Responder use cases.

1 Introduction

Rule Responder1 is a tool for creating virtual organizations as multi-agent sys-
tems that support collaborative teams on the Semantic Web. It thus extends the
Semantic Web towards a Pragmatic Web infrastructure with collaborative rule-
based agent networks realizing distributed inference services, where independent
agents engage in conversations by exchanging messages and cooperate to achieve
shared goals [3]. Rule Responder’s architecture realizes a system of personal
agents (PAs), computational agents (CAs), and organizational agents (OAs),
accessed via external agents (EAs), on top of an Enterprise Service Bus (ESB)
communication middleware. These agents together process events, queries, and
requests according to their rule-based decision and behavioral reaction logic. An
agent can also delegate subtasks to other agents, collect partial answers, and
send the completed answer(s) back to the requester. Since the Rule Responder
framework has been conceived, many instantiations of it have been developed

1 http://responder.ruleml.org
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such as the Health Care and Life Sciences eScience infrastructure [13], Rule-
based IT Service Level Management, Semantic Business Process Management
(BPM) [14,15], WellnessRules(2) [2], PatientSupporter, and SymposiumPlanner
systems.

SymposiumPlanner is a series of Rule Responder instantiations for the
Questions&Answers (Q&A) sections of the official websites of the RuleML Sym-
posia. Since 2007 [5], SymposiumPlanner has continued to support the orga-
nizing committee of the RuleML Symposium and was continuously developed
to support this annual meeting (in 2011, it supports two RuleML Symposia).
Symposium organization typically involves organization partner coordination,
sponsoring correspondence, panel participants management, etc. Through a col-
laboration between the organizational agent, personal agents, and the external
agent, SymposiumPlanner has assisted the symposium committee with structur-
ing the meeting, and answered various kinds of questions by people interested
in the symposium.

In this paper, we introduce the general architecture of the SymposiumPlanner
system and present how it is used for symposium organization. In our latest ver-
sion of SymposiumPlanner-2011, we introduce a user friendlier Rule Responder
interface and information integration from external Web data repositories. The
new Rule Responder web interface allows users to issue formal queries via web
forms and in controlled natural language. Meanwhile, there are large semantic
knowledge repositories on the Internet, such as: DBpedia (Deutschland)2, Free-
base3, YAGO4, Semantic Web Dog Food5. By reusing and integrating existing
fact information on the Internet, we avoid redundancy in the knowledge bases
of the SymposiumPlanner’s agents.

The paper is organized as follows. Section 2 discusses related work. Sec-
tion 3 describes issues in symposium organization where Rule Responder can
help the chairs, and considers what needs to be taken into account when using
Rule Responder in symposium organization. Section 4 introduces the conceptual
architecture to address these issues. Section 5 presents the Rule Responder im-
plementation architecture. Section 6 concludes the work on Rule Responder Sym-
posiumPlanner and discusses the proof-of concept instantiations.

2 Related Work

To the best of our knowledge, there are no rule-based agent systems focusing
on supporting conference planning, but there are a lot of other applications for
rule-based multi agent systems. Rule-based agent systems make intelligent de-
cisions quickly and in repeatable form based on their rule based and ontology
based knowledge bases. They run specialized rule engines for executing the agent
logic. The agent behaviour specification is mainly represented by programming
2 http://de.dbpedia.org/
3 http://www.freebase.com/
4 http://www.mpi-inf.mpg.de/yago-naga/yago/
5 http://data.semanticweb.org/
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it in logical rules. Two typical representatives for this category are RC++ [19]
and SOAR [11]. Another kind of rule-based agent architectures encompasses
approaches that aim at introducing abstract mentalistic notions as agent pro-
gramming language constructs. These approaches propose specific concerted sets
of mental state components and introduce agent programming languages with
specific types of rules to operate on the agents components. Prominent represen-
tatives of this category are the agent-oriented programming (AOP) [17] and the
3APL/2APL language families. 3APL (”An Abstract Agent Programming Lan-
guage”) and its successor 2APL (”A Practical Agent Programming Language”)
are developed at the University of Utrecht [9]. Closely related to Rule Respon-
der are agent architectures which directly use expressive rule languages and rule
engines as basis for the agent behavior control. Using this kind of architecture ba-
sically requires that the rule base is properly connected with the agent’s sensors
and effectors in order to allow an agent to receive percepts and execute actions.
Examples of this domain are e.g. JADE/Jess agent [4], Vivid Agents [16], OPAL
Agents [18] and Emerald [10]. While these approaches use their own propri-
etary agent runtime environments and rule engines, Rule Responder aims at a
more general approach using established and highly efficient enterprise service
and messaging technologies based on standard Internet transport technologies.
For representing the agents knowledge and behaviour it applies standards such
as RuleML rules and W3C RDF/OWL ontologies so that the agents logic is
declaratively described in a platform-independent manner and can be translated
and executed in different platform-specific rule engines deployed as distributed
(Web) inference services.

3 Rule Responder for Symposium Organization

Rule Responder has been successfully employed as a distributed query answering
framework instantiated for many areas. Two main benefits are gained by allevi-
ating the burden of repetitive tasks and by enabling the automation of rule based
organizational processes. SymposiumPlanner assists organizers in managing the
meeting and answering queries about it. As Rule Responder uses Semantic Web
rules to describe aspects of their owners derivation and reaction logic, it is neces-
sary to extend the SymposiumPlanner system for users who may not have deep
knowledge about semantic technologies.

3.1 Issues in Symposium Organization

We are not concerned here with paper submission and reviewing, which are well
supported by existing conference management systems such as EasyChair6 and
WitanWeb7. Even without those processes, symposium organization involves lots
of procedures, and it consumes much energy and time of organizers. Although
none of these procedures seems inherently complex, taken together they are non-
trivial to manage for meeting chairs. These procedures include:
6 http://www.easychair.org/
7 http://witanweb.ca/cascon2010/WitanWebFAQ.jsp



100 Z. Zhao et al.

- coordinating chair responsibilities (responsibility assignment),
- finding contact information about selected chairs of the symposium,
- helping the program and track chairs with mapping planned paper topics to

program and track themes,
- helping the program chair to monitor and possibly move important dates,
- helping the liaison chair with special events by symposium partners,
- helping the panel chair with managing panel participants,
- helping the publicity chair with sponsoring correspondence,
- and answering questions of participants about the conference such as impor-

tant dates, topics addresses, program schedule etc.

3.2 Interaction with Users

For deploying agents on the Web and enabling communication in agent networks,
Rule Responder uses an ESB middleware, and utilizes messaging from Reaction
RuleML8 for communication between the distributed agent inference services.
While Reaction RuleML/XML has adequate expressiveness for the communi-
cation between heterogeneous rule agents in the virtual organization, there are
two human-oriented methods to support the interaction between users and Rule
Responder.

One method is creating dynamic HTML forms as Web user interface of an
organizational agent. A Rule Responder interface description file – itself speci-
fied in XML – contains information about the interface name, parameters, and
types, which is used to describe the interfaces of the organizational agent. Users
are guided to select the appropriate interface and fill in the query parameters.
Queries are translated based on the Rule Responder interface description file and
the values that users give in the HTML form, as shown in Figure 1. However,
it may be difficult for users to identify the desired interface when there are a
plenty of interfaces available.

The other method is based on controlled natural language, which allows users
to describe queries in controlled English, where a translator maps the controlled
English to Reaction RuleML. The benefit is that users do not need to know
the available interfaces for various queries. However, the controlled English (e.g.
Attempto Controlled English) usually has more types of declarative sentences
and some of which are difficult to translate into Reaction RuleML, such as:
commands and sentence subordination. In the SymposiumPlanner-2011 system,
we thus use both solutions to improve user experience.

3.3 Communication between Distributed Agents

Both centralized rule system and distributed rule system can be used to sup-
port the collaboration of distributed members of an organization. A centralized

8 http://reaction.ruleml.org
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Fig. 1. Rule Responder Interface Description

rule system would contain all of the facts and rules in one knowledge base or
in one centralized location. In contrast, the advantages of a distributed rule
system over a centralized system include e.g., achieving a fault-tolerant system by
using distribution for redundancy, and improved efficiency through distributed
processing.

Distributed maintenance allows agents to update their rules and facts without
affecting the rule bases of other agents (their consistency, completeness, etc.). If
all of the knowledge was stored in one central rule base, problems introduced by
one agent would affect the entire system.

Also, if an agent is offline, i.e. a PA is not responding when an OA delegates
a query to it, a timeout would be received and either the OA would try another
PA that may be able to answer the query or would respond back that the PA is
currently offline.

Rule Responder and SymposiumPlanner are implemented as a distributed
rule system. It connects OAs and PAs so that they can share knowledge and
external agents can query this knowledge. Each PA and OA has its own set of
rules and facts. The rules of the PAs correspond to their expert owners while
the OA’s knowledge describes the virtual organization as a whole. All of the PAs
with their rule bases are stored at distributed locations.

In a distributed rule system the knowledge is spread over many different
physical locations and communication overhead can become a problem, but the
overhead may not be noticeable to external agents. Rules execute faster when
there are less clauses for the engine to process, so our distributed approach
improves efficiency because we have multiple rule engines working on smaller
knowledge modules instead of one rule engine working on a large knowledge
base as in a centralized approach.
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3.4 Integration with External Information

Rule Responder acts as a virtual organization which consists of many autonomous
rule-based agents. Each uses Semantic Web rules to describe aspects of their own-
ers’ derivation and reaction logic. With the development of semantic technologies
in last decade, many huge semantic knowledge bases have been published, e.g.
in the linked open data cloud, which can be utilized. We reduce redundancy of
SymposiumPlanner system by integrating selected external semantic knowledge
on the Internet, as shown in Figure 2. In SymposiumPlanner 2011 each agent
manages personal information, such as a Friend of a Friend (FOAF)-like profile
containing a layer of facts about the committee members as well as FOAF-
extending rules.

Fig. 2. Integration with External Information

3.5 Role Assignment

Personal agents in Rule Responder are usually loosely coupled and implemented
based on their different functionalities. As one possible way for coordination
in a virtual organization the Rule Responder framework uses a ’pluggable’ Re-
sponsibility Assignment Matrix (RAM) to support the OA in its selection of a
PA and its optional participating profiles underneath. A RAM describes the re-
sponsibility of agent roles in completing certain tasks or deliverables in a virtual
organization. A standard RAM is a matrix which describes four key responsibil-
ities most typically used: Responsible, Accountable, Consulted, and Informed.

In the Rule Responder agent topology, a single RAM matrix can be used in the
OA to map an incoming query to the PA whose local knowledge base is deemed
to be best suited for answering it. The RAM matrix is represented as an OWL
ontology (OWL Lite) and can be used by a Rule Responder agent via querying it
with the Semantic Web built-ins of Prova, binding the respective roles and their
responsibilities to typed variables in the agent’s rule logic. Many variants of the
RAM with different role distinctions are possible such as RACI (with Consulted
agents), RASCI (with Supporting agents) etc. - see, e.g., Table 1.
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Table 1. Responsibility Assignment Matrix

General Chair Program Chair Publicity Chair

Symposium responsible consulted supportive
Website accountable responsible
Sponsoring informed, signs verifies responsible
Submission informed responsible

4 Conceptual Architecture

So far, we have presented the major issues addressed in Symposium organization
and several critical theoretical considerations in our SymposiumPlanner system.
This section introduces the conceptual architecture as a novel design artefact
(following the design science research methodology) (see Figure 3). Each com-
mittee chair acts as a personal agent. As users usually initialize the queries via a
web browser and the SymposiumPlanner client assists users to construct queries
and get the answers with web pages. OAs, CAs, PAs and EAs are composed of
distributed agent topologies and coordinate with each other to complete users’
objectives.

Fig. 3. Conceptual Architecture of SymposiumPlanner

4.1 Organizational Agent

An organizational agent is used to describe the goals shared by its sympo-
sium as a whole and contains a knowledge base that describes the symposium’s
policies, regulations, and opportunities. This knowledge base contains condi-
tion/action/event rules as well as derivation rules. An OA manages its local
Personal Agents (PAs), providing control of their life cycles and ensuring overall
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goals and policies of the organization and its semiotic structures. OAs can act as
a single point of entry to the managed sets of local PAs to which requests by EAs
are disseminated. This allows for efficient implementation of various mechanisms
of making sure the PAs functionalities are not abused (security mechanisms) and
making sure privacy of entities, personal data, and computation resources are
respected (privacy & information hiding mechanisms) [3]. The selection logic
for the dissemination of queries to PAs is described by RAM and OA selects
responsible agents with a SPARQL query.

4.2 Personal Agents

In the SymposiumPlanner system, each organization committee chair is designed
as a personal agent, which contains a knowledge base that represents its chair’s
responsibilities to answer corresponding queries. Personal agents are chairs’ roles
in the symposium organization. But, they might also be services or applications
in, e.g. a service oriented architecture. A PA runs a rule engine which accesses
different sources of local data and computes answers according to the local rule-
based decision logic of the PA. Depending on the required expressiveness to
represent the personal agents rule logic, arbitrary rule engines can be used as
long as they provide an interface to ask queries and receive answers which are
translated into the common interchange format in order to communicate with
other agents.

Query Delegation to Personal Agents. Query delegation is done by the or-
ganizational agent, but the personal agents can help the OA in this responsibility.
Currently, the task responsibility in SymposiumPlanner is managed through a
RAM, which defines the tasks that committee members are responsible for. The
matrix, defined by an OWL Lite Ontology, assigns roles to topics within the
virtual organization. Should there be still no unique PA to delegate a query to,
the OA needs to make a heuristic delegation decision and send the query to the
PA that most likely would be able to answer the query.

Performatives. Rule Responder is multiple distributed rule system, where each
rule agent can run a different rule engine having its own proprietary syntax to
access different sources of local data. Usually these distributed agents connect
and communicate with each other based on a common rule interchange language,
which carries pragmatic performatives. These performatives can be used by the
receiver agents to understand the pragmatic context of the message.

Query Answering for Personal Agents. In some cases, the OA can try to
solve a query from an external agent by itself, but in the following we consider
only cases where it delegates queries to PAs. When a PA receives a query, it
is responsible for its answering. If there are multiple solutions to a query, the
PA attempts to send an enumeration of as many of the solutions to the OA as
possible (it is of course impossible when there are infinitely many solutions).
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There are different methods for processing multiple solutions to a query. A naive
method of the PAs would be to first compute all of the solutions and then send
all of the answers back to the OA, one at a time. After the last answer message is
sent, an end-of-transmissionmessage is sent to let the OA know that there will
be no more messages. The main problem with computing all of the answers before
sending any of them is obvious: in case of an infinite enumeration of solutions
the OA will not receive any answer. The way our implementation addresses the
infinite solutions problem is to interleave backtracking with transmission. When
a solution is found, the PA immediately sends the answer, and then begins to
compute the next solution while the earlier answer is being transferred. When
the OA has received enough answers from such a (possibly infinite) enumeration,
it can send a no-more message to the PA, stopping its computation of further
solutions. Once all solutions have been found in a finite interleaved enumeration,
the PA can send an end-of-transmission message.

If a PA receives a query and the agent does not have any solutions for it, a
failure message is sent right away back to the OA. If this situation or a timeout
occurs (i.e., the PA is offline and did not respond back to the OA within the
preset time period), then the OA can try to delegate the query to another PA
to see if it is able to solve the query. If no solution can be found in any of these
ways, a failure message is sent back to the external agent that states that the
OA (representing the entire organization) cannot solve the query.

Communication between Personal Agent and Expert Owner. One prob-
lem that can arise when a personal agent works on a query is that the PA may
require help or confirmation from its human ’owner’. The PA may not be able to
(fully) answer the query until it has communicated with its human owner. The
way we approach this problem is to allow PAs to send messages to their owners
and vice versa, e.g. in the form of emails. When the owner receives a PA email,
he or she can respond to help finding the answer to the external agent. When
the personal agent has received the answer from its owner, the PA can use it to
complete the answer to the original query.

Agent Communication Protocols. Rule Responder implements different
communication protocols which our agents can utilize. The protocols vary by
the number of steps involved in the communication. We try to follow message
patterns similar to Web Service communication [8]. For example, there can be
in-only, request-response, and request-response-acknowledge protocols,
as well as entire workflow protocols [6]. Most of the instantiations of Sympo-
siumPlanner primarily focus on the request-response protocol.

Translation between the Interchange Language and Proprietary Lan-
guages. Having an interchange language is a key aspect in a distributed rule
system. Each agent must be able to understand one common language that
every other agent can interpret. The interchange language carries performatives



106 Z. Zhao et al.

that each agent is able to understand and react to. Agents can understand the
content of the interchange language by interpreting its semantics and pragmatic
performative. Each rule engine can have its own platform specific syntax and,
in order to run different rule engines in the Rule Responder agents, there must
exist a translator between the platform-independent interchange language and
the execution syntax of that rule engine.

5 SymposiumPlanner System

Since 2007, we have implemented five instantiations which support the organiz-
ing committee of the RuleML Symposium. We implemented the presented Rule
Responder agent architecture using the ESB Mule9. We mainly use two repre-
sentative rule engines, namely Prova10 and OOjDrew [1] (but furhter extended
SymposiumPlanner in 2010 to other engine such as Emerald). The developed
prototype proves the applicability of the concept in practice. Figure 4 illustrates
the general architecture of SymposiumPlanner instantiations that coordinate
symposium chairs and the people who are interested in the meeting.

Fig. 4. Main Components of SymposiumPlanner System

9 http://www.mulesoft.org
10 http://prova.ws
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5.1 Mule Enterprise Service Bus

To seamlessly handle message-based interactions between the Rule Responder
agents/services and other agents/services using disparate complex event process-
ing (CEP) technologies, transports, and protocols, the Mule open-source ESB
is used in Rule Responder as the communication middleware. This ESB allows
deploying the rule-based agents as highly distributed rule inference services in-
stalled as Web-based endpoints on the Mule object broker and supports the
communication in this rule-based agent processing network via a multitude of
transport protocols. That is, the ESB provides a highly scalable and flexible ap-
plication messaging framework to communicate synchronously or asynchronously
amongst the ESB-local agents and with agents/services on the Web.

Distributed agent services, which at their core run a rule engine, are deployed
as Mule components which listen at configured endpoints, e.g., JMS message
endpoints, HTTP ports, SOAP server/client addresses or JDBC database inter-
faces, etc. Reaction RuleML is used as a common platform-independent rule in-
terchange format between the agents (and possible other rule execution/inference
services). Translator services are used to translate inbound and outbound mes-
sages from platform-independent Reaction RuleML into the platform-specific
execution syntaxes of rule engines, and vice versa. Extensible Stylesheet Trans-
formations(XSLT) and ANTLR based translator services are provided as Web
forms, HTTP services and SOAP Web services on the Reaction RuleML Web
page.

The large variety of transport protocols provided by Mule can be used to
transport the messages to the registered endpoints or external applications/tools.
Usually, JMS is used for the internal communication between distributed agent
instances, while HTTP and SOAP are used to access external Web services.
The usual processing style is asynchronous using Staged Event Driven Architec-
ture (SEDA) event queues. However, sometimes synchronous communication is
needed. For instance, to handle the communication with external synchronous
HTTP clients such as Web browsers where requests, e.g. by a Web from, are sent
through a synchronous channel. In this case, a synchronous bridge component
dispatches the requests into the asynchronous messaging framework and col-
lects all answers from the internal service nodes, while keeping the synchronous
channel with the external service open. After all asynchronous answers have
been collected, they are sent back to the still connected external service via the
HTTP-synchronous channel.

5.2 Platform-Specific Rule Responder Agents

Each agent service might run one or more arbitrary rule engines to execute the
interchanged queries, rules and events and derive answers on requests. Prova is
a highly expressive Semantic Web rule engine which we used in our reference
implementation for agents with complex reaction workflows, decision logic and
dynamic access to external Semantic Web data sources. Another rule engine
which we applied was the OOjDrew rule engine [1] in order to demonstrate
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rule interchange between various rule engines. Further rule engines and event
correlation engines (CEP engines) are used in the Rule Responder project in
other applications.

Prova follows the spirit and design of the recent W3C Semantic Web initiative
and combines declarative rules, ontologies and inference with dynamic object-
oriented Java API calls and access to external data sources via query languages
such as SQL, SPARQL and XQuery.

One of the key advantages of Prova is its separation of logic, data access,
and computation and its tight integration of Java and Semantic Web technolo-
gies. Due to the natural integration of Prova with Java, it offers a syntactically
economic and compact way of specifying agents’ behaviour while allowing for
efficient Java-based extensions to improve performance of critical operations.

The main language constructs of messaging reaction rules in Prova are:
sendMsg predicates to send messages, reaction rcvMsg rules which react to in-
bound messages, and rcvMsg or rcvMult inline reactions in the body of messaging
reaction rules to receive one or more context-dependent multiple inbound event
messages.

5.3 Reaction RuleML

For SymposiumPlanner System we use Reaction RuleML as our interchange lan-
guage between agents. Reaction RuleML [12] is a general, practical, compact and
user-friendly XML-serialized sublanguage of RuleML for the family of reaction
rules. It incorporates various kinds of production, action, reaction, and KR tem-
poral/event/action logic rules as well as (complex) event/action messages into
the native RuleML syntax using a system of step-wise extensions.

Rule Responder permits agents to use local languages and engines, only re-
quiring that all rule bases, queries, and answers be translated to RuleML for
transmitting them to other agents over the Mule ESB. The RuleML Interface
Description Language (RuleML IDL) as sublanguage of Reaction RuleML de-
scribes the signatures of public rule functions together with their mode and type
declarations and narrative human-oriented meta descriptions.

Reaction RuleML provides a translator service framework with Web form in-
terfaces accepting controlled natural language input or predefined selection-based
rule templates for the communication with external (human) agents on the com-
putational independent level, as well as Servlet HTTP interfaces, and Web service
SOAP interfaces, which can be used for translation into and from platform-specific
rule languages such as Prova. On the platform-independent and platform-specific
level, the translator services are using different translation technologies such as
XSLT stylesheet, Java Architecture for XML Binding (JAXB), etc. to translate
from and to Reaction RuleML as a general rule interchange format.

5.4 SymposiumPlanner User Client

One of the main advantages of SymposiumPalnner is that it answers users queries
promptly and reduces users’ burden of finding the interested information by
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themselves. The queries include the information about the symposia and the
procures mentioned in section 3.1. For its usability, the SymposiumPlanner user
client provides an interface to distributed personal agents, allowing users to
query the available interfaces, describe and submit the queries, and retrieve the
answers from a standard web browser.

SymposiumPlanner user client allows users to query the SymposiumPlanner
agents via the SymposiumPlanner interface either by HTML forms or by a con-
trolled natural language.

The first solution uses the XML based Rule Responder interfaces description
file to create HTML forms which present users with the information of interface
in detail, such as interface name, parameter and its descriptions, and etc. The
translator service will combine the structure of Reaction RuleML message from
the Rule Responder interfaces description file with values which users initialize
to construct the Reaction RuleML message.

The translation between the used controlled English language and Reaction
RuleML is based ondomain-specific language translation rules in combinationwith
a controlled English translator service. In SymposiumPlanner, we use Attempto
Controlled English [7] which is a rich subset of standard English designed to serve
as knowledge representation language. Queries to Rule Responder are formulated
in Attempto Controlled English and the ACE2RML translator forwards the text
to the Attempto Parsing Engine (APE), which translates the text into a discourse
representation structure (DRS) and/or advices to correct malformed input. The
DRS gives a logical/structural representation of the text. It is fed into an XML
parser which translates it into a domain-specific Reaction RuleML representation
of the query. Besides parsing and processing the elements of the DRS, the parser
additionally employs domain-specific transformation rules to correctly translate
the query into a public interface call of a Rule Responder OA.

6 Conclusion

Following a design science research methodology, we introduced the design prin-
ciples, conceptual model and component architecture of the Rule Responder
SymposiumPlanner agent system. SymposiumPlanner allows users to issue queries
to the RuleML conference organisation committee members which are repre-
sented by their SymposiumPlanner agents.

SymposiumPlanner is a Semantic Web infrastructure for distributed rule-
based event processing multi-agent eco-systems. Based on modern enterprise
service technologies and Semantic Web technologies for implementing intelligent
rule-based agent services that access data and ontologies, receive and detect
events (e.g., for complex event processing in event processing agent networks),
and make rule-based inferences and (semi-) autonomous pro-active decisions for
reactions based on these representations. The core rule agents of Symposium-
Planner implement the decision and behavioural reaction logic of the agents roles
and manage the symposium organization effectively.
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SymposiumPlanner instantiations span various implementations from initial
state in 07,08,09 to Emerald based instantiation in 2010 to the 2011 double-
instantiation using the latest Mule and Prova with a more user friendly interface
involving 3 OA’s instead of just one for the sake of clarity (although future
implementation could see reunification of business logics into one OA as in the
initial instantiations).

In SymposiumPlanner, distributed agent instances follow SEDA style, which
decomposes a complex, event-driven application into a set of stages connected by
event queues. This design decouples event and thread scheduling from applica-
tion logic and avoids the high overhead associated with thread-based concurrency
models. However, although event queues decouples the execution of distributed
components, it increases response time correspondingly.

Future implementation will focus on increased automation of processes as
well as better support from human operators to add flexibility (e.g. the system
already contacts human operator in case the query is not solvable by the agent
itself). Further improvements will be also in the form of better support through
systems in order to achieve automation in terms of responses from agents as they
replace actual human users and try to respond to increasingly complex queries.
This might also lead to the need of communication between personal agents in
order to help each other in answering queries posed by external agents. However,
a single PA might not be able to answer a query as a whole. Another extension
to query delegation would thus be query decomposition, followed by delegation
of its decomposed parts to multiple PAs, and finally re-integration of the PAs’
answers before being sent back to the OA.
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Abstract. We present a method for an efficient knowledge-based access to 
relational data. Knowledge is represented as a set of rules (basic rules) and 
describes a source data at concept (ontological) level. Forward chaining in the 
integrated system is performed with extended rules, which are obtained by a 
goal- and dependency-directed transformation of the basic rules. The novel 
feature of our method is generality - every rule is generated so that includes all 
possible binding of the head predicates, and variable dependencies, while in 
many implementations of the magic method the succession of bindings depends 
on a query. We demonstrate a query answering algorithm and our prototypical 
implementation of the system coupled with the Jess engine. The results of 
performance evaluation are presented and compared to the results described in 
our previous works.  

Keywords: Rule-based system, magic transformation, Rete algorithm, 
ontology, relational database access. 

1   Introduction 

Nowadays, the most of data processed in modern applications come from relational 
databases. Data stored in such sources are described only by their schema (a structure 
of data). Without strictly defined semantics there is often a mismatching problem with 
table and column names in databases. Moreover, it is rather difficult to query data at a 
more abstract level than only in a language of database relations and attributes. A lack 
of conceptual knowledge can be overcome by introducing ontologies. For the 
evaluation purposes, an ontology (and other knowledge) can be transformed into a set 
of rules. The additional rule-based knowledge allows reasoning and query answering 
at an appropriate abstract layer. Moreover, it simplifies to pose a question than using 
structural constructions from SQL. In our approach a knowledge base is derived from 
the Horn-SHIQ ontology [1] transformed into a set of rules. 

In rule-based systems a query answering process, based on the forward chaining, is 
generally inefficient. The report of OpenRuleBench initiative [2] shows that the 
performance results of pure rule-based engines are surpassed by tabling Prolog and 
deductive database technologies. Therefore, we propose a modified magic 
transformation algorithm which together with the Rete Pattern Matching algorithm 
increases speed and scalability of rule-based systems with the forward chaining. Our 
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method is based on dependencies between variables appearing in predicates inside 
each rule. Our approach generates rules to be processed by the Rete-based engine. 

An important step in our procedure consists of linking data stored in a relational 
database to the knowledge base. We accomplish this by creating a special rules which 
contain simple SQL queries in their bodies. We also propose a grouping algorithm to 
improve the database query answering process. This paper makes the following 
contributions: 

• We define an algorithm for semantically equivalent rules transformation 
where rules from a knowledge base are transformed into goal- and 
dependency-oriented rules, 

• We propose a mapping construction method that is used to relate knowledge 
predicates and the corresponding database, 

• We evaluate our approach with the prototypical implementation performed 
on the model presented in [3] with the comparison to the results achieved in 
the RuleML-2010 Challenge [4]. 

Section 2 presents overview of our rule-based system and reasoning schemes. Our 
query answering process with a rule-based system and relational database is presented 
in Section 3. The next part contains a performance evaluation and comparison to the 
results achieved in the RuleML-2010 Challenge. Related work is presented in the 
Section 5 before concluding remarks and future work. 

2   Rule-Based System and Reasoning Scheme 

2.1   Rules and Facts 

We apply the following form of a rule:  ( ), ( ), … , ( ), =>  ( )                                   (1) 

where each  (and h) is a predicate symbol, and  represents a vector of variables 
and constants, which appear in the atom ( ) as arguments. We assume that only 
unary or binary predicates are used in our system. For example, in atom p(x, ?y) there 
appears a constant x and a variable ?y.  denotes a set of additional predicates, 
which are used for comparisons and tests, for example: x < 2, y ≥ x, etc.  

Every rule consists of the two parts: the left-hand-side, which is called the body, 
and the right-hand-side, which is called the head. In general, both parts are 
represented by sets of atoms interpreted conjunctively. In the body of the rule we use 
premises (patterns, conditions), which have to be satisfied by appropriate atoms 
(facts) to allow a rule to be fired and to produce conclusions from the rule’s head. We 
assume that the body of a rule may be empty. In this case, the rule is called a fact. 

Rules of the form (1) belong to the class of Horn clauses [5] (if there are several 
predicates in the head, a rule can be easily transformed into Horn clauses with the 
Lloyd-Topor transformation [5]). Moreover, we  assume that only DL-safe rules are 
taken into account.  

Arguments in atoms, particularly pertaining to the same variables, play a 
significant role, as they form information channels between atoms. In order to 
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efficiently verify satisfaction of conditions from the rule body and infer a conclusion 
specified in the head, we are interested in finding dependencies between the atoms 
(predicates). Let us define a subset Dep(B,P) of atoms from a set B which share a 
variable or a constant with some atom in the set of atoms P, e.g.,  

Dep({p(x, y), q(z)}, {r(y), s(w)}) = {p(x, y)}. 

2.2   Rule-Based System 

A rule-based system is used as a way to derive new facts from the given ones 
according to the defined set of rules. Such a system consists of few elements:  

• A list of rules (rule base), which forms a kind of a knowledge base. 
• A working memory, which contains facts. The working memory changes 

during the reasoning process. 
• An inference engine, which generates a new fact (or takes an action) based 

on an interaction between facts and the rule base. 
• A user’s interface (e. g., a console). 

Usually, a rule-based system processes data only in its working memory. According 
to a forward chaining mechanism, commonly used in reasoning tasks, a user gets 
information as a set of inferred facts. In this set it is hard to find a fact or facts which 
the user is interested in. Thus, the user has to pose a query to the rule-based system to 
obtain the necessary facts. This is a better way than looking through the working 
memory manually.  

The forward chaining approach needs reasoning about all facts in the working 
memory. Therefore, some of the inferred facts are useless and many rules are fired 
unnecessarily. It has a negative impact on efficiency of the answering process. 
Moreover, as all facts should exist in the working memory, the scalability of 
reasoning tasks is poor due to the limited RAM memory.  

The Rete algorithm, used to match atoms (facts) and rules (patterns) in the rule-
based systems, is fast and efficient. The algorithm was invented by Dr Charles Forgy 
[6]. The performance of the Rete algorithm is weakly dependent of the number of 
rules in the system. In the Jess engine [7, 8], which is a Rete-based system, the 
computational complexity is between O(RFP) and O(RFP) [7], where R is the number 
of rules, F is the number of facts in the working memory, and P is the average number 
of patterns per rule body. Therefore, it is better to create more rules but with smaller 
number of patterns per rule. 

One way of increasing efficiency and scalability of a deduction process is to use a 
backward chaining method. This scheme of reasoning is implemented, for instance, in 
the Prolog engine, as the Selective Linear Definite clause resolution (SLD). By the 
backward reasoning technique facts are obtained only when they are needed in 
derivations. 

2.3   Magic Transformation 

In systems with facts and rules deduction processes are often performed with the 
bottom-up scheme of evaluation. But effective query answering process should be 
combined with a goal-directedness (top-down reasoning). To fulfill the requirement a 
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transformation of a program P and a query Q into a new program, magic(P ∪ Q), is 
defined (as is presented in [9]).  

Bottom-up evaluated magic program avoids a blind generation of conclusions by 
inserting special conditions into each rule of the program P. The new predicates – 
call_p for each original predicate p – are used in [9] to define the conditions. In magic 
transformation for each rule: ( ), ( ), … , ( ) =>  ( ) 

a set of new rules is defined in the following way: _ ( ), ( ), ( ), … , ( ) =>  ( ) _ ( ), ( ), ( ), … , ( ) =>  _ ( ) 

where 1, .   
Definition 1. Atoms call_p are called magic templates and can be interpreted as 
needed or called atoms. In our approach magic templates (or called atoms) are 
differentiated from proper ones by annotation with C symbol.  

One can see the new rules as plans for the rule’s head evaluation, but plans  
augmented with goal of the evaluation. 

The magic transformation of slightly modified rule (1) (the AP atoms are refused) 
yields the following set of rules:  (? , ? ) , (? , ? ),  (? , ? ),  (? , ? )  => (? , ? )  (? , ? )  => (? , ? )   (? , ? ) , (? , ? )  => (? , ? )   (? , ? ) , (? , ? ), (? , ? )  => (? , ? )  

The magic approach has been shown to be sound and complete [9, 10]. 
The original magic transformation is strongly connected with order of premises in 

the body of the rule. It is worth to notice, that any permutation of atoms in the body 
gives a semantically equivalent rule. Therefore, we can built different sets of magic 
rules for diverse sequences of the atoms. This flexibility may be very important in 
building efficient plans of a goal evaluation. Properly chosen subsets of magic rules 
form the basis of the extended rules in our system.  

2.4   Sideways Information Passing and Adorned Rules 

A magic transformation is done with respect to the particular sideways information 
passing strategy (sip strategy) which indicates how bindings in the head of a rule 
should be passed to the body of that rule, and in which order body atoms should be 
evaluated [10]. For a set of rules P and a query Q, there usually exist many different 
sip strategies. Without evaluating all of them, it is not easy do decide whether a 
chosen sip strategy is better or worse than another one [11].  

Definition 2. An adornment of a predicate is a sequence of b’s (bound) and f’s (free) 
indicating the status of the arguments of the predicate. The adorned rule is obtained 
by replacing each atom in the rule by its adorned version.  
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For example, to indicate that in predicate p(?x, ?y) only the variable ?x is bound, we 
write pbf(?x, ?y). In the magic transformation, for each adorned predicate pa and for 
each rule, where p occurs in the head, we should choose the sip and use it to generate 
an adorned version of the rule. Since predicates may appear with several adornments, 
we may attach several distinct sips to several versions of the same rule, one to each 
version. Such process of creating adorned rules starts from the given query. For the 
query predicate q we replace it by the adorned version of q where adornment is 
determined by bindings of variables in the query. Next, the adorned rules are 
generated according to the chosen sip and adornment of q. For example, for the 
following rule:  (? , ? ) => (? , ? )  and the query:   (10, ? ) 

the following adorned rule is generated (magic predicates are omitted): (? , ? ) => (? , ? )                                                (2) 

Definition 3. In our approach an adornment of a rule is expressed by the use of nil 
value which represents free variable. A variable that is bound is represented only by 
its name and a condition that checks if the variable’s value is different from nil. 
Variables that are indicated only by ? can be bound or free. 

For example, rule (2) is transformed into the following rule: (? , ), ? => (? , ) 

We use ? sign when there is no matter if a value is bound or not. The following rule: (? , ? ) => (? ) can be replaced by another one: (? , ? ) => (? ). In this 
case, these two rules are equal.  

3   Query Answering with a Rule-Based System 

3.1   Overview of the Method 

In this Section we present the overview of our approach for a database query 
answering with a rule-based system, which is built over the forward chaining and 
enhanced magic transformation.  

In our approach we apply rules that are obtained from a given Horn-SHIQ 
ontology. The TBox reasoning is performed by the Pellet engine [12]. Next, a 
classified form of the ontology (inferred class/property hierarchy, domain/range 
restrictions) is transformed into rule definitions in the Jess language. SWRL [13] DL-
safe [14] rules are also transformed to the Jess language with SWRL Built-ins [15] 
used as comparison predicates.  

From now on, we do not differentiate which rules were created based on a given 
ontology and which were not. 

In the current state of our work we use only unary and binary predicates. 
Nevertheless, our approach can be extended for predicates with an arbitrary number 
of arguments. 

The presented method consists of the following elements: 
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• Two sets of facts: one including called facts (goals in a goal-directed 
reasoning, annotated with C) and the proper ones.  

• Set of the basic rules. 
• Set of the extended rules. 
• Set of the mapping rules. 
• Query algorithm. 

The division of the facts is very important in our approach. Proper facts are directly 
derived from a relational database, or are inferred by rules from other proper facts. 
Called facts reflect goals. They are used to prevent firing more rules than is required 
in the query evaluation process.  

With the usage of the combination of proper and called facts, we can infer with the 
forward chaining scheme like with the backward one, where the reasoning is a goal-
driven process.  

The set of basic rules consists of rules which constitute the knowledge base. The 
set forms input data in our algorithm for the automatic generation of the extended 
rules. The set of extended rules is semantically equivalent to the set of basic rules. 
Together with the mapping rules, the extended ones are used in the query answering 
algorithm.  

3.2   Generation of the Extended Rules 

The extended rules are generated on the basis of the basic rules. In principle, we 
transform rules according to the magic transformation, the enhancement is proposed 
by the use of the dependent predicates (see Section 2.1).  

During the generation process the special symbol C (for called atoms) can be 
added to predicates in rules. If a predicate does not contain any symbol it means that it 
matches only proper facts. If a predicate is annotated with C symbol, it matches only 
called facts. For example, the annotated predicate (? , ? )  with variables ?x and 
?y, can match the following called facts: ( , ) , ( , ) , ( , )  or ( , )  where x and y are constants, and nil is a special value denoting an 
unbound variable. 

Now we describe the generation process (an Algorithm 1) of the extended rules. It 
is worth noticing, that each variable from the rule head should occur in the rule’s 
body (the Datalog [16] safety restriction is used to guarantee algorithm decidability).  

Every basic rule consists of the body B, additional predicates AP and the head 
predicate H. In order to denote that B matches only proper or called facts, we mark it 
as B and BC respectively. In the same way we indicate the head of the rule: H (adds 
proper facts) or HC (adds called facts). Therefore, each basic rule is represented as 
follows: 

B, AP => H                                                                 (3) 

In accordance with magic transformation, the body of the rule (3) is first augmented 
with the called predicate HC to indicate an expected goal of the rule. To describe the 
needed (called) fact, one has to identify its arguments. Moreover, to define other 
extended rules for the basic rule (3) (due to magic transformation), one can compose 
the appropriate subsets of different proper, called and dependent facts.  
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The algorithm defining a specialized magic transformation is based on the sip goal- 
and dependency-directed strategy. As our strategy is query-independent (the extended 
rules are generated only once), we call it the general sip (gsip) strategy. This 
algorithm is the main result of the work. 
 
Algorithm 1. The gsip strategy for the generation of the extended rules. 

Step 1. For each basic rule (3) a rule of the following form is created:  

B, AP, HC => H 

where HC contains patterns of attributes (the attributes may be bound or stay 
unbound).  
Step 2. For each basic rule (3) a new set of rules is generated, where none of the 
variables in the head predicate annotated with C symbol is bound. In this case, all 
variables are replaced by the nil value and rules are generated of the following form: 

HC => Pi
C 

where Pi is a predicate from the body of a basic rule. 
Step 3. For each basic rule (3) a new set of rules is generated according to the 
bindings of variables in the head.  Get a set D = Dep(B,H) of predicates from the set 
B, which depend on the bound variables in the head H, and create one rule for each 
dependent predicate Di from the set D : 

HC => Di
C 

Step 4. For each basic rule (3) a new set of rules is generated according to the 
bindings of variables in the head and dependent predicates that are connected to the 
head by a chain of variables. This set contains rules in which called predicates are 
mixed with the proper ones with respect to the dependencies between variables.  

We stress out that all AP predicates are added to the body of each created rule if all 
variables appearing in predicates from AP also appear in the body. 

Example 1. Applying Algorithm 1 to the following rule:  (? , ? ),  (? , ? ),  (? ), ? ? => (? , ? ) 

we obtain the following sets of rules which correspond to the steps of the algorithm: 

1. One rule which is generated by adding the goal connected with the head 
predicate: (? , ? ), (? , ? ), (? ), ? ? ,  (? , ? ) => (? , ? )      (4) 

2. The set of rules with dependent predicates from the set ( (? , ? ), (? , ? ), (? ) , (? , ? ) ) = 
{ (? , ? ), (? , ? ), (? )  , where all the variables from the head are 
unbound. In such case, the variables are replaced by the nil value: ( , ) =>  ( , )   ( , ) =>  ( , )   ( , ) =>  ( )   

3. The set of rules with dependent predicates and different binding patterns of the 
head predicate: (? , ? ) , ? => (? , )  
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(? , ? ) , ? => ( , ? )  (? , ? ) , ? => (? )  

4. The set of rules with dependencies between proper and called  predicates: (? , ? ) ,   (? , ? ) =>  (? , )   (5) (? , ? ) ,   (? , ? ) =>  ( , ? )  (? , ? ) ,   (? , ? ) =>  (? )  (? , ? ) ,    (? ) =>  ( , ? )  (? , ? ) ,   (? , ? ),  (? , ? ) =>  (? )  (? , ? ) ,   (? , ? ),  (? , ? ) =>  (? )   

Each extended rule is generated to pass only one binding of a variable from a 
proper fact to a called one. In such case, called predicates are mixed with the 
proper ones with bindings that are passed through a chain of variables from the 
head and dependent predicates. In result we will obtain all possible bindings of 
variables that are strictly connected with a goal (in this case (… )). For 
example, in the rule (5) we pass the variable ?x through the predicate  (which 
reflects a proper fact) to obtain a binding of the variable ?y in the predicate  
(such fact is asserted to the engine’s working memory as a called fact). 

3.3   Mapping between Predicates and Relational Data 

This section presents a method for mapping creation between terms of rule-based 
system and relational data. The terms come from the “essential” predicates with the C 
symbol which express that appropriate facts are needed in the reasoning process. We 
assume that every “essential” predicate has a corresponding SQL query. “Essential” 
means that the instance of the predicate cannot be derived from the rules. Instead, it 
can be obtained only in the direct way as a result of the SQL query evaluation in the 
database. For example, in the OWL [17] hierarchy of classes ChairmanOfTheBoard 
is-a CompanysPrincipal is-a PersonConectedToCompany is-a Person, where the 
class ChairmanOfTheBoard is a subclass of the class CompanysPrincipal etc. The 
class ChairmanOfTheBoard is represented as an “essential” predicate. 

A predicate-database mapping is defined as a set of rules, where each rule is of the 
following form: SQL query => essential predicate         
A body of each mapping rule contains SQL query which is defined manually by a 
user. The body contains also other parameters that are used in our algorithm of 
grouping SQL queries, but details are omitted here. 

We assume that every SQL query has the following form:  SELECT [R] FROM [T] <WHERE> <C, AND, OR>  
where: 

• R are the attributes (columns) – one or two according to the unary or binary 
terms (OWL Class, OWL DataProperty or OWL ObjectProperty), 

• T are the tables which are queried, 
• WHERE is an optional clause to specify the constraints, 
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• C are the constraints in the following form: <attribute, comparator, value>, for 
example: Age > 21, 

• AND, OR – are the optional SQL commands. 

Only such queries are currently available in our system. As an example, assume that 
we have a table Employee with the following attributes: ID, Name, CompanyID and 
Position. The example of SQL query for the concept ChairmanOfTheBoard can be 
defined as follows: SELECT ID FROM Employee WHERE Position=’ Chairman’.  
When we want to apply more constraints, we may use OR /AND clauses.  

The mapping process requires defining SQL queries for all “essential” classes and 
properties. Take the example of the mapping of the property isSignedBy:  SELECT IDDoc, IDEmp FROM Signature.                                               (6) 

The execution of the query (6) results in obtaining all instances of the relation 
between IDDoc of the document and IDEmps of the employees that signed this 
document. If the query is executed, the results are added to the working memory as 
proper facts. 

In the reasoning process many SQL queries are generated. We developed an 
algorithm which groups queries that correspond to the same essential predicate. These 
queries are aggregated and only one SQL query is executed. For example, if we have 
the following called facts: isSignedBy (5, nil)C and isSignedBy (10, nil)C , and the 
mapping query (6), our grouping algorithm will create a query:  SELECT IDDoc IDEmp FROM Signature AND (IDDoc=’5’ Or IDDoc=’10’). 
We assume also that the ontology, which is used, is properly constructed and defined 
(the taxonomy is computed and classified; without inconsistencies). Next, a user 
defines SQL queries for essential predicates and then the mapping rules are 
automatically generated and saved as a Jess script file.  

3.4   Reasoning and the Query Algorithm 

In our query answering method a user poses a query to a rule-based system. The 
query is constructed from the predicates available in the knowledge base and from the 
additional predicates used for comparisons (<, ≠, etc.). An answer is obtained as a 
result of the reasoning process using the forward chaining method.  

We assume that the engine contains a knowledge base constructed from extended 
and mapping rules. Facts are stored in a relational database.  

Algorithm 2. The reasoning and query algorithm is performed in the following way: 

1. Create a special (technical) rule from a given query and name it QUERYRULE. 
The query constitutes the body of the rule. The head contains invocation of the 
Java method, which remembers bindings of the variables in the query when the 
rule is fired. The number of firings of the rule is the number of different 
results. Add QUERYRULE to the Jess engine. 

2. For every predicate pi appearing in the query do the following: 
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a) Add predicate pi with the C symbol and bound variables (if exist) to the 
engine’s working memory. Replace all variables that are not bound with 
the nil value. 

b) Run the engine – it reasons about facts in the working memory and 
generates partial SQL queries, which are grouped by the defined mapping. 

c) When reasoning stops, for every group of SQL queries, one aggregated 
SQL query is created and executed. The results are added as the instances 
of the according predicates (facts) to the working memory. 

d) If there are activations of the rules in the engine, go to the point b), or else 
go to the point e). 

e) Remember the bindings of the variables appearing in the predicate pi. 
3. Return the results and remove QUERYRULE from the engine. 

4   Query Implementation and Performance Evaluation 

4.1   Implementation 

We implemented presented approach in the SDL (Semantic Data Library) tool [18]. 
Previously implemented method was based on the hybrid reasoning algorithm (using 
both forward and backward chaining) [18]. In this section we introduce the 
implementation details of the current approach and present a brief overview of our 
tool. The implementation language is Java. 

Our SDL tool is split into two modules: 

• SDL-API (Application Programming Interface), which provides all 
functions, 

• SDL-GUI (Graphical User Interface), which exploits SDL-API functions for 
defining the mapping between ontology terms and relational data; and 
provides automatic transformation of ontology into rules and the generation 
of Jess scripts (with basic, extended and mapping rules). 

SDL supports interaction with the Pellet engine (for TBox reasoning with ontology), 
exploits OWL API [19] (for handling OWL files) and uses JDBC library for MS SQL 
2008 Server access. SDL contains also many functions for the Jess management and 
scripts generation in the Jess language. The taxonomies of ontology classes and 
properties are classified by SDL-GUI with Pellet 2.2.1 and prepared for a user, who 
can define SQL mapping queries on these calculated taxonomies. 

We implemented our approach according to the described algorithms. All sets of 
rules are generated automatically. Basic set of rules is generated from a given 
ontology. Extended set of rules is generated from the basic one. Mapping rules are 
generated from the defined mappings. In Jess scripts we use a triple template to 
represent facts. The triple consists of tree slots: subject, predicate, object. This 
template is augmented with a slot called kind used to represent proper or called facts 
in the extended set of rules. For better understanding of the representation we show an 
example of one of the generated rules for obtaining instances of the class 
ContractDocument  (we omit URIs in the example): 
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(defrule MAIN::Rule14    (triple (kind P) (predicate "rdf:type") (subject ?d) (object "Document"))    (triple (kind P) (predicate " isSignedBy") (subject ?d) (object ?p1))    (triple (kind P) (predicate "rdf:type") (subject ?p1) (object "CompanysPrincipal"))    (triple (kind P) (predicate " isSignedBy") (subject ?d) (object ?p2))    (test (neq ?p1 ?p2))    (triple (kind P) (predicate "rdf:type") (subject ?p2) (object "CompanysPrincipal"))    (triple (predicate "rdf:type") (subject ?d) (object "ContractDocument") (kind C))    =>   (assert (triple (predicate "rdf:type")(subject ?d)(object "ContractDocument")(kind P)))) 
We implemented our approach in the Jess engine, but it is directly applicable (not 
counting an interface modifications) to every engine, which exploits the Rete 
algorithm. 

4.2   Performance Evaluation 

This section presents the example use of the SDL library. We compared our current 
approach with the results presented in [4] where we used hybrid reasoning method 
[18]. The description of the knowledge base and relational data can be found in [4]. 
Figure 1 depicts five test queries.  

These queries test different aspects of the query answering mechanism. The first 
query contains only variables (without any values) and exploits hierarchy rules. The 
second query contains variables and values; it exploits ontological rules (for 
inComplicityWith symmetric property). The third query contains only variables and  
 

 

 

Fig. 1. The test queries 
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exploits hierarchy rules. The fourth and fifth queries contain variables and values, and 
exploit various characteristics of the knowledge base as coded by rules. The last two 
queries are computationally demanding - the property fallsUnder needs almost all 
rules to be fired, because it requires evidence why a person falls under a given article. 
It is obvious that a rule can be fired more than once (if appropriate facts exist in the 
Jess working memory). 

Results are presented in Table 1., where number 2010 means that results come 
from our RuleML-2010 Challenge Demo [4], whereas  number 2011 indicates our 
current approach. 

All tests were executed on PC machine with the following  configuration:  

• Intel Core2 Duo 2,0 GHz processor, 4MB cache memory,  
• 2 GB of RAM memory, 667MHz,  
• Microsoft SQL Server 2008, 
• Java Heap Space was set at 1024 MB. 

Results presented in the Table 1 show that our current approach beats the hybrid one. 
Since we did not apply all possible optimizations (including suplementary magic sets, 
more efficient implementation, counting, rule-dependent sips), we are convinced that 
the efficiency of our method can be improved. Moreover, we notice that the 
Algorithm 1 generates a number of excess rules. If we are able to remove such rules 
we will increase the performance of Algorithm 2. 

Table 1. Results of queries execution and comparison to the RuleML Challenge 2010 results 

 

 
Query and info 

Database 20 Database 100 Database 200 

2010 2011 2010 2011 2010 2011 

Query 1  
Results  

Rules Fired  

[ms] 
[number] 
[number] 

781 
54 
74 

219 
54 

251 

1 328 
474 
441 

891 
474 

1 630 

1 922 
1036 
796 

969 
1036 
3 001 

Query 2  
Results  

Rules Fired  

[ms] 
[number] 
[number] 

2 734 
1 

1076 

437 
1 

1 506 

37 141 
1 

36 260 

4 125 
1 

13 179 

163 968 
1 

225 381 

19 391 
1 

29 593 
Query 3 
Results  

Rules Fired  

[ms] 
[number] 
[number] 

2 875 
18 

1 367 

359 
18 

2 005 

36 344 
322 

38 457 

14 938 
322 

41 755 

183 047 
1004 

232 583 

116 593 
1004 

359 681 
Query 4  
Results  

Rules Fired  

[ms] 
[number] 
[number] 

5 437 
1 

2 040 

1 859 
1 

5 467 

128 719 
1 

57 091 

35 656 
1 

58 520 

Time 
exceeded  

10 minutes 

347 110 
1 

597 711 
Query 5  
Results  

Rules Fired  

[ms] 
[number] 
[number] 

9 312 
1 

2 540 

1 234 
1 

5 828 

Time 
exceeded  

10 minutes 

34 500 
1 

61 199 

Time 
exceeded  

10 minutes 

343 469 
1 

608 925 

 
A comparison of our results with pure forward and backward reasoning in Jess system 

is presented in the Table 2. The times of executing queries are measured for the same 
database (loaded from the files) and juxtaposed in the table under, respectively, F letter 
(for forward) and B letter (for backward). Numbers below F and B indicate times of data 
loading into working memory in miliseconds. While loading data from the third database, 
the size of the Java heap space was reached (in both engines), so the queries could not be 
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executed. It seems obvious that for small databases, it is better to store data (facts) in the 
engines’ working memory. But for the bigger databases, the problem with scalability 
occurs. In such cases our approach seems promising. 

Table 2. Results of queries execution and comparison to the pure forward and backward Jess 
engines 

 

 
Query and info 

Database 20 Database 100 Database 200 

F 
375 

B 
534 

2011 F 
14 665 

B 
183 704 

2011 F 
– 

B 
– 

2011 

Query 1  
Results  

Rules Fired  

[ms] 
[number] 
[number] 

281 
54 

1873 

328 
54 

1873 

219 
54 
251 

15938 
474 

15567 

19906 
474 

15567 

891 
474 

1 630 

– 
– 
– 

– 
– 
– 

969 
1036 
3 001 

Query 2  
Results  

Rules Fired  

[ms] 
[number] 
[number] 

234 
1 

1820 

266 
1 

1820 

437 
1 

1 506 

14875 
1 

15094 

19344 
1 

15094 

4 125 
1 

13 179 

– 
– 
– 

– 
– 
– 

19 391 
1 

29 593 

Query 3 
Results  

Rules Fired  

[ms] 
[number] 
[number] 

250 
18 

1837 

281 
18 

1837 

359 
18 

2 005 

14516 
322 

15415 

19688 
322 

15415 

14 938 
322 

41 755 

– 
– 
– 

– 
– 
– 

116 593 
1004 

359 681 

Query 4  
Results  

Rules Fired  

[ms] 
[number] 
[number] 

250 
1 

1820 

250 
1 

1820 

1 859 
1 

5 467 

14319 
1 

15094 

19718 
1 

15094 

35 656 
1 

58 520 

– 
– 
– 

– 
– 
– 

347 110 
1 

597 711 

Query 5  
Results  

Rules Fired  

[ms] 
[number] 
[number] 

250 
1 

1820 

266 
1 

1820 

1 234 
1 

5 828 

14559 
1 

15094 

20065 
1 

15094 

34 500 
1 

61 199 

– 
– 
– 

– 
– 
– 

343 469 
1 

608 925 

 
Presented results confirm that our approach significantly improves a scalability of 

a rule-based system. It is a very important issue, because in the forward chaining rule-
based systems, facts have to be stored in the working memory which is, in general, 
limited by the RAM memory (we call it the traditional approach). If we store facts 
outside of the memory and load them only when they are needed, we achieve better 
scalability. Unfortunately, in a case when we pose a query without any bound 
variable, we have to load all data from a database. In such a case our method will 
achieve worse results than the traditional one, because we lose some time for data 
loading. 

5   Related Work 

In this paper attention is  focused on efficient integration of systems built of a rule-
based component and a relational database. Particularly, we confront a problem how 
to improve knowledge-based access in the rule-based Jess system. Our first solution 
was presented in [18], where the hybrid system is described which consists of two 
reasoning engines, and relatively complex and costly data flow.  

More generally, we can find different strategies for processing logic queries in 
relational databases. Most of the work, including that of Bancilhon, Ramakrishnan 
[20] and others [21, 10] was done in eighties, when knowledge based systems were 
created for the first time. Various strategies of bottom-up, top-down and combined 
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evaluation of queries are analysed by the authors together with different optimization 
techniques, such as magic set transformation of rules, or efficient counting and 
filtering.  

A very close work is presented in [22] where data-driven backward chaining is 
described. With automatically generated goals, a capability to represent unbound 
variables in goals and support for unification a system presented in the paper satisfies 
a lot of requirements of rule-based query answering systems. The main difference of 
our approach is that we modify a set of rules, whereas in [22] they modified also a 
reasoning engine (architecture of a rule system). 

Along the same lines contemporary efforts are also undertaken in view of the 
important task of data and systems integration. Two computation paradigms, namely 
relational databases and rule systems, need to be tightly and smoothly linked to better 
satisfy requirements of database and web programmers. This amounts for deriving 
queries from ontologies and thus deal with the semantic aspects of data. With 
standard languages of description logics the semantic web initiative contributes to a 
grow up of various rule systems. A thorough analysis of different technologies, 
performance and scalability results of the systems can be found in OpenRuleBench 
report [23]. 

Rule systems and reasoning engines form an interesting multiparadigm research 
area, where different methods and ideas are successfully applicable. Such significant 
examples are, for instance, ontology-based data access system, QuOnto [24] and Dlog 
[21] systems, specialized for Prolog.    

6   Conclusions and Future Work 

In this work the practical method of building a query answering system with the rule-
based ontological knowledge is presented. This technique is defined over source data 
from a relational database, and with the Rete-based forward chaining reasoning over 
extended, goal- and dependency-directed rules. Our approach is more efficient than a 
query answering with standard forward or backward evaluation, outperforming the 
state of the art hybrid approach that was presented in [18]. Finally our approach is 
more flexible and more scalable.  

The novel approach is its generality. Extended rules of the system are constructed 
independently of a query, for all the binding patterns. Rule generation is performed 
only once, but with possibility to define diverse, specialised strategies. Such approach 
increases also a scalability of a pure reasoning engine. 

The user of our system gets an easier way to pose queries (due to ontology origin 
of rules) than using structural constructions from SQL. The creation of queries, 
presented in the performance evaluation, is extremely difficult when we want to use 
pure SQL constructions. 

Our method largely removes a deficiency of the pure Jess engine mentioned on 
page 11 of [23]. We aim at making detailed comparisons with systems using variants 
of magic transformation [25]. Ultimately we would like also to apply the system to 
the OpenRuleBench [23] suite of benchmarks. It is worth noticing that engines are 
tested with all data in RAM memory, whereas our system is a complete platform that 
fetches only needed data to the working memory. This fact would be advantageous if 
combined rules execution and loading times were tested. 
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In future, we plan to improve execution of the aggregated SQL queries and to 
implement the explanation service, which can present individual reasoning steps to a 
user and can explain the results of the given query. We will extend our approach to 
handle predicates with an arbitrary number of arguments. We will also develop 
algorithms that would be rule-dependent in the generation of the extended rules (rule-
dependent sip strategy). 
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Abstract. In Rule-based Event Processing and Complex Event Process-
ing (CEP), many areas of software development re-use existing technolo-
gies and methodologies, allowing their related standards to be re-used.
Other standards may be required to be developed to replace or aug-
ment existing standards. This paper introduces a general reference model
for CEP standards with which existing and required standards will be
discussed.

1 Introduction

Standards are used throughout business and IT for many reasons, including
achieving a common understanding, enabling good communication, and pro-
moting an easier interchange across organizations and tools.

Such achievements in turn lead to reduced training, a higher-quality and safer
productivity, reduced costs, and increased customer confidence.

In Rule-based Event Processing and Complex Event Processing (CEP), many
areas of software development re-use existing technologies and methodologies,
allowing their related standards to be re-used. Other standards may be required
to be developed to replace or augment existing standards. This paper introduces
a general reference model for CEP standards with which existing and required
standards from the business as well as the technical perspective will be discussed.

The paper is organized as follows. Section 2 introduces our CEP Standards
Reference Model which we use for discussion of the event processing and reac-
tion rule standards. Section 3 gives an overview on the existing standards and
identifies benefits, standardization gaps and required actions in standardization
research. Section 4 gives a summary and concludes with an outlook on the future
of CEP standards.
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2 The CEP Standards Reference Model

To understand the positioning of existing and required standards in Event Pro-
cessing and Complex Event Processing it is necessary to understand the multiple
viewpoints and business and technology areas to which standards may be ap-
plied. A CEP Standards Reference Model (abbreviated forthwith to CSRM) can
be used to assist with this understanding. The CSRM model in Figure 1 uses the
OMG Model Driven Architecture viewpoint to describe standardisation areas.

Fig. 1. a CEP Standards Reference Model version 1 - CSRMv1

2.1 Business and Technical Perspective

The CSRM describes a set of components influencing the development, imple-
mentation and deployment of CEP applications, where CEP is considered as a
superset of general event processing. The model extends the Model Driven Ar-
chitecture (MDA) where a sequence of models are defined from a Business or
Computer Independent Model (CIM) and then progressively detailed / trans-
formed with IT perspectives to the Platform Independent (PIM) and then to the
Platform Specific Model (PSM). These models explicitly distinguish between the
business and the technical perspectives.

I) On the one hand, in the business perspective, the aim is to define the domain ter-
minology independent of any specific technology in a specification sheet. This pro-
vides business users and managers / decision makers, and for IT systems the de-
velopers, with a common understanding about the general definitions of a system
from which requirements can be abstracted. These models are often augmented
by business use cases. The abstraction from business model to IT system requires
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answers to questions such as: What functionality has to be realized? What limi-
tations have to be considered? What best practices should be considered?

II) On the other hand, in the technical perspective, the aim is to describe in
increasing detail the implementation techniques and technologies for developing
some automated aspect of the business perspective. The target groups here are
the software architects, designers and developers. The main questions here are:
What technologies have to be used? What technical guidelines and patterns
should be considered? What technical conditions have to be considered?

2.2 Domain Specific and General Standards

The CSRM also shows that there are domain standards and general standards
supporting CEP.

A) Domain standards are specific to a business domain, e.g. for banking, retail
or logistics. Many domains have their own specifications and regulations that
are adopted for IT implementations and also are relevant in CEP applications.

For example: A domain standard for certain classes of insurance called ACORD
provides an XML model of the concepts used in insurance underwriting activities.
These can be adopted in CEP as a data model, or extended to provide an event
model in CEP systems.

B) General standards consist of domain independent standards, e.g. common
adapted design guidelines and patterns in the field of software development.

For example: The UML standard provides a framework of modelling compo-
nents such as class diagrams and state models that are relevant to CEP systems.

2.3 Standards per the CSRM Classification

This subsection provides a short introduction of all CSRM component standards
that influence CEP applications.

Common Standards, Laws. Common standards and laws provide conditions
and regulations which have to be considered in the business, e.g. laws for stock
trading. Development of a software application has to follow these laws.

Domain Reference Model. Domain Reference Models provide a subset of
best practices, reference business processes, etc. for a specific business domain.
These models help adaptors in defining a proper application based on well proven
best practices, e.g. a well proven reference business process for the manufacturing
domain.

Domain Use Case. The use case describes how a problem can be solved, e.g.
how to detect fraud in stock trading. It is often derived out of the business
strategy and the reference model.
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Strategy. The strategy defines the individual business strategy of a company
which has to be considered in developing new applications. The strategy con-
sists of business (business motivations, goals, policies, rules) as well of technical
(applications infrastructure, allowed frameworks) conditions.

Functional Model. The functional model provides domain independent best
practices and guidelines helping to design and develop a proper application, e.g.
”Design Patterns - Elements of Reusable Object-Oriented Software”

Computer Independent Model. The Computer Independent Model (CIM)
describes the business functionality or system without reference to IT specifics.
CIM should provide a common understanding between business users and soft-
ware developers. In the CEP model it consists of following components:

Standard Vocabulary, Ontology. The ontology provides a set of definitions and
terms enabling a common understanding for all stakeholders. The concept is like
a glossary. The aim is, that every participant has to use the same word for a
defined term.

Process description. Description of activities and its flow to produce a specific
product or service enhanced with events occurring in it or influencing it.

Reaction. Definition of the activities which have to be initiated based on the
previous taken decision.

Decision. Definition of rules, what has to be done if a relevant situation was
detected by a pattern matching.

Complex Events. Definition of event correlations for detection of relevant situ-
ations defined by patterns representing knowledge from source events, e.g. for
detection of fraud.

Simple Events. Definition of attributes and types consisting of a simple event,
e.g. the event ”Stock Price” consists of the fields WKN, amount, etc.

Platform Independent Model Standards (PIM). The Platform Indepen-
dent Model layer represents behaviour, data, design, and messaging, independent
from a particular EP platform. This PIM abstractions supports

– increased portability and platform independence
– cross-platform interoperability and interchange between domain boundaries.

Event-Driven Behaviour. Effects of events lead to some (state) changes in the
properties of the world which can be abstracted into situations. Decisions rep-
resent the choices a system can take in certain situations. Actions might be
triggered / performed as reactions based on the decisions and changes in states
/ situations as an effect of events.
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Event Data. Platform-independent representation of events and their data is
crucial for the interoperation between EP tools and between domain boundaries.

– Interoperation between different EP products to exploit benefits, e.g. stream
+ rule processing component

– Interchange of events in a distributed heterogeneous EPN
– Interchange of events over domain boundaries, e.g. cross-organizational

processes.

Event Processing Design. Platform-independent (reference) architecture and de-
sign models addressing different views for different stakeholders are means for,
e.g.

– furnishing abstractions and reference generalizations to manage technical
complexity

– providing structure for solving design problems
– experimenting to explore multiple solutions, including best practice solutions

such as design patterns, reference architecture descriptions that model the
abstract architectural design elements, and architectural reference models
which describes the important concepts and relationships in the design space.

Messaging. PIM Messaging is addressing transport protocols and routing, coor-
dination / negotiation mechanisms.

3 Standards in CSRM Areas

Tables 1, 2, 3 provide an overview about the main standards existing for the
components described in the CSRM standards model. They describe the ben-
efits of the available standards, identify gaps which need to be closed by new
standards or by extensions of existing ones, and propose actions to be taken in
CEP standardization research.

Table 1. Overview Common and Domain Independent Standards

Area Available Standards Benefits Gap Research Action
Common
Standards

Several laws (often coun-
try specific), e.g. BrsG
for stock trading in Ger-
many

No direkt benefit for
CEP

None None, because not
CEP specific

Domain
Reference
Model

Various per domain for
data.

Efficient design and de-
velopment of CEP appli-
cations for specific do-
mains

Rarely handles
events, just
data.

Extend to common
events as required.

Domain
Use Case

Covered by UML Use
Case [18], EPTS Use-
Case Template [3]

Create common under-
standing between busi-
ness user and software
developer

Misses event as-
pect.

Improve Use Case
templates.

Strategy Usually a textual de-
scription. Partial cover-
age in OMG BMM [11]

Clarify business strategy May need more
emphasis on
events

None, because CEP
unspecific

Functional
Model

- EPTS Fn Ref Archi-
tecture [23,24,28] - lot of
different ones in the field
of software development

Helps implementing a
proper application

Specific func-
tional patterns
for CEP not
available

Create and improve
functional models
for CEP
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Table 2. Overview Business and Domain Standards

Standard
Vocabu-
lary

- text based glossary
- KR Ontologies (e.g.
in OWL) [27] - OMG
SBVR [16]

Common understanding
for all stakeholders in-
volved

ontologies for
events, time,
situations etc.

Integrated top level
ontologies for gen-
eral CEP concepts

Process
Descrip-
tion

- BPMN [12] - EPC [6] Create a common under-
standing between busi-
ness user and software
developer on a ”big pic-
ture”

Insufficient de-
tail on events
for CEP appli-
cations

Extend BPMN with
sufficient support
for modelling simple
and complex events

Reaction Can be an event update
through to a service def-
inition

Common understanding
for all stakeholders in-
volved

None None, text based de-
scription is sufficient

Decision None but - Decision
Table, Tree etc (OMG
DMN [13] proposed)

Common understanding
for all stakeholders in-
volved

None None, because CEP
unspecific

Table 3. Overview CEP Models and Technology Standards

Complex
Events

None but - OMG EMP
[14] proposed

Better understanding
of relation between
involved events and
roles

No structured
way to describe
complex events

New standard re-
quired

Simple
Events

- UML - Design language
used in NEAR [FS1]

Create a common under-
standing across business
users / event sources,
and developers

Not sufficient
for needs of
event processing

Improve modelling
languages eg NEAR
[29]

Event-
Driven
Behaviour

- Reaction RuleML [25]
and W3C RIF [32] -
OMG PRR [15] - OMG
UML Behavioural View
Diagrams [18] - OMG
BPEL [8], W3C WS
Choreography [31], and
further EDA standards
[9]

Declarative, explicit
representation of be-
havioural/reactive logic
Publication and inter-
change of decisions and
reactive behaviour

Standards
for specific
domains: rule-
based event
processing
languages
(RuleML) [25],
Web Service Ex-
ecution (BPEL,
WS-C,) [9]

- Rules: further
standardization in
RuleML / W3C RIF
[25,30] - Standards
for other domains
needed, e.g. stream
processing - In-
teroperation, e.g.
rule standards with
BPEL

Event
Data

- Software Engineering:
UML Structural View
diagrams - Knowledge
Representation: many
event ontologies exist
(e.g. in OWL) - Rules:
W3C RIF/RRuleML
[25,30] - OASIS WS
Notification, W3C WS
Eventing, OASIS WS
Topics [9] - OMG Event
Meta Model [14] -
OASIS Common Base
Event

- Declarative represen-
tation, translation and
interchange of events -
Interoperation between
different platform spe-
cific tools and domain
boundaries (requires se-
mantics)

Standards
for specific
domains: rule-
based event
processing
languages
(RuleML),
Web Service
Events (WS
X), Enterprise
applications
(OASIS CBE)

- Rules: further
standardization in
W3CRIF/RuleML -
Standards for other
domains needed, e.g.
stream processing -
Interoperation, e.g.
rule standards with
other event stan-
dards/ontologies

Event
Processing
Design

- UML 2 Implementa-
tion View Diagrams -
ISO/IEC 42010:2007
Recommended Prac-
tice for Architectural
Description of Software-
intensive Systems [7]
- Agents: OMG Agent
Metamodel [10]; [5]; ... -
Workflow Management
Coalition Reference
Model [33]

- Abstraction from the
PSM design increases
understandability and
reusability - Agent
model is an abstrac-
tion from technical IT
components to role-
based agents on a more
abstract level

Current stan-
dards are not
specialized for
event processing
design

Reuse and extend
existing standards
for event processing
design descriptions

Messaging - Many transport proto-
cols: JMS, JDBC, TCP,
UDP, multicast, http,
servlet, SMTP, POP3,
file, XMPP - Message
Routing Patterns

Platform-independent
messaging

None - existing
standards can
be reused for
transporting
and messaging
events

None
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Gaps and research actions arise in particular in the direct standardization of
CEP-related models and technologies. In the following we will drill down into
them.

3.1 CEP Reference Architecture and CEP Design Patterns

The Event Processing Technical Society (EPTS) Reference Architecture Work-
ing Group has developed a functional reference architecture that describes the
functions of typical event processing (EP) / complex event processing (CEP) op-
erations. [23,24,28] This includes design and administration as well as runtime
considerations - see Figure 2. The EPTS Reference Architectures predefines a
common frame of standard reference with a set of architectural best practices,
which can be customized to obtain architectures for specific applications in a
domain. Future research might describe best practice solutions as standard func-
tional models and design patterns for recurring functions in EP/CEP. [28]

Fig. 2. The Event Processing Technical Society Reference Architecture

3.2 Standard CEP Vocabularies and Semantic Ontologies

Standard vocabularies for typical concepts in event processing such as events,
time, space, situations, etc. help to establish a common understanding for all
stakeholders involved. This standardization among many others facilitates
integration and interchange. Moreover, the formalization in terms of machine-
readable knowledge representations (KR) such as ontologies, gives a formal se-
mantics to concepts relevant in event processing, e.g. tense, spatio, state, etc.
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This allows semantic complex event processing (SCEP) engines to semantically
understand what is happening in terms of events and rule-based reactions. The
event engine can know what reactions and processes it can invoke and what
events it can signal.

For representation of events and their relationships several Semantic Web
event ontologies have been proposed. Shaw R. et al. provide in [26] a compar-
ison of existing event ontologies like CIDOC CRM1, ABC Ontology2, Event
Ontology3,EventsML-G4, DOLCE + DnS Ultralite5, and OpenCYC Ontology6,
based on their main constituent properties like, type, time, space, participation,
causality and composition. Other ontologies have been specifically developed for
representing time 7 or spatio-temporal relations [2].

On the computational independent level with the OMG Semantics and Busi-
ness Vocabulary Representation (SBVR) [16] there exists a standard to define
domain-specific business vocabularies for business rules. Current extension of
SBVR address a Standard Business Vocabulary for Date and Time Concepts,
[17].

However, none of these ontologies are developed specially for complex event
processing or are used in combination with CEP technologies. An general mod-
ular ontology model for semantic CEP (see Figure 3 is proposed in [27].

Fig. 3. Top Ontologies for Complex Event Processing

Future work in standardization of vocabularies and ontologies for (Semantic)
CEP needs to address the transformation from one format into another, e.g.
SBVR ontologies into OWL ontologies (and vice versa) and the integration of
separated domain, task, and application ontologies into a general semantic model
of CEP.
1 http://cidoc.ics.forth.gr/OWL/cidoc_v4.2.owl
2 http://metadata.net/harmony/ABC/ABC.owl
3 http://motools.sourceforge.net/event/event.html
4 http://www.iptc.org/EventsML
5 http://www.loa-cnr.it/ontologies/DUL.owl
6 http://www.opencyc.org/
7 e.g. http://www.w3.org/TR/owl-time/

http://cidoc.ics.forth.gr/OWL/cidoc_v4.2.owl
http://metadata.net/harmony/ABC/ABC.owl
http://motools.sourceforge.net/event/event.html
http://www.iptc.org/EventsML
http://www.loa-cnr.it/ontologies/DUL.owl
http://www.opencyc.org/
http://www.w3.org/TR/owl-time/
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3.3 Computational Independent Standard for Simple and Complex
Event Modeling

Although there exist general standards for computational independent modeling
(CIM) such as the Unified Modeling Language (UML) and the Business Process
Modeling Notation (BPMN), there exist no specialized standard for modeling
simple and complex events. The request for proposal (RFP) for an Event Meta-
model and Profile (OMG EMP) [14] is a first activity into this direction. Addi-
tionally, with OMG SBVR [16] there exists an established standard for business
rules which can be extend with business event descriptions (based on a business
event vocabulary) on the CIM level.

3.4 CEP Technology Standards

Event Processing technologies have many different roots and standards for dis-
tributed event based systems (DEBS), reaction rule systems (see [21,19,20] for
an overview) and event driven architectures (EDA) (see [9] for an overview on
EDA/CEP related standards).

With OMG Production Rules Representation (PRR) there exists a general
standard for modeling production rules. However, PRR currently does not ad-
dress extensions of productions rules for complex event processing.

A platform-independent XML expression rule language family [19] is stan-
dardized by the Rule Markup Language (RuleML) 8 (current version 1.0 [4])
and specifically Reaction RuleML [4,25] is a quasi-standard within the RuleML
language family for reaction rules and rule-based CEP [20].

The recent W3C Rule Interchange Format (RIF) recommendation, standard-
izes a subset of the derivation and production RuleML family in the W3C Se-
mantic Web stack, in order to define a Rule Interchange Format for facilitating
the exchange of rule sets among different systems and to facilitate the devel-
opment of intelligent rule-based application for the Semantic Web. The current
recommendation does not address events in reaction rules, but later standardiza-
tion of a Reaction Rules Dialect [30], following the proposal of Reaction RuleML,
might further extend the W3C RIF standard.

Besides CEP reactions rule standardization further standards for other do-
mains are needed, e.g. for stream processing. Research is also need on the inter-
action of these standards with existing standards for event-driven / event-based
systems and applications, e.g. for event-driven BPM (edBPM) extending, e.g. the
OASIS Business Process Execution Language (BPEL) and BPMN with events
and CEP / rule semantics (see e.g. [22,1]).

4 Conclusion

The CEP Standards Reference Model shows much overlap with existing stan-
dards for business and software at multiple levels. It is likely that as event based
8 http://ruleml.org/

http://ruleml.org/
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(/real-time) considerations become more important in information technology,
the existing models will be adapted and extended to better accommodate event
processing principles.

As examples of the latter, we could expect to see domain-specific models
start to develop ”event information”; this is already apparent in new standards
proposals such as for Dobb-Frank Wall Street Reform and Consumer Protec-
tion Act compliance monitoring that involves trade-manipulation events inside
banks. Such Domain Information Models could well be extended to include useful
complex events that are understood and common at the business level.

Standards specific for event processing constructs particularly at the
computation-independent level - are likely to be developed as appropriate ontolo-
gies, as ontological research expands to cover basic modelling needs. Platform
specific constructs for specifics such as continuous queries are certainly needed,
but there are signs of ”standards fatigue” from the major vendors that is delay-
ing the onset of such work. It is expected that the Event Processing Technical
Society as a user, vendor and researcher collaboration organisation , as well as
RuleML - as vendor-neutral body for (Web) rule standardization research - may
help instigate developments here.
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Abstract. This research has developed the concept of invariant rules for 
monitoring data in a service-oriented environment that allows concurrent data 
accessibility with relaxed isolation. The invariant rule approach is an extension 
of the assurance point concept, where an assurance point is a logical and 
physical checkpoint that is used to store critical data values and to check pre 
and post conditions related to service execution. Invariant rules provide a 
stronger way of monitoring constraints and guaranteeing that a condition holds 
for a specific duration of execution as defined by starting and ending assurance 
points, using the change notification capabilities of Delta-Enabled Grid 
Services. This paper outlines the specification of invariant rules as well as the 
invariant monitoring system for activating invariants, evaluating invariant rule 
conditions, and deactivating invariants. The system is supported by an invariant 
evaluation web service that uses materialized views for more efficient re-
evaluation of invariant rule conditions. The research includes a performance 
analysis of the invariant evaluation Web Service. The strength of the invariant 
rule technique is that it provides a way to monitor data consistency in an 
environment where the coordinated locking of data items across multiple 
service executions is not possible. 

Keywords: web services, invariants, data consistency, data monitoring, 
concurrent data access. 

1   Introduction 

In service-oriented computing, business processes are composed by executing Web 
Services [12]. Although each Web Service is autonomous and self-contained, 
composing business processes and achieving a correct global solution is a difficult 
and sometimes error-prone task, especially in the context of concurrently executing 
processes that access shared data. 

In traditional distributed transaction systems, the two-phase commit (2PC) protocol 
[5] has been used to support the properties of atomicity, consistency, isolation, and 
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durability. Moreover, the concept of serializability is supported by using the two-
phase locking protocol [5]. In service-oriented computing, however, it is generally not 
feasible to support ACID properties and serializability at the process level. An 
individual service invoked by a process can lock data for the duration of the service 
execution. But due to the autonomy of each service, the commit of the service and 
thus release of the locks on relevant data accessed by the service cannot be 
coordinated with the globally executing process through a procedure such as 2PC. 
This is especially true for long-running processes, causing processes to execute using 
a relaxed form of isolation in between service executions. As a result, the correctness 
of one process might be affected by the recovery of another concurrently running 
process if both processes are invoking services that access shared data. Insuring data 
consistency at the process level in a service-oriented environment with relaxed 
isolation is a challenging task. 

This paper presents the concept of invariants for monitoring data in a service-
oriented environment that allows concurrent data accessibility with relaxed isolation. 
The invariant technique is an extension to the concept of an assurance point (AP) as 
defined in [14, 19]. An AP is a logical checkpoint created in between the service calls 
of a process, defining a named point that can be used to store critical data values, to 
express a post-condition for completed services, and to express a precondition for the 
next service to execute. APs are also used as intermediate rollback points to assist 
with backward and forward recovery actions when process failure occurs.  

An invariant is expressed as a rule that must remain true during process execution 
in between two different APs. An invariant rule is specifically designed for use in 
processes where 1) critical data items cannot be locked across multiple service 
executions, and 2) it is critical to monitor constraints for the data items that cannot be 
locked. The data monitoring functionality provided by the work with Delta-Enabled 
Grid Services (DEGS) [2, 18] makes it possible to declare and monitor invariant 
conditions. As described in [2], a DEGS is a Grid Service that has been enhanced with 
an interface that stores the incremental data changes, or deltas, that are associated 
with service execution in the context of globally executing processes. Using the 
DEGS approach, when a change to the source database is made by a Grid service, the 
delta is captured and inserted into a delta repository. 

This research has defined the specification of invariant rules as well as the design 
and development of a prototype invariant monitoring system. After a process declares 
an invariant rule, if a concurrent process modifies a data item of interest in an 
invariant rule condition, the process that activated the invariant is notified by the 
monitoring system built on top of Delta-Enabled Grid Services. If the invariant 
condition is violated during the specified execution period, the process can invoke 
recovery procedures as defined in [19]. The monitoring system includes the design of 
a Web Service for evaluating invariants. Since an invariant may need to be evaluated 
several times between the starting and ending APs of an invariant, the invariant 
evaluation Web Service was designed to make use of materialized views for more 
efficient re-evaluation of invariant conditions [15]. The research includes a 
performance analysis of the invariant evaluation Web Service, illustrating the benefits  
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of using materialized views. Whereas the original work with APs allows data 
consistency conditions to be checked at specific points in the execution, invariant 
rules provide a stronger way of monitoring constraints to determine if a condition 
holds for a specific duration of execution. This is especially useful for long-running 
processes with consistency constraints involving data that cannot be locked across 
multiple service invocations. 

The remainder of this paper is organized as follow. After outlining related work in 
Section 2, Section 3 provides an overview of the Delta-Enabled Grid Services and 
Assurance Point concepts that provide the basis for supporting the invariant rule. 
Section 4 presents an overview of the design and functionality of the Invariant 
Monitoring System. A prototype of the Invariant Monitoring System is described in 
Section 5, followed by a discussion of the testing and evaluation results in Section 6. 
The paper concludes in Section 7 with a summary and discussion of future research. 

2   Related Work 

Past research with transactional workflows has investigated the need to relax ACID 
properties for long running workflow activities [21]. The Saga transaction model was 
proposed as a base model for long-running activities and defines a chain of 
transactions as a unit of control [6]. The Saga model relaxes the requirement of the 
entire transaction as an atomic action by releasing a resource before it completes 
without sacrificing the consistency of the database. Models similar to the Saga model 
are called Advanced Transaction Models (ATMs). A model that has been used to 
define and study transactional workflow is the ConTracts model [20].  

Several new approaches for addressing transactional issues have been defined in 
the context of web services. A goal of the Promises project [7] is to make sure that 
certain values are not overwritten or changed by concurrently executing Web 
Services. A promise is an agreement between a client application and a service or 
promise maker. The promise maker guarantees that some set of conditions will be 
maintained over a set of resources for a specified period of time. Another similar 
method is the reservation-based approach [22]. The reservation-based approach 
reserves resources that meet the criteria of what the Web Service has requested. Only 
the required amount of a resource is reserved, rather than locking the database record 
or the entire resource for an extended period of time.  

Transactional Attitudes are used as a framework to handle the transactional 
reliability issue in Web Services. Transactional Attitudes establish a separation of 
transactional properties from other aspects of a service description. In [13], the WSTx 
framework uses transactional attitudes that make Web Service providers declare their 
individual transactional capabilities and semantics, and Web Service clients declare 
their transactional requirements. 

The work in [1] uses monitoring rules woven inside of a WS-BPEL process to 
dynamically control the execution during runtime. The monitoring rules are annotated 
in the source code using assertion languages, such as Anna (Annotated Ada) [11] and  
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JML (Java Modeling Language) [10] . User-defined constraints are blended with the 
WS-BPEL process at deployment time and are defined externally to allow separation 
of the different functionalities.  

The work presented in [3] uses aspect-oriented concepts to address the modularity 
issues in workflow languages. A prototype extension to BPEL using aspect-oriented 
workflow concepts (AO4BPEL) [4] was developed to validate their work. A well 
known aspect-oriented programming language, AspectJ [9], uses three key concepts: 
join points, pointcuts, and advice, to support the aspect portion of the aspect-oriented 
workflows and AO4BPEL described in [3]. 

Using the techniques describes in this section, constraint conditions cannot be 
monitored during a specific execution duration.  The focus of the research presented 
in this paper is to present a system to extend the Assurance Point architecture to allow 
monitoring of critical data conditions during specific execution periods in a process.  
Providing this capability allows a more optimistic approach to concurrent process 
execution but also allows data inconsistencies to be more quickly recognized. 

3   Background for the Use of Invariants 

Before presenting the Invariant Monitoring System, it is first necessary to provide 
background on the supporting framework provided by Delta-Enabled Grid Services 
(DEGS) and Assurance Points.  

3.1   Delta-Enabled Grid Services  

A DEGS is a Grid Service that has been enhanced with an interface that stores the 
incremental data changes, or deltas, that are associated with service execution in the 
context of globally executing processes. A DEGS uses the OGSA-DAI Grid Data 
Service for database interaction. The DEGS functionality was originally defined in [2] 
and has been used to determine data dependencies among concurrently executing 
processes to support process recovery actions [18]. 

Using the DEGS approach, a database captures deltas using capabilities provided 
by most commercial database systems. The work in [2, 18] experimented with 
triggers and with the use of Oracle Streams as a way to capture data changes. Oracle 
Streams is a feature that monitors database redo logs for changes and publishes these 
changes to a queue to be used for data sharing [16].  

Using the DEGS approach, when a change to the source database is made by a 
Grid service, the delta is captured and inserted into a delta repository. The delta 
repository has a separate table for inserts, deletes, and updates to each source database 
table, allowing information about each type of change to be kept separate. 
Additionally, a table mapping each delta to information about the Grid service that 
made the change is kept.  

A Java stored procedure deployed in the source database is automatically called to 
notify a listening Grid service that there are new deltas in the table that was just 
modified. The listening Grid service then looks for new deltas in delta repository  
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tables. These deltas are compiled into an XML format and then relayed to any other 
system that has registered to receive the delta information, such as the Invariant 
Monitoring System described in this paper. 

3.2   Service Composition and Recovery with APs 

As described in [19], an Assurance Point (AP) is a logical and physical checkpoint for 
storing data and using rules, known as integration rules (IRs), to check pre and post 
conditions at critical points in the execution of a process. Inserting APs at critical 
points in a process is important for checking consistency constraints and potentially 
reducing the risk of failure or inconsistent data.  

An AP can also be used as a rollback point for backward recovery. Three different 
forms of backward recovery are described in [19], with the different forms supporting 
either full backward recovery or a combination of backward and forward recovery. 
APRetry is a recovery action that is used when a running process needs to be 
backward recovered to a previously-executed AP. APRollback is a recovery action 
that is used when the overall process has more severe errors and must be recovered 
back to the beginning of the process. APCascadedContingency is a hierarchical 
backward recovery technique that continues to compensate nested processes, 
checking each AP that is encountered for a possible contingent procedure that can be 
used to correct an execution error. 

The most basic use of an AP together with integration rules is shown in Figure 1, 
which illustrates three composite groups (i.e., code segments that invoke services) and 
an AP between each composite group. The shaded box on the right shows the 
functionality of an AP using AP2 as an example. When AP2 is reached, the post-
condition rule, the pre-condition rule, and any conditional rules are checked 
sequentially. If the post-condition or the pre-condition is violated, then a recovery 
action is invoked. If the pre and post conditions are not violated, then the AP will 
invoke any conditional rules to check additional, application-oriented conditions. 

One of the limitations of the original AP functionality is that constraints are 
checked at a single point in the execution of a process. When the execution continues, 
data accessed by the constraint checking procedure can be modified to no longer 
satisfy the constraint. As a result, the checking of pre and post-conditions is 
insufficient in situations where the constraint must hold but data cannot be locked 
over the invocation of several services. The Invariant Monitoring System extends the 
functionality of Assurance Points by adding an additional invariant rule type, where 
an invariant rule allows the specification of a critical data condition that can be 
monitored in between two AP occurrences. The Invariant Monitoring System 
therefore supports concurrent activity but allows a process to be notified if a critical 
data condition is violated. 

4   Invariant Monitoring System 

This section presents an overview of the functionality of the Invariant Monitoring 
System. The format for invariant rule specification is then presented using two 
examples that will be used throughout the remainder of the paper. 
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Fig. 1. Assurance Points and Integration Rules [14] 

4.1   Overview 

Using the invariant technique, a process declares an invariant condition when it reaches 
a specific AP in the process execution, also declaring an ending AP for monitoring of 
the invariant condition. When a concurrent process modifies a data item of interest in an 
invariant condition, the process that activated the invariant is notified by a monitoring 
system built on top of Delta-Enabled Grid Services. If the invariant condition is violated 
during the specified execution period, the process can invoke the recovery procedures of 
Rollback, Retry, and APCascadedContingency as defined in the previous section.  

An invariant definition has an identifier, two AP specifications (APs as a starting 
AP and APe as an ending AP), and optional parameters that are necessary in the 
condition specification. Once APs is reached, the invariant rule condition becomes 
active. The condition is specified as an SQL query.  The condition is initially 
checked and the action is executed if the invariant condition is violated. If the 
invariant condition holds, the rule condition goes into monitoring mode using the 
DEGS capability. The condition monitoring continues until APe is reached or until the 
invariant condition is violated.    

As shown in Figure 2, when an invariant condition goes into monitoring mode, the 
data items of interest in the invariant condition are registered with a monitoring 
service. The monitoring service subscribes to the DEGSs that contain the relevant 
data items referenced in an invariant. For example, if the condition to be monitored in 
process A at AP1 is a + b > 10, then process A registers the condition when it reaches 
AP1 and the relevant DEGS that provide interfaces for access to a and b will notify 
process A of any changes to a or to b by a concurrent process, such as process B. Any 
deltas that are forwarded to the monitoring service will cause the invariant condition 
(a + b > 10) to be rechecked. As long as the condition still holds, then there is no 
interference among the concurrent process executions. If the condition is violated, 
then the recovery action of the invariant rule for process A will be executed. 
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Fig. 2. Invariant System 

4.2   Invariant Specification 

Assurance Points use the Event-Condition-Action (ECA) format to define different 
types of integration rules. These ECA rules are based on previous work with using 
integration rules to interconnect software components [8, 17]. 

Each invariant begins with a create rule statement that defines an invariant 
identifier. The event component of the rule identifies the starting AP as well as the 
ending AP and any parameters needed for the rule condition specification. When a 
process reaches an AP in the execution process, it generates an event indicating the 
AP that has been reached. This status event is used to trigger invariant rules that 
specify the AP as a starting AP. In the condition section of the invariant rule structure, 
the condition is expressed as not exists (select * from …), where the select statement 
returns the tuples that satisfy the invariant condition. If the select statement returns 
tuples that satisfy the condition, then not exists evaluates to false and no recovery 
action is triggered. However, if the SQL condition returns no tuples, then not exists 
will return true, indicating that the invariant condition is not satisfied. In this case, the 
process is notified and the recovery procedure in the action is invoked. 

Hotel Room Reservation Monitoring Example 

Figure 3 provides an example of an invariant for a travel planning process, where the 
process is scoping out available hotel and airline options before finalizing the plans. 
The full details of the process are not presented here, but the invariant is triggered 
when the process reaches the BeginTravelPlanning AP as specified in the EVENT 
component of the invariant rule. The first parameter of the event specifies that the 
invariant is deactivated when the process reaches the ReadyToBook AP. The invariant 
condition checks a specific hotel for the availability of a seaside room that is less than 
a specified price, where the hotelID and price are passed as additional parameters from 
the BeginTravelPlanning AP. Expression of the invariant allows the process to continue 
checking the availability of other travel options, such as airline reservations, but to be 
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notified if the room availability changes. If the process reaches the ReadyToBook AP 
and the desired room type and price are still available, then the process continues past 
the ReadyToBook AP, making the appropriate reservations after deactivating the 
HotelRoomMonitoring invariant. If at anytime between the BeginTravelPlanning AP and 
the ReadyToBook AP the room is no longer available, the invariant monitoring system 
will notify the process instance that owns the invariant condition. If the condition is 
violated for the first time, the first action APRetry will be invoked. Otherwise, if the 
violation happens again, the second action APRollback takes place. 

 

Fig. 3. Invariant for a Hotel Room Reservation Request 

Bank Loan Application Monitoring Example  

As another example, consider the invariant in Figure 4, where the 
LoanAmountMonitoring invariant is to be monitored between the LoanAppCreation AP 
(i.e., the starting AP for the monitoring process) and the LoanCompletion AP (i.e., the 
ending AP for the monitoring process).  The process represents a loan approval 
process, where the process is creating a loan application for a customer at a bank that 
already has an account at that bank. Figure 4 shows an invariant that is activated when 
the LoanAppCreation AP is reached and checks to make sure the loan applicant has a 
tenth of the requested loan amount in the account, where the customerId is passed as a 
parameter from the LoanAppCreation AP. The monitoring process is started if the 
condition is satisfied. If the process reaches the LoanCompletion AP and the applicant’s 
account balance  still meets the necessary criteria, then the process continues past  
the LoanCompletion AP, completing the loan application after deactivating the 
LoanAmountMonitoring invariant. If at anytime between the LoanAppCreation AP and the 
LoanCompletion AP, the applicant’s account balance falls below the necessary criteria, 
the invariant monitoring system will notify the process, which will execute the 
recovery action. 

5   Prototype of the Invariant Monitoring System 

This section outlines the relevant components of the invariant monitoring system that 
we have prototyped as part of this research. 
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Fig. 4. Invariant for a Bank Loan Approval Process 

5.1   Registration of Invariants and Monitored Objects 

Invariant rules are parsed and processed to extract the SQL condition and the 
monitored objects from the invariant rule definition. Monitored objects are acquired 
from the SQL condition of an invariant by extracting the table names together with 
the attributes and relevant conditions. Changes to these extracted objects can affect 
the result of the query. The Invariant Monitoring System may need to re-evaluate the 
SQL condition when it detects a change in monitored objects. 

As an example, consider the SQL query from Figure 4. The two tables in this query 
are the Loan table and the Account table. There are three conditions in the where clause 
of the outer SQL query associated with the Loan table. As a result, there are three 
monitored objects from this table: “applicantId = +customerId+”, “status = ‘pre-qualified’”, 
and “amount < (select …)”. To simplify the monitored object related to the amount 
attribute, the object is converted into “amount < calc” since multiple tables cannot be 
analyzed during the delta filtering. The calc keyword is used to signify that this is a 
calculated value that must be re-evaluated. In the first condition, customerId is a 
parameterized value that is acquired from the parameters of the AP.  

The Account table of the inner query has one condition in the where clause, 
“customerId = +customerId+”, where customerId is a parameterized value. This query 
also illustrates a relevant monitored object in the select clause for the balance attribute 
of the Account table. Balance is identified as a calculated value since, if this attribute 
changes, it will change the output of the inner query and could potentially violate the 
invariant condition.  

After parsing an invariant rule, an object structure is used to forward information 
about the invariant to an Invariant Agent, which validates the condition and registers 
the invariant and its list of monitored objects with the system if the condition is 
satisfied. There is a many-to-many relationship between monitored objects and 
invariants. If an invariant no longer needs to be monitored, then it is deactivated and 
deleted. If the objects related to that invariant are not related to another invariant, they 
will also be removed. 

5.2   The Invariant Evaluation Web Service 

An important component of the Invariant Monitoring System is the Invariant 
Evaluation Web Service [15]. The Web Service is used to initially evaluate the SQL 
query of an invariant to determine if the condition is satisfied. Since the invariant may 
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need to be re-evaluated several times between the starting and ending APs, the Web 
Service was designed to make use of materialized views to provide an efficient way 
of checking the invariant.  

A materialized view is a database object that contains the results of a query. After 
populating a materialized view when an invariant is initially evaluated, the view is 
automatically updated after any table that is associated with the query is changed. In 
Oracle, this is referred to as the FAST refresh option. As a result, simply counting the 
number of tuples from the materialized view is faster and more efficient than re-
executing the SQL query when an invariant must be re-evaluated. As long as the 
count is greater than zero, the constraint is still satisfied. An empty view indicates that 
the constraint is not satisfied. 

Figure 5 illustrates the functionality of the Invariant Evaluation Web Service.  
After creating any necessary log files needed for the FAST refresh option, the 
Invariant Evaluation Web Service determines if the materialized view exists. If the 
view does not exist, the materialized view is populated by executing the query of the 
invariant for the first time. If the materialized view already exists, then the number of 
tuples is queried from the view instead of re-executing the query. 

 

Fig. 5. Evaluation Web Service Functionality 

5.3   The Delta Analysis and Filtering Process 

The Delta Analysis Agent of the Invariant Monitoring System invokes the filtering of 
delta information received from DEGS against the monitored objects. To support the 
delta filtering process, a storage container for the monitored objects is required. 
Figure 6 shows the Delta Analysis Agent (DAA) Invariant Storage Container, which 
consists of two hashtables. The first hash table is the table/attribute hashtable 
containing a vector of invariant identifiers that have monitored objects containing the 
same table/attribute combination as the key. For example, if an invariant is 
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monitoring the price attribute in the orders table, then the key would be orders/price 
and the invariant identifier of that invariant would be inserted into the container of 
that key in the table/attribute hashtable. The second hashtable, or invariant hashtable, 
uses the invariant identifier as the key and relates that key to a container of monitored 
objects of that invariant. The first entry in the container contains information about 
the number of tuples that the last evaluation of the invariant found, the current number 
of violations found against that invariant identifier, and the invariant identifier. The 
rest of the container holds the monitored objects that are related to that invariant so 
that all conditions related to that invariant can be checked at the same time.  

 

Fig. 6. Delta Analysis Agent Storage Structure 

To process delta notifications, a delta filtering process was developed using two 
different algorithms, where one algorithm handles insert and delete operations and the 
other algorithm handles updates. In addition, each algorithm distinguishes between 
invariants that involve a single table and invariants that involve multiple tables.  

To allow a more efficient method of determining when to re-evaluate an invariant 
that applies to a single table, a variable containing the number of tuples returned from 
the SQL query was introduced. Since all of the monitored objects are evaluated over a 
single table, the filtering process can use tuple counts to determine when an invariant 
is violated. Tuple counts are initialized with the first execution of the query. In the 
case of an invariant condition associated with a single table, a violation of the 
condition occurs when a tuple that previously satisfied the invariant condition is 
deleted. The delta information for the deleted tuple is sent to the delta filtering agent, 
where the conditions of the invariant are applied. As a result, a deleted tuple that 
previously satisfied the invariant condition can be discovered in the delta filtering 
process. Similar violations can be discovered when a tuple is updated. If the number 
of tuples equals the number of violations found, then the Delta Analysis Agent can 
deduce that there are no more tuples that satisfy the invariant.  
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Example 1: Single table insert and delete 
Invariant: “select r.price from room r where r.price < ‘30’ and r.roomType = 
‘seaview’ and r.hotelid = ‘234’“ 
Monitored Objects: [(room, price, <, ‘30’), (room, roomType, =, ‘seaview’), (room, 
hotelid, =, ‘234’)] 
Number of Satisfying Tuples: 1 
Discussion: If a tuple satisfying all of the monitored object conditions is inserted into 
the room table, then the number of tuples is incremented by one.  If one of the 
monitored object conditions is not satisfied by the inserted tuple, then the number of 
tuples is not incremented (i.e., the inserted data has not affected the contents of the 
view). If a tuple that satisfies the invariant is deleted by an external process, then the 
number of violations will be incremented. Since the number of tuples will equal the 
number of violations, notification will be sent to the process monitoring the invariant 
condition. The invariant will be removed from the monitoring process, and the 
process will be informed of the violation. 

When monitoring multiple tables, a threshold value is used instead of comparing 
the number of tuples and the number of violations found.  Invariants that involve join 
conditions and, therefore multiple tables, require rechecking the invariant condition.  
A tuple from one table can join with multiple tuples from another table. As a result, 
an insert, delete, or update can cause multiple tuples to enter or leave the result of the 
invariant. Furthermore, depending on the number of tuples in the invariant result, 
these changes do not necessarily violate the invariant condition.  It is not desirable to 
check the invariant after each change to a relevant table.  A threshold value is used as 
a way to periodically initiate a re-evaluation, where the value is a percentage of the 
number of tuples that determines when to re-evaluate the invariant condition.  This 
research has initially used a threshold value of 25% of the invariant tuples. Further 
research is needed to dynamically discover a relevant threshold value. 

Example 2: Multiple table insert and delete 
Invariant: “select r.price from room r, hotel h where r.price < ‘30’ and r.roomType = 
‘seaview’ and r.hotelid = h.hotelid and h.state = ‘Texas’“ 
Monitored Objects: [(room, price, <, ‘30’), (room, roomType, =, ‘seaview’), (hotel, 
state, =, ‘Texas’)] 
Number of Satisfying Tuples: 25 
Threshold: 25% 
Discussion:  All inserts into multiple table invariants are ignored.  Inserting tuples 
can potentially increase the size of the number of tuples that satisfy the invariant 
condition, but will not cause a violation. If seven tuples from the room table satisfying 
the invariant condition are deleted, then the number of violations will be incremented 
after each deletion. After the seventh deletion, the number of violations will be greater 
than the threshold (7 > .25*25).  The invariant condition will then be re-evaluated. If 
tuples are found that satisfy the invariant condition,  the invariant will update the 
number of tuples found in the view, reset the number of violations to zero, and 
continue monitoring.  If the process continues and after another re-evaluation no 
more tuples are found, a notification will be sent to the process monitoring the 
invariant condition and the invariant will be removed.   
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6   Testing and Evaluation 

The focus of the evaluation was on the performance of the Invariant Evaluation Web 
Service to determine if the use of materialized views improves the performance of the 
re-evaluation process. The testing example used was the Hotel monitoring example, 
which involves the Hotel and Room tables, with DEGS created to monitor changes to 
all columns of each table.  A process with Assurance Points was created for 
activating and deactivating different test invariants.  Another concurrent process was 
also created to modify the monitored data in the source database.   

Since re-evaluation occurs primarily in the context of multiple table invariants, the 
focus of the evaluation was on invariants that involve join conditions.  The first test 
case updated 25 tuples, with changes ranging from satisfying the invariant condition 
to not satisfying the invariant condition.  These updates triggered the invariant 
condition to be re-evaluated, but the test was designed so that the invariant condition 
was still satisfied and, as a result, the invariant was not removed.  The second test 
case updated all of the tuples with the changes ranging from satisfying the invariant 
condition to not satisfying the invariant condition.  This test group was designed so 
that the invariant was violated and, as a result, monitoring of the invariant was 
removed to evaluate the time associated with removal of the monitored invariant.   

Table 1 describes different measurements that were taken and the times associated 
with each measurement. The measurements taken include: 

- The time for creating the materialized view, where the time includes creating the 
view and extracting the number of tuples from the newly created view. 

- The total time of the Invariant Evaluation Web Service, which includes checking 
and creating any logs, and either creating and querying from the materialized 
view or just querying tuple counts from the materialized view if it already exists. 

- The time to evaluate the invariant from the Invariant Agent, which includes the 
time to call and receive feedback from the re-evaluation function in the Invariant 
Agent for evaluating the invariant condition the first time, 

- The time to evaluate the invariant from the Delta Analysis Agent, which is the 
time is takes to call and receive feedback from the re-evaluation function in the 
Invariant Agent. The time taken can also include the time it takes to remove the 
invariant condition if there are no more tuples in the view. 

- The time to select tuple counts from the materialized view. 
- The time to execute an invariant query of  instead of  materializing  a view.   

Both multiple table test cases were executed 25 times and an average time in 
microseconds was recorded for all measurements. During testing, the Oracle database 
used had at least 100 tuples that satisfied the invariant condition on the initial 
evaluation.  The machine used for testing was a Dell Precision T3400 with 2.99GHz 
Intel Core 2 Extreme processor and 4GB of RAM, running Microsoft Windows XP 
Professional x64 Edition.   

Materialized view creation and total evaluation time was about the same in both 
multiple table test cases.  The values that are significantly different are the times for 
evaluating from the Delta Analysis Agent.  The invariant condition is removed in the 
case with invariant removal before returning back from the Delta Analysis Agent 
evaluation, indicating the time required for deactivation of the invariant.  
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An observation from Table 1 is that the time difference between creating the 
materialized view and selecting tuple counts from an existing materialized view is 
significantly different.  The time it takes to query tuple counts from a materialized view 
is also much less than the time required to repeatedly re-execute the invariant query.  If 
a process is long running between the starting and ending APs of an invariant and might 
potentially re-execute the invariant query often, then creating the materialized view is 
beneficial. Otherwise, directly re-evaluating the query is a better choice for a shorter 
process to avoid the overhead of establishing the materialized view. 

Table 1. Performance of Multiple Test Cases 

 

7   Summary and Future Work 

This paper has introduced invariant rules that are capable of monitoring data constraint 
conditions in a process, using the AP concept from [19] as a way to define the 
monitoring period. A web service was developed that makes use of materialized views 
and is invoked by delta filtering algorithms to improve the efficiency of the invariant 
re-evaluation process. Invariant rules provide a way to monitor data consistency in an 
environment where the coordinated locking of data items across multiple service 
executions is not possible, thus providing support for user-defined correctness 
conditions among concurrent processes. Future research is needed to more accurately 
define the threshold that is used to determine when to invoke the invariant evaluation 
web service. The web service could also be enhanced to make dynamic decisions 
regarding the use of materialized views vs. direct re-execution of the invariant query. 
Using DEGS to directly monitor the materialized views instead of the delta repository 
tables could provide a more efficient solution to monitoring multiple tables. 
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Abstract. In this paper, we address the issue of uncertainty in event
recognition by extending the Event Calculus with probabilistic reason-
ing. Markov Logic Networks are a natural candidate for our logic-based
formalism. However, the temporal semantics of Event Calculus introduce
a number of challenges for the proposed model. We show how and un-
der what assumptions we can overcome these problems. Additionally, we
demonstrate the advantages of the probabilistic Event Calculus through
examples and experiments in the domain of activity recognition, using a
publicly available dataset of video surveillance.

1 Introduction

Symbolic event recognition has received attention in a variety of application
domains, such as health care monitoring, public transport management, activity
recognition etc [2]. The aim of a symbolic event recognition system is to recognise
high-level events (HLE) of interest, based on an input stream of time-stamped
symbols, that is low-level events (LLE).

HLE are defined as relational structures over other subevents, either HLE or
LLE. Logic-based methods, such as the Event Calculus [12], can naturally and
compactly represent relational HLE definitions [4]. These methods, however,
cannot handle uncertainty, which naturally exists in real-world applications.

In this paper, we present a probabilistic extension to Event Calculus [12],
using Markov Logic Networks [8]. Event Calculus (EC) is a formalism for repre-
senting events and their effects, with formal and declarative semantics. Markov
Logic Networks (MLN) is a statistical relational framework, which combines the
expressivity of first-order logic with the formal probabilistic semantics of graph-
ical models. Thus, MLN are a natural candidate for a probabilistic EC – see
[18] for a survey on first-order logic probabilistic models. However, the tempo-
ral semantics of EC introduce a number of challenges. We show how and under
what assumptions, the Event Calculus axioms can be efficiently represented in
MLN. Moreover, we show the effect of probabilistic modelling on some of the
most interesting properties of EC, such as the persistence of HLE.
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To demonstrate the proposed approach, we apply it to activity recognition,
a subfield of event recognition. The definitions of HLE are domain-dependent
rules that are naturally defined by humans. Each rule is expressed in first-order
logic using the EC language and is associated with a degree of confidence. The
knowledge base of the activity recognition system, consists of these domain-
dependent rules, as well as the domain-independent axioms of the EC. The
input of the system is a sequence of LLE. Probabilistic inference is performed,
to recognise HLE.

The remainder of the paper is organised as follows. First, we present a suc-
cinct description of the EC in first-order logic. Then in section 3, we show how
we can efficiently represent the EC axioms in MLN. In section 4, we explain
how the probabilistic nature of MLN affects the EC semantics. In section 5, we
demonstrate the benefits of probabilistic modelling, through examples and ex-
periments in the domain of activity recognition. In section 6, we present related
work. Finally, we outline directions for further research.

2 Event Calculus: A Succinct Presentation

The Event Calculus (EC), originally introduced by Kowalski and Sergot [12], is
a many-sorted first-order predicate calculus for reasoning about events and their
effects. A number of different dialects have been proposed and implemented using
either logic programming or classical logic — see [20,14] for a survey. Most EC
dialects, however, share the same ontology and core domain-independent axioms.
The ontology consists of timepoints, events and fluents. A timepoint represents
an instant of time. The underlying time model is often linear and it may represent
timepoints as real or integer numbers. A fluent is a property, whose value may
change over time. When an event occurs, it may change the value of a fluent.
The core domain-independent axioms define whether a fluent holds or not at a
specific timepoint. Moreover, the axioms incorporate the common sense law of
inertia, according to which fluents persist over time, unless they are affected by
the occurrence of some event.

In this work we model uncertainty in EC with the use of Markov Logic Net-
works (MLN), which employ first-order logic as a representation language. As
a result, we base our model on an axiomisation of EC in classical first-order
logic. As a starting point, we use a subset of the Full Event Calculus, pro-
posed by Shanahan [20]. For simplicity and without loss of generality the predi-
cate releases is excluded. This predicate, is domain-dependent and defines under
which conditions the law of inertia for a fluent is disabled. All fluents, therefore,
are subject to inertia at all times. Table 1 summarizes the elements of the EC
that we use. Variables (starting with an upper-case letter) are assumed to be
universally quantified unless otherwise indicated. Predicates, function symbols
and constants start with a lower-case letter. Fluents and events are represented
by functions and involve domain objects as variables. In the context of activity
recognition, for instance, the event that a person id1 is walking, is represented
by the function walking(id1 ). The domain of all variables and functions, that is
the domain of fluents F , events E and timepoints T , is finite.
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Table 1. Event Calculus predicates in classical logic

Predicate Meaning

happens(E ,T ) Event E occurs at time T
initiallyP(F ) Fluent F holds from time 0
initiallyN (F ) Fluent F does not hold from time 0
holdsAt(F ,T ) Fluent F holds at time T
initiates(E ,F ,T ) Event E initiates fluent F at time T
terminates(E ,F ,T ) Event E terminates fluent F at time T
clipped(F ,T0 ,T1 ) Fluent F is terminated some time in the interval [T0, T1]
declipped(F ,T0 ,T1 ) Fluent F is initiated some time in the interval [T0, T1]

The axioms that determine when a fluent holds, are defined below:

holdsAt(F, T )←
initiallyP (F ) ∧
¬clipped(F, 0, T )

(1)

holdsAt(F, T )←
happens(E, T0) ∧
initiates(E, F, T0) ∧
T0 < T ∧
¬clipped(F, T0, T )

(2)

According to axiom (1), a fluent holds at time T if it held initially and has not
been terminated in the interval 0 to T . Alternatively, in axiom (2), a fluent holds
at time T if it was initiated at some earlier time T0 and has not been terminated
between T0 and T .

The axioms that determine when a fluent does not hold, are defined below:

¬holdsAt(F, T )←
initiallyN(F ) ∧
¬declipped(F, 0, T )

(3)

¬holdsAt(F, T )←
happens(E, T0) ∧
terminates(E, F, T0) ∧
T0 < T ∧
¬declipped(F, T0, T )

(4)

Axiom (3) defines that a fluent does not hold at time T if it did not held initially
and has not been initiated in the interval 0 to T . Axiom (4) defines that a fluent
does not hold at time T if it was terminated earlier at T0 and has not been
initiated between T0 and T .

The auxiliary domain-independent predicates clipped and declipped , are de-
fined as follows:

clipped(F, T0, T1)↔
∃ E, T happens(E, T ) ∧

T0 ≤ T ∧ T < T1 ∧
terminates(E, F, T )

(5)
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declipped(F, T0, T1)↔
∃ E, T happens(E, T ) ∧

T0 ≤ T ∧ T < T1 ∧
initiates(E, F, T )

(6)

According to axiom (5), a fluent is clipped when the occurrence of an event
terminates the fluent in the interval T0 to T1. In the same manner, axiom (6)
defines that a fluent is declipped when the occurrence of an event initiates the
fluent in the interval T0 to T1.

3 Event Calculus in Markov Logic Networks

Event Calculus (EC) can compactly represent complex event relations, but as a
logic-based formalism cannot handle uncertainty. A knowledge base of EC axioms
and high-level event (HLE) definitions is defined by a set of first-order logic for-
mulas. Each formula imposes a (hard) constraint over the set of possible worlds,
that is, Herbrand interpretations. A missed or an erroneous low-level event (LLE)
detection can have a significant effect on the event recognition results.

Markov Logic Networks (MLN) [8] soften these constraints by associating a
weight value wi to each formula Fi in the knowledge base. The higher the value of
wi, the stronger the constraint represented by Fi. In contrast to classical logic, all
worlds in MLN are possible with a certain probability. The main concept behind
MLN, is that the probability of a world increases as the number of formulas it
violates decreases. A knowledge base in MLN, however, may contain both hard
and soft-constrained formulas. Hard-constrained formulas are associated with an
infinite weight value and capture the knowledge which is assumed to be certain.
Therefore, an acceptable world must at least satisfy these hard constraints. Soft
constraints capture imperfect knowledge in the domain, allowing for the existence
of worlds where this knowledge is violated. The domain-independent axioms of
EC need to be specified as hard constraints, in order to ensure that all acceptable
worlds in the set of possible worlds satisfy them.

A knowledge base L of weighted formulas together with a finite domain of
constants C can be transformed into a ground Markov network ML,C , which
defines a probability distribution over possible worlds. All formulas are converted
into clausal form and each clause is grounded according to the domain of its
distinct variables. The nodes in ML,C are Boolean random variables, each one
corresponding to a possible grounding of a predicate that appears in L. The
predicates of a ground clause, form a clique in the ML,C . Each clique is associated
with the corresponding weight wi and a Boolean feature, taking the value 1
when the ground clause is true and 0 otherwise. More formally, the probability
distribution over possible worlds is represented as follows:

P (X = x) = 1
Z exp

(∑|Fc|
i wini(x)

)
(7)

where x ∈ X represents a possible world, Fc is the set of clauses, wi is the
weight of the i-th clause and ni(x) is the number of true groundings of the
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i-th clause in x. Z is the partition function used for normalisation, that is,
Z =

∑
x∈X exp(

∑|Fc|
i wini(x)), where X is the set of all possible worlds.

For example, the EC axiom (1) produces one clause and has two distinct
variables F and T . Therefore, the number of its groundings is defined by the
Cartesian product of the corresponding variable-binding constants, that is F×T .
Assuming that the domain of variable F is relatively small compared to the
domain of T , the number of groundings of axiom (1) grows linearly to the number
of timepoints. Axioms (5) and (6), however, are triply quantified over timepoint
variables (T0, T1 and T ) and therefore, the number of their groundings has a
cubic relation to the number of timepoints. In addition, the variables E and
T are existentially quantified. During MLN grounding, existentially quantified
formulas are replaced by the disjunction of their groundings [8]. This leads to
clauses with a large number of disjunctions and a combinatorial explosion of
the number of clauses that are generated from axioms (5) and (6). Therefore,
representing the presented EC directly in MLN is not practical for real-world
event recognition, as its axioms lead to an unmanageably large Markov network.

To eliminate the triply quantified axioms that lead to an explosion of the num-
ber of groundings, a discrete version of EC [16] can be used instead. The Discrete
Event Calculus (DEC) has been proven to be logically equivalent with EC, when
the domain of timepoints is limited to integers [16]. In a similar manner to the
EC presented in section 2, we focus on the corresponding domain-independent
axioms of DEC. The axioms of DEC utilize a subset of the EC elements (Table
1), that is happens , holdsAt , initiates and terminates.

The axioms that determine when a fluent holds, are defined as follows:

holdsAt(F, T + 1)←
happens(E, T ) ∧
initiates(E, F, T )

(8)

holdsAt(F, T + 1)←
holdsAt(F, T ) ∧
¬∃ E happens(E, T ) ∧
teminates(E, F, T )

(9)

According to axiom (8), when an event E that initiates a fluent F occurs at time
T , the fluent holds at the next timepoint. Axiom (9) implements the inertia of
fluents, dictating that a fluent continues to hold unless an event terminates it.

The axioms that determine when a fluent does not hold, are defined similarly:

¬holdsAt(F, T + 1)←
happens(E, T ) ∧
terminates(E, F, T )

(10)

¬holdsAt(F, T + 1)←
¬holdsAt(F, T ) ∧
¬∃ E happens(E, T ) ∧
initiates(E, F, T )

(11)
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Axiom (10) defines that when an event E that terminates a fluent F occurs at
time T , then the fluent does not hold at the next timepoint. Axiom (11) specifies
that a fluent continues not to hold unless an event initiates it.

Compared to EC, DEC axioms are defined over successive timepoints. Addi-
tionally, the DEC axioms are quantified over a single timepoint variable. There-
fore the number of ground clauses is substantially smaller than EC. Axioms
(9) and (11), however, contain the existentially quantified variable E. Each
of these axioms will be transformed into 2|E| clauses, each producing F × T
groundings. Moreover, each ground clause will contain a large number of dis-
junctions, causing large cliques in the ground Markov network. To overcome
the creation of 2|E| clauses, we can employ the technique of subformula re-
naming [17], as it is used in [16]. According to this technique, the subformula
happens(E, T ) ∧ initiates(E, F, T ) in (11), is replaced by a utility predicate
that applies over the same variables, e.g. startAt(E, F, T ). A corresponding util-
ity formula, i.e startAt(E, F, T ) ↔ happens(E, T ) ∧ initiates(E, F, T ), is then
added to the knowledge base. With this replacement, the axiom produces a single
clause and the utility formula produces three clauses. However, the existential
quantification remains in the axiom, causing large cliques in the ground network.

In order to eliminate the existential quantification and reduce further the num-
ber of variables, we adopt a similar representation as in [3], where the arguments
of initiation and termination predicates are only defined in terms of fluents and
timepoints — represented by the predicates initiatedAt and terminatedAt re-
spectively. As a result, the domain-independent axioms of DEC presented above
are universally quantified over fluents and timepoints.

The axioms that determine when a fluent holds are thus defined as follows:

holdsAt(F, T + 1)←
initiatedAt(F, T ) (12)

holdsAt(F, T + 1)←
holdsAt(F, T ) ∧
¬teminatedAt(F, T )

(13)

Axiom (12) defines that when a fluent F is initiated at time T , then it holds at
the next timepoint. Axiom (13) specifies that a fluent continues to hold unless
it is terminated.

The axioms that determine when a fluent does not hold, are defined similarly:

¬holdsAt(F, T + 1)←
terminatedAt(F, T ) (14)

¬holdsAt(F, T + 1)←
¬holdsAt(F, T ) ∧
¬initiatedAt(F, T )

(15)

Axiom (14) defines that when a fluent F is terminated at time T then it does
not hold at the next timepoint. According to axiom (15), a fluent continues not
to hold unless it is initiated.
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The predicates happens , initiatedAt and terminatedAt are defined only in
a domain-dependent manner. Specifically, the predicate happens provides the
input evidence, determining the occurrence of an event at a specific timepoint.
The predicates initiatedAt and terminatedAt , specify under which circumstances
a fluent is to be initiated or terminated at a specific timepoint. According to the
representation proposed by [3], a domain-dependent rule, e.g. the initiation of a
fluent fluent1 over objects X and Y , has the following general form:

initiatedAt(fluent1(X, Y ), T )←
happens(event1(X), T ) ∧ ... ∧
Conditions[X, Y, T ]

(16)

where Conditions[X, Y, T ] is a set of predicates that introduce further con-
straints in the definition, referring to time T and the domain-dependent objects
X and Y . The initiation and termination of a fluent can be defined by more
than one rule, each capturing a different initiation and termination case.

As an example, consider the following definition of the meeting activity be-
tween two persons. The rules represent the conditions under which the HLE meet
is initiated or terminated.

initiatedAt(meet(ID1, ID2), T )←
happens(active(ID1), T ) ∧
¬happens(running(ID2), T ) ∧
close(ID1, ID2, 25, T )

(17)

initiatedAt(meet(ID1, ID2), T )←
happens(inactive(ID1), T ) ∧
¬happens(running(ID2), T ) ∧
¬happens(active(ID2), T ) ∧
close(ID1, ID2, 25, T )

(18)

terminatedAt(meet(ID1, ID2), T )←
happens(walking(ID1), T ) ∧
¬close(ID1, ID2, 34, T )

(19)

terminatedAt(meet(ID1, ID2), T )←
happens(running(ID1), T ) (20)

terminatedAt(meet(ID1, ID2), T )←
happens(exit(ID1), T ) (21)

Predicate close is a preprocessed spatial constraint, stating that the distance
between the persons ID1 and ID2 at time T must be below a specified threshold
in pixels, e.g. in (17) the threshold is 25 pixels.

4 The Law of Inertia in Probabilistic Event Calculus

A knowledge base with domain-dependent rules in the form of (16), describes
explicitly the conditions under which fluents are initiated or terminated. It is usu-
ally impractical to define also when a fluent is not initiated and not terminated.
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However, the open-world semantics of first-order logic result to an inherent un-
certainty about the value of the fluent for many timepoints. In other words, if
at a specific timepoint no event that terminates or initiates a fluent happens, we
cannot rule out the possibility that the fluent has been initiated or terminated.
As a result, it cannot be determined whether a fluent holds or not, causing the
loss of the inertia.

This is also known as the frame problem and one solution for EC and DEC in
classical logic is the use of circumscription [13,19,7]. The aim of circumscription,
is to automatically rule out all those conditions which are not explicitly entailed
by the given formulas. Hence, circumscription introduces a closed world assump-
tion to first-order logic. We perform circumscription by predicate completion, as
in [19,16]. Technically, predicate completion is a syntactic transformation, in
which formulas are translated into logically stronger ones.

As an example, consider a knowledge base of domain-dependent rules in
the form of (16), containing, among others, the definition of HLE meet (17)
- (21). The application of circumscription over the predicates initiatedAt and
terminatedAt will transform all domain-dependent rules into the following form:

initiatedAt(F, T )↔
∃ ID1, ID2 (F = meet(ID1, ID2) ∧
happens(active(ID1), T ) ∧
¬happens(running(ID2), T ) ∧
close(ID1, ID2, 25, T ) ) ∨
∃ ID1, ID2 (F = meet(ID1, ID2) ∧
happens(inactive(ID1), T ) ∧
¬happens(running(ID2), T ) ∧
¬happens(active(ID2), T ) ∧
close(ID1, ID2, 25, T ) ) ∨
...

terminatedAt(F, T )↔
∃ ID1, ID2 (F = meet(ID1, ID2) ∧
happens(walking(ID1), T ) ∧
¬close(ID1, ID2, 25, T ) ) ∨
∃ ID1, ID2 (F = meet(ID1, ID2) ∧
happens(running(ID1), T ) ) ∨
∃ ID1, ID2 (F = meet(ID1, ID2) ∧
happens(exit(ID1), T ) ) ∨
...

(22)

The resulting rules (22), define explicitly the unique condition, under which each
fluent is initiated or terminated. Any other event occurrence cannot affect any
fluent, as it is impossible to cause any initiation or termination. However, the
presence of existentially quantified variables causes combinatorial explosion to
the number of grounded clauses, as explained above.

To address this problem we make the assumption that every fluent of interest is
defined in terms of at least one initiation and one termination rule. Additionally,
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we assume that the variables that appear in the head of the initiatedAt and
terminatedAt rules are the only variables in these rules. Therefore, each domain-
dependent rule is implicitly universally quantified over these variables. These
assumptions are reasonable in event recognition applications. The assumptions
allow to compute the circumscription for each fluent separately, rather than
computing the circumscription of the entire knowledge base over the predicates
initiatedAt and terminatedAt . Furthermore, the knowledge base is enriched with
additional formulas.

For example, the domain-dependent rules about the initiation of meet (rules
(17) and (18)) are translated into the following form:

Σ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

initiatedAt(meet(ID1, ID2), T )←
happens(active(ID1), T ) ∧
¬happens(running(ID2), T ) ∧
close(ID1, ID2, 25, T )

initiatedAt(meet(ID1, ID2), T )←
happens(inactive(ID1), T ) ∧
¬happens(running(ID2), T ) ∧
¬happens(active(ID2), T ) ∧
close(ID1, ID2, 25, T )

Σ′ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

initiatedAt(meet(ID1, ID2), T )→
(happens(active(ID1), T ) ∧
¬happens(running(ID2), T ) ∧
close(ID1, ID2, 25, T ) ) ∨
(happens(inactive(ID1), T ) ∧
¬happens(running(ID2), T ) ∧
¬happens(active(ID2), T ) ∧
close(ID1, ID2, 25, T ) )

(23)

Compared to the rules in (22), the rules in (23) are simpler, as they do not involve
any existentially quantified variable. Compared to (17) - (21), the axioms in (23)
introduce additional formulas, indicated by Σ′, which eliminate the possibility
that worlds not described by the original knowledge base can satisfy the theory.

By assigning a weight to a formula in MLN it automatically becomes a soft
constraint, allowing some worlds that do not satisfy this formula to become
likely. This is desirable in event recognition, in order to allow for imperfect
HLE definitions. In the presence of soft constraints, however, the behaviour of
circumscribed formulas changes. To illustrate this, consider that a knowledge
base of domain-dependent rules, in the form of (23), is separated into a set
Σ of the original rules and a set of additional formulas Σ′ that result from
circumscription. By treating the formulas in these sets as either hard or soft
constraints, we may distinguish the following four general cases:

1. The formulas in both sets are hard-constrained. This will produce the same
results as crisp logic and there are no differences or benefits to be gained.
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Fig. 1. The probability of meet

2. Only the formulas in Σ are soft-constrained and thus worlds that violate
these constraints become probable. This situation reduces the certainty of
a fluent being initiated or terminated, when all the required conditions are
met. As a result, fluents hold with some probability, instead of absolute
certainty. Moreover, given a fluent that holds with some probability, when
the initiating conditions are met the probability increases. Similarly, when
the terminating conditions are satisfied, the probability that a fluent holds
decreases. At the same time, the worlds that violate the formulas in Σ′ are
rejected and therefore the inertia is retained. Consider, for example, that
the fluent meet holds at time 0 with some probability. At time 3, the fluent
is initiated by (18). Thereafter at time 10 it is initiated again by (17) and
finally at time 20 it is terminated by (19). The probability of meet will
increase at time 4. Since the inertia is retained, the probability of meet will
persist in the interval 4 to 10. Similarly, at time 11, the probability of meet
will increase again and persist until time 20. Thereafter, the probability that
meet holds will decrease (see figure 1).

3. Only formulas in Σ′ are soft-constrained. A fluent is initiated or terminated
with certainty when the corresponding conditions of the rules in Σ are satis-
fied by the evidence. The formulas imposed by circumscription, however, can
be violated. Therefore, the closed-world assumption is softened and the ini-
tiation or the termination of a fluent when irrelevant events happen becomes
likely. The lower the value of the weight on the constraint, the more proba-
ble worlds that violate the constraint become. As a result, the value of the
weight affects the persistence of inertia. In other words, strong weight values
in Σ′ cause the inertia to persist for longer time periods than weak ones.
Despite that the fluent in this case is initiated or terminated with certainty,
the softened formulas in Σ′ causes the fluent to hold with some probability.

4. All formulas are soft-constrained in both Σ and Σ′ sets. Fluents will be
initiated or terminated with some probability, as in the second case. Also
the persistence of inertia is controlled by the weight of the formulas in Σ′,
as in the third case.

In (23) we could have chosen a more compact representation, using equivalence,
as commonly done in circumscription. However, the expanded form of the rules
allows us to control separately our confidence level for each domain-dependent
rule and the inertia of each fluent.
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5 Application to Activity Recognition

To demonstrate our method (DEC-MLN)1, we present examples and experi-
ments2 from the domain of video activity recognition, using the publicly avail-
able dataset of the CAVIAR project3. The dataset comprises 28 surveillance
videos, where each frame is annotated by human experts, providing two levels
of activity information. The first level contains the low-level event (LLE) anno-
tation for individual objects or persons, using the tags active, inactive, walking
and running. The second level contains the high-level events (HLE) between peo-
ple and objects, using the tags meeting, moving, fighting and leaving an object.
The former level provides the input LLE for our approach, while the latter the
ground truth HLE. The aim of the experiments is to recognise HLE that occur
among people and objects, by providing a sequence of LLE as evidence. In EC
terminology, events and fluents correspond to LLE and HLE, respectively.

For comparison purposes, we use as a baseline method the activity recognition
method proposed in [4] (EC-LP). EC-LP implements EC using logic program-
ming and contains a knowledge base of HLE definitions for the CAVIAR dataset.
The experiments are performed using the same HLE definitions as EC-LP, trans-
lated into first-order logic syntax using the formulation proposed in section 3 (e.g.
formulas (17) - (21)) and computing the circumscription as presented in section
4. Details about the activity recognition application and a description of the
HLE definitions, can be found in [4].

The input to both DEC-MLN and EC-LP consists of a sequence of LLE, along
with their timestamps. Additionally, the first and the last time that a person
or an object is tracked is provided as the LLE enter and exit. The input to
EC-LP contains also the coordinates of the people tracked at each time-point.
In DEC-MLN, the value of the close predicates is precomputed.

The output of both methods consists of a sequence of ground holdsAt pred-
icates, indicating which HLE are recognised. EC-LP performs crisp reasoning,
and thus all HLE are recognised with absolute certainty. On the other hand,
DEC-MLN performs conditional probabilistic inference. Consequently, all recog-
nised HLE are associated with a probability. In the following experiments, we
consider any result with probability above 0.5 as a recognised HLE.

In the first experiment, we wanted to confirm that our method behaves like
a crisp EC method, if required. For this purpose, we assigned the same strong
weight value (high confidence) to each HLE definition in Σ and hard-constrained
the resulting formulas of circumscription in Σ′. As expected, DEC-MLN pro-
duced exactly the same results as EC-LP in this experiment.

1 The HLE definitions of the method can be found in:
http://www.iit.demokritos.gr/~anskarl

2 For our experiments we used the open-source MLN framework Alchemy, which can
be found in: http://alchemy.cs.washington.edu

3 The CAVIAR dataset can be found in:
http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1

http://www.iit.demokritos.gr/~anskarl
http://alchemy.cs.washington.edu
http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1
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Table 2. Results for HLE “meet” using soft constraints. Number of True Positives
(TP), False Positives (FP), False Negatives (FN), Precision and Recall rates are mea-
sured per frame.

Method TP FP FN Precision Recall

EC-LP 3099 2258 525 0.578 0.855
DEC-MLNa 3048 1762 576 0.633 0.841
DEC-MLNb 3048 1154 576 0.725 0.841

In the second experiment, we demonstrate the effect of soft constraints on
event recognition. For this purpose, we adjusted the weight values for the HLE
meet and studied two cases. The first case (DEC-MLNa) demonstrates the ben-
efits of having soft-constrained domain-dependent definitions only in Σ. The
second case (DEC-MLNb) demonstrates a potential use of soft-constrained cir-
cumscription rules in Σ′, in addition to the soft-constrained rules of DEC-MLNa.
The evaluation results are presented in Table 2.

In the DEC-MLNa case, each initiation and termination rule in (17) - (21) is
associated with a weight value that indicates its confidence. More specifically,
the HLE meet is rarely initiated rule (18) and therefore this rule is assigned a
weak weight value, indicating low confidence. On the other hand, the initiation
rule (17), as well as the termination rules (19) - (21), are assigned weight values
that indicate high confidence, as they are tightly associated with the HLE. The
additional formulas that result from circumscription are hard-constrained, in
order to fully retain the inertia. Compared to EC-LP, the low confidence value
in rule (18) reduces significantly the number of false positives. The cost is a
small loss of true positives, as can be seen in Table 2. As a result, precision is
improved by 5.5 percentage points, while recall falls by 1.4 points, without any
effect on the recognition of other HLE.

As noted in [4], the definitions of HLE meet and move, share the same termi-
nation constraints in the knowledge base. As a result, the HLE meet and move
that are detected by EC-LP may overlap. According to the HLE annotation,
however, meet and move do not happen concurrently. Consider, for example, a
situation where two people meet for a while and thereafter they move together.
During the interval where move is detected, meet will also remain detected, as it
is not terminated and the law of inertia holds. However, there are no LLE that
initiate meet in this interval and its probability is not reinforced. By softening
the circumscription formulas for terminating meet in Σ′, worlds not satisfying
these rules will become likely. As a result, when there is no further evidence from
LLE that initiates meet, e.g. when move starts in the above example, the detec-
tion of meet will gradually become less likely as desired. As a side effect, this
change reduces the detection probability of meet in cases where meet is initiated.
To overcome this issue, we increased the weight values of the initiation rules in
Σ. In summary, in the DEC-MLNb case the circumscription of termination rules
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in Σ′ for HLE meet are soft-constrained, while the circumscription of initiation
rules remain hard-constrained and the weights of the initiation rules in Σ are
soft-constrained. Compared to EC-LP, the number of false positives is further
reduced, increasing the precision rate by 9.2 percentage points, without any loss
of recall or any effect on the recognition of other HLE.

The two cases presented here, DEC-MLNa and DEC-MLNb, illustrate the
benefits to be gained by softening the constraints and performing probabilistic
logical reasoning in event recognition.

6 Related Work

Symbolic methods can naturally and compactly represent high-level event (HLE)
definitions for event recognition and model complex event relations, such as con-
currency and persistency — see [2] for a list of applications. The chronicle recog-
nition system [9], for example, is a symbolic event recognition method that can
efficiently recognise HLE. Event Calculus (EC) is another logic-based formalism
that has been recently applied to event recognition [4,3]. The formal declarative
semantics of symbolic methods, allow the compact representation of structured
HLE, as well as the integration of background domain knowledge that helps to
improve the event recognition performance. However, symbolic methods cannot
handle uncertainty, which naturally exists in many real-world applications and
may seriously compromise the event recognition results. In our work, we combine
EC and Markov Logic Networks (MLN) in a method that supports the definition
of HLE in EC and performs probabilistic event recognition with MLN. Unlike
crisp-logic EC [4,3], our method allows to control the level of the persistency of
fluents. As noted in section 5, we have used the same HLE definitions as in [4],
preprocessed appropriately to fit the MLN representation and computation.

Probabilistic graphical models, such as Hidden Markov Models and Dynamic
Bayesian Networks have been successfully applied to event recognition in a vari-
ety of applications where uncertainty exists (e.g. [6,22]). Compared to symbolic
methods, such models can naturally handle uncertainty but their propositional
structure provides limited representation capabilities. To model HLE that in-
volve a large number of domain objects (e.g. interactions between multiple per-
sons), the structure of the model may become prohibitively large and complex.
The lack of a formal representation language makes the definition of such HLE
complicated and the integration of domain background knowledge is very hard.

A logic-based method that handles uncertainty is presented in [21]. The
method incorporates rules that express HLE in terms of input low-level events
(LLE). Each HLE or LLE is associated with two uncertainty values, indicating
a degree of information and confidence respectively. The underlying idea of the
method is that the more confident information is provided, the stronger the be-
lief about the corresponding HLE becomes. Accordingly, in our work, the more
initiations (or terminations) we have, the higher (or lower) the probability that
the corresponding HLE holds. In contrast to that method, our work employs
MLN that provide formal probabilistic semantics, as well as EC to represent
complex HLE.
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Recently, MLN have also been used for event recognition. The method in
[5], uses MLN to combine the information from low-level classifiers, in order
to recognise HLE. A more expressive method that can represent persistent and
concurrent HLE, as well as their starting and ending points, is proposed in [10].
However, that method has a quadratic complexity to the number of timepoints.
Also, the methods in [5] and [10] focus on HLE that do not involve relations
among multiple domain objects. Additionally, they cannot handle situations
where nothing is happening, as their axioms require that at each timepoint at
least one HLE must occur. Due to those limitations, these methods are difficult
to scale up in real-world event recognition applications.

In [23,11] a knowledge base of common sense rules, expressing HLE, is defined
in first-order logic. Each rule is associated with a weight value that indicates its
confidence. Additionally, the method takes into account the confidence value
of the input LLE, which may be due to noisy sensors. Probabilistic inference
is performed by MLN, in order to recognise the HLE. Although, the method
represents HLE that involve relations among multiple domain objects, the HLE
definitions have a limited temporal representation. A more expressive method
that uses interval-based temporal relations, is proposed in [15]. The aim of the
method is to determine the most consistent sequence of HLE, based on the
observations of low-level classifiers. Similar to [23,11], the method expresses HLE
using common sense rules. However, it employs temporal relations that are based
on Allen’s Interval Algebra (IA) [1]. In order to avoid the combinatorial explosion
of possible intervals that IA may produce, as well as to eliminate the existential
quantifiers in HLE definitions, a bottom-up process eliminates the unlikely HLE
hypotheses. That process can only be applied to domain-dependent axioms, as
it is guided from the observations and the IA relations. In our work, we address
the combinatorial explosion problem in a more generic manner, by representing
the EC domain-independent axioms efficiently.

7 Conclusions

In this work, we address the issue of uncertainty that naturally exists in many
levels of event recognition, such as the input LLE and the imprecise HLE defi-
nitions. We propose a probabilistic extension of Event Calculus (EC) based on
Markov Logic Networks (MLN). The method has formal, declarative semantics
and inherits the properties of the EC. The domain-independent axioms of EC
are hard-constrained, while the domain-dependent HLE definitions can be asso-
ciated with a confidence level. Moreover, by exploiting the probabilistic nature
of MLN, we show how the persistency of fluents can be controlled. We place
emphasis on the efficiency and effectiveness of our approach to meet the re-
quirements of real-world applications, by simplifying the axioms of the EC and
therefore reducing the size of the underlying ground network built by MLN.

Due to the use of MLN, our method lends itself naturally to learning the
weights of event definitions from data. We believe this is an important next step,
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as the manual setting of weights is suboptimal and cumbersome. Furthermore,
we plan to perform additional experiments with other real-world datasets, in
order to demonstrate further the potential of our method.
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Abstract. Temporal databases and query languages have been a subject of 
research for more than 30 years and are a natural fit for expressing queries that 
involve a temporal dimension. This paper makes an argument for an event 
query language that incorporates temporal relational operators to provide a 
higher degree of expressivity for event queries. The proposed event query 
language is based on relational algebra with extensions from the XChangeEQ 
event query language. After an overview of temporal database operators, 
example use cases are presented to illustrate the benefits of integrating event 
and temporal query language concepts. Challenges to the approach and 
potential solutions are also presented.  

Keywords: Temporal Queries, Event Processing, Temporal Databases. 

1   Introduction 

The increasing availability of network infrastructure and bandwidth has increased the 
prevalence of system designs in which system components share data through the use 
of events. Application areas include Homeland Security, Supply Chain Management 
and any other environment where sensor readings are continually forwarded for 
processing. Subsequently, processing of event streams has garnered considerable 
attention in the research community.  

Originally, events in active databases consisted of simple or primitive events. Later 
work supported specification of patterns of different events over time, called 
composite or complex events [1]. Complex events are formed through the use of 
event composition operators. Most of the recent work in the area of event stream 
processing also uses composition operators as a basis for their languages [2-4], 
although exceptions such as [5] exist, with a language that  is based on temporal logic.  

While the meaning of sequence and other composition operators seems 
straightforward at first glance, in reality different approaches have been used for 
defining their semantics. A thorough investigation of issues with the sequence 
operator and composition operators in general can be found in [6], [7]. These issues 
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The relation of panel (A) reflects the periods of time during which an employee 
was present in a department. In Figure 1, id is the employee identifier, dept is the 
name of the department, and the during attribute displays the validity duration for 
each tuple. 

As can be seen in panel (B), UNPACK expands the interval attribute for each 
department so that in the resulting relation, each tuple is associated with a "unit 
interval". The PACK operator takes tuples that are temporally adjacent or 
overlapping, and have the same values for non-interval attributes, and merges them 
into a single tuple.  

Panels (C) and (D) of Figure 1 illustrate the result of projecting the department 
name and validity interval on the unpacked relation and the result of applying PACK, 
respectively. Panel (C) illustrates a projection of the dept and during attributes. In 
panel (D) the PACK operation has been applied to the result of the projection. The 
sequence of UNPACK, PROJECT, and PACK together is called a temporal projection 
which, answers the query: “Return continuous periods of time during which any 
employee was present in each department”. JOIN, SELECT, PROJECT, UNION, 
INTERSECT, MINUS all have temporal counterparts and are defined in a similar 
fashion. The following section presents use cases to demonstrate the use of temporal 
operators for querying event streams. 

3   Example Use Cases 

The following examples use a simplified version of the linear road example from [12] 
to demonstrate the use of temporal operators for querying event data. A single input 
event stream called PosSpeedStr2, exists which contains notifications sent by a 
vehicle while it is being driven through different highway segments: 

 
PosSpeedStr2(vehicleId,speed,segment,dir,hwy,[b:e]) 

 
In PosSpeedStr2, vehicleId is the identifier for the vehicle, speed reflects its speed, dir 
is the direction of the vehicle’s movement, and hwy is the highway number. Each 
highway is divided into one mile segments. Events are generated when a vehicle 
enters a segment, and reports the segment number. An interval attribute is used for the 
timestamp. The attribute named ‘During,’ of type interval, holds the primary 
timestamp value for any event. An interval type attribute has two components, ‘b’ and 
‘e’, which reflect the begin and end time of that interval. Where there is no risk of 
confusion, the b and e values are accessed directly for the sake of brevity. Because 
PosSpeedStr2 reflects an instantaneous reading, the length assigned to the interval is 
zero. i.e. b=e. To focus on concepts rather than syntax, queries are presented in a style 
inspired by RelEQ, which is an intuitive syntax used in XChangeEQ to formalize its 
relational semantics. 

 

Interval query: The following event query forms the basis for the temporal queries in 
the rest of this section and reflects the periods of time that each vehicle spent in each 
segment. This interval is defined as a vehicle entering a segment followed by the 
same vehicle entering the next segment. 
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Query 1: Return interval-based events reflecting the amount of time that a vehicle 
spent in each segment: 

 
segStr (P1.vehicleId,P1.segment,P1.dir,P1.hwy,[P1.b:P2.b]) <-  
   P1: PosSpeedStr2(vehicleId,segment,dir,hwy,[b:e]),  
   P2: PosSpeedStr2(vehicleId, segment,dir,hwy,[b:e]) 
   P1 before P2,  P1.vehicleId = P2.vehichleId, P1.segment+1 = P2.segment 

 

The above query performs a self-join of PosSpeedStr2 over the vehicleId number, 
with P1 and P2 serving as the two different aliases of PosSpeedStr2. P1 needs to 
occur before P2 and P2 needs to belong to the segment immediately after P1. The 
output interval-based event is called segStr, which retains the values of vehicleId, 
direction and highway number from P1. The output event stream uses the entry 
segment number to tag the entire segment. The output timestamp duration takes its 
begin timestamp from P1 and its end timestamp from P2 to reflect the period during 
which the vehicle was present in the segment. 

 

Windows and Temporal Projection: Temporal operators need to be specified over a 
time window, as will be explained in section 4. The window is specified using an 
operator called WINDOWED_SOURCE. WINDOWED_SOURCE acts as an event 
source to the rest of the query. It has four operands: 

 
WINDOWED_SOURCE((interval_source_alias, [b_offset, o_offset]), {window attributes}, 
[temporal_ query| [[COLLECT|NOT] event_source]]) 

 
The first operand is an input event stream, which forms the basis for the window 
interval. The interval of the window can be modified using the second operand which 
can be used to specify offsets to the begin and end timestamps of the input event 
stream. The third operand specifies the attributes that need to be projected from the 
window statement, and form the attributes for the window output. Besides these 
attributes each window has a mandatory During attribute which takes its value from 
the offsets applied to the input event stream. The fourth and final operand is the 
statement that is temporally bound by the window. This can be a temporal query or a 
negation or aggregation operation. Now we look at temporal projection: 

 
Query 2: Every 5 minutes, return continuous periods during which any vehicle was 
present in a segment. 

 
 seg_Busy(segment, carSegDuring, [W.b:W.e]) <- 
    W:windowed_source (5_minute_timer, [0:0], {*}  
                                                      t_project {segment, segStr.During as carSegDuring}  
                                                            segStr(vehicleId, segment,dir,hwy,[b:e])) 

 
This example uses two input event streams: the segStr stream which is the output of 
Query 1, and a timer event called 5_minute_timer. The 5_minute_timer event is a 
system generated event that occurs every 5 minutes. Every hour, the begin time of the 
interval is aligned to the first second of the hour and the beginning second of every 
fifth minute after that. Subsequently, the end time points to the last second of every 
five minute interval. 
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To answer the query, we perform a temporal projection of the segment attribute 
over segStr. The interval attribute is also projected and renamed to avoid naming 
conflict with the window interval. The temporal projection is then enclosed within a 5 
minute window. Finally the segment number and the interval resulting from the 
temporal projection are included in the output. The window interval is assigned as the 
output interval of the event. 

The behavior of the temporal projection operator is to aggregate overlapping events 
together when they have the same values for projected attributes. This is useful in 
situations where we are interested in distinct values of a subset of event attributes. In 
contrast to a standard projection, we avoid generation of redundant notifications of 
events corresponding to intervals that overlap or subsume each other. 

 

Temporal Intersect and Difference: Define two sub streams of segStr which 
correspond to two specific vehicles with identifiers x and y. For the vehicle with 
vehicleId=x, we define: 

 
x_SegStr (P1.segment,P1.dir,P1.hwy,[P1.b:P2.e]) <-  
   P1: PosSpeedStr2(vehicleId,segment,dir,hwy,[b:e]),  
   P2: PosSpeedStr2(vehicleId, segment,dir,hwy,[b:e]) 
   P1 before P2,  P1.vehicleId = x, P2.vehichleId=x, P1.segment+1 = P2.segment 

 
y_SegStr is defined similarly. Now consider the intersection query below.  

 
Query 3 (intersect): Every 5 minutes, return periods during which car x and y were 
simultaneously in the same segment. 

 
 x_intersect_y_segStr (segment, intersectDuring, [W.b:W.e]) <- 
    W:windowed_source (5_minute_timer, [0:0], {during as intersectDuring, segment} 
                                                      x_SegStr t_intersect y_SegStr) 

 

We again make use of the windowed source and the 5_minute_timer event discussed 
above. The t_intersect operator returns periods of time during which x_SegStr and 
y_SegStr share all values and their intervals overlap with each other. The window 
specification projects the segment number and renames the interval attribute to avoid 
conflict with the window interval attribute. The query output consists of the segment 
number and the intersecting durations and has the same output timestamp as the 
window. Intersection is useful when we want to know when two interval-based event 
streams were ongoing during the same period of time. Difference works in a similar 
manner to specify when one event was active but not the other. 

 

Temporal Restrict: Restrict is used for specifying interesting points of time.  
 

Query 4: Every five minutes, return the cars that were in section z at the instant [5:5].  
 

 z_at_5_segStr (vehichleId, [W.b:W.e]) <- 
    W:windowed_source (5_minute_timer, 0, {vehicleId}  
                                                      segStr t_restrict during = Interval_Constructor ([5:5])) 
 

Since the restrict operation occurs over the unpacked version of segStr, any event 
interval that includes the time point [5:5] will be included in the result. 
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4   A Relational Framework for Temporal Event Queries 

XChangeEQ is an event processing language that uses a special version of relational 
algebra called Composite Event Relational Algebra, or CERA [7], to formalize its 
operational semantics. In CERA, event histories are treated as relations, with 
timestamps being included in relation headings as attributes. Directly applying the 
database query model to event processing by continuously re-running the query at 
every instant is not possible, since results generated at a specific step of a query might 
be incompatible with previously generated results. This is due to the fact that not all 
relational operations are monotonic. For example, a difference operation might need 
to retract previously generated results due to arrival of new data in its second operand.     

One approach to address this issue is to restrict the semantics of the query 
language in such a way that at any given instant of time, results can be calculated 
using available data only. In other words, events that arrive in the future should not 
affect query results generated at the current or previous instants of time. In the 
following subsections, we look at how CERA implements these requirements and 
note extensions that are required for enabling temporal queries.  

4.1   Relational Algebra for Temporal Queries 

CERA introduces a number of limitations to relational algebra that together ensure 
that a) non-monotonic or blocking operators are not allowed in an unrestricted way, b) 
timestamp values are not modified or omitted, and c) the timestamp of the output of 
an event query spans the duration of all events participating in that result. 
Collectively, these properties are called Temporal Preservation in [7]. 

Temporal preservation ensures that current results can always be calculated using 
available data. However, disallowing any kind of modification of the output 
timestamp is too restrictive. To deal with this issue we extend the merge operator of 
CERA into a merge function. The merge function calculates the output interval 
similar to the merging operator of CERA. Additionally, the user can specify offsets on 
the values of the output duration, which are applied to the default output of the merge 
operation: merge(b_offset, e_offset). The b_offset can be any integer value, but to 
uphold temporal preservation, the e_offset can only take non-negative values. If the 
end time of an event is allowed to be reduced, that would mean that an event is being 
generated in the past, which could have an effect on the output of other events that 
reference this event. As such shifting the occurrence time of an event at the current 
instant of time to a value less than the current instant of time should not be allowed.  

To support temporal operators, it should be noted that PACK is not a monotonic 
operation. Consider the example in Figure 1, assuming that the table containing the 
result of the projection is made available to the PACK operator over time, applying 
the operator would produce a result that is only correct at that instant in time. As more 
tuples arrive, the previous output of PACK is no longer correct. This makes PACK, 
and by extension, all temporal relational operators, non-monotonic. As such temporal 
relational operators need to be defined within a window. RelEQ includes a number of 
window operators to support negation and aggregation. We unify the CERA window 
operators into a single operator and extend it to support temporal operators. The 
unified window mechanism is the WINDOWED_SOURCE presented in Section 4.    
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age and the development of a prototype of the evaluat
cremental evaluation are part of the future research plan.
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Abstract. This paper describes a platform that helps industrial domain
experts to preserve the connection between textual sources and formal-
ized business rules by using lexicalized ontologies both for links and for
storage of the conceptual knowledge.

Business Rules Management Systems (BRMSs) are used to update
and query business rules of an automotive use case. They rely strongly
on domain ontologies, which model the business knowledge and provide
a conceptual vocabulary for the formalization of the rules that are ex-
pressed in written policies. We show that lexicalized ontologies are a key
component of such BRMSs and how such knowledge can be encoded.

Our proposed solution supports domain experts in the automotive
industry in understanding and maintaining their business rules by pre-
senting the relevant source documents that were used to create the onto-
logical concepts. The use case is based on a car development scenario that
models the connection between car testing scenarios, e.g., safety tests,
and the methods and tools used to analyze and prepare these tests. The
intended solution has been developed in the ONTORULE project and is
still work in progress.

Keywords: Business rules, domain ontology, semantic annotation.

1 Introduction

Business Rules Management Systems (BRMSs) are software applications that
help organizations to separate their application code from their business knowl-
edge. BRMSs help the users to author and maintain business rules and apply
decision logic that reflects this business knowledge. The business rules can have
different origins, such as regulations, policy documents or business logic directly
entered by domain experts. This business logic expresses both development pro-
cesses and coherence between different events, including conditions and the re-
sulting conclusions.
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One of the main advantages of expressing the logic in business rules is that the
domain knowledge is independent of the application code that uses this logic.
In such way, there is no need to alter the application code itself, when business
logic evolves, new policies are applied, already introduced policies change or
retire. Thus, the use of BRMSs leads to increased flexibility and agility of the
organization.

In the ONTORULE project, Audi uses OntoBroker as the execution envi-
ronment for its business rules which are formalized in Objectlogic1. The OWL
representation of the domain ontology has been developed in parallel for the
research purposes described in this paper.

Domain experts who are not also business rules experts may have difficulties
expressing their knowledge in formalized logic languages. Supporting them in
their management of the knowledge needed to write these rules is one of the
goals of the ONTORULE project.

We propose building an ontology as a formal model for representing conceptual
vocabulary that is used to express business rules in written policies. Using a
normalized vocabulary helps domain experts in writing rules more efficiently and
is less costly than managing controlled vocabulary. Such ontologies are shared
conceptual models, so experts can share the same vocabulary. We use the OWL-
DL language to represent concepts and properties of the domain ontology. In
addition,, the ontology is linked to the lexicon used to express rules in the text, so
experts can query source documents. This calls for a formalism to link linguistic
elements to conceptual ones. We opt to use the SKOS2 language which provides
basic elements to link domain concepts to terms from the text. The combination
of OWL entities, SKOS concepts and their related information form a lexicalized
ontology which supports the semantic annotation of documents.

The paper is organized as follows. Section 2 describes the Audi use case and
Audi’s expectations of using a lexicalized ontology. Section 3 explains the choice
of OWL and SKOS as languages to support the lexicalized ontology. Section 4
reports the experimentations. Section 5 describes the related work in linking
ontology to lexicon and semantic information retrieval. Section 6 presents the
conclusion and future work.

2 The Audi BRMS or Platform

Nowadays, the development of new cars has become very challenging and many
different process steps are involved. Computer Aided technologies (CAx), like
virtual modeling, simulations or the analysis and planning of physical testing,
need to be integrated even tighter to satisfy the higher requirements and reduced
time-to-market which also shortens the development cycles.

1 Ontology, rule and query language introduced by ontoprise as successor of F-Logic.
Main language supported by the semantic web ontology repository and inference
engine OntoBroker.

2 Simple Knowledge Organization System.
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In the ONTORULE project Audi is developing a prototype application that
makes use of ontologies and business rules that includes and visualizes the con-
text of the following use case.

The development of a car typically follows a process starting with product
planning, runs over concept development to testing (virtual & physical) until
a car can be launched for production. This long process is strongly supported
by different Computer Aided technologies, e.g., Computer Aided Design (CAD),
Computer Aided Engineering (CAE), and Computer Aided Testing (CAT):

– CAD: This branch provides methodologies for the virtual design of the parts
of a car - e.g., digital mock-up (DMU) methods, parametric design methods,
- and verification of the design concerning the geometry when integrated into
a car.

– CAE: The main task of CAE is to provide methodologies for simulating the
behaviour of a car and its functions - e.g., finite element analysis (FEA) for
crash simulation, computational fluid dynamics for thermal management,
and multi body simulation (MBS) for driving dynamics.

– CAT: Methodologies for performing physical tests of cars are provided by
CAT - e.g., vehicle management, job control, testing control, and test result
analysis.

Ontologies together with business rules help Audi to keep abreast of technology
advances and use them in its R&D IT applications. Especially the interweaving
of the various CAx technologies will help Audi to reduce development time and
cost.

One of the first steps in the development cycle of a new car model is the
definition of properties, i.e., features that can be experienced by customers, like
driving comfort, safety or sportiness that the desired car has to fulfill. These
target properties are listed in catalogs, that describe the car’s required and
mandatory behavior in various granularities.

At a later stage in the development cycle, engineers begin to design new or
modify already existing Computer Aided Design models, that have to comply
with Audi’s high quality expectations. These models are then used in simulations
(Computer Aided Engineering) or serve as a model for the physical parts which
are tested in Computer Aided Testing. For example, new electronic components,
like an Electronic Stability Control (ESC), are tested in Hardware in the Loop
(HiL) simulations that make use of virtual models that behave like the related
dynamic systems.

The entirety of all these attempts and approaches, physical and virtual, is
called CAx Methods. The different CAx Methods ensure either that the desired
properties are achieved, or that legal requirements are fulfilled. Components,
such as ESC, are referred to as ”Solution Concepts” (cf. Fig. 1). They affect the
customer experience or vehicle property directly.

The knowledge about the initial relation between a property that was de-
fined in the beginning of the development cycle and a CAD part with its related
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Fig. 1. Simplified extract of the intended Audi R&D ontology

CAx Methods often perishes during the progression of the vehicle’s design and
construction. In addition, requirements and targeted properties may change over
time.

By modeling the described scenario in an ontology, and formulating and pro-
cessing the relevant rules in a BRMS, Audi expects to reduce the knowledge gap
between the various process steps for the involved employees and departments
and thus to benefit from a tighter CAx integration. Sharing the knowledge by
using a common tool and shared data will reduce time-consuming data acqui-
sition and ensures that the personnel involved will access identical data which
will help speed up the development and innovation cycles [7].

For example, with the help of business rules, we are calculating the duration of
processes (processDuration) that involve different CAx methods (cf. rule example
below). Every CAx Method has an assigned attribute for either an estimated or
an actual value for its lead time, cost and maturity. Testing if the requirements
for one vehicle property are fulfilled normally takes several process steps. As
an example, the execution of a CAE simulation may take only minutes - the
preparation, the modeling, and so on might take several weeks.

Every process, e.g., an analysis or the validation of such an analysis, makes
use of a CAx Method (cf. Fig. 1). The function processDuration calculates the
whole process duration: the relevant attribute time is queried with the function
methodDuration (which is defined in another rule) from all the methods involved
in the relevant subprocesses.

With this rule, the application is able to visualize different durations involving
different methods that all test one specific vehicle property. These indications
will support managers when planning their projects, so that they can choose
whichever process is best suited for their work.

processDuration(?X,?Y,?totalTime) :-
methodDuration(?X,?Y,?totalTime).

processDuration(?X,?Z,?totalTime) :-
methodDuration(?Y,?Z,?time) AND
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processDuration(?X,?Y,?previousTime) AND
?totalTime = ?time + ?previousTime.

(Rule example, that calculates the total process duration.)

One of the difficulties with business knowledge rules is that various departments
or roles sometimes use different vocabularies for the same things so they cannot
understand each other immediately. Addionally, formalized rules per se are often
not easy to understand.

Using an ontology as a unified model for a heterogeneous vocabulary and an-
notating the rules and the underlying ontology has another advantage: it will
reduce misunderstandings and ensure that people are discussing the same thing.
Also, the users can easily confirm and verify the appropriateness of the modeled
semantic relations. The prototype that is to be developed will handle links be-
tween source documents, such as policies and internal documents, i.e. policies
or internal documents, and the concepts and instances of the ontology. Also, if
a business rule originates directly from a legal document, the relevant passage
will be linked to the rule in the same way.

3 The Role of the Lexicalized Ontology in BRMS

A BRMS of the kind described here relies strongly on domain knowledge that is
encoded in a lexicalized ontology. This section shows how OWL-DL and SKOS
standards support the needs for formalization, document annotation, normal-
ization and documentation that business experts face when designing a business
rule application.

3.1 Formalization of Domain Knowledge

The idea of the ontology as a conceptual model was explicitely introduced by
[6] affirming that an ontology is: ”the specification of a conceptualization”. The
ontology is a set of concepts that are formally defined. We opted for the for
OWL-DL3 language to express domain concepts or classes and their properties.

Such an ontology not only gives the vocabulary to be used in expressing the
rules, it also provides a structured vocabulary that encodes relationships be-
tween concepts and supports cheking for inconsistencies. The following example
describes the concept BuckleTest, its related SKOS concept

<rdf:Description rdf:about="http://lipn.univ-paris13.fr/RCLN/
terminae/Audi#BuckleTest">

having as label ”buckle test” in the text:

<owl:Class rdf:about="&onto;#BuckleTest">
<rdfs:subClassOf rdf:resource="&onto;#PhysicalMethod"/>

3 http://www.w3.org/TR/owl-guide/
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</owl:Class>
<rdf:Description rdf:about="http://lipn.univ-paris13.fr/RCLN/

terminae/Audi#BuckleTest">
<skos:prefLabel>buckle test</skos:prefLabel>
<rdf:type rdf:resource="http://www.w3.org/2004/02/skos/
core#Concept"/>

</rdf:Description>

Formalizing the business rule vocabulary in an ontology gives a structure to,
and enables querying of, the rule base. For example, we can display all the roles
involving physical methods by querying only the parent concept of all physical
method concepts.

Experts can also query the ontology itself to search, e.g., for a test that verifies
a property and is related to some constraints, as soon as these properties are
encoded as concept roles. The following example shows a query written in Ob-
jectLogic to query the ontology. The concept ProductInformation is used in the
verification process (ProcessInformation) and every ProcessInformation uses a
designated method (i.e., physical or virtual method). The concept MethodInfor-
mation has as subconcepts all the physical and virtual methods (cf. Fig. 1). The
result of this query displays all ProductInformation (i.e., car parts, functions,
etc) and the tools that use them.

@{Systemanalysis_ManagedProductInformation, options[outorder(
?Tool,?ProductInformation),fillNull]}

?- ?MethodInformation:MethodInformation[utilizes_Tool->?Tool]
AND ?ProcessInformation:ProcessInformation[
uses_ProductInformation->?ProductInformation,uses_Method->
?MethodInformation]
AND ?ProductInformation:ProductInformation.

Finally, using the OWL-DL language supports reasoning on the ontology. This
is useful for searching for hidden information that is implicit in the rules, for
inferring new knowledge, updating the rule base and ultimately improving the
business of the organization. For example, experts may recognize that a safety
test is less costly with some specific parameters.

For example, the concept SeatBelt which describes the seat belt, is related
through the role assuredBy to the tests CorrosionTest and SeatBeltFlipTest,
which are used to test its safety:

<owl:Class rdf:about="&onto;#SeatBelt">
<assuredBy rdf:resource="&onto;#CorrosionTest"/>
<assuredBy rdf:resource="&onto;#SeatBeltFlipTest"/>

</owl:Class>

3.2 Semantic Annotation of Documents

A key issue for experts in managing a rule base is to recognize that the mean-
ing of formal rules and natural language sources, such as written policies and
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documentation is a precious source of information. It is also important to up-
date the business rules as organizations often modify their policies according to
internal or external constraints.

It is therefore important to be able to mine textual sources to understand
how a given concept is used in business documents, what rules are related to it
and how those concepts and rules evolve when the policies are updated. This is
achieved through the semantic annotation of the documents in which the men-
tions of the ontological entities (concepts, instances and roles) are highlighted
and can be searched for.

Semantic annotation means that ontological entities are related to the terms
that can be used to mention them in the texts and calls for designing lexicalized
ontologies. When the ontology has been created from textual source, as for the
Audi ontology, it is easy to keep track of the terms that denote the various
conceptual entities. The resulting lexicalized ontology is used to annotate source
documents and to query them.

Our aim is to save the terms related to the conceptual vocabulary that is used
to express the business rules. We don’t need to encode sophisticated information
such as the morphological structure of terms since we do not perform a deep
analysis of the documents. We simply need to save the various linguistic units
that denote a concept, instance or role. We use SKOS for that.

SKOS supports encoding of SKOS concepts that represent the links between
the OWL concepts and their related terms, which are encoded as skos labels4.
This relation is described by <rdf:Description rdf:about>.

3.3 Normalization of Vocabularies

When designing and updating business rules, experts face the problem of the
heterogeneity of information sources and multilingualism. SKOS also supports
that normalization of vocabularies.

SKOS enables association of a given SKOS concept with the various terms or
labels that denote it in the texts or any other information source. For a given
concept, SKOS supports distinguishing one preferred label and as many alterna-
tive labels as necessary, using the <skos:prefLabel> and <skos:altLabel>
properties. In the Audi ontology, for example, the SKOS concept LowTemper-
atureChamber is linked to two terms: low temperature chamber is encoded as
the preferred label and refrigerated cabinet as its alternative form:

<rdf:Description rdf:about="http://lipn.univ-paris13.fr/RCLN/
terminae/Audi#LowTemperatureChamber">

<skos:prefLabel>low temperature chamber</skos:prefLabel>
<skos:altLabel>low-temperature chamber</skos:altLabel>
<skos:altLabel>refrigerated cabinet</skos:altLabel>
<rdf:type rdf:resource="http://www.w3.org/2004/02/skos/core#
Concept"/>

</rdf:Description>

4 http://www.w3.org/2004/02/skos/
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Alternative labels are used to encode linguistic variants (e.g., seat belt which is a
belt) or unify different vocabularies (e.g., low temperature chamber actually has
the same meaning as refrigerated cabinet). The following example shows that
the SKOS concept SeatBelt is related to two terms seat belt and belt in the text:

<rdf:Description rdf:about="http://lipn.univ-paris13.fr/RCLN/
terminae/Audi#SeatBelt">

<skos:prefLabel>seat belt</skos:prefLabel>
<skos:altLabel>belt</skos:altLabel>
<rdf:type rdf:resource="http://www.w3.org/2004/02/skos/core#
Concept"/>

</rdf:Description>

SKOS also supports the encoding of multilingual information. The information
about the language used is described by <rdf:lang=‘‘en‘‘>. For example, the
SKOS concept TrolleyTest has a preferred label ”trolley test“ which is mentioned
in English in the text.

<rdf:Description rdf:about="http://lipn.univ-paris13.fr/RCLN/
terminae/Audi#TrolleyTest">

<skos:prefLabel df:lang="en">trolley test</skos:prefLabel>
<rdf:type rdf:resource="http://www.w3.org/2004/02/skos/core#
Concept"/>

</rdf:Description>

Thanks to the alternative labels and language tags, SKOS therefore helps
experts managing the heterogeneity of the vocabulary of their sources and con-
trolling the vocabulary used for designing rules.

3.4 Documentation of the Shared Knowledge

Since experts often have to manage a large volume of information but do not
always formally describe all the concepts, it is important to add informal doc-
umentation when it is available. Defining concepts in natural language is very
important to understand what concepts mean, especially if they have ambiguous
or implicit labels.

Since legal documents such as policies often define their terminology precisiely,
we propose to extract those definitions from the source documents when design-
ing the ontology and to associate them with the related SKOS concepts using
the label <skos:definition>.

Source documents are exploited to find definition for existing concepts in the
Audi ontology. For example, the concept ReferenceZone is described as follows:

<rdf:Description rdf:about="http://lipn.univ-paris13.fr/RCLN/
terminae/Audi#ReferenceZone">

<rdf:type rdf:resource="http://www.w3.org/2004/02/skos/core#
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Concept"/>
<skos:definition>"Reference zone" means the space between two
vertical longitudinal planes , 400 mm apart and symmetrical
with respect planes , 400 mm apart and symmetrical with
respect to the H point , and defined by rotation from
vertical to horizontal of the head form apparatus.

</skos:definition>
<skos:prefLabel>reference zone</skos:prefLabel>

</rdf:Description>

3.5 Formalism for the Audi Lexicalized Ontology

The Audi ontology is a formal representation of the conceptual vocabulary used
to express business rules in written policies. In the Audi use case, we use OWL-
DL to describe concepts and their roles. Structuring the vocabulary and nor-
malizing it supports querying of the ontology in order to manage the knowledge
base, infer new knowledge and detect inconsistency. As the Audi ontology is lex-
icalized, the domain concepts and their occurrences in the text can be matched
onto one another thanks to the linkage of OWL entities, SKOS concepts and
labels.

This is a simple efficient way to represent lexicalized ontologies and we show
in the following section its benefit for the Audi BRMS. Figure 2 describes how
the Audi ontology is linked to the lexicon and annotated text.

Fig. 2. A lexicalized ontology for annotating source documents. Each concept from
the ontology is linked to a SKOS concept SC and each SKOS concept is related to its
labels l. The annotations link some text entities to these labels.

4 Experiments in the Audi Use Case

This section presents the Audi ontology and illustrates the benefit in the Audi
use case of having such a lexicalized ontology.

4.1 The Audi BRMS Ontology

The Audi ontology has been built in two steps. At first, the goal was to integrate
the various existing knowledge sources in a single one. This resulted into a small
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conceptual model (around 30 concepts) associated with a large knowledge base
(thousands of instances).

In a second step, in order to better fits the experts’ needs for semantic querying
and document mining, the initial ontology has been restructured and lexicalized.
It also appeared useful to increase the granularity of the domain model so as to
represent not only the various types of tests but also their actual occurrences in
the car manufacturing process (instances that are related to the different tests
applied to specific vehicle models).

This led to encoding of various elements as concepts rather than instances (90
concepts were added). Modeling tests as concepts supports, for instance, query-
ing of the Audi ontology in such a way as to detect implicit relationships between
tests, tools and parameters, which are important for the safety of vehicles. The
conceptual structure has been reorganized (4 subsumption levels instead of 1).
A SKOS resource has been associated with this resulting ontology: each concept
is related to at least 1 preferred label and up to 5 alternative labels. In addi-
tion, using a subset of the initial ontology for the exploration of written policies
showed that 10 of the mentioned tests were missing in the initial ontology and
led us to enrich it [9].

4.2 Semantic Querying

The knowledge base of our ontology currently consists of several thousands of
instances separated into more than 30 concepts. It currently reflects only a small
part of the whole use case and will be enhanced over time. We have annotated
a subset of these instances in English and German to allow the users to use the
aimed-at application in their preferred language. Additionally, alternative labels
can be added when different users prefer different terms in their daily work.

We have also planned an interface to query the ontology and search for specific
instances and concepts. For that reason, an annotated ontology is much more
appropriate.

4.3 Document Mining

We enrich the Audi ontology with new concepts and link conceptual elements
to linguistic ones from the Audi documents. We obtain a lexicalized ontology
that contains 90 SKOS concept, 90 preferred terms and 16 alternatives labels.
For example, we create the SKOS concept BreakingStrengthOfStrapTest that
describes a specific test of the seat belt and link the preferred and alternative
labels which are mentioned in source documents.

<rdf:Description rdf:about="http://lipn.univ-paris13.fr/RCLN/
terminae/Audi#BreakingStrengthOfStrapTest">

<skos:prefLabel>breaking strength test</skos:prefLabel>
<skos:altLabel>test of breaking strength</skos:altLabel>
<skos:altLabel>breaking strength of strap test
</skos:altLabel>
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<skos:altLabel>test of breaking strength of strap
</skos:altLabel>
<rdf:type rdf:resource="http://www.w3.org/2004/02/skos/core#
Concept"/>

</rdf:Description>

Once the ontology is lexicalized, domain experts can query source documents to
search for fragments of texts that describe specific concepts mentioned in rules.
For example, they can find all references of the concept BreakingStrengthOfS-
trapTest in the text, wherever it is mentioned in the documents:

prefix schema:<http://lipn.univ-paris13.fr/RCLN/terminae/schema#>
prefix onto:<http://lipn.univ-paris13.fr/RCLN/terminae/Audi#>
prefix skos:<http://www.w3.org/2004/02/skos/core#Concept>
select ?sentence
where
{ ?sentence rdf:type schema:sentence

?sentence schema:annotatedBy ?concept
?concept schema:realized concept <onto:
BreakingStrengthOfStrapTest>

?skos skos:skosConcept ?concept
?skos skos:preflabel "test of breaking strength"

}

We can also search for all sentences where the physical methods are mentioned
in the text. As the concepts expressing tests are sub-concepts of the concept
”MethodInformation”, we query the text by searching about all subconcepts of
”MethodInformation”. The following example shows the query:

prefix schema:<http://lipn.univ-paris13.fr/RCLN/terminae/schema#>
prefix onto:<http://lipn.univ-paris13.fr/RCLN/terminae/Audi#>
prefix skos:<http://www.w3.org/2004/02/skos/core#Concept>
select ?sentence
where
{ ?sentence rdf:type schema:sentence

?sentence schema:annotatedBy ?concept
?concept schema:realized concept <onto:MethodInformation>
?conceptfils rdfs:subClassOf ?concept
?skos skos:skosConcept ?conceptfils

}

Thanks to the labels of concepts, the ontology can be used to annotate the
documents. Figure 3 shows an example of texts where all the mentions of known
concepts are emphasized.

This supports experts in browsing of documents.
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Fig. 3. A fragment of text annotated by the lexicalized ontology

5 Related Work

Many research activities have tackled the problem of linking an ontology to a
lexicon. Two major areas are of interest.

The first is the NLP domain which aims at adding some semantic structure to
a lexicon by linking its elements to ontology’s elements. There are several ways
to combine a lexicon with an ontology. We describe the most popular ones.

LMF5 standard [5] aims at detecting the relation between the words used to
express objects and their formalization in the ontology. The mapping is assured
by axioms declared in the ontology. LMF has the merit of assessing large scale
lexical resources. TMF6 is a standard ISO that allows describing the terms of
a lexicon within a formal language. The supported language is based on the
definition of a meta-model and a set of features used to represent elements of
the lexicon (e.g., related class, language, lexical information). OLIF7 is an open
standard for exchange format that allows to represent morphological, syntactic
and semantic data categories. LMM8 is a formal language described in OWL-
DL. It integrates linguistic knowledge resources (e.g., FrameNet) and founda-
tional ontology (e.g., DOLCE). It has the advantage of dealing with multi-lingual
resources.

The other family trys to link an ontology to a lexicon by introducing models
for representing linguistic information for ontologies. [11] defines a meta model to
distinguish terms and concepts. Terms are linked to concepts through a semantic
relation “denote“. LexOnto proposed by [2] supports definition of the lexicon by
using all the expresseiveness of OWL. LexOnto considers a term as an ”OWL:
class“ and presents a meta model that supports linking of terms to concepts. The
relation between the elements can be simple or complex (e.g., sub-category-of).

LingInfo [1] define a meta class to link the linguistic properties to the concept
or to its Data/Object properties. The meta class contains the associated term,
its language and the morpho-syntactic structure of the term. [8] introduces a set
of annotation rules to link an existing ontology to its lexicon that is described in
the text. The authors consider a standard OWL-DL ontology that they extend
and, for each domain ontology, propose to define a set of annotation rules that
link each concept to its linguistic representations in the text.

5 Lexical Markup Framework.
6 Terminological Markup Framework.
7 Open Lexicon Interchange Format.
8 Linguistic Meta Model.
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LIR [10] supports storage of linguistic information in a lexical ontology and
linkage to domain concepts via ontology relations.

From a practical point of view, the choice of one model or another depends
on the aimed application and the task. Our aim is to build a lexicalized ontology
to allow annotating the technical documents and thus to help the expert in
exploring documents by querying its set of annotations explained above. We use
for that a W3C standard SKOS that links linguistic to semantic knowledge.
SKOS introduces especially the properties: skos:prefLabel and skos:altLabel to
link preferred and alternative terms to each concept in the ontology.

Usually users query documents by entering keywords that occur in the tar-
get documents in Information Retrieval (IR). But searching relevant information
through a keyword-based approach very often provides limited results. Therefore,
IR adopts a conceptual search-approach to capture the user needs on a semantic
level [4]. Information retrieval uses ontologies as formal models to query knowl-
edge data base [3]. It takes into account these keywords and tries to match them
with their corresponding concepts in the ontology. To do so, ontologies need to
be linked to a rich lexicon as in lexicalized formalism described above so that
the result obtained matches the query of users.

The ability to link an ontology to a lexicon is very important for annotation
of documents. Annotating documents supports linking of textual units to their
corresponding concepts in an ontology, and showing the relationship between
these concepts and the terms that are related to them. Such a lexicalized ontology
helps the exploration of texts through semantic queries once they are annotated
with the ontology.

6 Conclusion

The proposed integration of CAx systems will increase the flexibility of the
development process, allowing Audi to meet the increasing market demand for
product diversification.

This integration relies on the design of an application that is currently under
development and is based on a BRMS.

Our approach for the acquisition and management of the knowledge embodied
in such BRMS relies on a lexicalized ontology which unifies and normalizes the
various vocabularies and links the conceptual knowledge to the source policies
and regulation written in natural language.

Using a lexicalized ontology enables experts to determine the most suitable
CAx Methods from given functional requirements and to query sources docu-
ments.

These new approaches, standards and technologies are already partially in-
tegrated in some processes. During the next years Audi will continue to incor-
porate the ONTORULE platform in their landscape which will lead to even
less time-consuming, cheaper and higher quality processes in the innovation and
development cycles.
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Abstract. Decision tables have been a powerful tool for business people since a 
long time ago. A semantic decision table (SDT) is a decision table properly 
annotated with domain ontologies. It contains a set of formal agreements called 
commitments, which is a result from group decision making processes involving 
a community of business stakeholders. In this paper, we focus on validation and 
verification issues (V&V) for SDT. In particular, we deal with directly applied 
ontological constraints that are stored as SDT commitments. With them, we can 
detect inconsistency in an SDT. We also show how an SDT commitment can be 
stored in Semantic Decision Rule Markup Language (SDRule-ML). In the 
meanwhile, we illustrate the mapping between SDRule-ML and RDFs/OWL. 

Keywords: semantic decision table, validation and verification, semantic 
decision rule markup language (SDRule-ML), RDFs, OWL. 

1   Introduction 

In the business domain, one of the favorite decision tools used by non-technical 
business people is decision tables. A decision table provides a clear way to visualize 
conditions and actions and the relations between them.  

A semantic decision table (SDT, [12]) is a decision table properly annotated with 
domain ontologies. Thanks to the modern ontology engineering technology, a 
semantic decision table allows rule modelers, knowledge engineers or evaluators to 
analyze a decision table using domain semantics. 

An important analysis issue is validation and verification (V&V, [3]), the goal of 
which is to ensure the quality of the modeled decision rules. Validation is a process of 
checking whether or not the decision rules are correctly modeled according to certain 
meta-rules (or models). During the process of verification, rule auditors need to 
confirm that the decision rules are correctly built. V&V is a mandatory step towards 
ensuring the correctness of a decision table.  

In this paper, we illustrate how we can use ontologies to validate and verify the 
decision rules in a decision table. We first transform a decision table into an SDT. 
During this process, the domain experts (e.g., rule editors and business people) 
specify hidden rules and meta-rules of this decision table into a set of ontological 
commitments (e.g., axioms and constraints). Those commitments, in this paper, are 



194 Y. Tang and R. Meersman 

stored in Semantic Decision Rule Markup Language (SDRule-ML, [13]). We will as 
well show how RDFs/OWL constraints are mapped to SDRule-ML. 

This paper is organized as follows. Sec. 2 is the paper background. The main 
contribution of this paper is illustrated in Sec. 3, which covers six types of directly 
applied ontological constraints. We illustrate the related work in Sect. 4. In Sec. 5, we 
present the discussion and our future work and conclude the paper.        

2   Background: Semantic Decision Tables 

A decision table has three constituents: conditions, actions and decision rules [1]. 
Each condition has a condition stub and a condition entry. Each action has an action 
stub and action entry. A decision rule, which is represented as a table column, is a 
combination of a set of conditions and actions.  

Table 1. A decision table example used in a ubiquitous system (example taken from [14])   

Condition 1 2 3 4 
People move Ear Yes  No Yes No 
Pressure on Crib Yes Yes No No 
Action     
Screen shows Message Message1    
iPhone rings   RingTone1  

 
Table 1 is a decision table example for a smart home. It is to decide which 

messages a screen will show and which ring tones an iPhone will ring, depending on 
whether the ear of a smart rabbit is moved or not, and whether there is pressure on a 
crib or not. “People move Ear” and “Pressure on Crib” are the two condition stubs. 
“Yes” and “No” are the two condition entries. A condition can be, for 
instance,   ,  (see columns 1 and 3). “Screen shows Message” 
and “iPhone rings” are the two action stubs. “Message1”, “RingTone1” and “” are the 
action entries. An action can be, for instance,  , 1  (see 
column 3) or   ,    (see columns 2, 3 and 4). Columns 1~4 
are the decision rules. A decision rule (e.g., column 1) can be written as follows.   , ,   ,  , 1 ,  ,  

 

A semantic decision table (SDT, [12]) contains three parts – a decision table, a set of 
lexons and commitments. A lexon is a binary fact type, which has the format 
of  , , , , .  and   are the two terms that represent two concepts in a 
natural language;  and  are the two roles that the two concepts presented by  
and  can possibly play with.  is the context identifier that points to the document 
where and   are originally defined, and where  and  are meaningful. A 
context identifier can be, e.g. a URI. 

We show an example of lexon as follows. , , ,  ,  
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A commitment specifies how to use a lexon or a set of lexons based on the 
agreements made by a user community. A commitment can be  

1) Instantiation of a concept (e.g., “Bunny” is the Nabaztag Rabbit with tag 
123XYZ) or a lexon (e.g., Nabaztag Rabbit with tag 123XYZ has a right ear 
with tag EAR123);  

2) A constraint, e.g., EACH Bunny has EXACTLY TWO Ears; 
3) Selecting/grouping lexons from one or several contexts; 
4) Instantiation of a value for a concept if its value range is defined in a 

constraint; 
5) Articulation, which is a mapping between ,  and the glosses defined in a 

glossary, dictionary and thesaurus in a particular language or languages; 
6) Interpretation and implementation of a role pair , , for instance, the role 

pairs  ,   and ,  can be both interpreted as a 
“is-a” taxonomical relationship; 

7) Alignment of  and , e.g., the terms “rabbit” and “cony” are aligned with 
“Bunny”. The roles “subtype of” and “subclass of” are aligned with “is-a”. 

As an example, the SDT from Table 1 contains the lexons and commitments as shown 
in Table 2. Note that here we omit the context identifiers in the lexons.  

Table 2. The lexons and commitments in the SDT for Table 1 (example taken from [14]) 

SDT Lexons 
Lexon 1 , , ,
Lexon 2 , , ,
Lexon 3 ,  , ,
Lexon 4 , ,  ,   
Lexon 5 , , ,
Lexon 6 , , ,

SDT Commitments 
Commitment 1 EACH Bunny has EXACT ONE name. 
Commitment 2 EACH Crib has EXACT ONE name. 
Commitment 3 EACH Screen shows AT LEAST ONE Message 
Commitment 4 Each iPhone rings with AT LEAST ONE Ring Tone. 

 
The basic characteristics of decision tables are completeness and correctness [3]. 

The completeness of a decision table is ensured by exhaustively list all the possible 
combinations of the conditions. Hence the completeness is a problem that can be 
easily solved. Yet the issue of correctness has always been the challenge. 

Validation and Verification (V&V) is a classical process, with which we can 
ensure the correctness of a decision table, e.g. as shown in [8], [10] and [15]. We will 
discuss the related work in detail in Sec. 4. In this paper, we take an approach that is 
different from the existing ones. We transform a decision table into an SDT. During 
this transformation process, rule modelers (such as business decision makers) are 
asked to specify the hidden semantics of this decision table. A knowledge engineer 
takes these specifications and transforms them into lexons and commitments. Note  
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that our ontologies are also modeled in lexons and commitments. We can check the 
correctness of this decision table by checking the consistency of the commitments.  

In the following section, we will illustrate how different kinds of ontological 
constraints can be used for SDT V&V. 

3   Directly Applied Ontological Constraints 

The constraints of value, uniqueness, mandatory, cardinality and frequency, 
exclusive-or and subtyping are the ones that can be used for SDT V&V. 

3.1   Value Constraint 

A value constraint, sometimes called domain constraint, indicates which values are 
allowed in a concept (in the case that this concept represents a value type) or role ([2], 
pp. 216-221). 

There are three kinds of value constraints: enumeration, range and multiple. With 
enumeration, we list all the possible values, e.g. the commitment “VALUE of Gender 
is {M, F}”. If we can list the values in a continuous order, then we can specify it with 
a range, e.g. commitment 1 in Table 3. The range can as well be unbounded, e.g. 
“VALUE of Age is  [0. . )”. Multiple value constraint combines enumeration and 
range, e.g. commitment 2 in Table 3. 

Table 3. An SDT on deciding whether to accept to process or not based on the value received 
from a temperature sensor, the age and the login state of a user 

Condition 1 2 3 4 … n …  
Age >=18 >=18 >=18 >=18 … >=100, <=350   
Temperature Sensor >=0,<30 >=0,<30 >=0,<30 >=-10,<0 … >=0,<30   
Login State Yes No Maybe Yes … Yes …  
Action         
Accept *  * *  *   

SDT Lexons 
Lexon 1 , , ,   
Lexon 2 , , ,   
Lexon 3 , , ,
Lexon 4  , , ,

SDT Commitments 
Commitment 1 VALUE of Age is [0..200] 
Commitment 2 VALUE of Temperature Sensor is {[-100,-20),[0..100]} 

 
Commitment 1 in Table 3 can be stored in RDFs/OWL and SDRule-ML, which is 

illustrated in Fig. 1. 
Note that we can also specify value constraints indirectly by annotating a condition 

stub with existing value types, such as Float, Boolean and Integer. The annotation is 
stored as lexons (e.g. lexon 4 in Table 3). The value ranges of a Float and Integer are [ . , . ] and [ . , . ]. We use any of the 
following value enumerations as the default value constraint for a Boolean: {Yes, 
No}, {Y, N}, {True, False}, {T, F}, and {1, 0}. 
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Fig. 2 shows how an annotation like lexon 4 from Table 3 can be stored in 
SDRule-ML. 

 
 RDFs/OWL SDRule-ML 
… 
<DataPropertyRange> 
<DataProperty URI="has_age"/> 
<DatatypeRestriction> 
<Datatype URI="&xsd;integer"/> 
<DatatypeFacetRestriction facet="&xsd;maxInclusive"> 
<Constant datatypeURI="&xsd;integer">200</Constant> 
</DatatypeFacetRestriction> 
<DatatypeFacetRestriction facet="&xsd;minInclusive"> 
<Constant datatypeURI="&xsd;integer">0</Constant> 
</DatatypeFacetRestriction> 
</DatatypeRestriction> 
</DataPropertyRange> 
…    

… 
<Predicate id="Lexon1"> 
<Object_Role ID="Lexon1_forward" Object="Person" 
Role="has"/> 
<Object_Role ID="Lexon1_backward" Object="Age" 
Role="is of"/> 
</Predicate> 
<Constraint Object="Age"> 
<ValueConstraint ValueConstraintType="Range" 
LowerBound="0" UpperBound="200" 
lowerBoundOpen="false" upperBoundOpen="false"/> 
</Constraint> 
… 

Fig. 1. Commitment 1 from Table 3 stored in RDF/OWL and SDRule-ML 

… 
<annotated corole="is value type of" relation="has value type of"> 
<DecisionItem xsi:type="xs:string">Login State </DecisionItem> 
<Target conceptName="Integer" context="VALUE_TYPE"/> 
</annotated> 
… 

Fig. 2. Lexon 4 from Table 3 in SDRule-ML 

When we verify Table 3, column 3 is considered invalid because “Login State” has 
Boolean values (see lexon 4 in Table 3) and “Maybe” is not a default Boolean value. 
Column 4 is inconsistent with commitment 2 in Table 3 and hence is invalid. Column 
n does not satisfy commitment 1 in Table 3; therefore, it is also not valid.   

3.2   Cardinality and Occurrence Frequency 

A cardinality constraint can be either an object cardinality or a role cardinality ([2], 
p. 289). Object cardinality is applied to a lexon term when we want to restrict the 
number of members or instances of the population of the type that this lexon term 
points to. For example, if we want to allow at most three X-Box humidity sensors, 
then we design a commitment as “AT MOST 3 X-Box Humidity Sensors ARE 
ALLOWED IN ANY CASES”. 

Role cardinality is comparable to a constraint of occurrence frequency, which is 
applied to a lexon (co-)role when we want to restrict the number of members of the 
instance of a role. Researchers sometimes distinguish cardinality from frequency 
when cardinality is only used to specify the number of objects in some type. 
Frequency is to specify how many times, within the same state, a given object can 
play some role. To make it clearer (and follow the OWL definition of cardinality), we 
use cardinality for specifying the numbers of objects. We use frequency instead of 
role cardinality. 
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For instance, if we have a lexon , , ,  ,    
and we want to allow at most two X-Box humidity sensors in one room, then we 
design a commitment as “EACH Room has AT MOST 2 X-Box Humidity Sensors”, 
which contains a frequency constraint. 

Note that the two commitments “AT MOST 3 X-Box Humidity Sensors ARE 
ALLOWED IN ANY CASES” (cardinality) and “EACH Room has AT MOST 2 X-
Box Humidity Sensors” (frequency) are different. The former emphasizes that in any 
cases, at most three X-Box humidity sensors are allowed; while the latter specifies 
that only in the case of in a room, at most two X-Box humidity sensors are allowed. 

Note also that if we want to apply cardinality on one object and frequency on a 
lexon that plays a near role 1  with this object, then the cardinality range of the 
constraint for the object cardinality must be overlapped with the one for frequency. 
For example, the commitment “EACH Room has AT LEAST 5 X-Box Humidity 
Sensor” is invalid because it is inconsistent with the commitment “AT MOST 2 X-
Box Humidity Sensors ARE ALLOWED IN ANY CASES”. 

Table 4. An SDT on deciding whether or not to turn on Actuator x based on the availability of 
X-Box557, X-Box120 and MS Xbox 360 

Condition 1 2 3 4 5 6 7 8  
X-Box 557 Yes Yes Yes Yes No No No No  
X-Box 120 Yes Yes No No Yes Yes No No  
MS Xbox 360 Yes No Yes No Yes No Yes No  
Action          
Actuator x *  *  * *  *  

SDT Lexons 
Lexon 1 , ,  ,
Lexon 2  , , ,  

SDT Commitments 
Commitment 1 VALUE of X-Box Humidity Sensor is {X-Box557, X-Box120, MS Xbox360}. 
Commitment 2 EACH Room has AT MOST 2 X-Box Humidity Sensors 

 
Given a concept , a list of condition stub , , … ,  and the below conditions 

• , , … ,  are the members of  (which we write as , , … , )  
• , , … ,  have the value type of Boolean 
•  is represented by the lexon term  

We say the SDT contains invalid decision rules if the below conditions are met 

Situation 1 ( ): 

• The near role of  is played at most  times and/or at most   instances 
from  are allowed in any cases. 

• There are more than  combinations of , , , , … , in 
one column and this column contains an action. 

                                                           
1 In a lexon , , , , , we call  is the near role of  and  is the far role of ;  is 

the near role of  and is the far role of . 
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Or, situation 2 ( ): 

• The near role of  is played at least  times and/or at least   instances 
from  are allowed in any cases. 

• There are less than  combinations of , , , , … , in 
one column and this column contains an action. 

The situations for <, >, = can be designed in a similar way. 
Table 4 shows an example for situation 1. According to commitment 2 from  

Table 4, column 1 in this table does not satisfy the specified constraint of frequency. 
Fig. 3 shows how commitment 2 from Table 4 can be stored in RDFs/OWL and 

SDRule-ML. Note that currently OWL only deals with constraints of frequency, not 
constraints of object cardinality. SDRule-ML supports both. 

 
RDFs/OWL SDRule-ML 
…<ObjectPropertyDomain> 
<ObjectProperty URI="has_X-
Box_Humidity_Sensors"/> 
<ObjectAllValuesFrom> 
<ObjectProperty URI="has_X-
Box_Humidity_Sensors"/> 
<Class URI="Room"/> 
</ObjectAllValuesFrom> 
</ObjectPropertyDomain> 
<ObjectPropertyRange> 
<ObjectProperty URI="has_X-
Box_Humidity_Sensors"/> 
<ObjectMaxCardinality cardinality="2"> 
<ObjectProperty URI="has_X-
Box_Humidity_Sensors"/> 
<Class URI="XBox_Humidity_Sensor"/> 
</ObjectMaxCardinality> 
</ObjectPropertyRange>… 

… <Object Name="Room"/> 
<Object Name="X-Box Humidity 
Sensors"/> 
<Predicate id="lexon1"> 
 <Object_Role ID="lexon1_forward" 
Object="Room" Role="has"/> 
 <Object_Role ID="lexon1_backward" 
Object="X-Box Humidity Sensors" Role="is 
of"/> 
</Predicate> 
<Constraint> 
 <CardinalityConstraint 
cardinalityConstraintType="RoleCardinality
" Object_Role="lexon1_forward" 
cardinalityValue="&lt;=2"></CardinalityCo
nstraint> 
</Constraint>… 

Fig. 3. Commitment 2 from Table 4 in RDFs/OWL and SDRule-ML 

… 
<Object CI="SmartHome" Name="X-Box Humidity Sensors" type="NOLOT"/> 
… 
<Constraint> 
 <CardinalityConstraint cardinalityConstraintType="ObjectCardinality" Object="X-Box Humidity 
Sensors" cardinalityValue="&lt;=3"></CardinalityConstraint> 
</Constraint> 
… 

Fig. 4. An example of object cardinality constraint in SDRule-ML 

We store the commitment “AT MOST 3 X-Box Humidity Sensors ARE 
ALLOWED IN ANY CASES” in SDRule-ML as illustrated in Fig. 4. 

In the following two subsections, we will discuss two specific cases of frequency. 
They are the constraints of mandatory and uniqueness. 
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3.3   Mandatory 

A lexon role can be mandatory or optional. A mandatory is mandatory iff it is played 
by every member of the population of its connected object type, otherwise, it is 
optional ([2], p. 162). A mandatory constraint is equivalent to an “AT LEAST ONE” 
frequency constraint. 

Suppose we have a commitment that contains a uniqueness constraint, which is 
“EACH Room has AT MOST ONE X-Box Humidity Sensor”. If we apply this 
commitment to Table 4, then column 8 is invalid. 

The discussed example illustrates how a mandatory constraint can be used when 
the condition stubs represent value members of an object type and their entries are 
Boolean values.  

Table 5 is another SDT example, which uses a mandatory constraint when an 
object type is a condition stub and its value members are used as its condition entries. 

Table 5. An SDT on deciding whether or not to turn on Actuator x based on the availability of 
X-Box Humidity Sensors (diverted from Table 4) 

Condition 1 2 3 
X-Box Humidity Sensor {X-Box557, X-Box120} {X-Box557, MS Xbox360} N/A 
Action     
Actuator x *   * 

SDT Lexons 
Lexon 1 , , ,
Lexon 2  , ,  ,  
Lexon 3 / , , ,

SDT Commitments 
Commitment 1 VALUE of X-Box Humidity Sensor is {X-Box557, X-Box120, MS 

Xbox360}. 
Commitment 2 EACH Room has AT LEAST ONE X-Box Humidity Sensor 

 
Given a concept , which is a set and is represented by a lexon term .We say the 

SDT contains invalid decision rules if the below conditions are met: 

• The near role of  is a mandatory role 
•  is a condition stub 
• A decision column contains a condition ,  where  denotes an empty 

set, and this column contains an action 

In the example illustrated in Table 5,  is mapped to N/A using lexon 3 (see Table 
5). Accordingly, column 3 in Table 5 is invalid. 

Note that we can use the following combinations for a mandatory constraint: 

• Combination one: condition stubs represent value members of an object 
type and their entries are Boolean values 

• Combination two: an object type is a condition stub and its value 
members are used as its condition entries 

But we should try to avoid combination two (see above) for a normal role cardinality 
constraint. It is because the members in a set, by default, have a relationship of “or” 
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instead of “and”. Let us look at one example, if we want to apply the commitment 
“EACH Room has AT LEAST 2 X-Box Humidity Sensors” on Table 5, the validity 
of column 1 can not be checked because this condition implies the following three 
situations: 

• Room has X-Box557 but not X-Box120 
• Room has X-Box120 but not X-Box557 
• Room has X-Box557 and X-Box120 

Among these situations, only the last one is valid. 
RDFs/OWL uses cardinality to deal with the mandatory constraint. SDRule-ML 

provides two possibilities to deal with the mandatory constraint: one way is to use a 
frequency constraint and the other is to use a mandatory constraint specified in its 
XML schema. Fig. 5 shows how commitment 2 from Table 5 is stored in RDFs/OWL 
and SDRule-ML using its specific mandatory constraint specification.  

 
RDFs/OWL SDRule-ML 
…<owl:ObjectProperty rdf:about="#has_X-
Box_Humidity_Sensors"> 
<rdfs:subPropertyOf rdf:resource="#has"/> 
<rdfs:range> 
<owl:Restriction> 
<owl:onProperty rdf:resource="#has_X-
Box_Humidity_Sensors"/> 
<owl:onClass rdf:resource="#XBox_Humidity_Sensor"/> 
<owl:minQualifiedCardinality 
rdf:datatype="&xsd;nonNegativeInteger">1 
</owl:minQualifiedCardinality> 
</owl:Restriction> 
</rdfs:range> 
<rdfs:domain> 
<owl:Restriction> 
<owl:onProperty rdf:resource="#has_X-
Box_Humidity_Sensors"/> 
<owl:allValuesFrom rdf:resource="#Room"/> 
… 

… 
<Object>Room</Object> 
<Object>X-Box Humidity 
Sensor</Object> 
<Predicate id="Lexon1"> 
<Object_Role ID="Lexon1_forward" 
Object="Room" Role="has"/> 
<Object_Role 
ID="Lexon1_backward" Object="X-
Box Humidity Sensor" Role="is of"/> 
</Predicate> 
<Constraint><MandatoryConstraint 
Object_Role="Lexon1_forward"></M
andatoryConstraint> 
</Constraint> 
… 

Fig. 5. Commitment 2 from Table 5 in RDFs/OWL and SDRule-ML 

In this subsection, we have discussed the constraint of mandatory, which is a 
specific case of frequency. In the next subsection, we will illustrate another specific 
case, which is the constraint of uniqueness.  

3.4   Uniqueness 

A uniqueness constraint is used when we need to ensure a (co-)role from one lexon or 
a combination of (co-)roles from several lexons is played at most once.  

Situation 1: Given a concept  , a list of condition stub  , , … ,  and if the 
following conditions are met, then we say the table contains invalid columns. 

• , , … ,  are the members of  (which we write as , , … , )  
• , , … ,  have the value type of Boolean 
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•  is represented by the lexon term  
• The near role of  has a uniqueness constraint  
• There are more than one combinations of , , , , … , in 

one column and this column contains an action 

For example, if we have a uniqueness constraint as “EACH Room has AT MOST 
ONE X-Box Humidity Sensor” for Table 4. Columns 1, 3 and 5 are then considered 
invalid. 

The above example shows how we can use a uniqueness constraint with Boolean 
condition entries. In what follows, we will discuss how to verify decision columns 
when condition entries are sets. 

 

Situation 2: Given two condition stubs  and  , which are two sets. A table 
column is invalid if the following conditions are met. 

•  (  is overlapped with ) 
•  is represented by a lexon term , the near role of which is a unique 

role 
• The condition entry of  is not empty in this column 
• The condition entry of  is not empty in this column 
• There exists a member  where  and  is in the condition entry 

of  in this column  

Table 6. An SDT on deciding whether or not to turn on Actuator x and Actuator y based on the 
availability of Sensors 

Condition 1 2 3 … n
Humidity 
Sensor 

{X-Box557,    
X-Box120} 

{ MS Xbox360} {X-Box557, 
Xbox360} 

… 
 

{ MS Xbox360} 

Sensor {EZEYE 
1011A} 

{EZEYE 1011A} {X-
Box120} 

… {E1, X-Box557} 

Action      
Actuator x *  *   
Actuator y  * *  * 

SDT Lexons 
Lexon 1 , ,  ,
Lexon 2  , , ,
Lexon 3 ,  , ,

SDT Commitments 
Commitment 1 VALUE of Humidity Sensor is {X-Box557, X-Box120, MS Xbox360}. 
Commitment 2 EACH Room has AT MOST ONE Humidity Sensor 
Commitment 3 VALUE of Sensor is { E1, X-Box557, X-Box120, MS Xbox360, EZEYE 1011A} 

 
Table 6 shows an example of situation 2. Columns 3 and n are considered invalid 

because X-Box120 is a humidity sensor and only one humidity sensor is allowed in 
one room. 

Note that we also need to add exclusiveness for the set members of Humidity 
Sensor and Sensors in Table 6. Otherwise, column 1 from Table 6 is also invalid 
because the room can have X-Box557 and X-Box120 (two humidity sensors) at the 
same time, which is not allowed by commitment 2. 
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RDFs/OWL SDRule-ML 
…<owl:ObjectProperty rdf:about="#has_Humidity_Sensor"> 
<rdfs:subPropertyOf rdf:resource="#has"/> 
<rdfs:range><owl:Restriction> 
<owl:onProperty rdf:resource="#has_Humidity_Sensor"/> 
<owl:onClass rdf:resource="#Humidity_Sensor"/> 
<owl:maxQualifiedCardinality 
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxQualifiedC
ardinality> 
</owl:Restriction></rdfs:range><rdfs:domain> <owl:Restriction>
<owl:onProperty rdf:resource="#has_Humidity_Sensor"/> 
<owl:allValuesFrom rdf:resource="#Room"/> 
</owl:Restriction></rdfs:domain> </owl:ObjectProperty>… 

…<Predicate id="Lexon1"> 
<Object_Role ID="Lexon1_forward" 
Object="Room" Role="has"/> 
<Object_Role 
ID="Lexon1_backward" 
Object="Humidity Sensor" Role="is 
of"/> 
</Predicate> 
<Constraint><UniquenessConstraint 
Object_Role="Lexon1_forward"> 
</Constraint> 
… 

Fig. 6. Commitment 2 from Table 6 in RDFs/OWL and SDRule-ML 

Similar to the constraint of mandatory, the uniqueness constraint is stored in 
RDFs/OWL using the cardinality constraint. In SDRule-ML, it can be stored as a 
frequency constraint or a uniqueness constraint (see Fig. 6). 

3.5   Exclusive-Or 

In an information system, an exclusive-or constraint is used to ensure that two sets do 
not overlap each other. We use it for two situations. 

Situation one: we use exclusive-or to check the combination of conditions.  
Given two concepts  and , which are represented by the lexon terms  and 

 respectively. Both  and  are condition stubs. If the following conditions are 
satisfied, then an invalid decision rule will be detected. 

• The lexons , , , ,  and , , , ,  are in the SDT lexon set 
• =  and the role pair ,  has external exclusive-or relationship 
•  and  have the value type of Boolean 
• The conditions ,  and ,  appear in the same column 
• There is an activated action in the mentioned column 

 

Situation two: we use exclusive-or to check the combination of actions. 
Given two concepts  and , which are represented by the lexon terms  and 

 respectively.  ( ) is a set that contains one member, which is an action stub. 
Allow us to indicate these two sets as - =  and =  where  and  
are two action stubs. If the following conditions are satisfied, then an invalid decision 
rule will be detected. 

• There are two lexons - , ,  , ,  and , ,  , ,
 -  in the SDT lexon set 

• An action can be either  or , but not both 
• The actions ,  and ,  appear in the same column 

Table 7 shows an example of the above two situations. Column 1 is invalid because it 
does not satisfy commitment 1. Column 3 is invalid because it does not satisfy 
commitment 2. 

Fig. 7 shows how to store commitment 1 from Table 7 in RDFs/OWL and SDRule-
ML. 
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Table 7. An SDT on deciding whether or not to turn on Actuator x and Actuator y based on the 
availability of Humidity Sensor and Light Sensor 

Condition 1 2 3 4 
Humidity Sensor Yes Yes No No 
Light Sensor Yes No Yes No 
Action     
Actuator x *  *  
Actuator y   *  

SDT Lexons 
Lexon 1 , ,  ,
Lexon 2  , , ,
Lexon 3 , ,  ,
Lexon 4  , , ,
Lexon 5 ,  , ,
Lexon 6 ,  , ,

SDT Commitments 
Commitment 1 EACH Room has EITHER Humidity Sensor OR Light Sensor, BUT NOT BOTH 
Commitment 2 EACH ACTION can EITHER BE X OR Y, BUT NOT BOTH 
Commitment 3 VALUE of X is {Actuator X} 
Commitment4 VALUE of Y is {Actuator Y} 

 
RDFs/OWL SDRule-ML 
… 
<owl:ObjectProperty 
rdf:about="#has_Humidity_Sens
or"> 
   <rdfs:subPropertyOf 
rdf:resource="#has"/> 
   <owl:propertyDisjointWith 
rdf:resource="#has_Light_Senso
r"/> 
… 
</owl:ObjectProperty> 
… 

…<Predicate id="Lexon1"> 
<Object_Role ID="Lexon1_forward" Object="Room" Role="has"/> 
<Object_Role ID="Lexon1_backward" Object="Humidity Sensor" 
Role="is of"/></Predicate> 
<Predicate id="Lexon2"><Object_Role ID="Lexon2_forward" 
Object="Room" Role="has"></Object_Role> 
<Object_Role ID="Lexon2_backward" Object="Light Sensor" 
Role="is of"></Object_Role></Predicate> 
<Constraint><ExclusiveOrConstraint> 
<Object_Role ID="Lexon1_forward"></Object_Role> 
<Object_Role ID="Lexon2_forward"></Object_Role> 
</ExclusiveOrConstraint></Constraint>… 

Fig. 7. Commitment 1 from Table 7 in RDFs/OWL and SDRule-ML 

3.6   Subtyping 

The “is-a” subtype/taxonomical relationship is probably one of the mostly used 
ontological relations. A subtype is an object type, each of whose instances belong to 
an encompassing type.  

We use subtyping to check the validity of a combination of conditions. Given two 
concepts  and , which are represented by the lexon terms  and , a decision 
rule is considered to be invalid when the following conditions are met. 

•  and  are two condition stubs 
• The condition entries for  and  have the value type of Boolean 
•  is a subtype of  
• The conditions ,  and ,  appear in one column and there 

is an activated action in this column 
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Table 8 shows an example of subtyping. As Humidity Sensor is a subtype of Sensor, 
the condition  ,  implies that there is a sensor in the room. 
Therefore, it is impossible to execute a decision rule, which contains the 
condition , . Accordingly, column 2 is invalid. 

Fig. 8 shows how this “is-a” relationship is stored in RDFs/OWL and SDRule-ML. 

Table 8. An SDT on deciding whether or not to turn on Actuator x based on the availability of 
Humidity Sensor and Sensor 

Condition 1 2 3 4
Humidity 
Sensor 

Yes Yes No No 

Sensor Yes No Yes No 
Action     
Actuator x * * *  

SDT Lexons 
Lexon 1 , ,  ,   
Lexon 2 , ,  ,
Lexon 3  , , ,
Lexon 4 ,  , ,
Lexon 5  , , ,

SDT Commitments 
Commitment 1 Humidity Sensor IS SUBTYPE OF Sensor 

 
RDFs/OWL SDRule-ML 
<owl:Class rdf:about="#Humidity_Sensor"> 
   <rdfs:subClassOf rdf:resource="#Sensor"/> 
</owl:Class> 

<Object>Sensor</Object> 
<Object SuperType="Sensor">Humidity 
Sensor</Object> 

Fig. 8. Commitment 1 from Table 8 in RDFs/OWL and SDRule-ML 

In this section, we have discussed directly applied ontological constraint for SDT 
V&V. In the next section, we will illustrate our related work. 

4   Related Work 

There are a few existing V&V approaches for decision tables. Shwayder [10] 
proposes to use the Quine-McCluskey method to combine decision columns in a 
decision table in order to reduce redundancies. Pooch [8] illustrates a survey on 
decomposition and conversion algorithms of translating decision tables in order to 
check for redundancy, contradiction and completeness. 

Recently, Vanthienen et al. [15] illustrate how to use PROLOGA (a decision table 
tool) to discover two kinds of tabular anomalies: intra-tabular and inter-tabular 
anomalies. The intra-tabular anomaly is caused by a cyclic dependence between a 
condition and an action. The inter-tabular anomaly is caused by redundancy, 
ambivalence and deficiency. Qian et al. [9] use an approach called approximation 
reduction to managing incomplete and inconsistent decision tables. Using their 
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approach, incomplete and inconsistent decision tables are reduced into complete and 
consistent sub tables. 

Other related work can be found in [4] [5] [6]. 
Compared to their work, our approach is focused on using ontological constraints 

as the meta-rules for V&V. As an ontology is shareable and community-based, the 
SDT V&V process thus supports group activities in a nature way. Decision modellers 
and rule auditors share their common view through this process. By doing so, 
misunderstanding is minimized and the cost of V&V is consequently reduced.     

5   Discussion, Conclusion and Future Work 

As an extension to decision tables, SDT provide extra advantages while using it for 
V&V:  

• It supports multiple decision modellers (also called “decision group”) to 
create, validate and verify a decision table. 

• It contains semantically rich meta-rules for its self-organization.  
• Its analysis functions take advantages of modern ontology engineering 

technologies, such as the formality, shareability, interoperability and 
community-based. 

It is important to ensure the correctness of SDTs; especially a community of decision 
modellers is involved. This problem belongs to V&V for decision making systems.  

In this paper, we have discussed SDT V&V issues concerning ontology-based 
consistency checking. We identify the constraints of value, uniqueness, mandatory, 
cardinality and frequency, exclusive-or and subtyping as the ones that can be directly 
applied. The graphical notations of the discussed constraints for the examples that are 
illustrated in this paper can be found in [11]. 

The SDT creation method used in this paper is to create an ontology that stores the 
meta-rules for V&V. This creation phase can be replaced by importing existing 
ontologies, which requires an extra effort during the annotation process. 

We have designed an SDT rule engine for checking the validity of decision 
columns in an SDT. We are still working on the implementation. We are currently 
busy with the implementation of the mapping between SDT commitments, 
RDFs/OWL and SDRule-ML. In the future, we will study how to use combined 
ontological constraints for SDT V&V. 
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Abstract. This paper describes how constraint solvers could serve as rule 
engines in the context of modern business decision management systems. 
Decision models are based on rule families oriented to business users and 
frequently represented as Excel decision tables. The proposed approach uses 
exactly the same representation of decision models as a rule engine. The 
developed Rule Solver loads a decision model from multiple Excel files, 
generates a constraint satisfaction problem, and then validates it for 
consistency, diagnosing possible conflicts. Finally, it solves the problem, 
delivering results using the same terms as business rules. In fact, a user may 
switch between a rule engine and a constraint solver without changing the rules 
themselves. Additionally, Rule Solver can find solutions or find an optimal 
decision when business rules only partially define a problem. Rule Solver is 
implemented as an advanced component of the popular open source business 
decision management system “OpenRules”.  

Keywords: Decision Model, Rule Family, Constraint Satisfaction, Rule 
Engine, Constraint Solver. 

1   Introduction 

In recent years, decision management services have become key components of real-
world business applications in banking, insurance, healthcare, telecommunication, 
advertising, and many other industries. They are frequently based on predictive 
analytics, business rules management, complex event processing, optimization, and 
other business intelligence technologies. According to IDC [1] the decision 
management software market is expected to exceed $10B by 2014 – doubling in the 
five years from 2009.  Business rules management systems (BRMS) and rule engines 
are already “must-have” components for decision management. At the same time, 
constraint programming (CP) has been successfully used for years to find optimal 
solutions for complex industrial problems. However, it is only now CP is starting to 
penetrate the world of business decision support applications. In this paper, we show 
how existing CP solvers can be effectively used as an execution mechanism for 
complex decision models. 
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There are two major implementations of rule engines available on the market 
today:  

1) Inferential rule engines that support a pure declarative representation of 
business rules;  

2) Sequential rule engines that rely on user-defined sequencing of rules and rule 
families.  

The famous Rete algorithm was invented by Charles Forgy almost 40 years ago [2] 
and it still remains the major foundation for most implementations of inferential rule 
engines [4], [5], [6], [7]. Sequential rule engines are used by many commercial and 
open source engines ([20], [21], [8], [9]), which recognized that in many practical 
applications manual rules sequencing is a preferred mode. Even vendors of the major 
Rete-based rule engines added special sequential modes to more effectively compete 
with their sequential counter-parts. However, the newest decision management 
methodologies ([3], [22]) without insisting on any particular rule engine 
implementation, require that there should be no rules ordering within rule sets, and 
between rule sets. These declarative principles simply cannot be supported by 
sequential rule engines which makes Rete again the dominating implementation 
approach.   

Over the years, Rete went through many enhancements, but until now there were 
no practical alternatives to Rete for implementation of non-sequential rule engines in 
the business rules world.  At the same time, Prolog-based tools and different 
constraint solvers (see the list of products in [23]) have been successfully used for 
years to resolve complex optimization problems defined in terms of rules and 
constraints. However, these tools usually require a deep understanding of the 
underlying technologies, and are mainly oriented to software developers, not to 
subject matter experts. This fact limits the real-world acceptance of these 
technologies. Making these tools available to business users through their favorite 
interfaces such as Excel-based decision tables and/or different BRMS rule editors, can 
bring constraint-based technologies to the practical decision management world.  

In this paper we propose a new, constraint-based approach to the implementation 
of inferential rule engines that can execute rule-based decision models [3].  The 
proposed approach is functionally similar to Rete-based rule engines in its support of 
declarative principles for business rules organization. On the one hand, it allows a 
user to execute decision models using exactly the same business rules without any 
additional coding. On the other hand, it does not require explicit sequencing of rules 
inside a rule family or a strict execution order of related rules families. For every 
input dataset, a constraint-based rule engine executes all related business rules and 
either infers a decision or diagnoses conflicts among rules and input data. 
Additionally, it can find solutions when business rules only partially define a 
problem. When an optimization objective is defined by the rules, it also can find an 
optimal decision instead of forcing a user to specify enormous amount of rules to 
compare different decisions. The proposed approach is implemented as a component 
of the open source business decision management system “OpenRules” [8], in which 
it is called “Rule Solver”. We will use this name throughout this paper when referring 
to the proposed approach and its implementation.   
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2   The Decision Model  

Rule Solver does not deal with any particular rule language, but rather executes rule-
based decision models created by business users in accordance with the 
methodological approach known as “The Decision Model” [3].  The Decision Model 
was introduced two years ago by Barbara von Halle and Larry Goldberg and quickly 
gained popularity as a practical methodology for developing Business Decision 
Management Systems (BDMS) for large financial services, insurance, health care, and 
other industries.  According to the authors, “The decision model is a representation of 
fact-based business logic within a scope of a single business decision”. Examples of 
such decisions are “Determine Loan Eligibility”, “Define Insurance Premium” or 
“Determine Medical Treatment”.  The Decision Model is oriented to subject matter 
experts (business analysts who are not software developers) providing them with a 
strictly defined notation, as well as concepts and principles that they should follow to 
build maintainable decision support systems. The Decision Model is defined as 
technology agnostic, meaning that different BRMS products may provide different 
implementations of the same decision models. 

The Decision Model is defined in [3] as “an intelligent template for perceiving, 
organizing, and managing business logic behind a business decision (specifically, a 
representation of business logic statements that together lead to a single business 
decision, and which complies with the 15 Decision Model principles)”. The rigor of 
the Decision Model is embodied in these 15 principles that are divided into structural, 
declarative, and integrity principles. In particular, they specify how to organize and to 
connect Rule Families.  

2.1   Rule Families 

Rule Families are the heart of the Decision Model and they are defined as traditional 
decision tables but with certain limitations.  A Rule Family is a decision table that 
consists of 0 or more conditions and only one conclusion. If there is more than one 
condition, then all of them are connected by the logical operator “AND”. Examples of 
Rule Families are shown in Figures 1 and 2.   

 

 

Fig. 1. Rule Family “PersonLikelihoodOfDefaultingOnLoan” 
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This Rule Family consists of four AND’ed condition columns and a single 
conclusion column. Each column is associated with one fact type (e.g. “Person 
Employment History”). Multiple rows (rules) specify the fact using an operator 
(e.g.”<=” or “Is”) and a value (e.g. “Poor”).  

 

 

Fig. 2. Rule Family “PersonEmploymentHistory” 

Conditions and conclusions may use different business fact types shared by 
different Rule Families. The fact types used in conditions of one Rule Family may be 
defined by conclusions of other Rule Families. For example, Figure 2 shows a Rule 
Family that specifies the value for the fact “Person Employment History” used by the 
dependent Rule Family in Figure 1. This is an example of so called “inferential 
relationships”. According to the “Declarative Inferential Relationship” principle [3], 
there should be no implied sequence in the path among Rule Families related through 
such inferential relationships.  

The Decision Model includes other important principles that support the integrity 
of Rule Families, among which are some that are especially important for automatic 
execution of the Decision Model. 

The “Declarative Body” principle states that “the entries in the body of a Rule 
Family are unordered” [3]. In particular, it means that a user may insert new rules into 
a Rule Family without worrying about any particular order. This principle imposes 
very strong requirements not only upon the rule engine that will execute the Decision 
Model, but also on the designer of Rule Families. It excludes the (sometimes very 
convenient) ability override rules and forces a Rule Family author to consider almost 
all possible combinations among condition values. 

The “Rule Family Consistency” principle states that “a Rule Family should be free 
of inconsistencies such as overlapping conditions or more than one conclusion” [3]. 
The conditions need to cover only a subset of the fact type’s domains that are within 
scope of a Rule Family. At the same time, a Rule Family must result in at least one 
conclusion value for any set of valid input values for condition fact types.  



212 J. Feldman 

2.2   Business Glossary 

Fact types used by all Rule Families are collected in one special table called the 
“Business Glossary”. Usually a glossary defines the following information about fact 
types: 

- Business names of the fact types defined exactly in the same way they are 
used in Rule Families; 

- Business Concepts to which these fact types belong; 
- Domains with all possible values of the fact types; 
- Technical names of fact types for integration of the Decision Models with 

actual business object models used by programmers. 

Figure 3 shows an example of the business glossary for rule families presented in 
Figures 1 and 2. 
 

 

Fig. 3. Example of a Business Glossary 

2.3   Top-Down Design 

The Decision Model promotes a top-down design approach that starts with a top-level 
decision which can be described through sub-decisions and their associated Rule 
Families.  For the above examples of Rule Families, the proper Decision table is 
presented in Figure 4. 

 

 

Fig. 4. The Decision Model “DetermineLikelihoodOfDefaultingOnLoan” 
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The Decision Model can be considered as a hierarchy of decisions presented in a 
graphical form [3] or a tabular form [8]. For example, using the table of the type 
“Decision” we may present a top-level decision and its sub-decisions in Excel tables 
similar to the ones on Figure 5.   

 

 

Fig. 5. Decisions and Sub-Decisions 

The first table specifies a top-level decision using 5 sub-decisions and Rule 
Families that implement their business logic. For instance, the decision “Define Fact 
2” is defined by two Rule Families “RuleFamilyFact21” and “RuleFamilyFact22”. At 
the same time, the decision “Define Fact 3” is defined using a separate decision table 
“DecisionFact3”. 

According to the Decision Model [3], there should be no inferential dependencies 
among inferentially related Rule Families. Correspondingly, the order of fact 
definitions inside the above decision tables should not matter during the execution of 
these models.  

The decision can be also defined through other decisions using different 
conditions. For example, Figure 6 demonstrates a situation when the first sub-decision 
validates your data and the second sub-decision executes complex calculations but 
only if the data validation was successful. 

 

Fig. 6. Conditional Sub-Decisions 
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2.4   Test Cases and Real Data 

The test cases like Rule Families and all other components of the Decision Model can 
be defined by business people directly in Excel. Figure 7 shows an Excel table that 
defines a data type for the business concept “Person” (defined in the glossary in 
Figure 3 above.) 

 

Fig. 7. An example of a Datatype table used for Decision Model testing 

Instead of an Excel-based data type, we may use a regular Java class Person that is 
defined as a Java bean by the Java application in which this Decision Model is going 
to be incorporated.  Figure 8 shows an Excel table that contains concrete test instances 
of type Person called “borrowers”.  
 

 

Fig. 8. An example of a Data table with test instances 

When the Decision Model is integrated with a Java or .NET application, actual 
data instances can be used by the same Decision Model without any changes in the 
business logic.  

The described components of the Decision Model “DefinePersonLikelihoodOf 
DefaultingOnLoan” are sufficient for Rule Solver to either execute this model 
inferring a correct decision or to inform a user about possible inconsistencies. 

3   Constraint-Based Implementation  

Formally, the Decision Model can be described as follows: 
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- There is a set of business objects X = { X1, …, Xn } 
- Each business object Xi has fact types Fi = { f1, …, fm } with possible  values 

Dj = { vj1, …, vjk } for each property fj 
- There is a set of rules R = { R1, …, Rr }, where a rule Rk defines relationships 

between different fact types by specifying the allowed combinations for all 
fact types in that rule. 

The rules from set R are grouped into Rule Families that are organized in accordance 
with the Decision Model principles.  Execution of the Decision Model should cause 
the assignment of values to all fact types that satisfy the rules.  

This representation demonstrates that the Decision Model is quite similar to a 
typical constraint satisfaction problem (CSP) where fact types Fi correspond to 
constrained variables with known domains Dj and where rules Rk correspond to 
conditional constraints.  

Thus, to use a constraint solver as a rule engine that is capable of executing a 
decision model compliant with The Decision Model principles, we need a tool that 
can do the following: 

- read the decision model created by business analysts directly from the rule 
repository (i.e. from a set of Excel files) without requiring the manual 
transfer of the model into any CP language 

- generate a CSP that corresponds to this decision model 
- validate the consistency of the model by checking the consistency of the 

generated CSP and point to possible conflicts using the business terms of the 
initial decision model 

-  execute the decision model against concrete data using the following steps: 
o instantiating all constrained variables for which input data is 

defined 
o posting all constraints that correspond to rules from all Rule 

Families 
o if constraint propagation by itself does not find single values for all 

fact types (does not instantiate all constrained variables), then run a 
constraint solver’s search strategy that finds one or more solutions. 

OpenRules Rule Solver provides the described functionality by downloading all 
decision model tables directly from Excel files and then automatically generating 
and solving a corresponding constraint satisfaction problem.  Rule Solver is based 
on the standard Java Constraint Programming API defined by the Java Specification 
Request (JSR) 331 [19].  The use of the JSR 331 allows a user to not commit to a 
particular CP vendor and to try different underlying solvers before choosing the 
most suitable one based on its technical and business applicability. A user may 
switch between different underlying CP solvers compliant with the JSR 331 without 
any changes in the code. Below we will use a simple example to describe how Rule 
Solver works. 
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3.1   Fact Types as Constrained Variables 

First, Rule Solver creates a CSP instance using the class RuleSolver inherited from 
the JSR 331 class Problem: 
 
RuleSolver rs = new RuleSolver(); 
 
Then it iterates through the glossary and for each fact type it creates a constrained 
variable of one of the following types:  

- Var for integer constrained variables 
- VarBool for Boolean constrained variables 
- VarReal for real constrained variables 
- VarString for string constrained variables.  

Rule Solver automatically converts fact type domains from the glossary, to the 
domains of the constrained variables as they are specified by JSR 331. While the 
glossary does not specify a particular type of the fact types, the concrete types of 
variables are defined based on the provided data instances. For example, a constrained 
variable that corresponds to the fact type “Person Outside Credit Score” will be 
created using the following JSR 331 method: 
 
   rs.variable(“Person Outside Credit Score”, 0, 999); 
 
The Decision Model may use aggregated fact types, for example arrays of strings.  
Consider the Rule Family in Figure 9 that specifies up-selling rules.   
 

 

Fig. 9. An example of a Rule Family with aggregated fact types 

Here the fact type “Customer Products” is an array of strings that represents 
banking products that a customer already has. The fact type “Offered Products” 
represents additional products a bank is ready to offer to a customer based on the 
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customer’s profile and the set of existing products.  Rule Solver represents such fact 
types using constrained set variables (the JSR 331 standard type VarSet) and posts the 
proper constraints defined on these set variables. 

3.2   Rules as Conditional Constraints 

While processing the Decision Model tables and related Rule Families, Rule Solver 
creates conditional constraints in the form: 

 
   conditionConstraints.implies(conclusionConstraint) 
 
where “conditionConstraints”  are accumulated by using the method “and” defined for 
the JSR-331 class Constraint.  For example, the rule  

 
IF Person Years at Current Employer < 1  
AND Person Number of Jobs in Past Five Years > 5  
THEN Person Employment History = Poor 
 
may be implemented in Java using the JSR-331 interface: 
 
Var var1 = rs.getVar(“Person Years at Current Employer”); 
Constraint c1 = rs.linear(var1, ”<”, 1); 
 
Var var2 = rs.getVar(“Person Number of Jobs in Past Five Years”); 
Constraint c2 = rs.linear(var2, ”>”, 5); 
 
Constraint conditionConstraints = c1.and(c2); 
 
VarString var3 = rs.getVarString(“Person Employment History”); 
Constraint conclusionConstraint = rs.linear(var3, ”=”, “Poor”); 
 
rs.add(conditionConstraints.implies(conclusionConstraint));  

 
However, Rule Solver never generates Java or any other code. Instead, at run-time, it 
simply creates an instance of different JSR 331 classes and adds them to the already 
created constraint satisfaction problem (an instance of the class “RuleSolver”).  All 
instances of constrained variables and constraints are added to the problem “on the 
fly”.  How does Rule Solver actually generate this CSP? It does not use any special 
code parser and/or generator. Instead, it effectively relies on the existing OpenRules’s 
templatization mechanism.  

OpenRules uses different rule templates to implement all tables included into the 
default (not constraint-based) implementation of the Decision Model. Such tables as 
“Decision”, “RuleFamily”, and “Glossary” are actually implemented based on rule 
templates defined in several configuration Excel files. For example, the file 
“RuleFamilyExecuteTemplates.xls” contains a template with the fixed name 
“RuleFamilyTemplate” and all Rule Families are created based on it.  This template is 
a regular OpenRules “single-hit” rules table.  It means that it is trying to execute rules 
in top-down order by evaluating their conditions. When all conditions inside a rule are 
evaluated as TRUE, the rule’s conclusion (and possibly other related actions) will be 
executed and all remaining rules will be ignored.  
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Rule Solver provides another configuration file “RuleFamilySolveTemplates.xls” 
that substitutes the template “RuleFamilyTemplate” with a different implementation that 
is actually a special “multi-hit” rules table. This rule table executes all rules inside every 
Rule Family. However, instead of evaluating rule conditions it simply creates new 
constraints similar to c1 and c2 above, and then “AND”s all previously defined 
conditions similarly to c1.and(c2). Thus, all conditions from one rule will form a 
constraint conditionConstraints described in the previous example. Then the 
conclusion will be converted to the conclusionConstraint that is based on the 
constrained variable associated with the conclusion’s fact type, operator, and value. 
Finally, Rule Solver creates a new constraint conditionConstraints.implies 
(conclusionConstraint) and adds it to the problem. According to the JSR 331, this 
constraint states that if the constraint conditionConstraints is satisfied then the 
constraint conclusionConstraint also should be satisfied. 

While the “RuleFamilyTemplate” may contain more complicated constructions, 
the very fact that the generated CSP can be reconfigured by simply changing the 
template directly in Excel, makes this approach extremely flexible, extensible, and 
customizable for different needs. 

3.3   Consistency Validation 

Rule Solver provides a user (a business analyst who creates and maintains the rules 
within the Decision Model) with several consistency validation modes. 
 
Mode 1. Validate rules consistency. In this mode, Rule Solver simply posts all already 
added constraints one-by-one with constraint propagation turned on.  If a constraint 
fails to be posted, a user will be notified that the associated rule is in conflict with the 
rules, for which the corresponding constraints were previously posted.   

 
Mode 2. Validate rules consistency using test data. In this mode, before posting any 
constraints, Rule Solver is trying to instantiate constrained variables, for which the 
proper test data is defined. If an error occurs, the user will be informed about invalid 
data. If there are no errors in the data, then Rule Solver will try to post all 
automatically defined constraints for all involved Rule Families. The constraints again 
will be posted one-by-one with constraint propagation on.  If a constraint fails to be 
posted, the user will be notified that the associated rule is in conflict with previously 
posted constraints (rules). To help a user find the reason for the conflict, Rule Solver 
will display the current state of all instantiated (or only partially instantiated) 
variables corresponding to the fact types.  
 
Mode 3. Validate rules completeness. If the previous modes do not produce errors, 
Rule Solver validates whether the Rule Family consistency principle has been 
satisfied. This principle states that “a Rule Family must result in at least one 
conclusion value for any set of valid input values.”  So, Rule Solver determines 
whether all constrained variables have been instantiated for all conclusion fact types.  
If all Rule Families have been fully defined in accordance with the Decision Model 
principles, constraint propagation will be sufficient to determine a decision.  
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In real-world decision management environments, not all Rule Families are created at 
the same time, and as a result, the Decision Models frequently can be found to be 
incomplete, but still producing satisfactory results on the data that have been used. 
However, a user may not even know about potential problems with such decision 
models. In this case Rule Solver provides a user with a list of fact types that remain 
undefined. These fact types are displayed with all remaining possible values from 
their domains that may have been reduced. This information prompts a user to 
identify which rules should be extended to cover the remaining situations. 

It is important to emphasize that Rule Solver validates consistency of not only one 
Rule Family but of all Rule Families included in the Decision Model and related 
through inferential relationships!  Otherwise, it may be extremely difficult for the 
author of the rules to predict how adding or modifying a single rule in one Rule 
Family may affect the execution logic of dependent Rule Families. There could be 
hundreds and even thousands of Rule Families in real-world decision support 
applications, and it would be humanly impossible to maintain their consistency 
relying only on test cases. Rule Solver helps business users to keep their entire 
Decision Models in a consistent state.  

3.4   Finding Solutions for Partially Defined Decision Models 

In some practical situations a creator of a decision model cannot strictly specify all 
possible combinations of values for all conditions. Instead, users frequently cover 
only a subset that according to the Decision Model is “within scope” [3].  
Unfortunately, this means that such incomplete Decision Models will not produce any 
decision for certain data sets. Rule Solver helps a user to deal with this problem by 
simply executing the default search strategy after all data and rule constraints have 
been posted. Rule Solver offers a user the following options: 

- find a single solution that satisfies all currently specified rules (constraints); 
- find several solutions by specifying a limit for the maximal number of 

solutions or by limiting the amount of time during which solutions may be 
calculated; 

- find a solution that minimizes (or maximizes) an optimization criteria 
defined by a user as an expression of the existing fact types. 

In this manner, Rule Solver goes well beyond traditional inference rule engines by 
empowering business users with a new functionality without forcing them to specify 
rules for all possible situations.  

4   Related Work and Future Development 

The integrated use of business rules and constraint programming has been described 
in several works [12], [13], [15], [16]. In most cases, business rules are used to define 
a specific business problem and then CP is used to solve the problem. The early 
versions of Rule Solver [8] offered generic rule templates that allowed a user to 
directly use CP concepts represented through business rules. The closest approach to 
the one described in this paper was proposed in [14] where an automatically generated 
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CSP was used to validate the consistency of a stand-alone classification rules table. 
However, that previous approach did not validate the consistency of multiple decision 
tables and, more importantly, was not able to execute the rules. To the best of our 
knowledge there were no known software products that use a constraint solver as a 
truly declarative (not sequential) rule engine. 

With the Decision Model gaining in popularity as a decision management 
methodology, several vendors extended their product offerings to enable the creation 
and management of decision models in accordance with [3].  Such products as 
SAPIENS [9], interGREAT [10], and RuleGuide [11] provide powerful graphical 
interfaces for the creation and validation of decision models and OpenRules 6.0.1 [8] 
released in March 2011 became the first business rules product that allows business 
users to define and execute their decision models.  

The approach described in this paper has been implemented as an advanced Rule 
Solver component of the OpenRules BDMS [8].  It allows a user to check if custom 
decision models are compliant with the Decision Model principles [3]. In cases when 
these principles have been violated, Rule Solver shows a user how to improve their 
models.  In addition to traditional rule engine functionality, Rule Solver can deal with 
practical situations where a custom decision model does not cover all possible 
combinations of fact types. Instead of simply failing to find a decision, Rule Solver 
can offer a user either a feasible or an optimal solution.   

The proposed approach has not yet been tested on large industrial problems. It was 
also not possible to do a performance comparison with Rete-based rule engines since 
there are still no available Rete engines that implement The Decision Model. 
However, the automatically generated CSPs are simple from the CP perspective, they 
are highly constrained and do not require an optimal search for many practical 
situations.  When we conducted performance tests using relatively small rule sets and 
the default search strategies of several open source CP solvers, the high performance 
results came as no surprise. CP solvers have proven records of solving much more 
complex constraint satisfaction problems to compare with ones that automatically 
generated from the decision models. However, we plan to conduct further tests using 
more complex rules with multiple inferential dependencies and data coming from 
real-world projects.  

From a practical perspective, the performance should not be an issue as it is not an 
issue for most existing rule engines. What is especially important is the fact that the 
Decision Models can be executed “as is” without any conversion of the original 
Excel-based rule families (created by business users) and without additional coding.  
The creators of business rules, who usually have no idea about Rete or any other rule 
engine algorithm, do not have to know anything about CP either.  They may continue 
to use only business terms to define their business logic and the system will 
communicate with them in the same terms. As a result, business users can test and 
maintain their decision models themselves without help from software developers.  
The same decision model can be used with Rule Solver to validate its consistency, but 
then a user may switch back to a conventional rule engine to execute the model. 

OpenRules plans to extend Rule Solver by covering more types of business facts 
with more operators (and related constraints) defined on these facts. We also plan to 
add the ability to minimize rule violations in accordance with the approaches 
described in [17] and [18]. 
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Since Rule Solver’s implementation is based on the JSR-331 standard [19], it 
remains independent of the underlying CP solvers. It also allows any JSR-331 
compliant CP solver to use Rule Solver as a front-end for integration with business 
rules products. At the same time, different BRMS vendors may use the proposed 
approach to extend their product offerings by adding constraint-based rule engines. 
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Abstract. As the number of context-aware applications increases in the real 
world, it can be quite difficult to deploy such applications in traditional 
application servers, which are context-agnostics systems. To address this 
challenge, we propose a novel approach for easing the deployment of context-
aware applications into application serversContext is encoded within an OWL-
driven knowledge base. We couple this knowledge base with SWRL rules to 
encode context-awareness thresholds. SWRL rules are not predefined in the 
application server. They are instead embedded inside the application bundle 
built by the developer, next to the business logic of the application. At the 
application deployment time, SWRL rules are extracted to the knowledge base 
in order to monitor the relevant context for the application to be deployed. At 
runtime, the context of each session of the application is monitored in the 
knowledge base. When a rule is triggered (a context-awareness threshold is 
reached), a broker inside the application server notifies the application so that it 
adapts its behavior by switching to a more relevant modality. We show how our 
approach eases the work of developers for building context-aware application 
by using our context-aware framework.  

Keywords: Rules, SWRL, Semantic, context-awareness computing, middleware, 
digital services, application server. 

1   Needs for a Semantic CAS 

We want to provide context awareness for digital service. The idea is to provide a 
context-aware framework for software architects in order to implement context 
awareness in their digital services. These services usually run on Applications Servers 
(henceforth AS) and are consumed through a network using the client-server 
paradigm. In this situation, context is composed of information about the network and 
features of the terminal. Context is session specific since applications are hosted on an 
AS, context-awareness could be externalized as a framework on them. 

The objective is to provide a system that supports sensing, perception and 
reasoning over context. In this way, software developers could only focus on the 
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business logic and adaptation behavior of their application. Behaviors are specific for 
each application. Software developers must describe and model adaptation behavior 
for their digital services and communicate it to the context-aware framework.  

Semantic Web technologies allow describing context and are comprehensible by 
both humans and computers and offer a loosely-coupling with the programming 
language. 

Ontologies are used to model domain by describing concepts of the domain and 
relationships between those concepts [12]. The Web Ontology Language (OWL) was 
developed to provide a way to represent knowledge understandable by machines 
using a semantic formalization, in order to facilite computers to interpret human 
knowledge. 

The Semantic Web Rule Language (SWRL) allows us to encode context rules on 
Horn clauses and designed for OWL. As presented in [13] rules are of the form of an 
implication between an antecedent (body) and consequent (head).  SWRL are logical 
expression encoded in Conjunctive Normal Forms. It used to classify individuals 
according conditions. As stated in [14], SPARQL can be used to interrogate an 
ontology but it is RDF centric so not efficient when using OWL. O'Connor et al. 
proposes a Semantic Query-enhanced Web Rule Language (SQWRL) based on 
SWRL.  

We propose a semantic context-aware system using OWL, SWRL and SQWRL to 
describe context and model the adaptation behavior for applications.  

2   Related Works 

2.1   Context-Awareness 

Among the existing context-aware definitions [1-3], we base our definition from [2]. 
It defines context as "any information that can be used to characterize the situation of 
an entity. An entity is a person, place, or object that is considered relevant to the 
interaction between a user and an application, including the user and applications 
themselves."  

We apply this definition in the case of digital services: a context-aware multimedia 
application is an application (entity), which can use the elements of context (any 
information that can be used to characterize the situation) to adapt his behavior in 
order to provide the corresponding interaction to the terminal. 

2.2   Architectures of Context-Aware Applications 

J. Coutaz et al. present in [4] a global architecture for context-aware applications 
based on levels of abstraction for a general-purpose context-aware system. They 
define four levels: 

• Sensing layer provides numeric observables. 
• Perception layer provides symbolic observables, which are interpretations from 

the numeric observable (i.e. transform GPS information in location name). 
• Situation and context identification layer identifies context and propose 

adaptation. It is the reasoning core.  
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• Exploitation layer. It is an adapter between the application and the context 
infrastructure.  
 

Baldauf et al. in [5] also use a similar layered architecture to compare middleware 
and frameworks for context-aware systems.  

2.3   Existing Works on Context-Aware Systems 

Current approaches in context-aware frameworks make a clear separation between 
context acquisition, context processing and use. Thus, to create a separation of 
concerns as proposed by Dey [2]. He proposes a conceptual framework for supporting 
context-aware applications. The implementation of this framework is known as the 
Context-Toolkit [2]. It aims to ease development and evolution of context-aware 
applications using an object-based approach. It must be seen as an API for context-
aware application. Each object from the API, which can be use to construct an 
application, has a role (i.e.: collect, transform, aggregate and serve context). The API 
approach creates a tight coupling between context processing and application.  

More recent works, such as CoBrA or SOCAM are infrastructure-based approach 
rather than API. Hong et al. point out advantages of infrastructure for providing 
context abstraction [6]. 

CoBrA project from Chen et al. [7] is agent-oriented. A central unit, so called, a 
context broker, maintains and manages context on behalf of agents. An agent could be 
an application running on mobile devices, a service provided by a room, a web 
service, etc). The broker collects information about context and shares it with agents. 
This design addresses the issue for providing context-awareness to resource-limited 
computing devices. 

The Service-Oriented Context-Aware Middleware (SOCAM) project introduces by 
Gu et al. [8] exists as middleware. In SOCAM, different services working together 
acquire, process, reason and deliver context to agents. The main contribution of this 
work is the context model, which uses ontology through OWL. The use of ontology 
allows them to describe context in a semantic way that is independent of 
programming language. 

In context-awareness, the usage is a key element. Works presented in this section 
are related to the physical world. The main use is to provide services fitted to users 
activity (e.g.: forward calls to voice mails when users is currently sleeping in the 
bedroom, switch off light if the room is empty, etc).  

3   Rule Driven Context-Awareness 

Our motivations to use a middleware are driven by the will to be unobtrusive (1) and 
to create an abstraction for context-awareness (2). It aims at deploying regular 
applications and context-aware applications (related to (1)) and evolving the 
middleware without impacting the already deployed applications (related to (2)). 

We use rules for providing context-awareness thresholds in application through 
what we call a context signature. It contains rules that define behaviors according to 
context, for each application. In order to create these rules, the software engineer must 
define a set of situations. A situation propose a running state for a corresponding 
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environment, as for example, to stream a video through a 4 Mbit/s connection to a 
terminal we must code the video in 480p.  

Each situation is made of observations of the computing environment and a 
corresponding reaction. Observations describe the computing environment for an 
application; upon relevant characteristic chosen by the software engineer. Indeed, in 
our reference scenario, bandwidth is a relevant characteristic. An observation is 
formatted as a triple (key, comparison operator and value). Values are strings or 
numeric; in case of a numeric value, a default unit is used. Key is the name of the 
characteristic, basically, the name of the data gathered by the sensors (e.g.: screen 
height for an observation about the height of a screen). The operator fills the gap 
between key and value.  

Observations can be as simple as the reference scenario or more complex with 
additional elements. For example, a situation can be based on observations on 
bandwidth and screen size. But there can be only one reaction. So, a situation is 
composed by at least one observable and exactly one consequence.  

Each reaction must be a running mode implemented. Rules allow choosing the 
most appropriate running mode for an application. For each relevant using case of a 
multimedia application, there must be a situation expressed as a rule. These rules are 
used against the knowledge base. Once the developer provides the context-aware 
application as a package which contains the binary and the context signature, the 
middleware unpacks these elements as shown in Fig. 1. 

 

Fig. 1. Deployment of app in CAAS 

The binary is deployed like a standard application and the signature is parsed in 
order to find rules. As stated before, a rule (situation) is composed with an antecedent 
(observation) and a consequence (reaction). Each one is then injected as knowledge in 
the KB. Rules are consider as knowledge because they present running modes and 
associated necessary conditions for using them, of the newly deployed application. 
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Context-logic signature defines requirements, in term of context information, for 
changing application’s behavior. We define behavior as a business logic modulation. 
The main functionality does not change, but can be realized under different forms. 

3.1   Storing Context in a Domain Ontology 

A context aware application server (CAAS) hosts multiple digital services and 
provides context-awareness for them. Each application provides features under 
multiple running modes. A user is typified as a session, which consumes features 
offered by an application. Each session delivers its features through its environment 
called context. Sensors through context providers can grab it. Each one is able to 
gather only some kind of information (battery, screen size, localization, etc.) but not 
all data from the computing environment. In other words, a context-aware application 
relies on context providers to sense the environment, in order to choose the right 
business logic modality (or running mode) for a session. 

These observations are the foundation for our resulting ontology. It uses two main 
classes (Context and Session) as shown in Fig. 2.  

Context stores all necessary context information about the user computing 
environment. It is divided into subsets that represent a context provider.  

Session represents all active connections to the CAAS. Each user, which consumes 
an application, is a member of the class session. Like the Session set, this class is 
divided into subclasses for representing applications.  

Relation between a session class and a context class is hasContextInformation. 
This property is antisymetric, its domain is Session and its range is Context. 

 

Fig. 2. General representation of our ontology 

3.2   Reference Scenario 

We will use as reference scenario, a video on demand (VOD) application. The digital 
service has 3 behaviors (i.e.: 480p, 720p or 1080p) for streaming a video to a user. 
The context information is the available bandwidth. The application changes the 
resolution of the video (behavior) according to the user’s available bandwidth 
(context) as shown in Table 1. The context-signature provides semantic formalization 
of these context configurations that is a set of observations. A context signature maps 
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each context configuration to a specific business logic behavior. This is a loose-
coupling solution between business logic and context logic. 

We run the above-mentioned ontology against our reference scenario. An 
application server with our middleware has a context provider called “User Terminal 
Context” that provide information’s about the terminal like bandwidth, screen size 
and CPU load. The AS hosts a context aware digital service called “Adaptable Video-
on-Demand”, which provide adaptable video according user’s bandwidth.  

Table 1. Classes of the ontology under our reference scenario 

Name Parent Description 

Context Provider Thing 
 

All context providers 

Session Thing 
 

All sessions using middleware 

UserTerminalCtx Context Provider 
 

Context provider that gather information 
about bandwidth, screen size and CPU 

load 
AdaptableVoD Session All sessions for the Adaptable Video-

on-Demand digital service 
C480p AdaptableVoD 

 
Sessions for AdaptableVoD using 480p 

resolution 
C720p AdaptableVoD 

 
Sessions for AdaptableVoD using 720p 

resolution 
C1080p AdaptableVoD 

 
Sessions for AdaptableVoD using 1080p 

resolution 

 
The data gathered by the context provider are represented as datatype relations. In 

this scenario the context provider gather information about bandwidth, screen size and 
CPU. 

Table 2. Relations in the ontology under our reference scenario 

Name Domain Range Description 

hasContext Session Context Link a session with a 
context provider 

hasBandwidth UserTerminalCtx int Available bandwidth 
gathered by context 

provider 
hasScreenSize UserTerminalCtx string Screen size gathered by 

context provider 
hasCPULoad UserTerminalCtx float CPU Load gathered by 

context provider 
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As stated before, individuals from the Session context are sorted according to rules, 
which are injected in the KB. We use SWRL to model the context logic dynamic 
using this feature. In our reference scenario, the Video-On-Demand service must 
adapt the video coding according to bandwith. From the OWL point of view, 
individuals from the set AdaptableVoD must be move either in the c480p, c720p or 
c1080p subset, each one represents a video coding (480p, 720p and 1080p). This 
behavior uses the following SWRL: 

For more readability, the common part of equations is represents as (0) 

AdaptableVoD(?s) ^hasContext(?s,?c) ^hasBandwidth( ?c,?b) (0) 

 (0) ^ swrlb:greaterThanOrEqual(?b,3000 ) ^ swrlb:lessThan( ?b,6000) → c480p(?s)  (1) 

(0) ^ swrlb:greaterThanOrEqual(?b,6000 ) ^ swrlb:lessThan( ?b,9000) → c720p(?s)   (2) 

 (0) ^ swrlb:greaterThanOrEqual(?b,9000 ) → c1080p(?s) (3) 

In our model, the reasoner and KB, use OWL and SWRL to choose business logic 
modality according to context. Each time a new connection is setup, the middleware 
injects information about the session and the context in the KB. In order to switch 
modality, the application must be aware of the KB's classification. We use SQWRL to 
interrogate the ontology in order to notify applications about modality to use for each 
connection. A typical SQWRL query for this is: Modality(?s) -> sqwrl:select(?s). In our 
reference scenario: 

c480p( ?s ) → sqwrl:select(?s)                                                                   (4) 

c720p( ?s ) → sqwrl:select(?s)                                                                    (5) 

c1080p( ?s ) → sqwrl:select(?s)                                                                  (6) 

The first one provides all sessions that must use a 480p resolution, the second one for 
sessions use a 720p and the last one for session uses a 1080p. 

4   Conclusion 

We have proposed and implemented a novel architecture that makes AS taking into 
account the context-awareness of the digital service they host. The architecture 
employs domain ontology in order to monitor the applications’ context. Moreover, 
when a new context-aware application is deployed on the application server, its 
context-logic (a set of SWRL rules which rely the domain ontology) is extracted from 
the application bundle. Each SWRL rule encodes a context-aware threshold for the 
application. When a rule is triggered at runtime, the application server notifies the 
application, so that the application change its service delivery modality, as the current 
context favors another service delivery modality different than the current one. 

The primary goal is to help developer of context-aware applications to quickly 
encode context-aware thresholds. It helps them to develop the context logic of the 
application for it to adapt its behavior when a significant context change is detected. 
Developers can seamlessly encode those thresholds by writing the SWRL rules 
corresponding to the conditions under which the application follows each service 
delivery modality and then ship the SWRL file into their application bundle. 
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Previously, this task was not a service offered by the application server, unlike 
logging, database mapping, authentication, etc., but actually embedded in each 
application business logics as an ad hoc encoded algorithm. Therefore, this approach 
is also a framework, as developers of context-aware applications no longer have to 
write source code for handling context changes. 

We are currently developing additional algorithms that will enhance the context 
assertions in the knowledge base. Especially, we will add to the context logic 
parameters for gathering context (e.g. context sampling frequency) as each 
application may have different temporal needs regarding context updates. 
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Abstract. Cloud computing has emerged as a major paradigm shift in informa-
tion technology pushing corporations to redefine the way they conduct their 
business. While it promises many benefits, Cloud computing is also facing se-
rious challenges. Those include legal and regulatory requirements, privacy and 
security needs, as well as other information and data related issues. To help ad-
dress these concerns, a number of standards initiatives have been started. We 
believe that declarative rules can play an important role in standardizing legal 
and service level agreements and contracts by providing formalized languages 
that can enable intelligent compliance automation and trust. In the Cloud, auto-
mation is key and new architectures for service provider and service consumer 
dynamic interactions will need to be developed before organizations deploy 
their mission critical applications to the Cloud. In this paper, we will address 
these issues and provide a survey of existing standards and address the limita-
tions of current efforts. 

Keywords: Cloud Computing, Declarative rules, RuleML, SLA, Service level 
agreement, Cloud Compliance, GRC-XML, LegalRuleML, Ontologies, Tax-
onomies, Trust on the Cloud. 

1   Introduction 

Cloud computing has emerged as a new computing model that arrays multiple com-
puters in both centralized and distributed data centers to deliver applications, applica-
tion platforms, solutions and services via a utility model. Cloud computing relies on 
separating user applications from the underlying infrastructure using virtualization 
and information sharing through federation. While the idea of utility computing is not 
new, it has been given a new life and crucial developments with the major vendors 
playing an active role and providing virtual servers and storage on demand. 

Although Cloud is an evolving paradigm, it is important to have a common defini-
tion. NIST provides a definition that is widely accepted in the industry. Cloud  
computing is defined as a model for enabling ubiquitous, convenient, on-demand 
network access to a shared pool of configurable computing resources (e.g., net-
works, servers, storage, applications, and services) that can be rapidly provisioned 
and released with minimal management effort or service provider interaction. 
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This cloud model promotes availability and is composed of five essential charac-
teristics, three service models, and four deployment models [1]. 

One of the main challenges facing Cloud Computing is security. It is important 
that service providers deliver on key security components in order to provide 
necessary assurances for service consumers and develop a trusted relationship. 

In order to establish a stable secure foundation, it is essential to make the virtual 
environment confidential and secure. To secure federation, cloud-based systems must 
implement mechanisms to ensure Quality of Service (QoS) and Service-Level 
Agreements (SLAs). There are two historical approaches: (1) remote API on the plat-
form and (2) direct analysis of network packets flowing between components. They 
both fail when dealing with complex federated virtualized environments. An alterna-
tive approach is to use agents and semantic rule languages constructs to resolve the 
challenges of nested multi tier security. In this context, semantic agents are software 
components, which may be leveraged for resource management due to their autonom-
ous, reactive, social, and self-learning properties. Semantic agents are a special kind 
of Cloud services that are used to implement and manage available Cloud services 
and resources. 

Declarative rule languages will enable the dynamic interpretation of the contract 
between customers and service providers. Various performance metrics (e.g., uptime, 
throughput, and response time) may need to be guaranteed to Cloud users while pri-
vacy classification mechanisms are maintained, even through multi level security. 
This enables the resolution of multiple SLA's, QoS requirements and regulatory-
imposed security levels, which can be implemented, based on data types or jurisdic-
tions. Standards groups such as ISO/IEC and the UN-based ITU have acknowledged 
the need to resolve SLA's QoS requirements and trans-border jurisdictional mandates. 
We expect standards efforts in this area to start soon. 

1.1   Background 

In 1992, the MITRE Corporation implemented the Multilevel Secure Transactions 
(MUSET) database system. This project centered on heterogeneous database transac-
tion management. Challenges MITRE addressed include concurrency control, recov-
ery, and commit protocols for multi security level transactions. Multi security level 
transaction allows for concurrent operations at multiple security levels. In a multi 
security level system a sub-transaction at one site could operate at the unclassified 
level, whereas another sub-transaction at a different site could operate at the Secret 
level. MUSET assigned sensitivity and security levels to data, which utilized con-
straints and classification rules. Security constraints provided an effective classifica-
tion approach. This ensured consistency of policy enforcement while at the same time 
minimized covert channels.  

The Open Group Cloud Computing Work Group in its response to the European 
Commission’s Cloud Computing Strategy DIGIT-IPM request for public consultation, 
highlighted the barriers to the use and provision of cloud computing. In his January 
2011 address, Vice-President Kroes stated that there are a number of questions that 
need to be answered to make cloud computing happen in practice. These include le-
gal, technical and commercial issues. In his address he highlighted three areas where 
advancement is required. Quoting Vice-President Kroes in his address: 
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First, the legal framework: This concerns data protection and privacy, including the 
international dimension. It also concerns laws and other rules that have a bearing on 
the deployment of cloud computing in public and private originations. And it con-
cerns users' rights insofar as they are provided for by law. 

Second, technical and commercial fundamentals: We want to extend our research 
support and focus on critical issues such as security and availability of cloud services. 
As a mediator, the Commission can also play a stronger role in the technical standar-
dization of APIs and data formats, as well as in the development of template contracts 
and service level agreements. 

Third, the market: We will support pilot projects aiming at cloud deployment. To 
really harness the power of public procurement we want to engage with our public 
sector partners on Member State and regional levels to work on common approaches 
to cloud computing. 

1.2   Key Focus Areas 

In their response, the Open Group suggested several key focus areas. The open group 
recommended the creation of a Consumer Bill of Rights. The response highlighted 
that users do not understand their rights from a Provider of Cloud Services.  In answer 
to this need this paper presents RuleML as a framework to resolve this deficiency.  
RuleML may be used to provide enforcement standards for a consumer Bill of Rights. 
In the area of automated breach notification and service management RuleML can be 
used to automate process flows and assure supply chain members that service level 
agreements are being respected. RuleML may also be leveraged to create a more 
structured statement of regulatory expectations of providers. This could include auto-
mated delivery standards that Providers need to support. Using RuleML-driven policy 
engines, agents and semantic rule language constructs systems can execute explicit 
statements that Providers should provide to Buyers of Cloud Services.  This may in-
clude details regarding the service location and provision, where tracking of usage 
and separation of services is done; how is security of data handled. RuleML enables 
the creation of semantic contracts in software and service licenses that involve mul-
tiple countries; Predicates defined by RuleML statements can adapt workflows to 
specific country requirements and may be executed in the context of local law where 
jurisdiction is concerned. 

2   Multi-security and Cloud 

In order to implement a multi security level ontology, the systems to be federated 
must share a common information model. Federated security systems must be trans-
formed into the constructs of a common data model. This approach ensures that the 
policies enforced by the individual systems are maintained. Multiple schemas must be 
integrated to form a federated schema. Each component exports certain schema ele-
ments to the federation. These schemas are then integrated to form a federated policy. 
The challenge is to ensure that there is no security violation at the federation level. To 
address this challenge we must introduce the concept of semantic heterogeneity.  
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Semantic heterogeneity occurs when an entity is interpreted differently at different 
sites or different entities are interpreted to be the same object. Semantic heterogeneity 
is one of the major challenges for data integration as well as information interopera-
bility. This challenge occurs not only in relational databases, but also in object data-
bases and multimedia databases. Semantic heterogeneity permits context mediation, 
an approach for achieving semantic interoperability among sources and consumers of 
large-scale heterogeneous Cloud environments. The process of reconciling semantic 
heterogeneity involves two steps: 

• In schema matching, Cloud implementers must find correspondences between sets 
of elements of the schemas that refer to the same concepts or legal mandates in the 
real world 

• In the second phase, Cloud implementers must build on these correspondences to 
create the actual schema mapping expressions that reflect legal constrains.  

RuleML presents itself as one such mechanism to express semantic heterogeneity and 
codify legal constraints imposed by jurisdiction and data type as declarative rules that 
are honored by the policy management infrastructure within the infrastructure of 
Cloud service providers. 

3   Cloud Computing and RuleML 

The RuleML Federation is an international non-profit organization formed in 2000 to 
provide a neutral platform for semantics-preserving interoperation of rules and rule-
based web services across the Web between commercially important rule systems and 
to enable rule-based semantic web services. RuleML pioneered the XML representa-
tion of a modular family of webized rule sublanguages, catering to a variety of needs. 

The RuleML language is an open semantic standard for rule modeling, modulariza-
tion, serialization, webizing, interoperation, execution, and tooling. RuleML is a  
unifying family of XML-serialized rule languages spanning across all industrially 
relevant kinds of Web rules. It accommodates and extends other recent rule languag-
es, building interoperation bridges between them. The specification of RuleML con-
stitutes a modular family of Web sublanguages where each sublanguage has an XML 
Schema definition and a URI, which permits inheritance between sublanguage sche-
mas and precise reference to the required expressiveness. The family structure pro-
vides an expressive inclusion hierarchy for the sublanguages, and their URIs are the 
subjects of (model-theoretic) semantic characterization. 

The RuleML family’s top-level distinction is deliberation rules (including deriva-
tion rules) vs. reaction rules (including production), which has been further refined in 
[8]. Complex event processing and legal rules are also being developed as part of the 
upcoming RuleML releases. 

Having the choice between various types of rules using the RuleML modular 
framework, data centers automation can leverage various declarative formats for 
access control and security, compliance, policy and regulatory requirements, service 
level agreements and contracts, continuous control monitoring, business intelligence 
and semantic integration. 
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On the Cloud, there is a serious debate around legal issues such as regulatory re-
quirements, agreements and contracts, jurisdictional challenges particularly for multi-
national corporations. Companies struggle to determine which regulations they need 
to comply with and where their data will reside and if the providers will be in com-
pliance with the rules and policies of each relevant jurisdiction (country, territory, 
state, local, etc.) 

Legal and policy documents can be represented as formalized statements in a dec-
larative rule language, abstracted from the legal text and its multiple interpretations in 
any given country. LegalRuleML [9] has been started as a new effort from the Ru-
leML community, which will lead to the development of a language that closes the 
gap between a legal text and the rule-based modeling of the norms it expresses in 
order to deliver an integrated and linked representation of legal documents on the 
Web. This will enable the creation of authoring and runtime tools for SLAs and con-
tracts, enabling semantically rich data centers and supporting the realization of trust 
on the Cloud. 

Using LegalRuleML, legal requirements can be implemented in a machine-
readable syntax that can be fed into a business rule engine in order to continuously 
monitor the contract performance at runtime and automatically execute the corres-
ponding business rules. Transparent assessment and reports can be made available to 
auditors and Cloud service consumers. 

Within RuleML legal constraints can be expressed as predicates. Based on the con-
text of the data in question, derivation rules may then be leveraged and generated 
from existing requirements. In complex multi-tenant environments, the RuleML 
framework offers the ability of rule chaining and reasoning over existing information 
and gathered facts, providing data center intelligence through agile services. In addi-
tion, it provides a declarative implementation of Trust on the Cloud using formal 
methods and the expressive power of the family of RuleML rule modules. To conti-
nuously apply and monitor information confidentiality and security and deploy effec-
tive and efficient controls, a rule-based approach is more appropriate than imperative 
and procedural solutions. This is the first step towards self-sustaining intelligent data 
centers on the Cloud where service providers can demonstrate on-demand to their end 
user organizations and consumers trust and offer interactive transparent audits. The 
Cloud Security Alliance, ISO and other standards bodies are all working on best prac-
tice and specification to help achieve these goals. 

4   Policy-Based Multi-tenancy 

Multi-tenancy is an architectural model used by cloud service providers to host mul-
tiple organizations (tenants) within a single server. There are many variations of this 
concept but overall they all have the same goal, which is to implement an efficient 
and cost-effective utilization of their resources. While it is a good solution for the 
providers, it forces tenants to share those resources, creating many operational and 
business risks. Large enterprise, before they can trust the providers with their sensi-
tive data and services, they will need guarantees and assurances that internal controls  
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are in place to provide security, confidentiality and privacy while at the same time 
deliver on performance and scalability on demand. Tenants need to have full audit 
and control, as they are ultimately responsible for compliance with relevant regula-
tions within their jurisdictions. This is why automated and semantically rich data cen-
ters are needed. Declarative rule-based approaches can play a key role and now is the 
time to bring such solutions to the marketplace and to encourage research labs and 
universities to develop this field. 

To implement resource and network segregation, an ontology can provide a classi-
fication that can be used for dynamic configuration and to enforce various levels of 
security policies. Reasoning over resources and automatically adjusting configura-
tions will require the expressive power of rules beyond description logic to include 
complex events and modal logics (deontic and alethic operators). 

Policy-based multi-tenancy requires rich semantics and real-time execution of rule 
sets (security, preferences, service configuration, etc.) based on network and re-
sources as well as service consumer requirements. Standards developed by the Cloud 
Security Alliance are starting to gather momentum around industry best practice. 
Over the next few years, as these standards receive wide adoption, we will see new 
products that will support the required capability for larger enterprises to join the 
Cloud and trust the providers with their mission critical applications and sensitive 
information. 

5   Conclusions 

Cloud Computing is proving to be the next evolution of information technology and 
an enabler for advanced distributed web architectures. Investment in Cloud is growing 
worldwide with organizations adopting private clouds and exploring hybrid and pub-
lic Cloud models. Semantic technology and languages such as RDF and OWL provide 
a taxonomic and description-logic modeling of resources on the Web. Semantic rules 
add another important layer for deductive reasoning. Applying these technologies to 
Cloud Computing is a key condition for the deployment of agile and intelligent data 
centers. The integration of ontologies and rules will enable the development of dy-
namic configuration of complex and heterogeneous physical and virtual resources and 
facilitate secure multi-tenant environments. 

The use of declarative rules and ontologies will help Cloud service providers deal 
with rapidly changing requirements and newly discovered constraints such as new 
regulatory regimes and customer policies. It will also support the need for Cloud ser-
vice consumers to audit the provider’s internal controls and to implement an interac-
tive information access and query in order to satisfy their own policy and regulatory 
compliance needs. 

To realize the vision of the Cloud, linked data and semantic technologies need to 
be considered together with the current standards initiatives underway at ISO, CSA, 
W3C, OASIS, and OMG. Standards need to take the complex and dynamic nature of 
the Cloud into account and look beyond static descriptions of security vulnerabilities 
and procedural configurations of resources by exploring semantic knowledge repre-
sentation as discussed in this paper. 
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Abstract. In the context of engineering cloud computing applications
for enterprise management, we want to represent a theory of institu-
tions and role assignment in terms of a formal specification of rule-based
action and agency. We consider how a tripartite distinction of institu-
tional rules, as either constitutional-, collective- and operational-choice
rules, can be mapped to a protocol stack for dynamic specifications. The
mapping is illustrated with a specification and animation of changeable
role assignment protocols, in which both institutional rules and insti-
tutional change are given a uniform and integrated specification in a
formal action language. This shows how institutionalised principles of
collective action can be transformed into runtime rule-based reasoning
for self-organisation of ‘institutional clouds’ for enterprise management.

Keywords: Multi-Agent Systems, Institutions, Self-Organisation, Cloud
Computing.

1 Introduction

We are interested in applications of multi-tenant cloud computing for enter-
prise management and business delivery, in particular the real-time on-demand
provisioning of *-as-a-service (*aaS), where * = software, platform, data, infras-
tructure, etc. [4]. We consider the aggregation of a set of resources from the cloud
to provision *aaS to a collection of clients or ‘agents’ [1]. To reduce the total cost
of ownership, we want as many agents to use the resource aggregation without
overloading it. From one perspective, this is a generalisation of well-studied op-
timisation problems such as channel allocation, service request brokering or job
shop scheduling [7], except in our case the jobs are autonomous decision-makers
and the number of jobs and machine availability changes over time.

Since each aggregation of resources can be considered as an open system,
i.e. resource allocation requires decision-making between competing components
with partial information and without centralised control, we propose to model
these aggregations from the perspective of institutions for common pool resource
management [10]. Specifically, we address the issue of role assignment, i.e. where
one agent is appointed by the others to perform access control [13]. However, if
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the access control regime is too strict, the number of agents using the resource
is too few and the overall cost is prohibitive; if it is too lenient, the number of
agents using the resource is too great and quality of service declines.

We propose to use rule-based role assignment to self-organise the cloud’s
client-base (the agents) into clusters, where each cluster uses an aggregation of
resources to provide *aaS to a subset of the agents, and ‘the cloud’ is the totality
of all the clusters. The agents in each cluster define and change a set of (institu-
tional) rules to manage the *aaS themselves. Section 2 reviews the background
to this work, including institutions for common pool resource management [10]
and dynamic specifications for norm-governed systems [2]. Section 3 gives a for-
mal model of institutional rules for role assignment, and Section 4 provides a
dynamic specification of these rules in an action language. Section 5 reports on
an experimental testbed which shows how a set of agents can self-organise the
membership, role assignment and resource allocation in a way which increases
overall ‘satisfaction’ (i.e. the trade-off between total cost of ownership and qual-
ity of service). Section 6 describes related and future work, and we conclude in
Section 7 with some comments on the prospects for runtime rule-based reasoning
for self-organisation of ‘institutional clouds’ and distributed energy resources.

2 Background

In this section, we relate the pre-formal socio-economic definition of ‘institution’
to a computational specification. We define an institution as a set of nested,
changeable rules. To give a formal characterisation of these rules, we use norm-
governed systems and the concept of institutionalised power [8]. The idea of
dynamic specifications [2] is then used to formally represent the nesting and
changing of the rules of an institution as a dynamic norm-governed system.

2.1 Institutional Rules

Ostrom [10] observed that common pool resource (CPR) management problems
have often been resolved in human societies through the ‘evolution’ of institu-
tions. Ostrom defined an institution as a “set of working rules that are used to
determine who is eligible to make decisions in some arena, what actions are al-
lowed or constrained, . . . [and] contain prescriptions that forbid, permit or require
some action or outcome” [10, p. 51]. She also maintained that the rule-sets were
conventionally agreed (ideally by those affected by them); mutually understood,
monitored and enforced; that they were nested; and that they were mutable.

Ostrom [10, p. 52] distinguished three levels of nested rules. These were, at
the lowest level, operational-choice rules, which were concerned with processes of
resource appropriation, provision, monitoring and enforcement. The middle level
specified collective-choice rules, which were concerned with choosing the oper-
ational rules for managing the resource, as well as processes of policy-making,
management and adjudication in disputes. At the highest level, the constitutional
rules indirectly affected the operational rules by determining who is eligible to,
and what rules are used to, define the set of collective-choice rules.
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The nesting of rules was important for the process of institutional change for
two reasons. Firstly, the changes which constrain action at a lower level occur in
the context of a ‘fixed’ set of rules at a higher level. Secondly, lower level rules
were easier and less ‘costly’ to change than the higher level rules, thus increasing
the stability of strategies and expectations of those individuals having to interact
according to a set of rules to achieve individual goals in a common setting.

2.2 Institutionalised Power

If the working sets of rules contain “prescriptions that forbid, permit or re-
quire some action or outcome”, a formal representation can be given in terms
of norm-governed systems [3]. A specification of a norm-governed system can be
(partially) given by defining the permissions, prohibitions and obligations of the
agents in the system, and the sanctions and enforcement policies that deal with
the performance of prohibited actions and non-compliance with obligations.

To specify formally “who is eligible to make decisions”, we also require the
concepts of role, role assignment and institutionalised power [8]. The term insti-
tutionalised power refers to that characteristic feature of institutions, whereby
designated agents, often acting in specific roles, are empowered to create or mod-
ify facts of special significance in that institution (institutional facts), through
the performance of a designated action, e.g. by making a signal, or in certain
cases, a speech act.

Therefore, it is generally not the specific agent that is eligible to make de-
cisions, but the agent that occupies the role, that is empowered to make those
decisions. It is necessary to define a role assignment protocol which appoints a
specific agent to a specific role. It must also be possible to change which agent oc-
cupies that role, for example if the appointed agent leaves the system, performs
badly or incorrectly, or lacks the resources to discharge the duties associated
with the role. For this, we need dynamic norm-governed specifications.

2.3 Dynamic Specifications

Artikis [2] defined a framework that allowed agents to modify the rules or proto-
cols of a norm-governed system at runtime. This framework assumed there were
some object level protocols, and at any point during the execution of the object
protocol the participants could start a meta-protocol in order to (try to) modify
the object-level protocol.

The participants of the meta-protocol could initiate a meta-meta protocol
to modify the rules of the meta-protocol, and so on. In general, in a k-level
infrastructure, level 0 corresponds to the object-level protocol while a protocol
at level n, 0 < n � k − 1 is used by the protocol participants to modify the
protocol rules of level m, 0 � m � n− 1.

Apart from object and meta protocols, this framework for dynamic spec-
ifications includes ‘transition’ protocols. These protocols express, among other
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things, the conditions in which an agent may initiate a meta-protocol, who occu-
pies what roles in the meta-protocol, and what elements (the degrees of freedom)
of an object protocol can be modified as a result of the meta-protocol execution.

2.4 Institutional Rules as Dynamic Specifications

To summarise, we propose to characterise the institutional rules of Ostrom as
norm-governed specifications using the concept of institutionalised power, repre-
sent the nesting of operational-choice rules within collective-choice rules within
constitutional-choice rules as object, meta- and meta-meta-protocols, and han-
dle institutional change within the framework of dynamic specifications. This
proposal is illustrated in figure 1.

Constitutional
Choice

Collective
Choice

Operational
Choice

Meta-Meta-Level
Protocol

Meta-Level
Protocol

Object-Level
Protocol

Appropriation
Provision
Monitoring
Enforcement

Policy Making
Adjudication
Management

Governance
Formulation

Ostrom Institutional Rules Artikis Dynamic Specification

Access Control
Resource Allocation
Contract Net

Role Assignment
Rule Configuration
Dispute Resolution

Voting

�

�

�

�

Fig. 1. Institutional rules and Dynamic specification

3 Institutional Rules for Role Assignment

In this section, we assume that a number of *aaS providers use the cloud com-
puting paradigm to offer their services to an indeterminate number of possible
clients. We define a cluster as an aggregation of resources providing the *aaS
together with a collection of agents (clients or tenants) licensed to access the
*aaS. An institution is a set of rules for runtime management of the *aaS capac-
ity in a cluster. The ‘cloud’, from this abstract perspective, is the union of all
the clusters. An institutional cloud IC is given by the distributed union of the
institutions established for each of the clusters in the cloud.

We stipulate that one agent per cluster is appointed to the role head and
one agent to the role gatekeeper. The head is responsible for managing the
constitutional- and collective-choice rules, and in particular for evaluating the
‘performance’ of the agent in the gatekeeper role and the effectiveness of the
cluster’s access control method in balancing reduced cost vs. overcrowding. The
gatekeeper is responsible for managing the operational-choice rule for admitting
or denying access to the institution. Any other agent admitted to the institution
is assigned to the role member.
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Note that decision-making is endogenous: the gatekeeper decides which agent
may join (occupy the role of member) or not; and collectively the members
decide who gets to be the gatekeeper. We will define this reflexive relationship
using a hierarchical specification of role assignment protocols as collective- and
operational-choice rules.

Therefore let It be the institution for a given cluster defined at time t by:

It = 〈M, ε,L〉t

and let ICt be the institutional cloud at time t, consisting of n clusters:

ICt = 〈A, I1, . . . , In〉t

where (omitting the subscript t when obvious from context):

– M is the set of member agents and a subset of A, the set of all agents in all
clusters;

– ε is the environment, a pair 〈Bf , If 〉 with Bf the set of ‘brute’ facts whose
values are determined by the physical state, including the resource(s) to be
allocated; and If the set of ‘institutional’ facts, whose values are determined
by the conventional state, including the roles assigned to members ofM;

– L, is the ‘legislature’, the set of rules by which the institution is managed.

Following Ostrom [10, pp. 52–53], the rules in L are divided into three levels,
OC, SC and CC, where OC = operational-choice rules, SC = (social) collective-
choice rules, and CC = constitutional-choice rules, as in Section 2.1.

We define two types of method, wdMethod and acMethod . The type of winner
determination is wdMethod , e.g. plurality, runoff, instant runoff, borda or ap-
proval. The type of access control is acMethod , which can be attribute-based (if
the applicant satisfies certain qualification criteria, it is automatically admitted),
or discretionary (an applicant must satisfy the gatekeeper ’s criteria, who is act-
ing on behalf of the cluster in its appointed role). Note that the attribute-based
access control is more ‘lenient’ and the discretionary method more ‘stringent’.

The set L contains four nested rules for role assignment, see figure 2, with
(in parentheses) the role responsible for its enactment and enforcement. va(·)
denotes a set of expressed preferences on an issue by an agent a ∈ M, and k ∈
wdMethod is some ‘fixed’ winner determination method for the constitutional-
choice. Note that k need not be fixed, but this treatment is in line with Ostrom’s
specification that a change of institutional rules (at a lower level) is conducted
against a backdrop of ‘fixed’ rules (at a higher level). We will therefore assume
that the role of head is ‘fixed’ although it too is mutable and the occupant
selectable by a similar voting procedure.

In figure 2, the constitutional-choice rule ccr ∈ CC maps a set of expressed
preferences on a social collective-choice rule scr i ∈ SC to a winner determina-
tion method according to k. scr1 ∈ SC is the gatekeeper role assignment rule,
and maps a set of expressed preferences to a designated member of M, i.e. the
gatekeeper, according to its winner determination method. scr2 ∈ SC maps a
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(head) ccr : va(·)a∈M × SC × k → wdMethod

(head) scr1 :{
v1

a(·)}
a∈M×wdMethod1 → M

(head) scr2 :{
v2

a(·)}
a∈M×wdMethod2 → acMethod

(gatekeeper ) ocr : Mc × acMethod → Bool

������

�
�

���

����������

���������	

Fig. 2. Nesting of OC, SC and CC rules for Role Assignment in I

set of expressed preferences to an access control method according to its winner
determination method; and an operational-choice rule ocr ∈ OC maps an appli-
cation from an agent not inM to a boolean outcome depending on the selected
access control method. Thus, ocr is the member role assignment rule.

In the next section, we map these institutional rules onto a formal protocol
specification in an action language. We specify the operational-choice rule as an
object level protocol, and the social collective-choice rules as meta-level protocol
for changing the degrees of freedom (i.e. the gatekeeper or the access control
method) of the operational-choice rule.

4 Dynamic Specification of Role Assignment

In this section, we formalise the institutional rules of the previous section as a dy-
namic specification. For this, we will use the Event Calculus (EC) [9], the version
used here is fully described in [2]. The EC is a logic formalism for representing
and reasoning about actions or events and their effects. An action description in
EC includes axioms that define: the action occurrences, using happensAt pred-
icates; the effects of actions, using initiates and terminates predicates; and the
values of the fluents, using initially and holdsAt predicates. A fluent is a prop-
erty that is allowed to have different values at different points in time, the term
F =V denotes that fluent F has value V . Events initiate and terminate a period
of time during which a fluent holds a value continuously.

4.1 Fluents (Institutional Facts)

Some of the institutional facts in If , represented as fluents F =V in the EC, in
whose values we are interested are shown in Table 1. These fluents record the
roles that agents occupy; note that an agent can have only one role in a single
institution. The multi-valued fluent acMethod determines which access control
method the gatekeeper must use in determining member role assignment. There
is one fluent for the winner determination method for each of the two (social)
collective-choice rules. The final three fluents record the (institutionalised) pow-
ers, permissions and obligations of each agent.
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Table 1. Fluents for EC role assignment protocols

Fluent (F) Range (V)

role of (A,member , I) {head , gatekeeper ,member}
acMethod(I) {attribute , discretionary}
wdMethod(scr1, I) {plurality , runoff , borda , . . .}
wdMethod(scr2, I) {plurality , runoff , borda , . . .}
headcount(I) integer
pow(Agent , Action) boolean
per(Agent ,Action) boolean
obl(Agent ,Action) boolean

4.2 Expressed Preferences – Voting

A feature of all the operational-, collective- constitutional-choice rules is that
they map a set of expressed preferences onto a specific outcome. Therefore
we require a ‘standard’ protocol which enables an empowered agent to call for
votes (cfv ) on a particular issue in the context of institution I. The issues include:

gatekeeper role: cfv (H, gatekeeper , I)
access control method: cfv (H, acMethod , I)

winner determination, gatekeeper role: cfv (H,wdMethod (scr1), I)
winner determination, access control method: cfv (H,wdMethod (scr2), I)

Such an action, by an empowered agent, initiates and initialises a ballot on the
relevant issue. For example, to enact scr 2 the head agent H can call for a vote
on which acMethod is to be used by the gatekeeper agent in its enforcement of
the operational-choice rule:

cfv (H, acMethod , I) initiates ballot(acMethod , I) = [ ] at T ←
pow(H, cfv (H, acMethod , I)) = true holdsAt T

pow(H, cfv (H, acMethod , I)) = true holdsAt T ←
role of (H, I) = head holdsAt T

Agents who are members of the institution can vote (once) on the issue:

vote(A, X, acMethod , I) initiates ballot(acMethod , I) = [(X, A) | L] at T ←
pow(A, vote(A, X, acMethod , I)) = true holdsAt T ∧
ballot(acMethod , I) = L holdsAt T

pow(A, vote(A, , acMethod , I)) = true holdsAt T ←
role of (A, I) = member holdsAt T ∧
ballot(acMethod , I) = L holdsAt T ∧
not on list(( , A), L)
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The appropriately empowered agent uses the votes cast (i.e.
{
v2

a(·)
}

a∈M) and
the operative winner determination rule to create or change institutional facts,
as shown in the next two sub-sections.

4.3 Operational-Choice Rule – Member Role Assignment

The dynamic specification of the operational-choice rule ocr is given by a role
assignment protocol for membership. An agent can apply for membership to an
institution I if it is not a member (or other role) in any other institution I ′, e.g.:

apply(A, I) initiates applied (A, I) = true at T ←
not role of (A, I ′) = member holdsAt T

The gatekeeper agent is empowered to admit the agent depending on the access
control method. If the acMethod is attribute(-based), the gatekeeper is empow-
ered to assign the role member provided the applicant satisfies certain (external)
role conditions. We also place the gatekeeper under an obligation to make the
member role assignment under these conditions. Otherwise if the acMethod is dis-
cretionary, the gatekeeper is simply empowered to assign the role (and whether it
does so or not is the outcome of its own (internal) decision-making with respect
to its knowledge of the environment):

assign(G, A,member , I) initiates role of (A, I) = member at T ←
pow(G, assign(G, A,member , I)) = true holdsAt T

assign(G, A,member , I) initiates headcount(I) = M1 at T ←
pow(G, assign(G, A,member , I)) = true holdsAt T ∧
headcount(I) = M holdsAt T ∧
M1 = M + 1

pow(G, assign(G, A,member , I)) = true holdsAt T ←
applied (A, I) = true holdsAt T ∧
acMethod(I) = attribute holdsAt T ∧
role of (G, I) = gatekeeper holdsAt T ∧
role conditions(member , A, I) = true holdsAt T

pow(G, assign(G, A,member , I)) = true holdsAt T ←
applied (A, I) = true holdsAt T ∧
acMethod(I) = discretionary holdsAt T ∧
role of (G, I) = gatekeeper holdsAt T

obl(G, assign(G, A,member , I)) = true holdsAt T ←
applied (A, I) = true holdsAt T ∧
acMethod(I) = attribute holdsAt T ∧
role of (G, I) = gatekeeper holdsAt T ∧
role conditions(member , A, I) = true holdsAt T
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4.4 Collective-Choice Rule – Gatekeeper Role Assignment

Similarly, using the social collective-choice rule scr1 to assign the role of gate-
keeper to an agent is initiated by:

cfv (H, gatekeeper , I) initiates ballot(gatekeeper , I) = [ ] at T ←
pow(H, cfv (H, gatekeeper , I)) = true holdsAt T

pow(H, cfv (H, gatekeeper , I)) = true holdsAt T ←
role of (H, I) = head holdsAt T

The agent empowered to call the vote is also the agent empowered to declare the
result, and assign the gatekeeper role, although it may be that H is empowered
to perform this action, it may not be permitted to do so, unless certain other
conditions are satisfied (for example, unless ‘enough’ members, say two-thirds,
have voted):

assign(H, G, gatekeeper , I) initiates role of (G, I) = gatekeeper at T ←
pow(H, assign(H, G, gatekeeper , I)) = true holdsAt T ∧
ballot(gatekeeper , I) = L holdsAt T ∧
wdMethod(scr 1, I) = WDM holdsAt T ∧
winner determination(WDM , L, G)

pow(H, assign(H, G, gatekeeper , I)) = true holdsAt T ←
role of (H, I) = head holdsAt T

per(H, assign(H, G, gatekeeper , I)) = true holdsAt T ←
role of (H, I) = head holdsAt T ∧
ballot(gatekeeper , I) = L holdsAt T ∧
headcount(I) = M holdsAt T ∧
length(L) = Len ∧ Len/M > 0.66

Note that the winner determination is a polymorphic relation. Given votes on
a binary choice it returns true or false; given votes on a list of candidates, it
returns one of them; and so on.

5 Testbed and Evaluation

In this section, we present an experimental testbed for modelling the institutional
cloud as defined in Section 3. We give the design and algorithm of the testbed,
and present and discuss some experimental results.

The scenario is the delivery of a *aaS, with particular service instances pro-
vided by a set of clusters. A number of agents want to use each service instance,
all of which are resource-constrained. The institutional rules associated with each
cluster are then intended to trade off the number of agents using the service (i.e.
the total cost of ownership) against the quality of service (which diminishes if
there are too many agents using too few resources).
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5.1 Testbed Specification and Algorithm Design

The UML diagram in figure 3 specifies the relationship between the classes of
the testbed. The focus of this implementation is on the impact of role assign-
ment by the gatekeeper to the role of member (scr1 ), and by the head to the
role of gatekeeper as decided by a vote of the members. The head is assumed
to be present permanently and is empowered to perform the EC actions call for
votes (cfv) and assign roles. It is also responsible for resource allocation, moni-
toring the performance of the selected access control method, and for evaluating
the performance of the assigned gatekeeper in delivering the cluster’s objectives.

Agent
ag_name         {I}
cl_number 
priceaccept
apply();
request();
voteGatekeeper();
voteAcMethod();
satisfactionEval();
leaveCluster();

Cluster
cl_number       {I}
jobs
headcount
running_cost
price
acMethod
adjustPrice();

Gatekeeper
ag_name
cl_number     
stringency
assignMember();

* 0..1
member

of

Head
ag_name
cl_number
allocate();
cfv();
assign();
monitor();

1 1

1 0..1 0..1 1
controls

access
to

rules

Fig. 3. Testbed class diagram

As per the definition in Section 3, a cluster, or institution, is composed of its
members, encapsulates an environment (including its physical and institutional
facts), and implements its operational- and collective-choice rules.

One of the members is assigned to the role of gatekeeper, see figure 4. Here,
stringency is a measure of how ‘strict’ an individual agent is in applying the
environmental factors to the member role assignment: some agents are much
‘stricter’ than others (and may be ‘better’ in the role under certain conditions).

The implementation of the UML specification defines a cloud IC as an ag-
gregate of n institutional clusters {I1, . . . , In} that each perform a number of
requested services per time step. Furthermore, each cluster Ii (i = 1, . . . , n) has
Mi (headcount) members who regulate the allocation of resources (services/jobs)
between themselves by appointment to the roles of member and gatekeeper .

The gatekeeper uses one of the access control methods attribute or
discretionary to admit more or fewer new members into the cluster. This role
assignment protocol implements the collective-choice rule (ocr) described in Sec-
tion 4.3. Which of the methods, attribute or discretionary , is used, is determined
by the members within the cluster by a vote (cf. Section 4.2). The head checks
whether the acMethod is still applicable given the change of environment ε,
or whether the gatekeeper performs as expected. The head ’s main tasks are
calling for a new vote (cfv ) for either a new gatekeeper (scr1) or a different
acMethod (scr2), as defined in Section 4.2. Furthermore, the head allocates the
available services to requesting members. All members update their satisfaction
depending on ε and decide to stay in or leave the cluster.
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Class::Agent

〈 ag name A
member role ∈ {∅, I1, . . . , In} (cl number)
gatekeeper role ∈ {∅, I1, . . . , In}
stringency ∈ [0, 0.2]
job requested ∈ {0, 1}
job allocated ∈ {0, 1}
satisfaction ∈ [0, 1]
satisfaction change rate ∈ [0, 1]
price acceptance ∈ [0, 200]
vote ∈ acMethod ∪M
apply(); for membership
request(); for job (=resource)
voteGatekeeper (); = scr1

voteAcMethod (); = scr2

satisfactionEvaluation();
leaveCluster();
assignMember(); = ocr , if {role = gatekeeper} 〉

Non-Member

Gatekeeper

Member

apply

c
[reject]

[admit]

[assign]

[leave]

[oust]

Fig. 4. Agent class description and Statechart

The testbed’s control loop, see Table 2, has a global control variable, access
control, allowing comparison between the effect of access control and monitoring,
against having neither. After initialisation, each cluster is visited in turn. There
are three main stages in processing each cluster: membership application and role
assignment; resource allocation and satisfaction update; and monitoring, which
may involve gatekeeper role assignment or change of access control method.

5.2 Experimental Results and Discussion

Figure 5 shows the average over 100 trials of two runs of an institutional cloud IC
over 200 time steps. In total there are 150 agents, and 10 clusters with a run-
ning cost of 200 each. The solid lines are the results with access control and
monitoring, the dotted or dashed lines are the results with no access control.

The first graph shows the sum of all the cluster members’ satisfaction (= 150
at theoretical maximum). The second graph shows the number of agents that
were members of a cluster in that timestep (top two lines) and the number of
agents that left their cluster due to dissatisfaction (bottom two lines). In the
third graph, the average price per populated cluster is shown (with 10 and 200
being the theoretical minimum and maximum, respectively).

We deduce from the graphs that, after an initial stabilisation phase, the run
with assigned roles and access control leads to a considerably higher satisfaction
than without access control. It leads to about the same amount of members but
a much lower leaving rate and furthermore the price is considerably smaller.

For figure 5, this means in numbers over the total lifespan: a 34% increase in
satisfaction by using access control and role assignment, a merely 3% decrease
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Table 2. Testbed algorithm

t ← 0 # initialisation
for each cluster {I = 1, . . . , n}

acMethod(I) ← attribute; wdMethod(scr1, I) ← plurality;
wdMethod(scr2, I) ← plurality; clusterPrice ← running cost;

repeat
for each cluster {I = 1, . . . , n}

if {access control} then # stage 1: member role assignment
member role assignment (acMethod) # non-member ⇒ (non-)member

else
member role assignment (none)

for each member of I {A = 1, . . . , M} # stage 2: resource allocation
resource allocation (A)
satisfaction evaluation (A) # member/gatekeeper ⇒ non-member

if {access control} then # stage 3: monitoring
if monitorAcMethod (I ) then

change acMethod (I )
else

if monitorGatekeeper (I ) then
gatekeeper role assignment (I ) # gatekeeper ⇔ member

for each member of I {A = 1, . . . , M} # members update preferences
preferenceUpdate (A, I)

sortPricelist (I)
t ← t + 1 # next state

until forever

in membership, a 71% decrease for leaving agents and a 20% decrease of the
average cluster price when using the proposed scheme. The access control leads
to a higher satisfaction, because the agents self-organise their distribution over
the clusters, and as a result the total cost of ownership is averaged out and more
agents are allocated resources.

One of the interesting features of these experiments is that using a rule-based
system mitigates the vicious circle leading to a price war, i.e. the chain of actions
“price increases (i.e. when there are too many members)→ satisfaction decreases
→ members leave→ members get into another cluster→ price increases→ . . . ”.
Ostrom’s analysis of CPR systems without institutions often led to ‘pumping
races’ of this sort, which ruined the common resource.

6 Related and Further Work

Since the job shop scheduling problem is known to be NP-complete and our
formulation is a generalisation of that problem, it too is NP-complete. Given
that this formulation is an accurate abstraction of *aaS provision, this explains
why heuristic solutions have been adopted by SaaS and IaaS providers for run-
time cloud management. In related work [1], a game theoretic approach is pro-
posed, based on competing SaaS providers managing IaaS provider capacity.
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Fig. 5. Lifespan of IC with (solid) and without access control (dotted/dashed)

Ostrom [10] theorised that self-governing institutions offered a resolution to the
‘tragedy of the commons’ predicted by game theory, and we have suggested here
an institutional approach to runtime cloud management by considering *aaS
from the perspective of common pool resource management.

A second area of related research is role-based access control (RBAC) [14].
Currently, we have kept separate the issues of role assignment and access control,
and implemented the role assignment via a norm-governed protocol and two
(relatively) simple access control methods, i.e. attribute-based and discretionary.
For full deployment of the proposed mechanisms for cloud management, it would
be necessary to investigate how, for example, the NIST model of role-based access
control, with its four levels of increasing functional capability (flat, hierarchical,
constrained and symmetric), could be specified in the framework of Section 2.3.
We can then use EC role assignment protocols to implement role-based access
control, and use the testbed to investigate the effect of this richer model on
self-organisation.

Much of the work on policies for cloud computing focuses on the issue of se-
curity and defining security policies [4,5]. Since role assignment is important for
some aspects of security (i.e. access control), we believe this work complements
that research. Furthermore, in real-world cloud computing environments there
may be multiple access control policies and even multiple gatekeepers. The non-
monotonic reasoning about institutional facts supported by the EC supports
straightforward modelling of such situations. Moreover, alternative dispute res-
olution methods can be formalised in the same language and used to implement
conflict resolution protocols.

We have also considered institutional rules and institutional change from
the viewpoint of role assignment. In related work we analysed resource allo-
cation within the institution [11], and how this can be formalised as dynamic
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specifications for resource provision and appropriation. In further work, we need
to converge the two issues of role assignment and resource allocation within
a single testbed, and try to compare *aaS provision by institutional clouds
with provision in real cloud computing environments. This will entail a more
fine-grained representation of service level agreements, electronic contracts, and
quality of service; and a more refined model of resource allocation based on flat
rates, on-demand and spot market service provision.

There are a number of further experiments on the notion of ‘nesting’ that
need to be performed. We want to investigate nesting in three dimensions.
Firstly, there is the full nesting of operational-choice within collective-choice
within constitutional-choice rules, including the role assignment of the head,
and the selection of the wdMethod, for example, and the formalisation of what
Ostrom calls decision arenas for each nested level. The second dimension is the
embedding of institutional clouds within larger clouds, rather than the single
layer model implemented here, to form the system of systems identified by Os-
trom. Finally, the third dimension involves third parties: for example, when the
cloud provider is the third party, a brokerage for cloud services which acts as
third party between the agents and the cloud service providers, or other more
complex supply chains [6].

There are also aspects of Artikis’ framework [2] which are currently under-
utilised. This includes the use of a topological space to express the ‘distance’
between two specification instances and its relationship to the ‘cost model’ of
institutional change defined by Ostrom, and their joint impact on the role as-
signment protocol (i.e. some agents may be ‘trusted’ more than others to occupy
a role). Furthermore, the testbed generates EC narratives from each of its stages.
These can be checked by an EC engine to validate the sequence of actions. In
the current testbed, agents do not violate their permissions and obligations, but
in future work it will be interesting to investigate the effect of such violations
on the performance of the system.

7 Summary and Conclusions

In summary, we have represented elements of a theory of institutions, institu-
tional change, and institutional management of common pool resources in a
framework for dynamic norm-governed systems. We showed how the nesting of
constitutive-, collective- and operational-choice rules could be represented as dy-
namic protocols. The approach was illustrated with a role assignment protocol,
and applied to a resource allocation rule for cloud computing service delivery.
Our initial experiments showed how runtime rule-based reasoning could be used
for self-organisation of ‘institutional clouds’. This is demonstrating decentralised
access control, in contrast to other rule-based access control schemes which tend
to be centralised (e.g. [5]).

In conclusion, we have proposed an institution-based approach to the problem
of dynamic load balancing in an open distributed system. Our experiments have
shown that a collaborative process of institutional change can achieve improved
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performance through self-organisation, in what might otherwise be considered
as an N -player non-cooperative game. However, there remain many open issues
concerning deployment of this model in a real-world cloud computing environ-
ment, but also opportunities to apply this model to microgrids, virtual power
plants, and the allocation of distributed energy resources [12]. These represent
the real challenges ahead.
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Abstract. General technical challenges in providing a standardized se-
mantic, structural, and conceptual foundation for comprehensive Clinical
Decision Support (CDS) are introduced. The prerequisite requirements
for a) standard representations of domain data, b) standard vocabular-
ies to unambiguously define and declare domain concepts, and c) an
expressive description logic syntax with which to articulate and encode
domain knowledge are examined with reference to the use of CDS in
automating Clinical Practice Guidelines. Semantic web, uncertainty and
other cognitive technologies are discussed in the context of improving
the reliability and adaptability of clinical guidelines in real-world sce-
narios. Select opportunities for incorporating standards and technology
capabilities available in non-medical communities are highlighted when
appropriate.

1 Introduction

Clinical Decision Support (CDS) refers broadly to the application of information
technology in support of medical cognitive processes. Since the advent of elec-
tronic medical systems, investigators have explored how rule and workflow man-
agement technologies might be leveraged to support healthcare requirements.
Capabilities ranging from diagnostic guides, to provider order entry systems, to
ambitious attempts at guideline management are maturing rapidly. Recent ef-
forts at expanding the general availability of information technology and curb the
exponential increases in healthcare costs are accelerating the time when medical
infrastructure might realize the opportunities that CDS promises to deliver [32].
The attendant funding is fueling a CDS renaissance of sorts within the industry.

The following provides a cursory review of technical challenges in providing
the semantic, structural, and conceptual foundation needed for comprehensive
CDS. It is not meant to be an exhaustive or definitive analysis, but rather an
introduction illustrating that the medical informatics community shares many
of the same concerns as the larger business community.
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2 Foundational Pillars

Effective knowledge representation and management mandate foundational sup-
port for a) standardized representations of domain data, b) standardized vocab-
ularies to unambiguously define and declare domain concepts, and c) description
logic syntax with which to encode domain knowledge. Clinical Decision Support
is similarly constrained by these requirements [33]. While the structural integrity
of each of these pillars is still uneven and not fully mature, considerable academic
and organizational investment is being made to ensure they are appropriately
addressed.

2.1 Decision Logic

Early efforts at clinical decision support used conventional programming ap-
proaches that by their nature mixed inference and control logic into discrete
procedural steps [37]. Using this strategy, decision flow control is made explicit.
Such declarative representations were readily developed using the technologies
and programmer skill sets available at the time, and indeed, clinical decision
support use cases that relied on decision trees, for example, were efficiently im-
plemented.

Coupling control and inference logic, however, makes reusing and managing
large collections of knowledge modules or procedures more difficult. A more
comfortable paradigm in which to express medical declarative logic was found
in the use of production rules that separate the if-then statements used to artic-
ulate domain knowledge from the control logic required by the application [34].
Cleanly separating inference and control concerns with production rules, using
either forward chaining or backward chaining approaches, is arguably a more
extensible approach to clinical decision support. Decision Tables, reflecting the
natural expression of production rules, proved a popular and effective paradigm
for expressing medical declarative logic. Encapsulation of inference logic in-
side a production rule managed by a dedicated engine also provided for the
evolution of domain specific languages largely abstracted from implementation
concerns [15].

An early clinical informatics standard, Arden Syntax, bridges procedural ap-
proaches to building CDS systems with production rule engines. Arden orga-
nizes domain knowledge into Medical Logic Modules (MLMs) having more than
a cursory resemblance to procedural paradigms. They also incorporate the no-
tion of an activation event used to direct module execution similar to concept
of a trigger commonly found in production rules [18]. Unfortunately, Arden has
a somewhat simplistic object model where the implementation specifics for the
data used by a rule evaluation are under-specified. Commonly referred to within
the community as the curly braces problem, the specific object model used by
an Arden MLM are deferred to the implementer [20]. The lack of constraint on
run-time bindings reduces Arden’s potential for build sharable logic modules. It
has also been suggested that its more technical procedural syntax for express-
ing declarative logic is hard to read and thus validate by domain experts [15].
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As a result, Arden Syntax has engendered limited adoption within the healthcare
vendor community.

Reflecting the ongoing debate within the business community, medical infor-
matics has reached little consensus regarding a lingua franca for expressing clini-
cal declarative logic. As a consequence, logic developed at one organization using
the expressive syntax best matched to the local run-time infrastructure, cannot
readily be shared or exchanged even with willing recipients. Content develop-
ment is arguably the most expensive, labor-intensive, and knowledge dependent
aspect of clinical decision support [13]. Our inability to cross-compile domain
knowledge once encapsulated requires that a recipient commit significant effort
and labor to re-validating and re-implementing shared rule or CDS artifact. This
duplication of effort is an important economic obstacle to the widespread adop-
tion of clinical decision support. The complexity and rapidly evolving nature of
medical domain knowledge, the lack of a lingua franca, and the critical shortage
of the medical informaticians [16] required to facilitate knowledge encapsulation
is a priority that must be addressed.

2.2 Guideline Formalisms

Clinical Practice Guidelines (CPG) are a mainstay for consolidating expert
opinion and communicating evidence-based best practice. A comprehensive and
workflow driven CPG articulates not only discreet decision points, but also tem-
poral constraints that should be respected when implementing the evidence-
based care they recommend. While it is indeed possible to express time
dependent guidelines using Arden, the standard is better suited for expressing
discrete, stateless rule evaluations with only limited chaining[37].

Other approaches attempting to better reflect clinical guideline and medical
workflow formalisms soon emerged. GELLO [39] is an ongoing effort to increase
the workflow expressiveness of CDS artifacts. Based on OMG’s Object Con-
straint Language, GELLO facilitates the retrieving of data models from HL71

Reference Information Model (RIM) compliant databases and then logically rea-
soning over the data. It is object-oriented, can leverage OCL compliant tooling,
and was designed to provide a rich expression language for decision logic in
guideline formalisms.

Nevertheless, guidelines imply stateful, long-livedprocesses for which GELLO’s
object constraint syntax is not ideal. Consequently, process oriented guideline
projects merged to better support effective clinical decision support in the clinical
work environment. ASBRU [36], PRODIGY [21], EON [40] and GLIF [5] are all
notable examples of initial task oriented clinical guideline systems. These projects
represent early definitional and semantic efforts to identify tasks, roles and respon-
sibilities common to the medical domain. Later, systems such as GUIDE [10] and
SAGE [41] led an evolution towards not only defining the conceptual and seman-
tic landscape, but also prototyping the technical implementations to enact clinical
decision support recommendations in their real-world environments .

1 www.hl7.org

www.hl7.org
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The work with Arden Syntax, GELLO, and automated guideline management
have yet to capture the imagination of the vendor community. Medical workflow
formalisms have been slow to incoporate business process management innova-
tions such as Business Process Modeling Notation (BPMN22) or OASIS Busi-
ness Process Execution Language (WS-BPEL3). Such standards have reached
significant conceptual maturity and run time engines capable of encoding com-
plex business relationships and behaviors are readily available. As an example,
work represented by the OASIS Web Services Human Task standard reflects
sophisticated conceptual refinement regarding transfer versus delegation of re-
sponsibility. The standard’s task state engine has significant implications for
optimizing human and system behaviors that are critically important for in-
numerable medical workflows; the transfer of patient care between attendings,
housestaff, nursing, or consultants can only be represented adequately if the dis-
tinction between transfer and delegation are formally recognized. Commercially
available infrastructure supporting such concepts is available, but there has been
comparatively little refinement in the medical community regarding how such
products can be leveraged for clinical decision support.

The standardization efforts that are ongoing and accelerating at other layers
of our infrastructure must be extended to the realm of declarative logic and work-
flow management if the commercial availability, affordability and sustainability
of clinical decision support are to be realized.

2.3 Clinical Data Models

The second pillar of our hypothetical foundation for CDS is the data model
used to instantiate clinical concepts, observations, and real-world facts. Data
models play a crucial role in reliably and accurately communicating information
within a run-time system, during an exchange with an external partner, and for
ensuring conceptual relationships are preserved on storage to or retrieval from
a persistence store. Medicine has at its disposal several languages for defining
such data structures, including, but not limited to, Clinical Element Model [11],
GALEN Representation and Integration Language [35], Archetype Definition
Language [3], and more recently Web Ontology Language4. These languages
are all capable of defining reproducible and conceptually consistent structures
that rule and workflow implementations require for reliable execution. In the
United States, Health Level 7 Reference Information Model (RIM) Version 3 is
the predominant defacto standard.

As a conceptual model, RIM allows for numerous representations tailored
to specific use cases through iterative constraints during implementation. The
RIM can be instantiated in structured documents using HL7s Clinical Docu-
ment Architecture (CDA), or as messages optimized for the real-time communi-
cation requirements of laboratory, order-entry, and other transactional business

2 www.omg.org/spec/BPMN/2.0/
3 docs.oasis-open.org/wsbpel/2.0/wsbpel-v2.0.html
4 www.w3.org/2007/OWL

www.omg.org/spec/BPMN/2.0/
docs.oasis-open.org/wsbpel/2.0/wsbpel-v2.0.html
www.w3.org/2007/OWL
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processes. HL7 Standards like CDA or V3 Messaging ensure consistency with
the RIM, but they do not guarantee interoperability between systems that typ-
ically have concrete interface and class requirements. They do not ensure that
the data bindings expected by a CDS are unambiguous and machine consum-
able. These standards are under-specified and must be further constrained by
implementation specifications from organization such as Integrating the Health-
care Enterprise (IHE5) or Healthcare Information Technology Standards Panel
(HITSP6) before true interoperability can be achieved.

The HL7 RIM Version 3 also provides the conceptual framework for building
the run-time object models that middle tier components and services require.
Unfortunately, HL7 does not yet provide object model specifications sufficient to
avoid the curly braces problem and to support seamless sharing of rules between
clinical decision support systems. Even if the rule could be loaded into a partners
inference engine, object model discrepancies would preclude reliable execution.
Consensus regarding object classes, attributes and required semantics has not
been achieved, and implementation specificity is still left to interpretation by the
engineer. As a consequence, clinical decision support systems, especially those
that rely on concrete class structures to represent data relationships, cannot be
expected to consume and process decision-support rules from non-self systems
without significant analysis, mapping, and reimplementation.

There are many groups actively working to define to fully constrained de-
tailed clinical models that satisfy particular domain conceptual requirements.
The HL7 Clinical Decision Support Working Group7 sponsors two initiatives,
Detailed Clinical Models (DCM) and the Virtual Medical Record (vMR), that
are of illustrative of these efforts. HL7 DCMs intend to provide unambiguous se-
mantics and structural constraints on the RIM so that clinical information can
be more readily instantiated as interoperable, standalone clinical “components
reusable in a variety of EMR, warehousing, messaging or health information
technology deployments [14]. vMR is a complimentary effort to identify further
restrictions to HL7 models for defining a simplified subset of data representa-
tions specifically relevant for CDS. A principle goal of the vMR is the creation
of a unified CDS data model that reduces structural and semantic discrepancies,
simplifies CDS development, and ensures a consistent set of standardized data
inputs and outputs for inference services [24].

While considerable progress has been made in facilitating the implementation
of detailed clinical models, these efforts, as are the initiatives of many similar
international efforts, remain incomplete. Our ability to build run-time artifacts
with the structural and semantic consistency required for authoring rules suffi-
ciently decoupled from local infrastructure to be sharable is limited. There is a
vital need to establish a publically accessible canonical object model standard.
Until this is accomplished, our ability to share artifacts, reduce content devel-
opment costs, and encourage widespread CDS adoption will remain impeded.

5 www.ihe.net
6 www.hitsp.org
7 www.hl7.org/Special/committees/dss/index.cfm

www.ihe.net
www.hitsp.org
www.hl7.org/Special/committees/dss/index.cfm
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2.4 Semantics and Terminology Services

The final foundational pillar consists of the vocabularies and terminologies used
to unambiguously define domain concepts. Here again healthcare enjoys a wealth
of candidate vocabularies, developed initially within particular clinical communi-
ties with domain specific requirements. Available vocabularies include SNOMED,
LOINC, CPT, ICD-9, and ICD-10. These terminologies are highly variable in
both conceptual granularity and in their comprehensiveness. This discordance
creates several challenges for Clinical Decision Support for is not uncommon
to store data in one system using a vocabulary (e.g. diagnoses using ICD-9)
for which there is no precise, corresponding concept in the vocabulary (e.g.
SNOMED) used by another system encoding similar data. Such one-to-many
mapping concerns can not easily be adjudicated without potentially affecting
the conceptual analysis of the data [12]. When aggregated for the purpose of
CDS analysis, data terminology differences must optimally be resolved (trans-
lated) before a single rule can reason over the collective. Similarly, when rules are
used to analyze data of varying conceptual granularity, the system must deter-
mine the conceptual equivalence (subsumption) of the data to ensure all relevant
evaluations are performed. A particularly difficult situation occurs when a rule
employs one vocabulary, but is presented facts utilizing another. In such cases
both translation and subsumption may be required.

CDS Terminology Services, therefore, play a crucial role in any comprehensive,
real-world scenario where semantic discordance between local and/or distributed
source systems is commonly encountered. Systems such as the National Library
of Medicine Unified Medical Language System (UMLS) [28], or the proprietary
3M Health Data Dictionary [9], define concrete conceptual maps for translating
between terminologies. While in the short term, such static mappings are feasi-
ble and even expedient for select CDS uses, the long-term maintainability and
brittleness of such mappings is probably unsustainable. Medical terminologies
are constantly evolving to accommodate exponential increases in domain knowl-
edge; the level of effort required to sustain static translational mappings in such
run-time environments are enormous and expensive.

An alternative approach, as of yet immature, relies on evolving current med-
ical terminologies into ontologies. An ontology describes, using an appropriate
Description Logic, the relevant concepts in a domain, the known individuals
of that domain, and all the relationships between them including hierarchical
membership and subsumption relations. A semantic reasoners (specialized type
of inference engine) can leverage this expressiveness to match and even translate
between concepts defined in one or more ontologies [29].

While an ontology approach holds greatest promise for supporting rich and
flexible semantic infrastructures, in the near-term static-mapping approaches
are more realistic. HL7 relies on over 100 distinct vocabularies and taxonomies
to provide the conceptual definition required when constraining its reference
information model. Harmonizing these vocabularies and their conceptual rela-
tionships into ontologies usable by Semantic Web technologies is undoubtedly a
long term objective.
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3 Towards Semantic Guidelines

There is tremendous interest within the medical informatics community regard-
ing other ways semantic technologies can be utilized in the development of
software applications, including (Clinical) Decision Support Systems. Semantic
reasoners can deliver other capabilities including (i) inferring additional hierar-
chy relations implicitly present in the descriptions, but not explicitly asserted;
(ii) deciding whether an individual is an instance of a class by virtue of its prop-
erties and the class definition; and (iii) creating concrete models which can be
used for rule-based inference.

For example, while many medical terminologies lack the constraints used by
full-fledged ontologies to help prevent semantic inconsistencies [8], combinations
of higher-level ontologies and more simplistic vocabularies can enable complex
“sentences” suitable for expressing clinical practice guidelines that can be shared
between different organizations ([17]). The additional ontologic structure ensures
that both parties can unambiguously understand the semantic content of what
would otherwise be a simple syntactic construct. Such definition is a manda-
tory prerequisite for sharing guideline content between different organizations
or performing translations into different languages (e.g. a non-standard, private
representation internal to a company) while still preserving the original intended
meaning.

While a semantic reasoner might process such “semantic” guidelines to poten-
tially evaluate other components of a CPG (guideline inclusion criteria, decision
logic, or recommended interventions), more dynamic evaluations, including the
execution of actions, are instead better defined and executed using rules. This
duality can pose integration problems, since semantic and rule-based reasoners,
in general, do not share the same internal structures and inference capabilities. In
particular, semantic reasoners are proactive and make Open World assumptions
treating missing information as unknown and delaying any decision depending
on that information. Rule-based reasoners are typically reactive, make Closed
World assumptions, and consider missing information to be false. Furthermore,
semantic reasoners are usually based on triples, while rule-based reasoner exploit
frames or even proper objects [22].

Such architectural details make the interaction non-trivial, to the point that
several more recent systems tend to prefer the exclusive use of a semantic rea-
soner over a rule based one. In KON [7], for example, all the inference is done
using a semantic reasoner, while the actions are delegated to native code without
even using a rule engine. Other systems (e.g. [22]) utilize rules written with the
Semantic Web Rule Language (SWRL), which has the advantage of being for
optimized for execution by a semantic reasoner. The language, however, is not
as expressive as a full rule syntax might be; SWRL rules are also executed under
Open World assumptions.

If required, hybrid systems capable of leveraging both types of reasoners
can be implemented. As described in [23]: rules executed by a rule engine can
be defined using concepts derived from an ontology, allowing part of the rule
evaluation to be delegated to a semantic reasoner. In this approach both
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reasoners share the same fact and data model (some conversion might be needed
depending on the internal representations used by each engine) facilitating the
choice of the most appropriate reasoning style. The maximum level of integra-
tion would be achieved if a single hybrid engine was capable of performing both
types of reasoning, thus eliminating the need to make calls between two separate
components.

4 Uncertainty Enriched Systems

A semantically constrained guideline, processed by either rule-based or semantic
reasoners, would help ensure that a it is applied and executed uniformly. Nev-
ertheless, enriching the expressiveness of the languages, augmenting the com-
plexity of the data models, and improving the computational capabilities of the
inference engines might not be sufficient to capture all the nuances explicitly
and implicitly present in a clinical guideline. CPG authors usually express their
domain knowldge in natural language - these reference documents are prone to
misinterpretation and erroneous implementation by non-clinical engineers.

A medical guideline is likely to be affected by various forms of imperfection
[42] that cannot be encapsulated directly using the techniques discussed so far.
We use the term imperfection in the sense of Smets [38], i.e. a condition of
imprecision, uncertainty or vagueness which inherently pervades an accurate
model of the real world. Ignoring this imperfection does not make a guideline
more robust, and may even make it more difficult to apply in practice.

4.1 Vagueness

For example, clinical problems and their solutions are often imperfectly defined,
even in clinical guidelines developed by consensus. Domain knowledge provided
by subject matter experts might be inherently vague, for example, a Family
Practice guideline for the diagnosis and treatment of jaundice in “young babies”
that does not precisely define what “young babies” means or implies. For the
intended audience, such terms are naturally constrained by the demographics
of the patient populations they treat. For the CDS engineer attempting to en-
code the guidelines intent, these assumptions may not be recognized - they must
be made explicit. In cases where disambiguation is not possible, fuzzy logic is
an appropriate and effective modelling tool for decision making in ambiguous
medical contexts [27], [42]. Fuzzy logic allows a guideline modeller to give quan-
titative definitions to vague, qualitative concepts (e.g. age - young, weight - fat,
pressure - high) using membership functions. The use of fuzzy properties also
avoids critical discontinuities that can result in different treatments for patients
which have, in reality, the same condition. Consider for example the declarative
statements “give Tylenol if fever is high” as opposed to “if greater than 38C”.
Using the first expression, a provider may or may not treat depending on their
interpretation of “high”. In the latter, the final decision is definitively directed
even when a patient’s body temperature is close to the threshold value.
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4.2 Uncertainty

In contrast to vagueness which stems from inadequate definition, uncertainty
results from missing or incomplete information and is another unavoidable char-
acteristic of most clinical decision processes. Even under the best of conditions,
diagnoses are often not 100% certain; a medication or a procedure is not guar-
anteed to have always the same (desired) effect; or the pathophysiology of a
disease may be incompletely understood. Decisions made at various branching
points within a guideline should take this uncertainty into account.

Several attempts at incorporating uncertainty into CDS have been made. An
early approach relied on “certainty factors” [6] used to approximate a form of
Bayesian inference. After the formal discovery of Bayesian Networks and related
probabilistic reasoning and inference techniques, the management of uncertainty
in CDS in general, and clinical guidelines in particular, has shifted to the use of
two main approaches.

One strategy extends the native capabilities of logic and rule-based systems
with uncertainty. The first category includes all systems based on certainty
factors and evolutions thereof, including but not limited to belief functions
(e.g.[25]). A second strategy focuses on probabilistic models that are given a
logical interpretation - this approach includes systems based on neural networks
and statistical methods (e.g. [1]). From a user perspective these differences in
strategy are not always clear; the former class of systems uses a top down ap-
proach, building on top of expert knowledge; the latter use bottom-up approaches
in which models are trained using raw data and thus are more suitable when
explicit knowledge is not available [31].

Despite the apparent conveniences, only a few CDS using fuzzy logic have been
developed [1], and most mainstream guideline modelling tools do not currently
support uncertainty [26]. One possible reason is that such reasoning techniques
typically require dedicated inference engines that common workflow / production
rule engines do not usually support. Again, the complexity of managing multiple
run-time engines is a major deterrent to applying the best inference strategy for
the problem at hand. Cognitive support to the healthcare provider could be
optimized if a single hybrid engine was capable of performing multiple types of
reasoning. At the present time, if a guideline needs production rule, vagueness
and/or uncertain support, this integration must be provided explicitly.

5 Runtime Adaptation

Even if guideline implementations are precise semantically, capable of manag-
ing vagueness and uncertainty, they are not guaranteed to be appropriate for
a given run-time context. Clinical Practice Guidelines are consensus driven and
thus make idealized assumptions regarding physician capabilities, patient charac-
teristics, and clinical context. In practice there are countless exceptions to these
assumptions. It would be impractical to accommodate all possible scenarios ex-
plicitly and a physician might still deliberately want to override the guideline



Standards, Data Models, Ontologies, Rules 261

workflow. When such situations are encountered, guideline execution needs be
able to gracefully deviate from the original specification.

Several attempts at adapting clinical guideline execution have been reported.
Some of these projects interpret process flow as plans in the AI sense where a
sequence of actions aims to achieve a defined goal. In [30], case-based reasoning
techniques are used to define a default plan suitable for a class of problems.
This plan may then be refined using proper planning techniques [2] to match
the identified context.

In the approach proposed in [4] the guideline plan is not modified dynam-
ically to accommodate for exceptional situations. Instead, the CDS performs
compliance checks to determine if the actions that were directed by the user
are compatible with its original specifications. The criteria for determining such
compatibility are explicitly defined as adjunct rule sets that evaluate whether al-
ternative actions might be justified. Notice that the criteria to detect the anoma-
lies and the logic to deal with them are not part of the guideline, but are defined
in modules which can be composed as needed. Whenever the execution flow
deviates from planned or expected behaviour, a violation is logged and then
evaluated. If a violation can be justified, the user’s actions are permitted and
the system compensates for the perceived plan violation. If the action can not be
justified, the conformance violation is reported and the system may optionally
cancel the guidelines execution.

6 Distributed Decsion Support Services and Knowledge
Management Respository

Naval Health Research Center, San Diego’s Distributed Decsion Support Services
and Knowledge Management Respository (DDSS-KMR) project is a standards-
based engineering effort addressing many of the challenges described above. The
project implements key concepts from a variety of initiatives, particularly SAGE,
to implement a robust knowledge management infrastructure using available
open source technologies.

DDSS-KMR provides standards-based object models that are based on the
HL7 RIM, use V3 Messaging and CDA standards to define datatypes and at-
tributes, and follow HITSP/IHE implementation specifications to constrain ter-
minologies and structure. Clinical data, aggregated from local and distributed
repositories, are mapped into this canonical fact model and stored in rule en-
gine’s working memory as a patient specific virtual medical record. This stateful
in-memory vMR enables workflow, inference and predictive analytic technologies
to provide high performance cognitive and process support.

A hybrid architecture provides commercially available engines to deliver these
capabilities. Event Driven Architecture (EDA) components provide the temporal
responsive required for effective Clinical Decision Support, triggering appropri-
ate analytic processing in response to real-time events. Triggers can be messages,
for example the HL7 transaction sets used to communicate laboratory results,
healthcare summaries delivered dynamically from outside organizations, or pa-
tient monitor waveforms that require Complex Event Processing to be handled
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effectively. Upon receiving the data, the system transforms the information into
the same canonical object structure as data retrieved from a persisted store.

A Production Rule engine, exposed as a Decision Support Agent using the
Foundation for Intelligent and Physical Agents’ Agent Communication Language
(FIPA-ACL8). This architecture is utilized to a) capture and encode clinical
domain expertise, b) ensure process validity with respect to declarative con-
straints, and c)provide flexible control over application/middle tier behavior.
The system uses Drools (aka JBoss Rules9). While engines from other vendors
can be substituted, the ability to manage both inference and workflow within
the same instance of the engine simplifies service orchestration tremendously. A
design principle unique to the DDSS-KMR approach is that rule and workflow
processing can be executed within a patient-specific session, each being dynam-
ically instantiated and provisioned with the patient’s vMR and context-specific
knowledge bases. This design, while resource intensive, ensures personalized,
high-performance rule evaluations; scalability is ensured by a series of enhance-
ments collectively called ”Drools Grid” that is now available as an add-on that
can be integrated with the core engine. While still experimental, Grid enables
dynamic provisioning of rule sessions on any available machine.

Initiated workflows are enacted using Service Oriented Architecture (SOA)
components, each service ensuring that core business logic is well-abstracted,
reusable, and encapsulated behind standards-based interfaces. A WS-Human
Task service manages the lifecycle of tasks assigned to human performers by the
rule engine. The actual performance of those tasks is accomplished by a series
of connectors packaged as a Task Library providing interfaces for sending email,
booking appointments, placing orders, escalating messages, making phone calls,
and sending SMS text messages.

Not all clinical decisions are best approached with declarative logic - some
require alternative inference techniques. To expand the analytic capabilities
available, we implemented a Predictive Model Markup Language (PMML10)
infrastructure, the de facto standard used to represent predictive models, so
that resource-capacity planning, risk-assessment, and diagnostic models could
be plugged into the Clinical Decision Support architecture.

DDSS-KMR provides integrated knowledge management, analytic, and pre-
dictive modeling capabilities. As a standards-based Clinical Decision Support
environment, it is well suited to deliver knowledge services that can be layered
on a variety of health information networks. An additional goal is to contribute
a reference architecture that can be leveraged by CDS researchers, either within
their own labs for their own purposes, or as part of a more collaborative commu-
nity effort. DDSS-KMR will be open sourced release as a community contribution
to the Federal Health Architecture Group CONNECT 11 project in early 2012.

8 www.fipa.org
9 www.jboss.org/drools

10 www.dmg.org/pmml-v4-0-1.html
11 www.connectopensource.org
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7 Conclusion

Despite the resurgent interest in Clinical Decision Support and the enormous
capital investments currently underway, CDS as a fundamental infrastructure
capability continues to struggle with typical implementation concerns. As with
any early stage deployment of knowledge management infrastructure, numerous
inter-dependent business processes remain poorly understood and incompletely
implemented. Clinical processes, architectures, domain standards, and behaviors
remain hotly contested as participants initially focus on requirements felt to be
singularly important to preserve. Such turmoil hampers the implementation of
CDS which benefits significantly from standardized, predictable processes and
business requirements.

The future contribution of CDS to quality of care and patient outcomes re-
mains uncertain and its near-term impact should be viewed with healthy skepti-
cism. The practical effectiveness of existing CDS has been evaluated several times
in recent years. While many researchers agree that CDS can result in significant
changes in practitioner performance, the final effectiveness varies according to
the specific application, with some (e.g. drug prescription) being more suitable
candidates for decision support than others. The impact on patient outcomes is
considerably less clear with fewer studies identifying positive benefits. [19] Such
cautionary data underscores the need for a considered, iterative approach to CDS
implementation. Medicine is a community poised for making large captial invest-
ments in health information technology; it should consider carefully whether it
truly has the conceptual refinement, the organizational maturity, and the neces-
sary standards to implement large scale CDS deployments without considerable
risk. Given the social-polical-economic environment, healthcare has an unprece-
dent opportunity to redefine its technological foundation; it should remain cog-
nizant that considerable organizational introspection and process reengineering
is needed to implement any technology successfully.

Nevertheless, given the successful application of inference and workflow tech-
nology in other communities, there should be considerable optimism that this
most complex of human endeavors can indeed be decomposed into more man-
ageable and predictable system component and interfaces. It’s also true that
early and seemingly irreconcilable differences often prove less important once
the reengineering effort matures. If the experiences, standards and technology
capabilities that found success in business markets at large can be harmonized
with healthcare concerns, the full integration of clinical decision support into
the very fabric of our health care delivery system may be closer than one might
otherwise expect.
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Abstract. The standardization and broad adoption of Service Oriented
Architectures, Web Services, and Cloud Computing is raising the com-
plexity of ICT systems. Hence, assuring correct system behavior with
regard to established design and business constraints is of the utmost
importance. Run-time monitoring, where the outcomes of an observed
system are continuously checked against what is expected of it, is one
possible approach to providing the required oversight.

In this paper, we discuss this notion of rule expectations, their viola-
tion and/or fulfillment, and use these concepts to define the concept of
an Event-Condition-Expectation (ECE-) rule, a variation of the tradi-
tional Event-Condition-Action rule pattern. To demonstrate these con-
cepts, we present extensions to the syntax used by the production rule
engine, Drools, and describe their use in a medical case study. The clinical
decision support system being developed monitors rule evaluations and
expectations, detects constraint violations and is able to take recovery/
compensation actions as appropriate.

1 Introduction

In the last ten years there has been a flourishing of models and technologies
for developing, deploying, and maintaining ICT systems based on heterogeneous
and distributed components. Paradigms such as Service Oriented Architectures
(SOA), Web Services (WS), Cloud Computing, Business Process Management
Systems and Workflows (BPMS) have been already largely adopted by the ICT
industry. When focusing on the medical and healthcare context, automated clin-
ical guidelines [4], care plans, and clinical decision support in general aim to
ensure that care standards can be implemented reliably and effectively. These
solutions allow for increasingly complex systems, while the adoption of standards
pushes for the use of heterogeneous, third-party (software/hardware) compo-
nents. Consequently, assuring the correct behaviour of such systems is becoming
a harder task. Traditional debug techniques alone might not be enough, either
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because of the complexity of the overall system, or because third-party compo-
nents are often treated as black boxes and so it is not possible to use debugging
tools. Run-time monitoring techniques could be of some help by checking if the
system behaves correctly while it is executing. Typically, a system developer spec-
ifies in advance the correct outcomes for any/some possible input. By observing
the inputs and the outputs of the system, a monitor automatically verifies that
the outputs match with the expected outcomes. In case of a positive answer, the
system is deemed to be conformant. Such approach is exploited also to verify
the correctness of complex systems against some high-level constraints. For ex-
ample, Quality of Service (QoS) criteria must be continuously monitored, and
proper actions must be taken if such criteria are not met. Likewise, legal aspects
and business constraints could be subjected to monitoring. A possible way for
expressing the desired behaviour of a system is by means of rules (ECA Rules,
logic-based rules, etc. ), that define the expectations. Intuitively, we consider
an expectation a “justified state of anticipation” about the state of a system,
given that some conditions on the current system’s state and its environment
already hold. However, to the best of our knowledge, the notion of expectation is
rarely used as a “first-class entity” and it is only partially supported. Instead, we
strongly believe that it can greatly help in the task of specifying the desired be-
haviour of a system, since it is a natural, direct way for characterizing the desired
behaviour of a system. In addition, we also propose to exploit the concepts of
fulfillment and violation to model the actual outcome of an expectation. Taking
inspiration from the ECA rule family, we propose the “Event Condition Expec-
tation (ECE-) Rules”. In such rules, the premise defines the facts and events
required to trigger an expectation, while the conclusion contains the description
of what is expected to be observed. In this paper, we present our idea of ex-
pectation and ECE-Rules, and discuss the features that should be supported by
this new class of rules (Section 2). We present also a first, prototypical imple-
mentation of these concepts based on the Drools [12] Framework (Section 3). In
particular, we provide a new language for ECE-Rules (Section 4), and show its
application in a real scenario (Section 5).

2 Expectations, Their Fulfillment and Violation

2.1 Related Works

The notion of expectation has been a research subject in many different IT-
related fields, where the need for monitoring systems at run-time found a possible
solution in the idea of checking the conformance of the observed system against
some expected behaviour.

The deontic concepts and operators useful to represent norms, obligations and
similar concepts have been individuated and mapped to an abductive logic pro-
gramming context in [2]. Although motivated by a different scope, it provides a
background and starting point that is also valid for the semantics of our proposal.
In the Multi-Agent Systems (MAS) field, social approaches specify the agents’
allowed interactions as expected behaviours (externally observed), and define
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fulfillment/violation in terms of deviance from what is expected. The framework
SCIFF [1], for example, is mainly focused on a logic-based notion of expectations
and their fulfillment/violation. Commitments, as deeply investigated by authors
such as Singh [17,5,20] or Colombetti and Fornara [7], are defined as promises
arising from agents interaction: a debtor agent becomes committed towards a
creditor (i.e., it is expected) to bring about a certain property, i.e. make it true. In
the Business Process research field, van der Aalst and colleagues propose declar-
ative languages that focus on the properties that the system should exhibit: in
the DecSerFlow language [14] the users can specify which are the business activ-
ities that are (not) expected to be executed, as a consequence of previously (not)
executed activities. Within the field of legal reasoning and normative systems,
authors like Governatori and Rotolo [11,16,9,10,8] have proposed temporal logic
frameworks and languages to represent legal contracts between parties: primarily
focused on compliance issues, such tools simulate the possible course of actions
of a system and evaluate if contract agreements are indeed respected.

In the following we introduce our vision about expectations, and discuss a
(preliminary, not exhaustive) set of features that, from our viewpoint, should be
strictly linked to the notion of expectation, and to the idea of ECE-Rules.

2.2 Desiderata for the Notion of Expectation

Expectations should be about events and/or properties. In the literature
it is possible to find expectations about different possible outcome types. An
expectation could be about the happening of an event, described in terms of
the happening time instant and the event duration, or it could be about the
reaching a certain state of affairs, or a property becoming true, such as in the
case of commitments. In particular, it could be desirable that such property is
true in a certain instant, or for a whole time interval, continuously [19]. Notice
that, in any case, we need to deal with (at least) a description, an initial time
instant (a start), and a time duration (or, equivalently, an end).

Expectations should support closed, as well as open interactions. In
closed-interaction complex systems, the set of possible events is tipically known
a-priori, and at any given time, only few events are supposed/allowed to hap-
pen: unexpected events are an evident violation, since anything not explicitly
expected is implicitly forbidden. However, the ongoing challenges posed by the
new Internet era require very “flexible” systems able to cope with unpredictable,
changing and dynamic environments, where the autonomy of interacting entities
and the possibility of exploiting new opportunities must be preserved as much
as possible [21], or the expertise of workers must be exploited at best [15]. In this
context, “closed approaches” show some drawbacks in this regard. Open interac-
tions overcome such limits, since they focus on the (minimal) set of constraints
that must be guaranteed to successfully interact. To this aim, a further step is
required: expectations about what should not happen should be supported, thus
involving some notion of prohibition.
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Expectations should be about future, as well as past events. Expectations
should allow the user to specify when a certain event is expected. It is very
intuitive to define expectations about future events, but it is also mandatory
to be able to treat past expectations. Within a monitoring setting, it is often
assumed that at any time instant T the set of already happened events is fixed,
i.e., that any newly observed event will happen at a time greater than T (with a
possible approximation Δ). Determining if an expectation about a past event is
satisfied or not amounts to look for a matching event in such fixed set. Differently,
any reasoning on expectations about future events should be “suspended”, as far
as future events are unknown. W.r.t. the time axis, monitoring is usually closed
towards the past, and open towards the future.

Expectations should support temporal deadlines. In general, without any
temporal deadline, it would not be possible to determine if an expectation has
been fulfilled or violated. The problem is somehow mitigated for expectations
about past events due to the the semi-open nature of the monitoring task, while
any conclusion would be indefinitely suspended by an ideal monitor for expec-
tations about future events. To avoid such situations, some systems (e.g., [1])
envisage a special closure event, whose semantic is that no more events will ever
happen, allowing the monitor to draw final conclusions.

2.3 Desiderata for a Framework Supporting Expectations

Support for one/many matching functions. When an event happens, it
is necessary to decide if it has any relation with what is currently expected.
This task is performed by a matching function, that decide if there is a compati-
bility between the two. A simple matching function could evaluate the syntactical
equality of the events’ descriptions. However, only more powerful
matching functions based on, for example, regular expressions, fuzzy pattern
matching, or Prolog-like unification, would be of practical interest. Ideally, a
framework should allow for many different matching functions, and, possibly,
also for custom-defined functions.

Support for fulfillment and violation. It should be always possible to know
if an expectation has been satisfied (fulfilled) or not (violated). Note that, in case
of open-interaction systems, such notions would apply differently to expectations
and to prohibitions. Roughly speaking, in the former case an expectation could
be considered fulfilled if at least a matching event happens, while in the latter
the expectation about the non-happening is fulfilled if no matching event ever
happened. A doubt might arise about the happening of multiple events matching
the same expectation. A framework should support the user to define these
characteristics of the fulfillment/violation process.

Support for the life-cycle of an expectation. The life cycle of an expecta-
tion should capture all its possible states within the system’s life. In particular,
we envisage at least three fundamental states: a pending one, indicating that
an expectation is active but lacking information for deciding its fulfillment or
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violation, a fulfilled state and a violated one. Such states should be accessible
as explicit meta-information, both about individual expectations and groups
thereof, possibly using them to trigger new events and/or derived expectations.

Support for some notion of “global conformance”. If the notions of ful-
fillment and violation are referred to a single expectation, a framework should
support also some global notion of fulfillment (conformance of the whole mon-
itored system). Such notion could be simply defined as a logical “and” of all
expectations’ fulfillments, or could be user-defined by means of some metrics,
such as statistics, or by means of some other criteria like a fuzzy evaluation.

2.4 Desiderata for the ECE-Rules

Direct support for compensation and awarding mechanisms. In our
view, ECE-Rules define the events the conditions that trigger an expectation,
i.e. make it pending, and resolve it either by fulfillment or violation. Quite often,
in the case of violations (res. fulfillments), compensation (resp. award) mecha-
nisms are required: their preconditions can be easily expressed if the framework
supports some reification (in terms of events) of the state transitions during
an expectation’s life cycle. However, such situation is so frequent that also we
foresee the possibility of defining compensation/awarding mechanisms directly
in the ECE-Rules. So, the rules would be single yet complete “knowledge items”,
containing the events and the conditions for expectations to become pending, as
well as what to do in case the expectation is fulfilled or violated.

3 The Drools Rule Engine

Drools1 is an open source “knowledge modelling and business logic integration
suite” composed of several modules. Its core component is a reactive production
rule engine, based on an object-oriented version of the RETE algorithm [6].

From a user perspective, the system offers a blackboard-like container, called
Working Memory (WM), where the facts describing the “state of the world” can
be inserted, updated or retracted. The rules, then, are activated accordingly
whenever the WM is modified. A rule is an IF-THEN like construct, composed
of a premise (Left Hand Side, LHS for short) and a consequence (Right Hand
Side, RHS). The LHS part is composed by one or more patterns, which must
be matched by one or more facts in the WM for the rule to become active. An
active rule is then eligible to be fired, executing the actions defined in the RHS,
which may either be logical actions on the WM or side effects. A pattern is a
sequence of constraints that a fact must satisfy in order to match it. Since facts
are objects in Drools, the first constraint is a class constraint and the following
are boolean expressions involving one or more object’s fields. The constraints of
a pattern are evaluated in chain, acting as a series of increasingly fine-grained
filters that progressively retain less and less objects until only the ones matching

1 http://www.jboss.org/drools

http://www.jboss.org/drools
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declare Message @role(event) end
rule "CEP Rule Example "
when

$m: Message( $s: sender , $r: receiver , content == "HELO" )
not Message ( sender == $r, receiver == $s,

content == "+ACK", this after[0,5s] $m )
then

log("Acknowledgement expected , not received in 5 seconds ");
end

Fig. 1. A simple Drools Fusion theory catching the violations of a simple protocol

the pattern are left. Such operation is optimized by the RETE algorithm, which
allows to share common sequences of constraints between rules.

The additional modules that Drools provides tackle specific needs such as
workflow management, rule authoring and planning: in particular, the module
dedicated to complex event processing (CEP) [13] is called Drools Fusion. In this
context, an event is “a significant state change in an observed system, taking place
at a specific point in time”. Drools Fusion allows to annotate fact classes with
metadata: the engine will then consider their instances as event payloads, man-
aging any related temporal information autonomously. Such information may be
drawn directly from the objects’ fields, or automatically added by the engine,
wrapping the instances using appropriate decorators. Drools Fusion adheres to
the well-established semantics of temporal intervals proposed by Allen [3]. The
engine is not only able to evaluate temporal constraints, but also to delay and
schedule activations, and to perform temporal truth maintenance by retracting
events irrelevant to the computation. To this aim, the engine has an explicit
notion of time maintained by a pluggable clock, which allows to determine the
events that fall in a given time interval. The provided default implementations,
pseudo-clock and real-time clock, can be used to control the flow of time during
simulations or to build online reactive systems.

As an example, consider the code snippet presented in Fig. 1, which shows how
Drools Fusion handles Message events to notify the violation of a simple protocol.
This protocol requires a server to send back an acknowledge notification within
5 seconds from the moment it receives an hand-shake request from a client. In
practice, each time a client sends a "HELO" message to a server and no "+ACK"
message is returned in time, a notification of the violation is logged.

4 The “expect” Extension to the Drools Language

In our vision, we would like to exploit a CEP engine to model and solve on-
line monitoring and conformance verification problems. This task would be dra-
matically simplified if the target system supports the concept of expected be-
haviour natively. To the best of our knowledge, however, no existing CEP engine
provides high-level primitives to handle expectations as discussed in Section 2.
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〈rhs content〉 ::= ‘then’, { 〈expectation block〉 }, { 〈java statement〉 };

〈expectation block〉 ::= 〈expectation list〉, { ‘or’, 〈expectation list〉 };
〈expectation list〉 ::= 〈expectation〉, { ‘and’, 〈expectation〉 };
〈expectation〉 ::= [ 〈id〉, ‘:’ ], ‘expect’, [ ‘not’ | [ ‘one’ ], 〈id〉, ‘:’ ], 〈pattern〉, 〈follow-up〉;
〈follow-up〉 ::= [ ‘on’, ‘fulfillment’, 〈fulfillment block〉 ], [ ‘on’, ‘violation’, 〈violation block〉 ];
〈fulfillment block〉 ::= ‘{’, { 〈repair〉 }, 〈rhs content〉, ‘}’;
〈violation block〉 ::= ‘{’, { 〈repair〉 }, 〈rhs content〉, ‘}’;

〈repair〉 ::= ‘repair’, 〈id〉, ‘;’;

Fig. 2. The ECE sub-grammar, in EBNF form

To this end, we have created an extension to Drools Fusion that enriches the
expressiveness of its language with ECE concepts. Such extension is in charge of
managing expectations and autonomously executing the proper actions in case
of fulfillment, violation or compensation, according to the policies encoded in
the rules. Thus the system is no more limited to the traditional Drools’ logical
operations (insert, retract, update) or free-form side effects, but includes the
explicit declaration of expectations.

In our proposed extension, expectations can be nested, so that complex norms
may be atomically expressed within a single rule. A nested (conditional) expec-
tation is an expectation generated as a consequence of a previous expectation’s
fulfillment or violation, and possibly it may depend on the facts or events which
triggered the parent expectation.

The ECE rules also automatically generate standard events which reify an
expectation and its life cycle, allowing the user to predicate on them using other
rules. Although not required in general – and indeed not even recommended
is some cases (such as for hard-time constrained CEP), the reification allows
the rules to target those concepts directly, possibly even combining them with
domain events. An organization that certifies the compliance of some domain’s
objects to a given regulation, for example, may want to keep track of the amount
of violations over the number of activations of a specific expectation, to determine
whether some norms need a clearer explanation. Although enabled by default,
this feature is actually optional and can be disabled, providing a more slender
but slightly less expressive tool.

4.1 The ECE Language

To support ECE-Rules, we have extended the standard Drools parser, allow-
ing the engine to recognize and process the new concepts. Normal rules are
handled as usual, while ECE statements are intercepted and redirected to a sep-
arate sub-parser and compiler for further interpretation and rewriting. Fig. 2,
in particular, contains the extension proposal for ECE-Rules to the Drools lan-
guage, expressed in EBNF syntax. This grammar shows how to change the con-
sequent of a Drools’ rule to include (possibly nested) complex formulas involving
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rule "ECE-Rule Example "
when

$m: Message($s: sender , $r: receiver , content == "HELO")
then

$e1: expect one Message ( sender == $r, receiver == $s,
content == "+ACK", this after[0, 10s] $m )

on fulfillment {
insert(new Message ($s, $r, "MAIL")); }

on violation {
$e2: expect Message ( sender == $r, receiver == $s,

content == "+RDY", this after[0, 2m] $m )
on fulfillment {

repair $e1;
insert (new Message ($s, $r, "MAIL")); }

on violation {
insert (new Message ($s, $r, "STOP")); } }

end

Fig. 3. An example of an ECE-Rule

expectations. Any individual expectation has two optional blocks, namely a ful-
fillment and a violation block, where it is possible to generate new expectations
as well as applying consequences. Notice that the 〈rhs content〉 grammar rule
overrides the original one, adding the expectation block; 〈java statement〉, 〈id〉
and 〈pattern〉 are imported directly from the Drools grammar.

Moreover, it is possible to explicitly compensate any previously violated ex-
pectation. We have deliberately introduced this feature to allow the recovery of
a violation by means of a repair statement. This action can be executed as
a consequence either of a fulfillment or a violation of an expectation. The only
constraint is that the repaired expectation must be defined within the same rule.

To fully understand the scope of our proposal, let us consider the example
presented in Fig. 3, which shows the compensation of the violation of a simple
protocol, involving a single ECE-Rule. This theory uses the same Message class
introduced before (not present here for lack of space), but defines a sightly more
complex mail protocol2. The interaction is again started by a "HELO" message
$m, and a "+ACK" messege is expected in 10 seconds: such expectation is labeled
as $e1 . In case of success, the interaction continues with a "MAIL" from the client,
requesting the list of new mails to the mail server. In case of violation, we proceed
instead to the evaluation of the nested expectation: if busy for some reason, the
server may still issue a "+RDY" message within 2 minutes from $m. The rule
states that $e1 may be considered repaired on fulfillment of $e2 , meaning that
it is no more treated as a violation when validating the protocol. In case of a
second violation, the client simply closes the interaction with a "STOP" message.
Notice that the declaration of $e1 includes the keyword one, meaning that, for
each message matching $m, the fulfillment (violation) branch is only evaluated
once after the first "+ACK" message is (not) received in time.

2 In our toy example, any exchange of messages between the client and the mail server
(and vice-versa) is accomplished by the insertion of a proper instance of Message
into the WM.
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4.2 The Expectation Meta-Model

To allow the engine to process the grammar defined in section 4.1 and manage
the expectations and their life-cycle, we have defined a theory composed by a
set of general rules and a set of declared fact classes, whose instances can be
manipulated within the WM as appropriate.

Those rules translate any ECE statements into common rules and, optionally,
instances of the classes mentioned below, both decorating the starting theory.
These rules (not provided for lack of space) permit complex expectations to
be spanned over several rules, retaining conceptual dependencies and other re-
lations between expectations, and allow the natural triggering of expectations
within other expectations. The straightforward conversion of ECE statements
into instances of a few coded class types is often referred as “reification”: it is
not mandatory for the approach, but it allows Drools (that natively works on
objects) to declaratively predicate on them. Thus, despite being not the only
possible strategy to encode the knowledge, it is very simple and sound, and
grants additional expressiveness to the framework. This process is also transpar-
ent (the conversion is done autonomously) and optional (it can be disabled to
trade some expressiveness for a speedup).

Specifically, the Expectation is an abstraction where the (temporal) con-
straints to be satisfyed are held. The temporal constraints may refer either to
the past and the future and have a duration, autonomously handled using Drools
Fusion, that starts from the moment they are generated and lasts until the mo-
ment they are first fulfilled or violated. Expectations are also identified by a
Label whose purpose is to group together expectations that refer to the same
object tuple, since an Expectation can be generated several times, as differ-
ent object tuples Activate the rule at different times, in different Contexts. A
Context is usually the initial activation of an ECE-Rule or, in case of nested ex-
pectations, the activation of another parent expectation. When an Expectation
is generated, it is considered Pending until it is either Fulfilled by an ob-
ject matching the pattern defined by the expectation, Violated, or Closed. By
aggregating all the Expectations generated within the same Context, it is pos-
sible to define if the activation of an ECE-Rule has been a Success or a Failure
given the monitoring constraints. For more details on pending expectations and
possible outcomes of an expectation see the proper paragraphs in Section 4.3.
Eventually, violated Expectations may be Compensated by other events. Notice
that all the class types introduced here are considered by our system as instant
events with the only exception of Expectations whose duration equals their
life-time.

4.3 Rule Generation

In addition to the initial, user-provided theory, we preprocess the ECE-Rules
and rewrite each one into one or more traditional rules, thus allowing the use of
the standard Drools Fusion engine to execute them. Consider an ECE-Rule R
such as the one in Fig. 3, having a standard Drools’ LHS and an extended RHS
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with nested expectations. After parsing the rule, we obtain an Abstract Syntax
Tree (AST ) with a regular and recursive structure, derived from the grammar in
Fig. 2. Any node i of the AST obtained from an expectation block’s expression is
the child of a pattern P i and the ancestor of an and/or subtree whose leafes are
n(i) ≥ 0 expectations Ei

j:1..n(i). Each leaf expectation Ei
j defines an expectation

pattern P i
j and up to two expectation blocks, corresponding to the optional

fulfillment and violation branches. Moreover, an expectation block also has a
sequence of actions Ai. According to the natural semantics of the language,
actions Ai should be executed only when the pattern P i has been matched.
Notice that, in case of nested expectations, any pattern associated to a more
external block must have been likewise already matched. In addition, when and
only when P i has been matched, any expectation Ei

j should be generated so
that, according to the presence or absence of a fact/event matching its pattern
P i

j , that expectation Ei
j can be considered pending until fulfilled or violated.

For every ECE-Rule, the AST thus obtained is visited several times, to create
various derived rules which manage the expectations’ life cycle.

(Re)action rules. The goal of these derived rules is the execution of the actions
Ai when the appropriate conditions apply. One rule is created when visiting the
AST for each action block Ai, starting from its root node and using a recursively
built LHS Li, after being initialized with the LHS of the original ECE-Rule R.
The first rule is simply when L0 then A0 and corresponds to the rule R with-
out the extended expectation block. The action rules are derived only from the
simple expectations, so the visitor ignores any and/or node to process only the
expectations Ei

j . When an expectation node with children on fulfill or on
violation branches is encountered, the local positive and negative LHS, Li+

j

and Li−
j , are respectively built from the current LHS Li and the local expectation

pattern P i
j . In particular, the pattern is added in positive form when visiting on

fulfill children branches, and in negative form, using the negated existential
quantifier not, when visiting on violation branches, i.e. Li+

j = Li ∪ Pj and
Li−

j = Li ∪ ¬Pj . The resulting rules, up to two for every expectation, are tra-
ditional Drools/Fusion rules with no notion of expectation or any other related
fact. While generated using a more declarative language, they correspond to the
rules which would have been written using a naive, hard-coded approach. The
main advantage is that they do not incur in any overhead from the meta-level
framework, but still capture the behaviour defined by the business author.

Fulfillment/Violation rules. In addition to executing the business logic, we
also want to provide an explicit and automatic management of the expectations’
lifecycle, as motivated in paragraph 2.3. To this end, we again visit the AST
and generate up to three different rules. The first rule, created visiting a pattern
node Pi is used to generate the actual Expectation in the working memory.
The premise of this rule coincides with the local LHS Li created recursively
during the visit to generate the business rules, while the consequence generates
an Expectation instance for each expectation node Ei

j defined in the expectation
block of Pi. At runtime, when the premise Li is matched by a tuple T , one or more
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expectations will be inserted within the working memory: their context will be
associated to the initial activation of the ECE-Rule which triggered the sequence
of expectations, but T will be the actual trigger tuple for all the expectations.
As soon as an Expectation is inserted in the working memory, a Pending fact
is also generated to trace the fact that the expectation has not been resolved.

In order to close an expectation Ei
j , two additional rules are written. Since the

expectations are defined in terms of a pattern P i
j , which needs to be captured

to determine the expectation outcome, the LHS of these rules is simply derived
from L+

j and L−
j , adding a pattern matching the appropriate unresolved expec-

tation (i.e. with an existing joint Pending fact). The join is performed on the
expectation label (known at compile time), the context, and using the bindings
on the patterns in Li to recreate the parent tuple which generated the expecta-
tion and use it as a constraint. Notice that, since the LHS of these conformance
rules extends the LHS of a corresponding business rule, the RETE will even-
tually merge them again, eliminating any redundancy introduced at this level.
These latter rules are then simply used to instantiate the Fulfillment and, re-
spectively, Violation events, collecting the required information from the rule
activation records, and inserting them in the working memory.

With this pattern-based approach, it is possible that more than one object’s
pattern P i

j matches an expectation Ei
j and fulfills it. In fact, expectations remain

pending until explicitly retracted or closured (if no temporal constraint is im-
posed). On the other hand, the same fact/event can match different expectations
at the same time. If the user wants an expectation to be fulfilled only once (using
the expect one syntax), the fulfillment rule will be slightly modified to retract
the Pending fact associated to the expectation, preventing further fulfillments.

Repair rules. ECE-Rules support the “repairing” of violated expectations: for
every repair statement, a rule is created with the same LHS as its enclosing
expectation block. This rule inserts a Compensation fact which is joined to
its matching Violation by a general rule: the Violation, then, is marked as
compensated.

Success/Failure rules. While fulfillments and violations are handled at the
level of each single expectation, we also provide an overall evaluation of the
system behaviour in the context of each activation of an ECE-Rule r, as dis-
cussed in paragraph 2.3. We provide support for “global” conformance at the
level of activations, by expressing and evaluating possibly complex and/or for-
mulas involving expectations. In particular, we define the notion of Success and
Failure from the Fulfillment and Violation of individual expectations. For
complex expectations, the definition is as follows:

Succ(E1 ∧ E2) = Succ(E1) ∧ Succ(E2) Succ(E1 ∨ E2) = Succ(E1) ∨ Succ(E2)

Fail(E1 ∧ E2) = Fail(E1) ∨ Fail(E2) Fail(E1 ∨ E2) = Fail(E1) ∧ Fail(E2)

When defining success and failure for individual expectations, instead, one must
consider any nested sub-expectation, if present, so Succ(E) (resp. Fail(E)) is not
trivially Fulf(E) (resp. V iol(E)). Expectations defined in on fulfill (resp. on
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violation) blocks will be generated only when the parent expectation is fulfilled
(resp. violated), but they must be taken in consideration when present. Notice
that, since violations can be repaired, even expectations generated by violations
are still relevant for the final evaluation.

The Success of an Expectation E is then determined by its fulfillment and
either (i) the success of any on fulfill expectation block (if E was fulfilled)
or (ii) the success of any on violation expectation block (if E was violated
and then repaired). Likewise, the failure of a parent expectation may be due
to its violation, the failure of its fulfillment block or the failure of its violation
block (assuming it was violated and then repaired). Notice also that a repaired
violation is equivalent to a fulfillment during the evaluation of the overall suc-
cess/failure, while a non-repaired violation corresponds to the negated form of
a fulfillment. Those definitions, then, can be further simplified and expressed as
follows by adopting an compact EBNF-like notation:

Succ(E) = Fulf(E)
[
∧

(
(Fulf(E) ∧ Succ(EF ))

∣∣∣(V iol�(E) ∧ Fulf(EV ))
)]

= Fulf(E)
[
∧

(
Succ(EF )

∣∣∣Fulf(EV )
)]

Fail(E) = V iol(E)
[
∨

(
(Fulf(E) ∧ Fail(EF ))

∣∣∣(V iol�(E) ∧ Fail(EV ))
)]

= V iol(E)
[
∨

(
V iol(EF )

∣∣∣Fail(EV )
)]

Such definitions can be applied directly to the AST tree, generating two confor-
mance rules for each ECE-Rule R that lead to either a Success or a Failure
events for each activation (or nothing if some expectations are still pending).
While not global per se, such events ease the creation of conformance rules by
providing more complex events than fulfillments and violations.

Closure. As outlined in Section 2.2, we regard the expectations as closed toward
the past and open toward the future. This choice may lead to some issues when
dealing with the expectations that are still pending. The open expectations, in
fact, are not caught –and hence not reported– by the monitoring framework (i.e.
when halting the system). The procedure of identification and notification of the
pending expectations with respect to the open time horizon is called “closure”
and it is directly managed by our implementation within the general theory. To
this aim, a dedicated special fact is inserted into the WM, making a rule to react
by joining that fact with any open expectation. As a result, the expectation
is closed (its Closed field is changed) by flagging a Violation (for positive
expectations) or a Fulfillment (for negative ones). Notice that the clipping of
the pending expectations forces the generation of a Success/Failure event. Our
implementation also supports a finer “targeted closure”: only open expectations
whose label matches a specific value are closed.

5 A Use Case in the Medical Field

The Knowledge Management Research (KMR) team at Naval Health Research
Center, San Diego has been particularly interested in developing the functional
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rule "Risk factor evaluation"
when

$pat : Patient ( ... ) $prov : Provider ( ... )
// model result : risk factor and confidence degree
$risk : HasRisk ( $pat , $disease , $factor , $conf )

then
expect HasRisk ( this == $risk , confidence > C_THOLD )
on fulfillment { // prediction is reliable

expect HasRisk ( this == $risk , factor < R_THOLD )
on fulfillment { log( $pat + " safe" ); }
on violation { /* manage high risk patient */ } }

on violation { //request info from patient
insert( new Message ($prov , $pat , "quest" ) ); }

end
rule "Fill Questionnaire Request Protocol "
when

$m : Message ( $prov , $pat , "quest" )
then

$e : expect Message ( $pat , $prov , $answers ; this after[0,T] $m )
on fulfillment { insert($answers ); }
on violation {

// T2 > T, giving additional time to $pat
expect Message ( $pat , $prov , $answers ; this after[0,T2] $m )

on fulfillment { repair $e; insert($answers ); }
on violation { alert( ... ); }

insert ( new SMS($prov , $pat , "quest") ); }
end

Fig. 4. PTSD Risk Factor (abstract) Use Case

ontology and semantics required to define “operational constraints” to the execu-
tion of a rule. Operational constraints are supervisory (meta) rules that establish
expectations for the clinical context a given rule was designed for – they help
ensure that the resultant events or behaviors are appropriate for the setting. For
example, they might modulate the recommendation for a blood transfusion in a
trauma case when the patient “context” is that of a Jehovah’s Witness.

Separating the logic of a discreet medical decision from that used by opera-
tional rules used to manage clinical context has important implications. Decision
support rules should be authored with a focused clinical perspective and that the
final result is dependent on other clearly defined orthogonal perspectives that
the knowledge management system must orchestrate. It implies that rule exe-
cution is not necessarily an all-or-none event, but rather a cascade of constraint
evaluations that in aggregate ensure the system’s end behavior is individualized
and nuanced. This separation of concerns helps clarify what is evidence-based
best clinical practice and what are non-medical restrictions imposed on the de-
livery of that care by the realities of the real-world and the individual patient.
As an example use case, consider the following scenario. After returning from
a yearlong deployment, a United States Marine is seen by his physician. The
doctor’s Clinical Decision Support System (CDSS) collects all relevant infor-
mation about him and feeds it into a Post Traumatic Stress Disorder (PTSD)
predictive model that estimates he has a 35% risk of developing PTSD within
the next three years. Recognizing, however, that several important historical
facts about his past medical history are missing, the patient is asked to take
an online survey at home. When he forgets to complete the survey, the system
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automatically sends a reminder SMS text prompting the Marine to complete the
requested task. When he does so, the system then automatically recalculates the
risk score. This time the risk is 80% and the confidence acceptably narrow, so
an alert is instantly generated.

Fig. 4 represents an abstract (due to space limitations) version of the rules
which could be written to model the desired outcome for the use case. The
first rule manages the results of the PTSD predictive model evaluation (see
[18]), first checking that confidence in the output result is sufficient and then
validating that the risk assessment itself is low enough for the patient not to
require further evaluation. If either expectation is violated, appropriate actions
are taken; either a new workflow to solicit additional information from the patient
is started, and/or the patient is scheduled for additional testing. Notice that the
same policies could have been written using standard rules, but the proposed
syntax makes the definition more compact (1 rule instead of 4) and, most of all,
ensures that the results of the constraint checks are recorded formally. Likewise,
the second rule monitors the interaction between the patient and the provider,
using the same pattern shown in section 4.1.

6 Conclusions

We have extended a production rule language to support the concept of expec-
tations, the fulfillment or violation of which result in different consequences or
behaviors. These syntactical additions enable a rule author to easily define and
apply conformance criteria to the execution of the default rule logic. Rule ex-
pectations, if need be, can be cleanly deactivated and meta-reasoning disabled,
thereby restoring more traditional rule behavior. The language extensions have
been integrated into our reference run-time implementation, Drools, where it
can exploits the engine’s native complex event processing capabilities to better
support temporal reasoning. Our next objective will be to research “fuzzy ex-
pectations” introducing uncertainty to the absolute fulfillment or violation of a
constraint. Expectations that cope with the ambiguities of the real-world promise
to provide important support for graded degrees of conformance testing.
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Abstract. We address the problem of define a modal defeasible theory able to
capture intuitions as “being compliant” with a set of norms and a set of goals.
We will treat norms and goals as modalised literals. From the definition of this
new kind of logic, two main issues arises whether a theory is compliant or not:
(a) how to revise a non compliant theory to obtain a new compliant one; (b) in
case the theory is compliant how to create an entirely new process starting from
the theory, i.e., from the fully declarative description of the specifications for a
process and the norms.

1 Introduction

Business process modelling technology (BPM) emerged as a strong paradigm for the
modelling, analysis, improvement, and automation of the day-to-day activities of organ-
isations. The field is now a mature research field with a widespread adoption in industry.
BPM covers a wide variety of methodologies; from graphical modelling languages to
ease the understanding of the stakeholders (e.g., EPC, BPMN) to fully precise mathe-
matical formalisms (e.g., Petri Nets, π-calculus) for formal analysis of the properties
and automated verification of the processes.

Most of the existing approaches in the field are procedural: they point out step by step
what to do in many different scenarios. If from one side this procedural nature is their
strength, it is also their main drawback. In fact, they suffer two main limitations: such
a paradigm is not suitable to capture flexible business processes (BPs), i.e., processes
whose internal structure and relationships among the various tasks is dynamic and with
a large degree of variations. Secondly, it is hard to obtain precise information about the
order of the actions to be performed from the business requirements.

To obviate these problems, the trend of modelling processes by declarative specifi-
cations gained momentum. Instead of specifying a process step by step, the focus in
this approach is on defining relationships among the tasks to be executed to achieve
a goal. Examples are temporal relationships between tasks (e.g., before, after), co-
occurrence/absence, dependency and so on. For a seminal work in this area see [1].
Thus, in this paradigm there is a switch from how (procedural) to what (declarative).

Another crucial aspect in the recent investigation on BPM is on regulatory compli-
ance, again an area where the focus is on what a BP does. Compliance is the study of
the norm regulating the organisational environment. Norms from a regulative source
represent the perfect example of declarative specifications [2], and the related topic of

F. Olken et al. (Eds.): RuleML 2011 - America, LNCS 7018, pp. 282–297, 2011.
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norm compliance has consequently become a crucial issue in BP design and verifica-
tion. Nowadays, the study of compliance focused only on norms, defining formalisms
to express them, and conditions under which a system described with such formalisms
can be considered compliant with the norms. Thus, to the best of our knowledge, there
is a lack of formalisms describing systems to be compliant with a set of goals, even if
this topic appears to be of main interest1.

The issue is to extend the existing formalisms to the new concept of goal compliance:
the motivation is that, given a system, it is easy to give criteria to be compliant with a
set of norms but such that they do not allow to get the final goals of the enterprise.

Let us consider the following example. We have to manage the BP of a library. A
norm could state that each book must be returned to the library before a fixed deadline.
One of the (non-plausible) policy to be compliant with this (plausible) norm is not to
lend books anymore (in clear contrast with the final aim of a library).

The aim of this work is to formally define a framework that integrates norm compli-
ance with goal compliance, in such a way that declarative specifications of a BP could
satisfy at the same time the goals of the organisation, and the norms governing the busi-
ness. The contribution of the paper is twofold: First of all, we explicitly introduce the
notion of goal compliance. Additionally, we work with fully declarative specifications
of the capabilities of an organisation, its goals and the norms regulating the underly-
ing business. Accordingly, we have to depart from the algorithms devised to determine
whether a procedural BP is compliant, and we have to introduce the notion of violation.
Given that we model the various notions in modal defeasible logic, we show how to
extend the proof mechanisms of the logic to identify non-compliant situations.

The layout of the paper is as follows. In Section 2 we formalise the framework
adopted, based on a particular type of Modal Defeasible Logic. Such a formalism is
the tool exploited in Section 3 to integrate the concepts of norm and goal in a business
process. The main core of this work is Section 4 where we present theoretical prop-
erties and definitions of norm and goal compliance. In there, we also outline possible
future research developments.

2 Logics

In this section we are going to introduce the logic we use to model processes, their or-
ganisational goals, and the norms governing them. The logic is an extension of Defeasi-
ble Logic (DL) [3]. In particular, it extends and combines the deontic DL of violations
[4] for modelling contracts and then used for regulatory compliance of processes [5,6],
and the defeasible BIO (Belief-Intention-Obligation) logic for modelling agents [7].

2.1 Language of Modal Defeasible Logic

The main aim of this subsection is to build an inference process to compute factual
knowledge (through belief rules), goals and obligations from existing facts, primitive

1 In here we follow the classical definitions of norm and goal as give in the literature for agents
where a norm is an external constraint while a goal is a internal one.
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goals and unconditional obligations. As a first step, we build a defeasible theory whose
basic elements are (1) a set of facts or indisputable statements, (2) three sets of rules:
for beliefs, goals, and obligations, (3) a superiority relation to determine the relative
strength of conflicting rules. Thus, a defeasible theory T is a structure (F,R,>), where
F is the set of facts, R is the set of rules, and > is a binary relation over R.

Belief rules are used to relate the factual knowledge of an enterprise, composed by

– the set of actions (or tasks) an organisation can do;
– the pre-conditions under which tasks can be executed;
– the effects derived by the execution of these tasks (also called post-conditions).

Specifically, belief rules describe the logical relationship between pre-conditions and
tasks, tasks and their effects, relationships between tasks, relationships between states.
As such, provability for beliefs does not generate modalised literals. Obligation rules
determine when and which obligations are in force. The conclusions generated by obli-
gation rules are modalised with obligation. Finally, goal rules establish the goals of
an organisation depending on the particular context. Accordingly, similar to obligation
rules, the conclusions of this type of rules take the goal modality.

Following ideas given in [8], rules can gain more expressiveness when a preference
operator ! is used, whose meaning will be clearer in the remainder. Intuitively, an
expression like A!B means that if A is possible, then A is the first choice, and B is the
second one; if ¬A holds, then the first choice is not attainable and B is the actual choice.

We now introduce the language adopted in the rest of the paper to make precise the
above mentioned ideas. Let PROP be a set of propositional atoms, MOD = {B,G,O}
the set of modal operators, Lab be a set of arbitrary labels, and Act = {t1, . . . ,tn} ⊆
PROP be a set of basic actions (or tasks). The set Lit = PROP∪{¬p|p∈ PROP} denotes
the set of literals. The complementary of a literal q is denoted by ∼q; if q is a positive
literal p, then ∼q is ¬p, and if q is a negative literal ¬p then ∼q is p. The set of
modal literals is ModLit = {Xl,¬Xl|l ∈Lit,X ∈{G,O}}2. We introduce two preference
operators, ⊗ for obligations and ⊕ for goals, and we will use ! when we refer to one
of them generically. These operators are used to build chains of preferences, called
!-expressions. The formation rules for !-expressions are: (a) every literal is an !-
expression, (b) if A is an !-expression and b is a literal then A!b is an !-expression.
In addition we stipulate that ⊗ and ⊕ obey the following properties: (1) a! (b! c) =
(a! b)! c (associativity); (2)

⊙n
i=1 ai = (

⊙k−1
i=1 ai)! (

⊙n
i=k+1 ai) where exists j such

that a j = ak and j < k (duplication and contraction on the right). Such !-expressions
can be given both by the process designer, and can be obtained through construction
rules based on the particular logic adopted REF.

We adopt the classical definitions of strict rules, defeasible rules, and defeaters in
DL [9]. However, for the sake of simplicity, and to better focus on the non-monotonic
aspects that DL offers, in the remainder we use only defeasible rules. In addition we
have to take the modal operators into account. A defeasible rule is an expression r :
a1, . . . ,an⇒X c, where

2 For the belief modal operator B, we assume that the “X” modal operator is the empty modal
operator, thus essentially a modal literal Bl is equivalent to the unmodalised literal l.
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1. r ∈ Lab is the name of the rule;
2. a1, . . . ,an, the antecedent of the rule, is the set of the premises of the rule (alter-

natively, it can be understood as the conjunction of all the literals in it). Each ai is
either a literal or a modal literal;

3. X ∈MOD represents the type of modality introduced by the rule itself (from now
on, we omit the subscript B in rules for beliefs, i.e., a1, . . . ,an⇒ c will be used as
a shortcut for a1, . . . ,an⇒B c);

4. C is the consequent (or head) of the rule, which is an⊗-expression involving literals
in rules for obligations, an ⊕-expression involving literals in rules for goals, and a
single literal in rules for beliefs3.

Several obvious abbreviations on sets of rules can be used. For example, RX (RX [q]) de-
notes all rules introducing modality X (with consequent q), and R[q] =

⋃
X∈MOD RX [q].

With R[ci = q] we denote the set of rules whose head is ⊗n
j=1c j for obligation rules and

⊕n
j=1c j for goal rules where for some i, 1≤ i≤ n, ci = q.
The meaning of !-expressions as consequent of rules is the following:

For obligations, a rule a1, . . . ,an ⇒O o1 ⊗ o2 ⊗ . . . ⊗ ol means that if conditions
a1, . . . ,an hold, then the obligation in force is o1, but if ¬o1 is the case, then the new
obligation in force is o2, and so on. Then, obeying obligation ol represents the last
chance to obtain a still acceptable situation with respect to the regulative system in
force, but it is not possible to recover from its violation. In deontic logic, this type of
expressions, namely the activation of certain obligations in case of other obligations
being violated, is referred to as contrary-to-duty (abbreviated CTD) obligations, or
reparation obligations [2].

For goals, a rule a1, . . . ,an ⇒G g1⊕ g2⊕ . . .⊕ gm means that if conditions a1, . . . ,an

hold, then we have to reach the goal g1, but if it is not possible, then the goal to
achieve is g2, and so on. A chain for goals can be seen as a mean to express a pref-
erential list of organisational objectives such that every goal is more restrictive than
all other successive goals in the chain. As such, gm is the last acceptable outcome
we expect to obtain from the business process with respect to this particular chain.

The terminology defined so far is mostly taken from [7], where an extension of DL
with modal operators is introduced to differentiate modal and factual rules. However,
labelling the rules of DL produces nothing more but a simple treatment of the modali-
ties, thus two interaction strategies between modal operators are analysed:

1. rule conversions: using rules for a modality X as they were for another modal-
ity Y , i.e., the possibility to convert one type of conclusions into a different one.
For example, if ‘a car industry has the purpose of assembling perfectly working
cars’ and ‘it is known that in every working car there is a working engine’, then ‘a

3 It is worth noting that modalised literals can occur only in the antecedent of rules: the reason
is that the rules are used to derive modalised conclusions and we do not conceptually need
to iterate modalities. The motivation of a single literal as a consequent for belief rules is dic-
tated by the intended reading of the belief rules, where these rules are used to describe the
environment.
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car industry has also the purpose of assembling working engines in every car pro-
duced’. Formally, we define a binary relation Convert ⊆ MOD×MOD such that
Convert(X ,Y ) means ‘a rule of type X can be used also to produce conclusions of
type Y ’. This intuitively corresponds to the following logical schema:

Ya1, . . . ,Yan a1, . . . ,an⇒X b
Y b

Convert(X ,Y )

2. conflict-detection and conflict-resolution: it is crucial to identify criteria for de-
tecting and solving conflicts between different modalities. For example, if ‘a tyre
industry wants to produce cheaper tyres with a pollutant emission greater than pe’,
and ‘by law the pollutant emission must be lower than threshold pe’, then the
tyre industry can not economise the production if she wants to obey the law. For-
mally, we define an asymmetric binary relation Conflict⊆MOD×MOD such that
Conflict(X ,Y ) means ‘rule types X and Y are in conflict and modality X prevails
over Y ’. Consider the following theory:

a⇒X c
b⇒Y ¬c

If both a and b are derivable and Conflict(X ,Y ) holds, then we derive Xc.

As beliefs represent the factual knowledge of the organisation, belief rules can be used
to derive both obligations and goals. Thus, the following formulation of Convert arises:

Convert = {(B,G),(B,O)}

Furthermore, as our main purpose is to build a new process which is compliant with
a set of given norms, it seems reasonable that rules for obligations take precedence
over rules for goals (i.e., an organisation tries to achieve its purposes not violating the
norms). Hence, the following definition of Conflict (reflecting the behaviour of a social
agent as described in [7]) will be used in our analysis:

Conflict = {(B,O),(O,G),(B,G)}

The construction of the superiority relation combines two components: the first >sm

considers pairs of rules of the same modality. This component is usually given by the
designer of the theory and capture the meaning of the single rules, and thus encodes
the domain knowledge of the designer of the theory. The second component, >Conflict,
is obtained from the rules in a theory and depends on the meaning of the modalities.
Formally, the superiority relation > is such that >=>sm ∪>Conflict, where

– >sm⊆RX×RX such that if r > s, then if r ∈RX [p] then s∈RX [∼p] and > is acyclic;
– >Conflict is such that ∀r ∈ RX [p],∀s ∈ RY [∼p], if Conflict(X ,Y ), then r >Conflict s.

2.2 Inference in Modal Defeasible Logic

Proofs in a modal defeasible theory T are linear derivations, i.e., sequences of tagged
literals of the form +∂X q and −∂X q. Given X ∈MOD, +∂X q means that q is defeasi-
bly provable in T with modality X , and −∂X q means that q is defeasibly refuted with
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modality X . Similarly,±∂q will be used as a shortcut of±∂Bq. The initial part of length
i of a proof P is denoted by P(1..i).

We now define when a rule is applicable or discarded. A rule for a belief is applicable
if all the literals in the antecedent of the rule are provable with the appropriate modalities,
while the rule is discarded if at least one of the literals in the antecedent is not provable.
For the other types of rules we have to take the relation Convert into account.

Definition 1. Let Convert be the conversion relation between elements in MOD.

– A rule r in RB is applicable iff ∀a ∈ A(r), +∂a ∈ P(1..n) and ∀Xa ∈ A(r), where
X ∈MOD, +∂X a ∈ P(1..n).

– A rule r ∈ R[ci = q] is applicable in the condition for ±∂X iff
1. r ∈ RX , ∀a ∈ A(r), +∂a ∈ P(1..n) and ∀Ya ∈ A(r) +∂Y a ∈ P(1..n), or
2. r ∈ RY , Convert(Y,X), A(r) �= /0, and ∀a ∈ A(r), +∂X a ∈ P(1..n).

– A rule r is discarded if we prove either −∂a or −∂X a for some a ∈ A(r).

The proof conditions for ±∂X are thus as follows:

+∂X : If P(n + 1) = +∂X q then
(1) ∃r ∈ R[ci = q] such that r is applicable, and ∀i′ < i, −∂ci′ ∈ P(1..n); and
(2) ∀s ∈ R[c j =∼q], either s is discarded, or ∃ j′ < j such that +∂X c j′ ∈ P(1..n), or

(2.1) ∃t ∈ R[ck = q] such that t is applicable and
∀k′ < k, −∂ck′ ∈ P(1..n) and t > s

−∂X : If P(n + 1) =−∂X q then
(1) ∀r ∈ R[ci = q], either r is discarded or ∃i′ < i such that +∂ci′ ∈ P(1..n), or
(2) ∃s ∈ R[c j =∼q], such that s is applicable and ∀ j′ < j, −∂X c j′ ∈ P(1..n) and

(2.1) ∀t ∈ R[ck = q] either t is discarded, or
∃k′ < k such that +∂ck′ ∈ P(1..n) or t �> s

Notice that the condition of provability of a literal q in a chain for obligations (or goals)
implies that all antecedents of the rule are provable in the theory, and that we have
proved that every element p prior to q in the chain is not defeasibly proved (i.e., we have
−∂ p). This means that the theory (process) fails to fulfil an obligation or achieving the
goal corresponding to p. Given an obligation or goal rule

a1, . . . ,am⇒X c1!·· ·! cn

if the rule is applicable, then the obligation (and possible ways to recover from its
violation) is in force (for an obligation rule) and that an organisation commits to a series
of progressively less stringent alternative goals (for a goal rule). In both interpretations
cn is the last chance to be compliant with the rule. In case of obligation, cn is the last
thing we can obey to to result in a situation that is still deemed as legal (though not an
ideal situation); in case of a goal, cm is the least of the acceptable outcomes of a process.

We are going to formally capture this intuition. To this end we introduce the literal
⊥ whose interpretation is a non-compliant situation, and at the same time we provide
proof conditions to (defeasibly) derive it. Thus, to derive a non-compliant situation
(+∂⊥) there is an applicable rule such that all the elements of the head are violated (for
obligations) or not achieved (for goals). Conversely, to be compliant (−∂⊥) for every
applicable rule, at least one obligation has been complied with, or goal achieved.
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More formally, for X ∈ {O,G}:

+∂X⊥: If P(n + 1) = +∂X⊥ then
(1) ∃r ∈ R such that r is applicable, and
(2) ∀ci ∈C(r) − ∂ci ∈ P(1..n).

−∂X⊥: If P(n + 1) =−∂X⊥ then
(1) ∀r ∈ R either r is discarded or
(2) ∃ci ∈C(r) such that if −∂c j ∈ P(1..n) for ∀ j ≤ i, then +∂ci ∈ P(1..n).

3 Norm and Goal Compliance

Informally, a business process is a collection of related activities (or tasks) to be per-
formed to achieve one or more organisational goals. Many years of thorough analysis
in the field of BPM led to the definition of several techniques apt to model and rea-
son about BPs, from the early stages like graphical modelling (e.g., BPMN) up to the
definition of running process instances starting from graphical models (e.g., BPEL).

In fact, the classical definition of BP as reported above does not take into account
many factors that deeply affect the phase of process definition and maintenance. For ex-
ample, when an organisation is seen as an entity embedded in an environment regulated
by norms, the concept of compliance comes into play. In this scenario, an organisation
has to take care both of the achievement of the goals it aims at (goal compliance), and
the norms in force in the environment (norm compliance).

The research field resulting from the interaction of BPM approach with legal reason-
ing, i.e. business process compliance, addresses all problems regarding the alignment
of the formal specifications of a (set of) BP(s), and the formal specifications of a set
of norms governing the surrounding environment. Most of the research in this field re-
gards the analysis of conditions and methodologies to check if a given (set of) BP(s) is
compliant with a set of given norms. An extensive survey about the topic is given in [2],
where the authors define a framework to suitably represent (1) BPs (through process
graphs, e.g., in BPMN), (2) norms (using Formal Contract Logic, shortly FCL, a com-
bination of classical DL [9] and a deontic logic of violations), and (3) the concept of
norm compliance. Without entering too much into details, BP models are extended with
annotated tasks, where annotations specifies: (1) the artefacts or effects of executing a
task, and (2) the rules describing the norms relevant for the process.

The main result given in this work is the definition of an algorithm that:

1. traverses the graph describing the BP and identifies the sets of effects (sets of liter-
als) for all the tasks (nodes) and propagates the effects in the process according to
the execution semantics specified (token-passing mechanism as in Petri Nets [10]).

2. for each task, uses the set of effects for that particular task to determine the nor-
mative positions triggered by the execution of the task. Thus, effects of the task are
used as a set of facts, and the conclusions of the defeasible theory resulting from
the effects and the FCL rules annotating the task are computed. In the same way ef-
fects are accumulated, the algorithm accumulates (undischarged) obligations from
one task in the process to the task following it in the process.
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3. for each task, compares the effects of the tasks and the obligations accumulated
up to the task. If an obligation is fulfilled by a task, the algorithm discharges the
obligation, otherwise if the obligation is violated, a violation is signalled. Finally,
if an obligation is not fulfilled nor violated, the obligation is kept in the stack of
obligations and propagated to the successive tasks.

In this framework, the concept of goal compliance is not mentioned, but it can be triv-
ially treated: BPs are given as an input of the compliance checking phase; as such, it
seems reasonable to assume that they already achieve the goals they were built for.

Based on the same ideas about conditions a system must satisfy to be compliant with
a set of norms, we are now ready to give an informal definition about what we intend for
a process to be goal compliant. Roughly speaking, given conditions describing states of
the environment we act in, we are able to perform some actions which lead us in a state
of the world where all the goals we aim for are achieved. For example, if we want to
go to the airport and not to be hungry, the actions of catching the train from our place
to the airport, and stopping in a fast food to buy an hamburger, result in a state of the
world where all our desires are fulfilled.

According to the motivations proposed in Subsection 2.1, we take in consideration
norms compensating other norms, we use the same intuition also for goals: we will con-
sider goals ‘compensating’ other goals, i.e., a system which fails to achieve a primary
goal A, but succeeds in reaching goal B such that B is less preferred than A but still
acceptable, is a system that reaches a desirable state of the world.

In other terms, where contrary-to-duty chains were meant to be norms repairing the
failure of the system to be adherent to previous norms, ‘contrary-to-duty chains’ for
goals can be seen as preference chains [11,12]. Let us assume to have the CTD of goals
⇒G A⊕B. Its meaning is that we would prefer A but, if A is not the case, then our second
preference is for B and, if also B is not the case, then we have no further preferences
(‘we give up’). De facto, such chains form a preference partial order among elements of
our theory4. In a situation like the previous one, while A represents the most preferable
goal, B is not just the less preferable goal but it embodies the last chance for the system
to be compliant with such a chain. B can be seen as an element of the set containing all
the minimal goals (the last elements in every chain for goals) to be achieved.

More formally, given a theory T describing our world, with Goals representing the
set of objectives, and Norms representing the set of obligations in force, a system is
norm and goal compliant if

1. norm compliant: each norm is not violated, or if so, it is compensated (i.e., there
no exists derivation in T leading to an opposite of an element in Norms that has no
further compensation);

2. goal compliant: the process ends having reached at least all the minimal objectives.
In other words, a business process is goal compliant if there exists at least one
possible way to execute it, and the execution satisfies at least one of the goal in
each active goal chains.

4 For example, we can express the fact that we have no preference between two elements, A and
B, by both A⊕B and B⊕A.
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We now propose an example to better explain the new concepts introduced in this sec-
tion; in Section 4 where we will formalise it in our logic (Example 3).

Example 1. PeoplEyes is an eyeglasses manufacturer. Naturally, its final goal is to pro-
duce cool and perfectly assembled eyeglasses. The final steps of the production process
are to shape the lenses to glasses, and mount them on the frames. To shape the lenses,
PeoplEyes uses a very innovative and expensive laser machinery, while for the final
mounting phase two different machineries can be used. Although both machineries
work well, the first and newer one is more precise and faster than the other, so Peo-
plEyes prefers the usage of the first machinery as much as possible. Unfortunately, a
new norm comes in force stating that no laser technology can be used, unless human
staff wears laser-protective goggles.

If PeoplEyes has both human resources and raw material, and the three machineries
are fully working, but it has not yet bought any laser-protective goggles, all its goals
would be achieved but it would fail to comply with the regulatory, since the norm for
the no-usage of laser technology is violated and not compensated.

If PeoplEyes buys the laser-protective goggles, its entire production process also be-
comes norm compliant. If, at some time, the more precise mounting machinery breaks,
but the second one is still working, PeoplEyes still remains goal compliant since also the
usage of the second machinery leads to a state of the world where the goal of mount-
ing the glasses on the frames is reached. In this last scenario, PeoplEyes reaches the
‘minimal set’ of goals. Again, if PeoplEyes has no protective laser goggles and both the
mounting machineries are out of order, PeoplEyes production process is neither norm
nor goal compliant.

4 Designing for Compliance

We formalised in Section 2 the logic to use, while in Section 3 we informally described
what we intend for a process to be norm compliant and goal compliant.

Briefly recalling those ideas, a process adheres to the sets of goals and norms when,
during its execution, there is no violation of the ruling norms (or when a violation
occurs, the process compensates that), and once the process ends up, all the goals are
achieved (or at least a minimal set of them). Thus, to describe our processes we need

– A library of tasks: t1, . . . ,tn. Tasks correspond to actions that can be performed by
the system.

– Belief rules for the activation of a task t, and to obtain a specific condition c:
• c1, . . . ,cm,t1, . . . ,tn⇒ t;
• c1, . . . ,cm,t1, . . . ,tn⇒ c.5

5 Here we assume that a pre-condition for a task to begin its execution can include both logical
expressions and the previous execution of other tasks (task dependency), for example “We
buy an ice cream if the sun is shining and we go to downtown”. Notice that the study of
dependencies among tasks is out of the scope of this work; anyway, we refer to [13] for an
initial study of how to capture control flow patterns in Modal DL.



Designing for Compliance: Norms and Goals 291

– Rules for relationships between tasks: ti⇒O t1, . . . ,ti⇒O tn, meaning that if task ti
is performed, then tasks from t1 to tn must be executed as well.

– Rules describing obligations: c1, . . . ,cm ⇒O
⊗n

i=1 ai, where the consequent is a
reparative chain of obligations.

– Rules describing goals: c1, . . . ,cm⇒G
⊕n

i=1 ai, where the consequent is a preferen-
tial chain of goals.

In the following, when possible, we will use the subscripted literal t to denote a task,
and the subscripted literal c to denote a condition. Given a modal defeasible theory
T = (F,R,>), the set of facts F contains:

– literals for conditions that are to be considered true at the beginning of an instance
of a BP;

– literals for tasks that can be performed with no other conditions but the ones in F
(or without any condition at all);

We impose that no modalised literals for norms or goals are facts, since we do not
want in this preliminary analysis to consider primitive intentions and unconditional
obligations. Thus, primary norms and goals are translated in our framework as the cor-
responding modalised rules without antecedents.

Let us consider the following example to show how a theory can fail to be compliant
with respect to a modalised operator.

Example 2. Let T be the theory with only the following rule:

r1 : ⇒X a!b

This modal rule is obviously applicable, as its antecedent is empty. Furthermore, no rule
whose consequent is ¬a is in the theory. By definition, we obtain +∂X a. Since there are
no belief rules for a (nor for b), the theory derives, in cascade: −∂a, +∂X b, −∂b and
+∂X⊥. Hence, T is not compliant with respect to modality X . If we add b as a fact, or
we introduce a rule like⇒ b, then T becomes compliant since we can derive +∂b (as a
compensation of a) which leads us to derive−∂X⊥.

The ideas enlightened by the previous example underpin the conceptual bases of this
work: the obligation to do a thing does not imply at all that such a thing should eventu-
ally be executed by the system. The same reasoning is valid also for goals: aiming at a
goal does not result in possessing the means to reach it. Moreover, if such an obligation
(goal) has no further compensation, then we definitely obtain a derivation for ⊥ with
respect to this particular chain.

The above reasoning allows us to give a formal definition of a theory to be norm
compliant and goal compliant based only on the modalised derivations of ⊥.

Definition 2 (Norm and Goal Compliance). Let T be a modal defeasible theory. T is
norm compliant if T � −∂O⊥ and it is goal compliant if T � −∂G⊥.
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Example 3. We now extend Example 1 formalising it in our logic.

F = {Lenses, Frames}
R = {r0 :⇒G EyeGlasses r5 : MountingMach1⇒¬MountingMach2

r1 :⇒ Laser r6 : Glasses,MountingMach1⇒ EyeGlasses

r2 : Lenses,Laser⇒ Glasses r7 : Glasses,MountingMach2⇒ Eyeglasses

r3 :⇒MountingMach1 r8 :⇒O ¬Laser⊗WearGoggles

r4 :⇒MountingMach2 r9 :⇒G MountingMach1⊕MountingMach2}
>sm= {r4 > r3}

Since there no exists rule for goggles, the theory is goal compliant, but not norm com-
pliant. If we add

r10 :⇒WearGoggles

to R we are both norm and goal compliant, and also if we add

r11 : OutOfOrderMountingMach1⇒¬MountingMach1

and OutOfOrderMountingMach1 as a fact.

4.1 Revision in Case of Non Compliance

Norm and goal compliance give rise to non-trivial questions: what should we do when
a BP is not norm compliant or goal compliant, or even both? Are there (efficient) ways
to make a BP norm compliant once a violation of a norm occurs without affecting
goal compliance? And from the other point of view, how to make a BP goal compliant
once some of its goals are not achieved without affecting norm compliance? Answering
these questions attains the area of business process revision, which has received great
attention in recent years given its crucial influence on organisation practices.

Roughly speaking, all the efforts spent in this research area subscribe to two general
approaches. The first approach relies on modelling notations defining the structural as-
pects of BPs, which are extended with other formalisms apt to represent the behavioural
aspects. As an example, BPMN enriched with semantic annotations is able to describe
the effects implied by the execution of a particular task [2]. On the same grounds, sev-
eral translations from modelling notations into other formalisms have been proposed,
e.g., semantic nets [14] and BP graphs [15]. The second approach instead is completely
based on pure logical formalisms, where revising a BP means revising the logical the-
ory describing the BP itself. The underlying theory formally represents at the same time
the structure and the behaviour of the BP [13].

Describing pros and cons of both approaches is out of the scope of this paper and
will be matter of future work. However, it is worth taking both into account, as they
capture different (and interesting) aspects of revision. The first aims at revising a BP
at an higher level, in terms of removal, addition, swapping and substitutions of tasks
in the BP. On the other hand, the second one abstracts from the concepts of task and
conditions that trigger (or are caused by) a task: they are all denoted by literals in the
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same theory, and the main focus is on how they work together to derive other literals.
We suggest below one representative example of each approach, and we briefly report
some hints on how the proposed ideas could be exploited for our purposes.

Reusable modules. The first idea, given in [16] and developed in [17], relies on the ever
more emerging trend of designing BPs as related collections of reusable modules, i.e.,
set of standardised actions to be performed to achieve the goals modules have been built
for (thus giving goal compliance), and that can be used with slight or no modifications
also in other BPs. Modules are further augmented with built-in statements assuring that
the usage of a particular module in a BP implies the norm compliance with respect to
the statements specified in the module. This approach can be theoretically applicable
both when a norm uncompliant process is given, or must be built from scratch and we
have to assure its norm and goal compliance at design time. For the first case, we recall
that the algorithm given in [2] allows to know the exact point in a BP where a violation
of an obligation occurs. Thus, we can substitute the uncompliant part of the BP with a
module that reaches the same goals and compensates the previous violation(s). In the
second case, we try to build the process starting from a given repository of modules,
based on goals we want to achieve and norms we have to comply with.

Theory change via proof tags analysis. We have already afforded the problem of re-
vising defeasible theories by only changing the superiority relation between rules [18].
The major result is the identification of three relevant cases, named canonical, where a
revision operator could apply only changing the relative strength between pairs of rules.
More specifically, the revision operator could act on a defeasibly proved literal p and
makes it not provable anymore, i.e., from +∂ p to −∂ p (first case); or could act on a
defeasibly proved literal p and makes its opposite defeasibly proved, i.e., from +∂ p
to +∂∼p (second case); or more, could act on a not defeasibly proved literal p and
makes it defeasibly proved, i.e., from −∂ p to +∂ p (third case). Additional proof tags
other than strict (±Δ ) and defeasible proof (±∂ ) for a literal are used to better study the
cases. Some preliminary work suggests that proof tags analysis could represent a valid
mean to categorise all possible situation an hypothetical revision operator has to cope
with. Indeed, by definition of +∂X⊥, there exists at least one rule r for goals or obliga-
tions such that (1) r is applicable, and (2) each element p in the chain is not defeasibly
provable as a belief, i.e., −∂ p holds. Thus, it seems reasonable that there are two ways
to regain compliance with respect to the corresponding modality: we can focus on the
consequent of r, making at least one element p on the chain defeasibly provable (and
falling in the third canonical case, that is from −∂ p to +∂ p); or we can focus on the
antecedent of r, making the rule discarded in the sense of Definition 1 (that is, making
at least an antecedent p not defeasibly provable with respect to its modality X). This is
represented by a modalised variant of the first canonical case, i.e., from +∂X p to−∂X p.

4.2 Compliance by Design

The idea of Compliance by Design is to create an entirely new process starting from
a fully declarative description of the specifications for a process and the norms. These
specifications are encoded in a modal defeasible theory. This theory describes the ca-
pabilities, resources of a company, and the environment the enterprise acts in; it also
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contains the norms governing the business and the goals the enterprise wants to achieve.
We also assume such a theory to be norm and goal compliant. Thus, after the building
process ends up, there is no need of checking compliance again, since the process will
be compliant with norms and goals by design. Thus, from the fact that the theory we
work with has been proved to be compliant, it follows that a compliant process exists.
The issue is now to study methodologies to extract the graph of the process from the
initial theory. Our intuition is that a derivation of a task literal corresponds to a plan
leading to the achievement of the task. In this perspective the problem reduces to how
to assemble together from the many derivations of the goals the corresponding plans to
obtain a single business process graph.

In the current literature, two approaches appear promising for realising compliance
by design. The first approach, based on the process mining [19,20], consists in applying
the same techniques devised to induce a process graph starting from workflow logs, to
the many derivations from the theory leading to goals and norms. In the second method,
we start from the set of goals we want to achieve, and we iteratively construct the graph,
rule by rule, following the structure of the theory and using its extension.

Process Mining Approach. [19,20] define techniques and algorithms for discovering
workflow models starting from “workflow logs”. A workflow log contains informations
about the workflow as it is actually being executed: all the traces in a workflow log
are representative and a sufficiently large subset of the possible behaviours of systems
modeled in the workflows themselves. Through process mining, authors start from lin-
ear sequences of tasks to obtain complex structures capturing parallelism and choices.

We can apply the same methodologies in our case. The statement is motivated by the
following reasoning. Given a reachable goal, a derivation for it is a linear sequence of
(proved) literals in the theory. Thus, such a derivation can be understood as a log trace.
Even if, to obtain a literal, the derivation rule has a set of premises that contains more
than a single element, there exist procedures to automatically obtain derivations. For
example, given the theory with the only rule r : p,q⇒ t, where p and q are facts, we
obtain as derivations p→ q→ t and q→ p→ t. Being the theory compliant, the issue
is to extract all the traces from such derivations, and combine them together to get a
single business process graph.

Backward Graph Approach. BPs consist of separate activities. An activity is an action
that is a semantical unit at some level. In addition, an activity can be thought of as a
function that modifies the state of the process, making true some conditions, false some
others, and letting some tasks to start their execution. BPs are modelled as graphs with
individual activities as nodes. The edges on the graph represent the potential flow of
control from one activity to another.

The modal defeasible theory we start with is rich of informations: there are liter-
als describing tasks and conditions, rules describing the activations of tasks and their
effects, reparation chains both for norms and goals. Moreover, the superiority relation
states conditions under which a rule is activated (preferred) instead of another and, fi-
nally, patterns on the rules allow to identify parallel and (exclusive) choice structures.

We want to exploit all these informations to build the BP. The idea is to start from
the extension of the theory (i.e., the literals that have been defeasible proved) and from
the set of reachable goals, and to create a node for each goal that is a task. For each of
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them, we find out every rule proving it whose antecedents are all in the extension of the
theory, and we store them. For every such antecedent that is also a task literal, we create
a new node (if it does not exist yet) and we link it with a directed edge from it to the
corresponding goal node. For every new node, we iterate the process. The procedure
terminates when we reach literals for facts.

Notice that in the process described above, we never add nodes for conditions. This
follows from the fact that all the conditions needed for being norm and goal compliant
are already satisfied (since the initial theory is compliant). Thus, there is no need to
consider literals for conditions: we must only establish which antecedents generate such
literals and propagate these informations.

Since, nowadays, there is yet no algorithm computing this procedure, an empirical
proof of the termination does not exist. Anyway, the compliance of the theory implies
that every goal and norm is derived or compensated, and so the derivation process ends
in a finite number of steps. Since the above procedure represents a “backward mirror-
ing” of the derivation process, it also must come to an end.

5 Conclusions

The first contribution of this paper is the introduction of the notion of “goal compliance”
and we have argued that to check whether a BP achieves the goals of an organisation
can be dealt with the same methodology as “norm compliance”. This provides a further
motivation to subscribe to the declarative way to specify processes.

While the idea behind this work looks very natural and at the core of BPs and
glimpses of it can be found in closely related areas (e.g., process verification [10] and
automated planning [21]), to the best of our knowledge, this is the first work that ex-
plicitly addresses the two types of compliance from a fully declarative point of view,
and proposes a formal framework for modelling and reasoning with them. The paper
identifies further areas of research –in the compliance by design space– stemming from
the work presented here, namely: process compliance resolution (how to revise a non-
compliant theory) and process derivation (how to extract a business process from com-
pliant declarative specifications for it). We have outlined some possible developments
inspired by automated planning [21] and process mining [20].

The closest work to our approach is [22] proposing LTL (Linear Temporal Logic)
to describe compliance rules, to use automated reasoning techniques to generate LTL
models of processes and then using process mining techniques to extract business pro-
cesses. The main limitations of this work is that, while LTL is suitable to represents the
temporal relationships involving the tasks, alone is not suitable to faithfully represent
the normative (nor business) requirements.

Defeasible Logics are a very powerful tool to describe an environment, and in the
years scholars extended the primitive formalism to deal with many different kinds of
situations. [23] introduces a temporalised DL, while [13] describes many types of obli-
gations, and shows how control flows (and other relationships among process tasks) are
modelled using the various types of obligations. It seems very likely that the formalism
introduced in this work can be further extended to handle both temporal constraints,
and different types of obligations either when determining if a Modal DL theory is
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compliant with sets of norms and goals, revising it, or creating a business process start-
ing from its compliance. It seems also of great interest to incorporate idea from [24] to
model resources and complex events in our logical framework.
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Abstract. Legal texts are the foundational resource where to discover rules and 
norms that feed into different concrete (often XML-based) Web applications. 
Legislative documents provide general norms and specific procedural rules for 
eGovernment and eCommerce environments, while contracts specify the 
conditions of services and business rules (e.g. service level agreements for 
cloud computing), and judgments provide information about the legal 
argumentation and interpretation of norms to concrete case-law. Such legal 
knowledge is an important source that should be detected, properly modeled 
and expressively represented in order to capture all the domain particularities. 
This paper provides an extension of RuleML called LegalRuleML for fostering 
the characteristics of legal knowledge and to permit its full usage in legal 
reasoning and in the business rule domain. LegalRuleML encourages the 
effective exchange and sharing of such semantic information between legal 
documents, business rules, and software applications. 

Keywords: Legal Rules, Legal XML Standards, Semantic Web, Legal 
Reasoning, LegalRuleML. 

1   Rationale 

The AI & Law community dedicated a good part of the last twenty years to model 
legal norms using different logics and formalisms [30]. The methodology used starts 
with a re-interpretation of a legal text by a Legal Knowledge Engineer who extracts 
the norms, applies models and a theory within a logical framework, and finally 
represents the norms using a particular formalism. In the last decade, several Legal 
XML standards were proposed to describe and represent legal texts [23; 35; 4] with 
XML based rules (RuleML, SWRL, RIF, LKIF, etc.) [12; 7]. In the meantime, the 
Semantic Web, in particular Legal Ontology research combined with semantic norm 
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extraction based on Natural Language Processing (NLP) [10; 8; 25; 24], gave a great 
impulse to the modeling of legal concepts [7]. In this paramount scenario, there is 
urgent need to find a robust and expressive XML annotation, compliant with the 
Semantic Web technologies, able to meet all the unique particular aspects rising from 
the legal domain and in the same time close the gap between legal text descriptions, 
using XML techniques, and norms modeling, in order to realize an integrated and 
self-contained representation of legal resources available on the Web [26; 22]. This 
integration is fundamental for fostering Semantic Web advantages applied to legal 
norms like: NLP, IR, graph representation, Web ontologies and rules, etc. 

The second requirement is to capture the processes description embedded into the 
norms for extracting the business rules and for passing them to other important appli-
cations like workflow or business rule engines. There is a gap currently between the 
norms modeling and business rules, even if the latter are strongly influenced by the 
former. This knowledge is an important input for several applications in Cloud com-
puting, eGovernment, eCommerce [20; 14; 31], eHealth, etc. Of particular importance 
in such scenario, the requirement for compliance checking [32; 16; 18; 19] theory and 
applications.  

The third aspect is to permit an agile annotation of all the instruments necessary to 
capture the legal norms [11] that usually the normal rule XML standard doesn’t in-
clude. Our goal is to have an expressive XML standard for modeling normative rules 
that will satisfy the legal domain requirements. This will enable a legal reasoning 
level on top of the ontological layer, following the Tim Berners-Lee semantic web 
stack1. Finally, particular attention is paid to the Linked Open Data [3] approach to 
modeling, regarding not only the semantics of raw data (act, contracts, court files, 
judgments, etc.), but also of rules in conjunction with their functionality and usage. 
Without rules or axioms, legal concepts represent nothing more than a taxonomy [35].  

 

Fig. 1. LegalRuleML position in the current RuleML architecture (adapted from [5]) 
                                                           
1 http://www.w3.org/2007/Talks/0130-sb-W3CTechSemWeb/#%2824%29 



300 M. Palmirani et al. 

In this scenario we have extended RuleML [5; 6; 38; 34] to include, in orthogonal 
way (see Fig. 1), a new dialect capturing all those requirements, not fully incorporated 
in the original version of RuleML. We call this new dialect LegalRuleML. It is posi-
tioned between the Deliberation rules and the Reaction Rules facilitating the modeling 
of either norms or business rules. This approach provides support for the implementa-
tion of reasoning engines combining both norms and business rules. 

2   Characteristics of Legal Norms  

RuleML provides a good framework to start working towards the above-mentioned 
goals. We define the main characteristics needed for modeling norms and the essential 
features needed to apply legal reasoning in effective and computable way. We can 
divide the characteristics in three main groups: semantic features, logic features, and 
legal process features. 

2.1   Semantic Features 

ISOMORPHISM [1] To ease validation and maintenance, there should be a one-to-one 
correspondence between the rules in the formal model and the units of natural 
language text which express the rules in the original legal sources, such as sections of 
legislation. This entails, for example, that a general rule and separately stated 
exceptions, in different sections of a statute, should not be converged into a single 
rule in the formal model.  

REIFICATION [13] Rules are objects with properties, such as: 

• Jurisdiction. The limits within which the rule is authoritative and its effects 
are binding (of particular importance are spatial and geographical references 
to model jurisdiction). 

• Authority [29] Who produced the rule, a feature which indicates the ranking 
status of the rule within the sources of law (whether the rule is a 
constitutional provision, a statute, is part of a contract clause or is the ruling 
of a precedent, and so on). 

• Temporal properties [28, 15, 27] Rules usually are qualified by temporal 
properties, such as: the time when the norm is enforced and/or has been 
enacted; the time when the norm can produce legal effects; the time when the 
normative effects hold. 

RULE SEMANTICS. Any language for modeling legal rules should be based on precise 
and rigorous semantics, which allow for the correct computation of legal effects that 
should follow from a set of legal rules.  

NORMATIVE EFFECTS. There are many normative effects that follow from applying 
rules, such as obligations, permissions, prohibitions and also more articulated effects 
such as those introduced, e.g., by Hohfeld (see [36]). Below is a rather comprehensive 
list of normative effects [33]:  
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• Evaluative indicates that something is good or bad, is a value to be 
optimized or an evil to be minimized. For example, ''Human dignity is 
valuable'', ''Participation ought to be promoted''; 

• Qualificatory describes a legal quality to a person or an object. For example, 
''Joe is a citizen''; 

• Definitional specifies the meaning of a term. For example, ''Tolling 
agreement means any agreement to put a specified amount of raw material 
per period through a particular processing facility''; 

• Deontic typically imposes the obligation or confers the permission to do a 
certain action. For example, ''x has the obligation to do A''; 

• Potestative assigns powers. For example, ''A worker has the power to 
terminate his work contract''; 

• Evidentiary establishes the conclusion to be drawn from certain evidence. 
For example, ''It is presumed that dismissal was discriminatory'';  

• Existential indicates the beginning or the termination of the existence of a 
legal entity. For example, ''The company ceases to exist'';  

• Norm-concerning effects states modifications of norms such as abrogation, 
repeal, substitution, and so on. 

VALUES [2]. Usually, some values are promoted by legal rules. The modeling of rules 
sometimes needs to support the representation of values and value preferences, which 
can also play the role of meta-criteria for solving rule conflicts (given two conflicting 
rules r1 and r2, value v1, promoted by r1, is preferred to value v2, promoted by r2, 
and so r1 overrides r2). 

2.2   Logic Features 

DEFEASIBILITY [13; 29; 37]. When the antecedent of a rule is satisfied by the facts of 
a case (or via other rules), the conclusion of the rule presumably holds, but is  
not necessarily true. The defeasibility of legal rules breaks down into the following 
issues:  

• Conflicts [29]. Rules can conflict, namely, they may lead to incompatible 
legal effects. Conceptually, conflicts can be of different types whether two 
conflicting rules: i) are such that one is an exception of the other (i.e., one is 
more specific than the other); ii) have a different ranking status; iii) have 
been enacted at different times.  

• Exclusionary rules [13; 29; 37]. Some rules provide one way to explicitly 
undercut other rules, namely, to make them inapplicable. 

CONTRAPOSITION [29]. Rules do not counterpose. If the conclusion of a rule is not 
true, the rule does not sanction any inferences about the truth of its premises. 

CONTRIBUTORY REASONS OR FACTORS [37]. It is not always possible to formulate 
precise rules, even defeasible ones, for aggregating the factors relevant for resolving a 
legal issue. For example: ''The educational value of a work needs to be taken into 
consideration when evaluating whether the work is covered by the copyright doctrine 
of fair use.'' 
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RULE VALIDITY [17]. Rules can be invalid or become invalid. Deleting invalid rules 
is not an option when it is necessary to reason retroactively with rules, which were 
valid at various times over a course of events. For instance: The annulment of a norm 
is usually seen as a kind of repeal, which invalidates the norm and removes it from the 
legal system as if it had never been enacted. The effect of an annulment applies ex 
tunc: annulled norms are prevented from producing any legal effects, also for past 
events. An abrogation on the other hand operates ex nunc: The rule continues to apply 
for events that occurred before the rule was abrogated.  

2.3   Legal Process Features 

LEGAL PROCEDURES. Rules not only regulate the procedures resolving legal conflicts 
(see above), but also are used for arguing or reasoning about whether or not some 
action or state complies with other, substantive rules. In particular, rules are required 
for procedures which regulate methods detecting violations of the law; determine the 
normative effects triggered by norm violations, such as reparative obligations, 
namely, which are meant to repair or compensate violations. Note that these 
constructions can give rise to very complex rule dependencies, because the violation 
of a single rule can activate other (reparative) rules, which in turn, in case of their 
violation, refer to other rules, and so forth. 

PERSISTENCE OF NORMATIVE EFFECTS [15]. Some normative effects persist over 
time unless some other and subsequent event terminates them. For example: ''If one 
causes damage, one has to provide compensation.'' Other effects hold on the condition 
and only while the antecedent conditions of the rules hold. For example: ''If one is in a 
public office, one is forbidden to smoke''.  

An interesting question is whether rule interchange languages for the legal domain 
should be expressive enough to fully model all the features listed above, or whether 
some of these requirements can be met at the reasoning level, at the level responsible 
for structuring, evaluating and comparing legal arguments constructed from rules and 
other sources.  

3   LegalRuleML 

To extend RuleML into LegalRuleML, we have defined two more XML-schemas: 
LegalMeta.xsd module and Legal_operators.xsd module (see Fig.2). Legal_meta.xsd 
is devoted to model all the legal metadata concerning the legal rules. 
Legal_operators.xsd defines the legal operators: deontic operators and behaviours. It 
is also necessary to have a module to connect derivation rules with reaction rules, in 
order to foster the potentiality of the reaction rules. This paper is a preliminary 
proposal for testing the rational presented in the § 1 and 2, so in the future we intend 
to modularize better the schemas in order to improve scalability and maintenance over 
the time. This proposal aims to open a debate, not to fix a solution, and make possible 
the mark-up of some pilot cases in order to evaluate the correctness of the solution in 
the RuleML community.  
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Fig. 2. Legal_metadata module included in the datalog component (adapted from [34]) 

3.1   Legal Meta Data 

The root tag of Legal_metadata.xsd is metaInfo that includes the following 
optional metadata: 

 

Fig. 3. MetaInfo module organization 

─ identification block provides information on the authors of the rules; 
─ references block provides identification of the textual fragments involved in 

the rules modeled; 
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─ sources block models the connections with the textual fragments and the rules; 
─ events block provides the definition of any temporal event; 
─ timesInfo block adds semantic information to the events; 
─ rulesInfo block models the meta information concerning the rules; 
─ hierarchy block defines the ranging of the rules in the defeasibility logic. 

Identification of the Annotators. This part of metadata is modeled to allow a mul-
tiple annotation of the rules coming from different authors. In the legal domain it is 
common to find different interpretations of the norms and equally legitimate under the 
legal point of view. So the identification of the authors permits to define a trust policy 
on the base of the context or of the authoritativeness of the annotator. If a constitu-
tional judge annotates a rule, the trustiness is higher rather than an interpretation of a 
Ph.D. student of a law school. On the other side sometime the rules could be slightly 
different from the context and the inference engine could take in consideration a par-
ticular set of rules on the base of the role expressed by the author (e.g. regional vs. 
state interpretation). For this reason, we have the attribute as for identifying the role 
of the author in the annotation of the rule. 

<identifications> 
 <identification id="aut1" 

uri="http://www.cirsfid.unibo.it/monica.palmirani.owl" 
as="author"/> 

 <identification id="aut2" 
uri="http://www.nicta.com.au/guido.governatori.owl" 
as="editor"/> 
</identifications> 

In this section two authors (aut1, aut2) are defined and connected with their ontolo-
gy and role (aut1 is the author of the rule, aut2 is the editor of the rule). The same 
could be applied to the authorities, institutions, legal entities, juridical persons. 

Sources and References for Isomorphism. The references and sources 
blocks are strictly connected together and they provide a solution to the isomorphism 
requirement. The references block defines the entire textual fragment involved in 
the rules modeling, and the sources block connects rules with the appropriate ref-
erences. Because we have some time N:M relationship with text and rules, this me-
chanism permits the redundancy of the text resource URI and in the meantime con-
nects one rule to multiple part of the text or vice versa multiple rules to the same 
fragment of text. 

<references> 
 <reference id="customerContract" uri="http://text1#art1"/> 
 <reference id="customerContract2" uri="http://text1#art2"/> 
</references> 

<sources> 
 <source element="#rule1" refersTo="#customerContract"/> 
 <source element="#rule1" refersTo="#customerContract2"/> 
 <source element="#rule2" refersTo="#customerContract2"/> 
</sources> 

This is particularly true in case of penalty-reparation rule. Usually the definition of 
the penalty is expressed in one clause and the conditions of reparation in another 
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clause, but together they determine the body and the header of a unique normative 
rule. In the following fragment we have two citations (clauses 8 and 5) that constitute 
the body of the rule and the header is in the clause 10.  
 

Clause 10, point 1, letter c) 

If Google does not meet the Google Apps SLA (clause 8), and if Customer meets its 
obligations under this Google Apps SLA (clause 5), Customer will be eligible to 
receive the Service Credits of X days. 

 
This rule is modeled in such way: 

<references> 
 <reference id="GoogleSLA" uri="http://text1#clouse8"/> 
 <reference id="GoogleSLA" uri="http://text1#clouse5"/> 
 <reference id="GoogleSLA" uri="http://text1#clouse10"/> 
</references> 

<sources> 
 <source element="# rule1_body " refersTo="#GoogleSLA8"/> 
 <source element="#rule1_body" refersTo="#GoogleSLA5"/> 
 <source element="#rule1_header" refersTo="#GoogleSLA10"/> 
</sources> 

Events and Temporal Parameters. The events block detects the events related to 
a set of norms, in neutral way, without any semantic interpretation. The timesInfo 
block assigns the legal semantic to each group of events. In this way we could con-
nect each atom, body, header, rule with the appropriate timesInfo block without 
any redundancy of data, preserving a compact annotation and high expressiveness. 
Next, we use attributes not elements in order to avoid both temporal predicates and 
arbitrary nomenclature to the functions. 

Consider now the following clause coming from a SLA contract: 
 

A customer is “Premium” if their spending has been min 5000 dollars  
in the previous year 

 
We have at least four temporal events in this provision: a) the time when the text 
creates rights, duties and obligations (e.g. time of enter into force, after the signature 
of the contract); b) the time when the provision is effective (e.g. the time when the 
service starts, 1 Jan 2012); c) the time when the provision is applicable (e.g. after at 
least one year from the efficacy time); d) the temporal conditions included in the 
provision that is a dynamic dimension (e.g. “previous year”). A new question arise 
concerning the continuity of the temporal condition: i) the customer have to spend at 
least one order min 5000 dollars (only one event is sufficient); ii) the customer could 
aggregate several spending for min 5000 dollars (set of events create the condition); 
iii) the customer have to maintain their orders min 500 dollars (continuity of 
condition). For this reason we have introduced an attribute (perdurant) with 
several parameters: and (true for all ti of an interval), or (true if at least one ti satisfies 
the condition), xor (true if only one ti satisfies the condition) , agg (true if the 
aggregation of a set of ti satisfies the condition). 
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We can model those events as follow: 

<events> 
 <event id="e1" value="2011-08-25T01:01:00.0Z"/> 
 <event id="e2" value="2012-01-25T01:01:00.0Z"/> 
 <event id="e3" value="2013-01-25T01:01:00.0Z"/> 

</events> 

<timesInfo> 
 <times id="t1"> 
  <time start="#e1" timeType="efficacy"/> 
  <time start="#e1" timeType="inforce"/> 
  <time start="#e3" timeType="application"/> 
 </times> 
 <times id="t2"> 
  <time duration="-P01Y" timeType="internal" timeType 
="application" perdurant="agg"/> 
 </times> 
</timesInfo> 

 
Note the time of application “previous year” is modeled as internal event of the norm 
and represented using the negative period of duration (-P1Y, following the standard 
syntax of xsd). 

The mechanism presented for modeling the temporal parameters connects times to 
norms and rules and it fosters effective legal reasoning algorithm about facts occurred 
in the past, or that happen in the future, with uncertain events and with complex con-
ditionals. 

Hierarchy and Type of Norms. The non-monotonic legal reasoning needs to  
manage the hierarchy of  rules [see § 2]. The hierarchy block defines the superiority 
relationship between two rules: it is a binary operator that creates a meta-rule among 
existing rules. 

Because the superiority relationship depends to some conditions we have several 
attributes that anchor the association to specific parameters: author and time. It is so 
possible to have the same rule with different superiority relationship, made in a dif-
ferent time, by a different author. 

<hierarchy> 

 <range id="rng1" function="superior" from="#rule1" 

to="#rule2" timesBlock="#t1" author="#aut2"/> 

</hierarchy> 

Semantic Qualification of Rules. In the rulesInfo block, we define some proper-
ties of the rule like the ruleType (e.g. defeasible, defeater, strict, metaRule), the 
author and qualification using the attribute refersTo. Fostering the referesTo 
attributes we could connect any external legal concept defined with a given ontology.  

<rulesInfo> 
 <ruleInfo source="#rule1" ruleType="defeasible" refersTo 
="/ontology/usaJurisdiction.owl" author="#aut2"/> 
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 <ruleInfo source="#rule1" ruleType="strict" refers-
To="/ontology/definition.owl" author="#aut2"/> 
</rulesInfo> 

Let us come back to our example: 

A customer is “Premium” if their spending has been min 5000 dollars  
in the previous year.  

The above is modeled as follow in enriched way, ready for legal reasoning base don 
defeasible logic. 

<Assert mapClosure="universal"> 
   <Implies timesBlock="#t2" ruleType="defeasible" id="rule1"> 
     <then timesBlock="#t1"> 
       <Atom id="atm1"> 
         <Rel>premium</Rel> 
         <Var>customer</Var> 
       </Atom> 
     </then> 
     <if timesBlock="#t1"> 
        <Atom id="atm2" timesBlock="#t3"> 
           <Rel>previous year spending</Rel> 
           <Var>customer</Var> 
           <Var>x</Var> 
           <Data>= 5000$ </Data> 
        </Atom> 
     </if> 
   </Implies> 
</Assert> 

3.2   Legal Operators 

In the module Legal_operators.xsd we have defined all the operators needed for man-
aging deontic logic and behaviors like violation and reparation. 

 

Fig. 4. Legal_operators.xsd elements 
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Behavior represents a particular sequence of deontic operators that starts with an 
obligation or a prohibition and ends with a permission. 

The violation is a unary relationship that refers to the obligation/prohibition 
subject of the violation. The reparation is a unary relationship providing a link to 
the relevant penalty. 

For a better understanding of their usage, we describe an example coming from the 
US Code related to the infringement of the copyright, Title 18, Chapter 6: 
 

§ 602 (b) In a case where the making of the copies or phonorecords would have 
constituted an infringement of copyright if this title had been applicable, their im-
portation is prohibited. 

 
To model this example, we first start with the rule 602b where we find in the conclu-
sion a prohibition to import material that infringes the copyright law: 

<Implies id="rule602b"> 
 <then> 
  <prohibition> 
   <Atom id="rule602b-prh1-atm1"> 
    <Rel>importation is prohibited</Rel> 
    <Var>z</Var> 
   </Atom> 
  </prohibition> 
 </then> 
 <if> 
  <And> 
   <Atom id="rule602-if-atm1"> 
    <Rel>copies or phonorecords</Rel> 
    <Var>z</Var> 
   </Atom> 
   <Atom id="impl602-1-if-atm2"> 
    <Rel>without the authority of the owner of copyright 
</Rel> 
    <Var>x</Var> 
   </Atom> 
  </And> 
 </if> 
</Implies> 

After that, we assume as a fact the penalty statement in case of a copyright infringe-
ment following the 504 (c)(1): 

§ 504. Remedies for infringement: Damages and profits 
(c) Statutory Damages.—  
(1) Except as provided by clause (2) of this subsection, the copyright owner may 
elect, at any time before final judgment is rendered, to recover, instead of actual 
damages and profits, an award of statutory damages for all infringements involved 
in the action, with respect to any one work, for which any one infringer is liable 
individually, or for which any two or more infringers are liable jointly and several-
ly, in a sum of not less than $750 or more than $30,000 as the court considers just. 
For the purposes of this subsection, all the parts of a compilation or derivative 
work constitute one work. 
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<Atom id="atm504"> 
   <penalty id="atm504-pnl1"> 
    <obligation id="obl2" subject="z" beneficiary="y" 
timesBlock="#t2"> 
     <Atom id="atm504-pnl1-atm1"> 
      <Rel>award of statutory damages to</Rel> 
      <Var>z</Var> 
      <Data>min $750 </Data> 
      <Data>max $30,000  </Data> 
     </Atom> 
    </obligation> 
   </penalty> 
</Atom> 

Finally we define a new rule that connects the reparation with the violation of the 
rule602b, and the reparation with the penalty (see the penalty="#atm504-pnl1" 
attribute). We have reparation only if the subject violated the rule602 and has paid the 
award of statutory damages to the copyright owner. 

<Implies id="rule602b-rep"> 
 <then> 
  <reparation id="rule602b-rep1" penalty="#atm504-pnl1"/> 
 </then> 
 <if> 
  <violation source="#rule602b"/> 
 </if> 
</Implies> 

3.3 Semantic Qualification of Negation 

One of the main problems in legal reasoning is to qualify the negation. To solve this 
problem, we have customized the module neg_module.xsd and naf_module.xsd in 
order to include a link to the semantic meaning. The attribute refersTo permits to 
link the markup to specific concept ontology. 

<xs:attributeGroup name="Neg.attlist"> 
 <xs:attributeGroup ref="refersTo"/> 
</xs:attributeGroup> 
 
<xs:attributeGroup name="Naf.attlist"> 
 <xs:attributeGroup ref="refersTo"/> 
</xs:attributeGroup> 

3.3   Extension of the RuleML Modules 

To support the application of that metadata, we have extended several modules, like 
atom_module.xsd that could host the time parameters and the id attribute: 

<xs:attributeGroup name="Atom.attlist"> 
  <xs:attributeGroup ref="closure.attrib"/> 
  <xs:attributeGroup ref="timesBlock"/> 
  <xs:attributeGroup ref="idReq"/> 
</xs:attributeGroup> 
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The connective_module.xsd is extended in order to define, apart from the time 
parameters and the id, the type of rule, following the defeasible classification: strict, 
defeasible, defeater, metaRule. 

<xs:attributeGroup name="Implies.attlist"> 
  <xs:attributeGroup ref="closure.attrib"/> 
  <xs:attributeGroup ref="direction.attrib"/> 
  <xs:attributeGroup ref="material.attrib"/> 
  <xs:attributeGroup ref="timesBlock"/> 
  <xs:attributeGroup ref="idReq"/> 
  <xs:attributeGroup ref="ruleTypeDef"/> 
</xs:attributeGroup> 

In legal_metadata.xsd we define the list of values: 

<xs:simpleType name="ruleTypeValue"> 
  <xs:restriction base="xs:token"> 
   <xs:enumeration value="strict"/> 
   <xs:enumeration value="defeasible"/> 
   <xs:enumeration value="defeater"/> 
   <xs:enumeration value="metaRule"/> 
  </xs:restriction> 

</xs:simpleType> 

4   Conclusion 

This paper presents an extension of RuleML customized to support legal 
requirements. The goal is to have a clear and expressive XML language integrated as 
part of the RuleML family capable to support the modeling and the representation of 
legal norms and rules. In this first step we have implemented the following features: 

Table 1. List of LegalRuleML features and the extended modules 

Features LegalRuleML RuleML extension 
Isomorphism sources and references legal_meta.xsd 
Jurisdiction refersTo legal_meta.xsd 
Authority author legal_meta.xsd 
Temporal parameters event and timesInfo legal_meta.xsd 

connective_module.xsd 
atom_module.xsd 

Qualification/Definitional/ 
Valuable 

refersTo legal_meta.xsd 

Semantic of Negation refersTo Neg_module.xsd 
Naf_module.xsd 

Deontic operators legalOperator legal_operators.xsd 
connective_module.xsd 
atom_module.xsd 

Defeasible logic hierarchy and typeRules legal_meta.xsd 
Behaviors legalOperator legal_operators.xsd 

connective_module.xsd 
atom_module.xsd 
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LegalRuleML language aims to interoperate with Reaction RuleML modules. Our 
next steps include a better modularization of the main features from a syntactical 
point of view, extend the modularization to all the modules of the Declarative Rules 
and Reactive Rules, and develop a proof of concept implementing a sample set of acts 
and contracts. The LegalRuleML Initiative has been working with OASIS, especially 
the LegalXML Technical Committee, on organizing future efforts.  
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