
Extended Document Representation

for Search Result Clustering�
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Abstract. Organizing query results into clusters facilitates quick nav-
igation through search results and helps users to specify their search
intentions. Most meta-search engines group documents based on short
fragments of source text called snippets. Such a model of data representa-
tion in many cases shows to be insufficient to reflect semantic correlation
between documents. In this paper, we discuss a framework of document
description extension which utilizes domain knowledge and semantic sim-
ilarity. Our idea is based on application of Tolerance Rough Set Model,
semantic information extracted from source text and domain ontology
to approximate concepts associated with documents and to enrich the
vector representation.

Keywords: Text mining, semantic clustering, DBpedia, document
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1 Introduction

Although the performance of search engines is improving every day, searching
the Web can be a tedious and time-consuming task because (1) search engines
can index only a part of the “indexable Web” due to its huge size and a highly
dynamic nature, and (2) the user’s intention is not clearly expressed in gen-
eral, short queries. In effect, a search engine may return as much as hundreds
of thousands of relevant documents. One approach to manage the large number
of results is clustering. The concept arises from document clustering in informa-
tion retrieval domain: find a grouping for a set of documents so that documents
belonging to the same cluster are similar and documents belonging to different
clusters are dissimilar. Search results clustering can thus be defined as a process
of automatic grouping of search results into thematic groups and discovering
concise descriptions of these groups. Clustering of search results can help the
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user navigate through a large set of documents more efficiently and help users
specify their intentions. By providing concise, accurate descriptions of clusters,
it lets users localize interesting documents faster. Most notably, document clus-
tering algorithms are designed to work on relatively large collections of full-text
documents, as opposed to search results clustering algorithms, which are sup-
posed to work on a set of short text descriptions (usually between 10 and 20
words).

The earliest works on clustering results were done by Hearst and Pedersen
on scather/gather system [3], followed by an application to Web documents
and search results by Zamir and Etzioni [16] to create groups based on novel
algorithm suffix tree clustering. Inspired by their work, a Carrot framework
was created by Weiss [2,14] to facilitate research on clustering search results.
This has encouraged others to contribute new clustering algorithms under the
Carrot framework like LINGO [6] and AHC [15]. The main problem occurred
in all mentioned works is the fact that many snippets remain unrelated with a
genuine content of documents because of their short representation.

Several works in the past have been devoted to the problem of document de-
scription enrichment. In [5] a method of snippet extension was investigated. The
main idea was based on application of collocation similarity measure to enrich
the vector representation. In [12], the author presented a method of associat-
ing terms in document representation with similar concepts drawn from domain
ontology.

In this paper, we present a generalized scheme for the problem mentioned
above. We investigate two levels of extensions. The first one is related to extend-
ing a concept space for data representation and the second one is related to asso-
ciating terms in the concept space with semantically related concepts. The first
extension level is performed by incorporating semantic information extracted
from a document content (such as citations) or from document meta-data (like
authors, conferences). The second one is achieved by application of Tolerance
Rough Set Model [11] and domain ontology, in order to approximate concepts
existing in document description and to enrich the vector representation of the
document.

The paper is organized as follows. In the second section we present a frame-
work of Tolerance Rough Set Model (TRSM). In Section 3 we discuss the
application of Generalized TRSM to enriching document descriptions, whereas
section 4 is devoted to experiments, followed by conclusions in section 5.

2 Generalized Approximation Space and TRSM

Rough set theory was originally developed [7] as a tool for data analysis and
classification. It has been successfully applied in various tasks, such as feature
selection/extraction, rule synthesis and classification [4]. In this chapter we will
present fundamental concepts of rough sets with illustrative examples. Some
extensions of the Rough Set model are described, concentrating on the use of
rough sets to synthesize approximations of concepts from data.
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Consider a non-empty set of object U called the universe. Suppose we want to
define a concept over the universe of objects U . Let us assume that the concept
can be represented as a subset X of U . The central point of Rough Set theory is
the notion of set approximation: any set in U can be approximated by its lower
and upper approximation.

2.1 Generalized Approximation Spaces

The classical Rough Set theory is based on equivalence relation that divides the
universe of objects into disjoint classes. By definition, an equivalence relation
R ⊆ U × U is required to be reflexive, symmetric, and transitive. Practically,
in some applications, the requirement for equivalent relation has shown to be
too strict. Concepts arising in many domains are by their nature imprecise and
overlapping eachother. For example, let us consider a collection of scientific doc-
uments and keywords describing those documents. It is clear that each document
can be assigned several keywords and a keyword can be associated with many
documents. Thus, in the universe of documents, keywords can form overlapping
classes.

Skowron [11] has introduced a generalized tolerance space by relaxing the
relation R to a tolerance relation, where transitivity property is not required.
Formally, the generalized approximation space is defined as a quadruple A =
(U, I, ν, P ), where

1. U is a non-empty set of objects (a universe).
2. I : U → P(U) is an uncertainty function (P(U) is a set of all subsets of U)

satisfying conditions:
– x ∈ I(x) for x ∈ U
– y ∈ I(x) ⇐⇒ x ∈ I(y), for any x, y ∈ U .

Thus, the relation xRy ⇐⇒ y ∈ I(x) is a tolerance relation (i.e. reflexive,
symmetric) and I(x) is a tolerance class of x.

3. ν : P(U) × P(U) → [0, 1] is a vague inclusion function.
Vague inclusion ν is a kind of membership function but extended to functions
over P(U)×P(U) to measure the degree of inclusion between two sets. Vague
inclusion must be monotonic with respect to the second argument, i.e., if
Y ⊆ Z then ν(X, Y ) ≤ ν(X, Z) for X, Y, Z ⊆ U .

4. P : I(U) → {0, 1} is a structurality function.
The introduction of structurality function P : I(U) → {0, 1} (I(U) =
{I(x) : x ∈ U}) allows us to enforce additional global conditions on sets
I(x) considered to be approximated. In generation of approximations, only
sets X ∈ I(U) for which P (X) = 1 (referred to as P-structural element in
U) are considered. For example, a function Pα(X) = 1 ⇐⇒ |X |/|U | > α
will discard all subsets that are relatively smaller than certain percentage
(given by α) of U .

Together with uncertainty function I, vague inclusion function ν defines the
rough membership function for x ∈ U, X ⊆ U :

μI,ν(x, X) = ν(I(x), X)
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Lower and upper approximations in A of any X ⊆ U are then defined as

LA(X) = {x ∈ U : P (I(x)) = 1 ∧ ν(I(x), X) = 1} (1)
UA(X) = {x ∈ U : P (I(x)) = 1 ∧ ν(I(x), X) > 0} (2)

With the definition given above, generalized approximation spaces can be used
in any application where I, ν and P are appropriately determined.

2.2 Tolerance Rough Set Model

Tolerance Rough Set Model (TRSM) was developed [10,13] as a basis to model
documents and terms in Information Retrieval, Text Mining, etc. With its ability
to deal with vagueness and fuzziness, Tolerance Rough Set Model seems to be
a promising tool to model relations between terms and documents. In many
Information Retrieval problems, especially in document clustering, defining the
relation (i.e. similarity or distance) between document-document, term-term or
term-document is essential. In Vector Space Model, is has been noticed [13] that
a single document is usually represented by relatively few terms1. This results in
zero-valued similarities which decreases quality of clustering. The application of
TRSM in document clustering was proposed as a way to enrich document and
cluster representation with the hope of increasing clustering performance.

The idea is to capture conceptually related index terms into classes. For this
purpose, the tolerance relation R is determined as the co-occurrence of index
terms in all documents from D. The choice of co-occurrence of index terms to
define tolerance relation is motivated by its meaningful interpretation of the
semantic relation in context of IR and its relatively simple and efficient compu-
tation.

Let D = {d1, . . . , dN} be a set of documents and T = {t1, . . . , tM} set of index
terms for D. With the adoption of Vector Space Model [1], each document di

is represented by a weight vector [wi1, . . . , wiM ] where wij denotes the weight
of term tj in document di. TRSM is an approximation space R = (T, Iθ, ν, P )
determined over the set of terms T as follows:

– Uncertainty Function: The parameterized uncertainty function Iθ is de-
fined as

Iθ(ti) = {tj | fD(ti, tj) ≥ θ} ∪ {ti}
where fD(ti, tj) denotes the number of documents in D that contain both
terms ti and tj and θ is a parameter set by an expert.
The set Iθ(ti) is called the tolerance class of index term ti.

– Vague Inclusion Function: To measure degree of inclusion of one set in
another, the vague inclusion function is defined as is defined as

ν(X, Y ) =
|X ∩ Y |
|X |

It is clear that this function is monotone with respect to the second argument.
1 In other words, the number of non-zero values in document’s vector is much smaller

than vector’s dimension – the number of all index terms.
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Table 1. Tolerance classes of terms generated from 200 snippets return by Google
search engine for a query “jaguar” with θ = 9;

Term Tolerance class Document
frequency

Atari Atari, Jaguar 10
Mac Mac, Jaguar, OS, X 12
onca onca, Jaguar, Panthera 9
Jaguar Atari, Mac, onca, Jaguar, club, Panthera, new,

information, OS, site, Welcome, X, Cars
185

club Jaguar, club 27
Panthera onca, Jaguar, Panthera 9
new Jaguar, new 29
information Jaguar, information 9
OS Mac,Jaguar, OS, X 15
site Jaguar, site 19
Welcome Jaguar, Welcome 21
X Mac, Jaguar, OS, X 14
Cars Jaguar, Cars 24

– Structural Function: All tolerance classes of terms are considered as struc-
tural subsets: P (Iθ(ti)) = 1 for all ti ∈ T .

The membership function μ for ti ∈ T , X ⊆ T is then defined as μ(ti, X) =
ν(Iθ(ti), X) = |Iθ(ti)∩X|

|Iθ(ti)| and the lower and upper approximations of any subset
X ⊆ T can be determined – with the obtained tolerance R = (T, I, ν, P ) – in
the standard way

LR(X) = {ti ∈ T | ν(Iθ(ti), X) = 1}
UR(X) = {ti ∈ T | ν(Iθ(ti), X) > 0}

2.3 Example

Consider a universe of unique terms extracted from a set of search result snippets
returned from Google search engine for a “famous” query: jaguar, which is
frequently used as a test query in information retrieval because it is a polysemy,
i.e., a word that has several meanings, especially in the Web. The word jaguar
can have the following meanings:

– jaguar as a cat (panthera onca - http://dspace.dial.pipex.com/
agarman/jaguar.htm);

– jaguar as a car;
– jaguar was a name for a game console made by Atari - http://www.atari-

jaguar64.de;
– it is also a codename for Apple’s newest operating system MacOS X -

http://www.apple.com/macosx.
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Tolerance classes are generated for threshold θ = 9. It is interesting to observe
(Table 1) that generated classes reveal different meanings of the word “jaguar”:
a cat, a car, a game console, an operating system and some more.

In the context of Information Retrieval, a tolerance class represents a concept
that is characterized by terms it contains. By varying the threshold θ , one can
control the degree of relatedness of words in tolerance classes (or the preciseness
of the concept represented by a tolerance class).

One interpretation of given approximations is as follows: if we treat X as a
concept described vaguely by index terms it contains, then UR(X) is the set of
concepts that share some semantic meanings with X , while LR(X) is a ”core”
concept of X .

3 Applications of TRSM in Semantic Search

Tolerance Rough Set Model was applied to many text mining problems, includ-
ing document clustering, search result clustering [5,10], and automatic syllabus
generation. One can list the three most important applications of TRSM in text
mining:

– Enriching document representation;
– Extended weighting scheme;
– TRSM based clustering algorithms.

In this paper we propose a new application of TRSM in Semantic Search, one
actually developed within SYNAT project. The idea is to extend the represen-
tation of documents (or snippets) by additional semantic information extracted
from text sources and/or from meta-data like citations, authors, publishers, pub-
lication years and semantic concepts related to the document. Three Tolerance
Rough Set models will be discussed in this section: standard TRSM, extended
TRSM by citations and extended TRSM by sematic concepts. We also present,
how to apply these models to enrich documents’ representation.

3.1 Standard TRSM

Let D = {d1, . . . , dN} be a set of documents and T = {t1, . . . , tM} the set of
index terms for D. The tolerance rough set model for term space was described
in previous Section.

R0 = (T, Iθ, ν, P )

In this model a document, which is associated with a bag of words/terms, is
represented by its upper approximation, i.e. the document di ∈ D is represented
by

UR(di) = {ti ∈ T | ν(Iθ(ti), di) > 0}
The extended weighting scheme is inherited from the standard TF-IDF by:

w∗
ij =

⎧
⎪⎪⎨

⎪⎪⎩

(1 + log fdi(tj)) log N
fD(tj)

if tj ∈ di

0 if tj /∈ UR(di)

mintk∈di wik

log N
fD(tj )

1+log N
fD(tj )

otherwise
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Table 2. Example snippet and its two vector representations in standard TRSM

Title: EconPapers: Rough sets bankruptcy predic-
tion models versus auditor

Description: Rough sets bankruptcy prediction
models versus auditor signalling rates. Journal of
Forecasting, 2003, vol. 22, issue 8, pages 569-586.
Thomas E. McKee. ...

Original vector Enriched vector

Term Weight Term Weight

auditor 0.567 auditor 0.564
bankruptcy 0.4218 bankruptcy 0.4196
signalling 0.2835 signalling 0.282
EconPapers 0.2835 EconPapers 0.282
rates 0.2835 rates 0.282
versus 0.223 versus 0.2218
issue 0.223 issue 0.2218
Journal 0.223 Journal 0.2218
MODEL 0.223 MODEL 0.2218
prediction 0.1772 prediction 0.1762
Vol 0.1709 Vol 0.1699

applications 0.0809
Computing 0.0643

The extension ensures that each term occurring in the upper approximation of
di but not in di itself has a weight smaller than the weight of any terms in di.
Normalization by vector’s length is then applied to all document vectors:

wnew
ij =

w∗
ij

√∑
tk∈di

(w∗
ij)2

The example of standard TRSM is presented in Table 2.

3.2 Extended TRSM by Citation

Let D = {d1, . . . , dN} be a set of documents and T = {t1, . . . , tM} the set of
index terms for D. Let B = {b1, . . . , bK} be the set of bibliography items that
are cited by documents from D.

The extended tolerance rough set model for terms and citations is a pair:

R1 = (RT ,RB)

where
RT = (T, IθT , ν, P ) and RB = (B, IθB , ν, P ) are TRSM defined for term space

T and bibliography item space B, respectively.
In the extended model, each document di ∈ D is associated with a pair

(Ti, Bi), where Ti is the set of terms that occur in di and Bi is the set of
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bibliography items cited by di. Each document can be represented by a pair of
upper approximations, i.e.,

di ��� (URT (di),URB (di))}
where

URT (di) = {ti ∈ T | ν(IθT (ti), di) > 0}
URB(di) = {bi ∈ B | ν(IθB (bi), di) > 0}

Once can observe some properties of the extended model.

– if B = ∅, the extended model R1 is the standard TRSM.
– if B = ∅ and θT = card(D) + 1, documents in D are represented by their

original text without information about citations.
– if T = ∅ and θB = card(D) + 1, documents in D are represented by bib-

liography items occurred in the documents without information about an
original text.

– if θT = θB = card(D) + 1, each document di ∈ D is represented by an
original text and bibliography items cited by di.

In this paper we are investigating the last three cases and their influence to the
search result clustering problem.

3.3 Extended TRSM by Semantic Concepts

Let D = {d1, . . . , dN} be a set of documents and T = {t1, . . . , tM} the set of
index terms for D. Let B = {b1, . . . , bK} be the set of bibliography items that
are cited by documents from D and let C be the set of concepts from a given
domain knowledge (e.g. the concepts from DBpedia).

The extended tolerance rough set model based on both citations and semantic
concepts is a tuple:

RC = (RT ,RB ,RC , αn)

where
RT , RB and RC are tolerance spaces determined over the set of terms T , the

set of bibliography items B and the set of concepts in the knowledge domain C,
respectively.

αn : P(T ) −→ P(C) is called the semantic association for terms. For any
Ti ⊂ T , αn(Ti) is the set of top n most associated concepts for Ti, see [12].

In this model, each document di ∈ D associated with a pair (Ti, Bi) is repre-
sented by a triple:

di ��� (URT (di),URB (di), αn(Ti))}

In Figure 1 we can see an example of a biomedical article and the list of concepts
associated with the article.



Extended Document Representation for Search Result Clustering 85

Top 20 concepts:
”Opioid antagonist” ”Neu-
rocognitive” ”Opiate replace-
ment therapy” ”Paced
Auditory Serial Addi-
tion Test” ”Withdrawal”
”Opioid-induced hyper-
algesia” ”Methadone”
”Benzodiazepine with-
drawal syndrome” ”Opioid”
”7-Hydroxymitragynine”
”Nalmefene” ”DAMGO”
”Cyprenorphine” ”RB-101”
”Meptazinol” ”Post acute
withdrawal syndrome” ”IC-
26” ”Euphoriant” ”Cognitive
deficit” ”Cognitive neuropsy-
chology”

Fig. 1. An example of an article and the list of top 20 concepts that are related to the
article

4 Case Study: Search Result Clustering of Biomedical
Articles

The extended TRSM models described in the previous section are applied to
enrich descriptions of biomedical articles from the PubMed Central database
[9]. The purpose of this section is to evaluate document representation models.
In experiments we investigate the following document representations:

– Abstract based representation.
– Citation based representation.
– Semantic concept based representation.
– Abstract enriched by citation.

These models are applied to a search result clustering problem. By analyzing
cluster quality one can evaluate document representation models.

4.1 Data Sources

PubMed Central[9] (PMC) is a free online archive of journal articles in
biomedicine and life sciences. A subset of this database, PMC Open Access
subset, consists of articles available under Creative Commons license or similar,
thus may be downloaded in bulk from PMC. This subset contains 200000 articles
(roughly 10% of the PMC database) and provides a base text corpus for our ex-
periments, further restricted by specific search queries. All articles are provided
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along with rich metadata from MEDLINE database, and most articles in MED-
LINE/PubMed database are indexed with MeSH (Medical Subject Headings), a
controlled vocabulary. MeSH terms are assigned to texts by subject experts.

The second data source that we utilize in our experiments, one which provides
an alternative document representation is DBpedia. The interested reader will
find further details in [12], but for the purpose of this article it suffices to think
of an abstract module which takes as the input an article and provides a list of
DBpedia entries associated with this article, along with degrees of association.

4.2 Experiment Set-Up

The aim of our experiments is to explore clusterings induced by different doc-
ument representations (lexical, semantic and structural). To cluster documents
we adopt an algorithm LINGO in a Carrot clustering library [6]. The main idea
of the algorithm is to apply a Singular Value Decomposition (SVD) method to
document indexing. One of the advantages of LINGO is the ability to assign
labels to clusters.

The diagram of our experiments is shown in Figure 2. An experiment path
(from querying to search result clustering) consists of three stages:

– Search and filter documents matching to a query. Documents in a search
result list are represented by snippets and/or titles.

– Extend representations of the documents by citations and/or semantically
similar concepts from DBpedia.

– Cluster the document search results.

At this point, we limit our exposure in experimental section to a query: ”hip-
pocampus cortisol”.

This query returned 989 papers from PubMed Central (PMC) search engine.
196 of these documents are available in PubMed Central Open Archive subset
(as of this writing). We have further restricted this set to 134 journal articles
which were suitable for our investigations (i.e. full text was available in Archiving
and Interchange Tag Set format).

We will treat LINGO as a clustering engine. Conceptually, the algorithm takes
as an input information about documents in terms of pairs (title, snippet).

While Carrot2 workbench application is integrated with PubMed search en-
gine, we use a Web based search application which directly queries PMC (rather
than PubMed) database. For PubMed queries in Carrot, “snippet” field used by
the system contains document abstract (along with basic document meta-data).
Hence, a document representation which induces a grouping that serves as a
natural benchmark is one which places document abstracts in “snippet” field.
Please keep in mind that the set of PubMed documents clustered directly by
Carrot2 workbench and those clustered during our investigations differ, as we
are limited to PMC Open Archive subset.

We have investigated various document representations: based on abstracts,
based on citations (other articles referenced in bibliography as well as articles
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PubMed Central
Search Engine

Query

List of article identifiers
and abstracts

Local copy 
of Open Access

Database

List of article indentifers
and abstracts 

in Open Access subset

DBPedia

Filter

Extend
data

Carrot Clustering
Server

XML query

List of clusters
with documents

Visualization Evaluation
data

Enriched snippets or
other representation

of documents.

Fig. 2. Experiment diagram

that reference a given paper) and based on DBpedia entries semantically similar
to a given document [12]. We have also considered mixed representations (e.g.
abstracts augmented with citations) and experimented with varying number of
DBpedia entries used in document representation.

Despite a slightly broader coverage of our work, on most graphs that follow, for
the purpose of clarity we limit our exposure to selected representative document
representations (and hence clusterings).

4.3 Results of Experiments

The subsequent subsections will focus on the following analyses:

– First, we will take a look at an example cluster that was only discovered when
document representation was enriched with information about citations.

– Secondly, we will briefly look at stability of resulting clusters with respect to
document representation. How does a clustering change if a baseline repre-
sentation (based on abstracts) is enriched by including citations? How does
it change when the representation is replaced with one based on DBpedia
concepts?

– Next, we will see whether there is any common information in disjoint doc-
ument representations.

– We will perform validation of clustering results using MeSH terms associated
with articles.

– Finally, we will take a look at certain structural properties of resulting
clusterings.

4.4 Example Cluster

Table 3 shows an example cluster (labeled “Body Weight’) discovered after
extending baseline document representation with citation information. In
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Table 3. A cluster labeled “Body Weight”, discovered after baseline document rep-
resentation was extended with citation information. Column “Grouping (abstract)”
shows original (baseline) groups assigned to each document (two of them were previ-
ously unassigned to any group), whereas the third column lists MeSH terms associated
with each document (these terms were unavailable for the fourth document). We have
emphasised concepts that seem (subjectively) similar to the group label.

Title Grouping
(abstracts)

MeSH keywords

Effects of antenatal dexametha-
sone treatment on glucocorti-
coid receptor and calcyon gene
expression in the prefrontal cor-
tex of neonatal and adult com-
mon marmoset monkeys.

Molecular;
Dexam-
ethasone

Age Factors; Animals; Animals, Newborn;
Body Size; Body Weight; Callithrix;
Dexamethasone; Female; Glucocorticoids;
Male; Membrane Proteins; Prefrontal Cor-
tex; Pregnancy; Prenatal Exposure De-
layed Effects; Receptors, Glucocorticoid;
Receptors, Mineralocorticoid; RNA, Mes-
senger

The body politic the rela-
tionship between stigma and
obesity-associated disease.

Adiposity; Age Factors; Body Mass In-
dex; Electric Impedance; Female; Hu-
mans; Male; Obesity; Prejudice; Risk Fac-
tors; Sex Factors; Stress, Psychological

Prenatal Stress or High-Fat Diet
Increases Susceptibility to Diet-
Induced Obesity in Rat Off-
spring.

High-fat
Diet

Animals; Child; Diabetes Mellitus, Type
2; Dietary Fats; Energy Intake; Fe-
male; Genetic Predisposition to Disease;
Humans; Infant; Male; Obesity; Preg-
nancy; Prenatal Exposure Delayed Effects;
Rats; Rats, Sprague-Dawley

The TNF-System Functional
Aspects in Depression, Nar-
colpdfy and Psychopharmacol-
ogy.

a nutshell, this example illustrates our core goal, which is to provide additional,
meaningful clusters, which would guarantee high coverage (a small number of
unassigned documents left in the result set). We will return to this problem
in further analyses and show a trade-off between coverage and specificity of a
clustering.

4.5 Clustering Stability

The general framework for comparing different clustering methods that underlies
analysis in this section (and two subsequent subsections) is to consider similarity
relations induced by these groupings. In other words, we work in the space of
pairs of documents and label each pair as “similar” or “dissimilar” according to
a given clustering. We interpret documents belonging to “Other topics” group as
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dissimilar2. If either clustering plays the role of a benchmark or a baseline, the
similarity relation induced by this clustering may be considered a decision class,
whereas the similarity relation induced by other clustering(s) may be interpreted
as a classification model(s).

The goal of a clustering based on a different representation is never to repro-
duce the baseline grouping, but to provide an alternative one. Nevertheless, we
can interpret “accuracy” in this context as a metric of stability of the clustering
algorithm with respect to document representation. This metric, when applied
to clustering comparison (in the space of pairs of documents) is called Rand
Index [8].

We will reiterate two questions already mentioned earlier in this paper:

– How does a clustering change if a baseline representation (based on abstracts)
is enriched by including citations?

– How does it change when the representation is replaced with one based on
DBpedia concepts?

Graph 3 shows Rand Index calculated against the benchmark clustering. Most
noticeable is an overall remarkably high Rand Index for most clusterings (around
0.9), while being significantly lower for clustering based on 300 DBpedia entries
“closest” to a given article (we refer to this grouping as to “DBpedia-300” from
now on, as this particular clustering will be highly illustrative further in the
article).

This analysis shows that extended (or alternative) representations result in
overall similar clusterings. The more DBpedia concepts used in document de-
scription, the less similar the resulting clustering to the baseline.

A care needs to be taken when interpreting the Rand Index, as this metric
does not account for different proportions of similar to dissimilar document pairs
(the issue is similar to using accuracy as an assessment of classification with rare
classes). While most pairs of documents are dissimilar in most models, “DBpedia-
300” induces a much “softer” notion of similarity, thus labeling many more pairs
of documents as similar.

4.6 Do Different Document Representations Convey Common
Information?

Our next analysis focuses on clustering based solely on bibliographical refer-
ences. For each document, the set of bibliographical references is disjoint with
its’ abstract, i.e. bibliographical references correspond to different coordinates
in the vector space model than words. We compare similarity matches and mis-
matches of grouping based on this representation against the benchmark in a
contingency table, and calculate Pearson’s Chi-squared test with Yates’ conti-
nuity correction. This procedure yields a p-value 3.42× 10−06, remarkably low,
2 We stress that “Other topics” is an artificial group that consists of articles unassigned

to any resulting cluster. One could argue that it conceptually corresponds to a set
of singleton clusters.
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Fig. 3. Rand Index w.r.t. clustering based on abstracts (the benchmark)

despite the general tendency of Yates’ continuity correction to underestimate
statistical significance. Thus, we conclude that clusterings based on abstracts
and those based on references/citations are not independent, with confidence far
exceeding 99% (“far” ratio-wise, rather than in absolute terms). However trivial
this observation may be, structural content of articles used in our experiment
significantly overlaps with their lexical content.

4.7 Validation Using MeSH Vocabulary

Figure 4 shows the results of validation of clusterings using MeSH terms as-
sociated with each article. Since these tags were not used in either document
representation, they provide a natural confirmatory source of information. Nev-
ertheless, it is important to stress that these terms are not assigned to articles
automatically, but by subject analysts.

For each pair of articles we define their distance as the fraction of MeSH
terms associated with exactly one of these articles to the overall number of
MeSH terms associated with either of these articles. Figure 4 shows the average
distance between pairs of documents within the same clusters, with the average
taken over all such pairs (rather than over clusters).



Extended Document Representation for Search Result Clustering 91

Document representation

T
he

 a
ve

ra
ge

 d
is

ta
nc

e 
be

tw
ee

n 
pa

irs
 o

f d
oc

um
en

ts
 fr

om
 th

e 
sa

m
e 

cl
us

te
r.

0.86

0.88

0.90

0.92

0.94

30
 d

bp
ed

ia
 c

on
ce

pt
s

50
 d

bp
ed

ia
 c

on
ce

pt
s

A
bs

tr
ac

ts

A
bs

tr
ac

ts
 a

nd
 c

ita
tio

ns

C
ita

tio
ns

C
ita

tio
ns

 a
nd

 3
0 

db
pe

di
a 

co
nc

ep
ts

Fig. 4. Validation of clusterings based on different document representations using
MeSH terms associated with articles. For each document representation (and hence
clustering), we calculate the average distance between documents belonging to the
same cluster. The average is taken over all such pairs rather than over all clusters.
The vertical line corresponds to the average distance between two documents taken at
random.

As the graph suggests, all document representations investigated in our anal-
yses lead to plausible clusterings. However, in order to formulate conclusions of
a comparatory nature, we have yet to conduct experiments using different search
queries. Moreover, structural information provided with MeSH can be used to
define various distance metrics between these terms, and each such a metric can
be extended to a distance between documents. Further yet, we plan to use other
evaluation metrics, although care needs to be taken, as the clustering algorithm
under consideration does not output disjoint clusters, neither are all documents
assigned to a cluster.
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4.8 Structural Properties of Clusterings

The left plot on figure 5 shows that “DBpedia-300” induces a very vague simi-
larity between documents, as each document is assigned to approximately three
different clusters on the average. Remaining clusterings are more conservative in
this aspect, although not fully unambiguous either.

Figure 6 shows the trade-off between the “vagueness” of a clustering and
the “coverage” (i.e. the number of documents with assigned proper clusters).
Clusterings based on 30 (and 50) entries from DBpedia seem to balance this
trade-off fairly well. Moreover, they are attractive for a different reason – they
provide clusterings that are only indirectly based on document content (e.g. a
cluster label may be an entry in DBpedia which is not directly worded in any
paper, yet may be highly indicative of a general concept linking a group of
articles).

It is worth stressing that a proper balance of these structural properties is
crucial for grouping documents in the context of Document Retrieval, while not
necessarily in the context of Web Search. When speaking of grouping documents
in Web Search, we may restrict our discussion to non-navigational search queries.
These queries (due to their vagueness) would usually return a very large number
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Fig. 5. The average number of clusters assigned to a document (left) and the number
of unassigned documents (right) for selected clusterings
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The average number of clusters assigned to a document.
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Fig. 6. The trade-off between clustering specificity and coverage. Points to the right
correspond to clusterings based on the richest representations – those which include
300 DBpedia concepts.

of matching webpages. A clustering tool usually limits the number of processed
snippets to a small subset (e.g. 200) and relies on the interaction with the user
to further refine his query or navigate the result set by other means. On the
other hand, in Document Retrieval we are always limited to a fixed (often small)
number of matching documents, and our intent is to provide plausible grouping
which preferably describes the vast majority of them.

5 Conclusions and Further Work

Our preliminary experiments lead to several promising insights, although a wider
coverage of experiments need to be conducted in order to speak of definite
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conclusions, which would translate to a wide range of queries (or rather, result
sets) and text corpora. Nevertheless, our analyses suggest the following:

– Certain documents which would be naturally grouped together do not ex-
plicitly share much common lexical content in their abstracts, whereas other
document representations convey such information, hence such representa-
tions may be used to supplement or provide alternative clusterings.

– The clustering algorithm used in our experiments (LINGO) is stable with
respect to the input data. In other words, similarity relations induced by
clusterings based on close document representations also yield a high degree
of similarity. This suggests that a carefully selected extension method could
in fact yield a natural refinement of a baseline clustering.

– Validation using MeSH terms suggests that all document representations
investigated in this paper lead to plausible results, although our current
analyses focused on clusters without regard to labels. Label evaluation is yet
to be conducted.

– Varying richness of document representation displays a trade-off between im-
portant structural properties of resulting clusters, namely – the specificity
of groups and the number of unassigned documents. Hence, results that con-
firm closer to a postulated balance may be found if we prepare appropriate
document representations.

Our future plans are briefly outlined as follows:

– Use additional information from MeSH vocabulary (e.g. structural informa-
tion about relationships between terms),

– analyse label quality of clusters resulting from different document represen-
tations,

– use MeSH for document representation or label assignment rather than
merely for validation of results,

– conduct experiments using other extensions (e.g. citations along with their
context; information about authors, institutions, fields of knowledge or time),

– grouping of objects of other types (e.g. authors, institutions, . . . ),
– visualization of clustering results.
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2. Carpineto, C., Osiński, S., Romano, G., Weiss, D.: A survey of web clustering
engines. ACM Comput. Surv. 41, 17:1–17:38 (2009)

3. Hearst, M.A., Pedersen, J.O.: Reexamining the cluster hypothesis: Scatter/gather
on retrieval results. In: Proceedings of SIGIR 1996, 19th ACM International
Conference on Research and Development in Information Retrieval, Zürich, CH,
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