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Abstract. This article describes a connectionist language model, which
may be used as an alternative to the well known n-gram models. A com-
parison experiment between n-gram and connectionist language models
is performed on a Polish text corpus. Statistical language modeling is
based on estimating a joint probability function of a sequence of words
in a given language. This task is made problematic due to a phenomenon
known commonly as the “curse of dimensionality”. This occurs because
the sequence of words used to test the model is most likely going to be dif-
ferent from anything present in the training data. Classic solutions to this
problem are successfully achieved by using n-grams which generalize the
data by concatenating short overlapping word sequences gathered from
the training data. Connections models, however, can accomplish this by
learning a distributed representation for words. They can simultaneously
learn both the distributed representation for each word in the dictionary
as well as the synaptic weights used for modeling the joint probability of
word sequences. Generalization can be obtained thanks to the fact that
if a sequence is made up of words that were already seen, it will receive a
higher probability than an unseen sequence of words. In the experiments,
perplexity is used as measure of language model quality.

Keywords: statistical language model, neural networks, multilayer
perceptron.

1 Introduction

Statistical language modeling is especially important for automatic speech recog-
nition and statistical machine translation where a language model is a crucial
component for searching in the excessively large hypothesis space. The litera-
ture on the topic and the following paper describe a novel, connectionist language
model which, in case of English, achieved better results than traditional, statis-
tical n-gram models. The purpose of language modeling is to reduce the search
space of the speech recognizer (decoder) by allowing only syntactically and se-
mantically correct word sequences to be decoded. This is commonly achieved by
two methods: formal grammars and statistical language models.

Grammars explicitly define which sequences are allowed. Algorithmically, they
are represented by a Finite State Automaton, which is defined using a formal
description often written in the Bachus-Naur Form (BNF) or some of its deriva-
tives. Statistical language models offer greater flexibility than formal grammars,
but at an increased uncertainty of the outcome.
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The task of the language model is to assign a probability to all the words in
a dictionary depending on the previous words in a sequence. Instead of defining
exactly which word sequences are allowed, they estimate the probability of a word
sequence using a model trained on a large textual corpus. Usually only a short
historical context is used, i.e. the model estimates only P(w|w;—1) for bigram
and P(w¢|wi—1,w;—2) for trigram language models. Given the sheer amount of
words in a dictionary for any reasonable application of this model (at least
several tens of thousands of words), even with such a small historical context,
these models are usually very large. Because of this, the corpora used for training
has to be unfeasibly large to make the model statistically significant and to deal
with this problem many heuristics and tricks have to be used to make the model
work well [9].

The goal of the work is to compare if the results with regards to connec-
tionist language models shown in the literature apply equally well to the Polish
language. Using a Polish language corpus, n-gram models are compared to the
new connectionist approach described in sections 3l and @l Section Bl contains the
description and the results of the experiment comparing the two approaches.
Section [0l contains the conclusions described by the achieved results and future
research plans.

2 Dimensionality Curse

The language model must theoretically assign probabilities to all possible word
combinations. The amount of these combinations increases exponentially with
the amount of modeled words and length of the language model history. This
problem is known as the curse of dimensionality. The amount of combinations
is so large that the corpora, having even billions of words, contain only a small
subset of all the possible word combinations in a given language. The language
model trained on such data wouldn’t work so well without extra treatment,
because it would assign zero probability or an otherwise imprecise estimate to
all the word sequences not present in the corpus.

The maximum likelihood method of training depends on the probabilities of
word sequence (uni-gram, bi-gram, tri-gram, etc.) occurrences as measured from
training data. Brown at al. [12] show that for the language model used in their
experiments the maximum likelihood estimates will be 0 for 14.7 percent of the
3-grams and for 2.2 percent of the 2-grams in a new sample of English text.
Generally, as n increases, the accuracy of an n-gram model increases, but the
reliability parameter estimates, drawn from a limited training text, decreases.

The most often used solution to this problem is the reduction of accuracy
of prediction by decreasing the context length. Jelinek and Mercer [I3] propose
interpolated estimation method that combines the estimates of several language
models so as to use the estimates of the more accurate models where they are re-
liable and, where they are unreliable, to fall back on the more reliable estimates
of less accurate models. Other often used methods are deleted interpolation
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[2] and backing-off [3]. The use of these algorithms guarantees that each word
sequence is going to have non-zero probability.

3 Connectionist Language Model

The connectionist models use a distributed representation of the items in the
history and make much better use of contexts than interpolated or back-off n-
gram models. They are much better in fighting the data sparseness problem,
but also have the advantage that the model size grows only quasi-linearly when
the context length is increased [14]. The general outline of the neural network
performance when used for language modeling is following: the neural network
calculates the contextual probabilities of words:

Pwilwi—1,wi—2, ..., wi—p) (1)

using a distributed representation for each word in the dictionary. In distributed
representation, each word is represented by a real number vector of certain
length, generally several dozen dimensions. The information about the word se-
quences is distributed over several independent components. One could say that
the neural network is a set of functions that transform the real valued vectors
representing the previous word sequence, into probabilities of the occurrence of
all the words in the dictionary. The probabilities of word occurrences in context
calculated by the neural network depend on the feature vectors given to the
input layer of the neural network. During the neural network training phase,
both the network weights and values for the features of individual words in the
dictionary are simultaneously set. The words that exist in the similar contexts
will have similar features. The features are not a result of clustering analysis,
but derived from automatic learning of dependencies between words using a gra-
dient descent algorithm [1]. Such distributed representation of words allows for
significant reduction in undesirable phenomena such as overtraining and overfit
of the model to the data [I6ITI7I18].

4 Formal Description of the Connectionist Language
Model

The probability of the word sequence can be calculated when individual word
frequencies in the context of previous words are known:

P(wl,’LUg, . ,’LUt_l,’LUt) = P(wl)P(w2|w1)P(w3|w1,w2) e (2)

o Plwgwy,wae, . oo we—q, wy) (3)

Feed forward neural networks use a context of size n — 1, exactly as in the case
of traditional n-grams:

P(wilwi—pny1, -, wi—1) (4)
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Its worth noting that when n equals 1, the model is known as unigram and
the probability of individual words is independent from context. A connectionist
language model uses a dictionary where each word is assigned a feature vector
C consisting of d real numbers representing the features of the given word. To
calculate the probabilities of words next in the sequence, the neural network is
fed a feature vector x consisting of a concatenation of the vectors:

C(wy) ()
where w; denotes a word number ¢ in the sequence. The formula:

r = C(Wi—n), C(Wi—n+1), C(Win+2), - - s C(Wi g (n-1)) (6)

describes the connection of n final feature vectors in the word sequence - context
of length n. The next step is to calculate the excitation of the feed forward neural
network. The output layer consists of as many neurons as there are words in the
dictionary plus one extra neuron which model the remaning words (i.e OOV or
Out-Of-Vocabulary words). The output layer uses a softmax activation function
[7]. The softmax function, described in formulal[fl, guarantees that the excitation
of each neuron will lie in the range [0..1] and that the sum of all excitations will
be equal to 1. This property allows interpreting the result of the neural network
computation as the probabilities of individual words. The probability of the word
represented by the neuron of index k equals:

enet k

P(wi = kWi —n, Wi—ng1, ..oy Weng(n—1)) = N enet (7)
i=

where net is the weighted sum of signals reaching the neuron, i.e. net value. Its
worth noting that calculating the probability of any word requires the calculation
of the weighted sum of signals for all the neurons of the network (the denom-
inator of the equation above) and multiple use of a computationally expensive
exponential function. In case of large vocabularies, such calculations may turn
out to be considerably slower than their n-gram counterpart. The neural network
is trained using a gradient descent algorithm in such a way as to minimize the
log-likelihood of the word sequence:

1
L(O) = TZlogf(wt7wt—17~-~7wt—n+1;@) (8)
t

where @ are the parameters of the language model, that is the weights of the
neural network and word features. The gradient:

IL(O)
9
50 (9)
can be calculated using the commonly known back propagation algorithm
[6I7TO/TE] for the training of a feed-forward multilayer perceptron (MLP) neural

network. The algorithm needs to be modified, however, to calculate the gradi-
ent not only in the context of the synaptic weights, but also in the C' matrix
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containing the feature vectors representing the individual words. The model can
be trained online, or using batch learning, e.g. by using 100 samples at a time.
It’s worth noting that unlike the synaptic weights, during an individual training
iteration the matrix C' will have most of its features’ errors not calculated. Only
after a long training and many iterations will all the words have their features
modified.

5 Experiment

The fundamental problem of researchers endeavoring in the field of language
modeling for the Polish language is the lack of substantial amounts of text cor-
pora. The authors therefore decided to use the only corpus available, which
is the TPT PAN corpus [I1] in his experiments, which is a substantially large,
morphosyntactically annotated corpus of general modern Polish language. The
corpus was created by Zespdt Inzynierii Lingwistycznej w Instytucie Podstaw
Informatyki PAN as a part of projects of Komitet Badan Naukowych and statu-
tory research of IPI PAN. The IPI PAN corpus is the first publicly accessible
polish language corpus in the true meaning of the word corpus: it is a large,
containing 250 million segments, collection of polish texts, morphosyntactically
labeled, created according to modern standards and practices of large corpora
development.

The experiments were performed using the transcripts of the fourth term
session of the Polish parliament, which are a part of the IPI PAN corpus. Due to a
long time needed to train and test the model, the transcripts that were randomly
selected from the corpus of parliamentary meetings contained exactly 1005569
words. These were split into training (around 800 thousand words) and validation
and test sets (around a 100 thousand each). The division of the data was also
done randomly. In order to keep the dictionary size at an acceptable level and to
have a reasonable statistical presence of all the words in the dictionary, the words
that occurred in the corpus less than 9 times were not added to the dictionary
(this value was established empirically). The final dictionary consisted of 10570
words. Two experiments were performed: the first used a feed forward neural
network and the second was based on a traditional language model created using
SRILM [5]. SRILM is de facto standard for n-gram modeling and contains a set, of
programs which support language model calculation and evaluation. It supports
various smoothing and discounting techniques (e.g. Knesser-Ney [4I8], Witten-
Bell, Good-Turing with individually adjustable parameters), large text corpora,
class-based and cache models, etc. Model quality evaluation is perplexity based
and can be computed counting all tokens in the test corpus or excluding end-
of-sentence tags. Language model training using SRILM toolkit is very fast -
for the experiment it took less than 1 minute on Pentium dual core processor.
The first experiment was based on a feed forward neural network that had 250
inputs (5 words with 50 features each), 100 neurons in the hidden layer and 10508
outputs. It’s worth nothing that the amount of outputs is larger by one than the
size of the dictionary. That is because the model requires and extra neuron to
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represent the words not in the dictionary - OOV. Each word in the dictionary
had a unique vector of 50 real numbers representing the feature vector fed to
the neural network. The initial values of the features were set to the range -0.01
to 0.01 using a random Gaussian distribution. The output layer used a softmax
activation function. The model was trained using a gradient descent algorithm
with parameter update momentum. The learning rate was set to 107!7 and
the momentum to 0.99. These parameters were set empirically. Each time the
parameters of the model were changed based on the calculated gradient, the
change from the last iteration is multiplied by the momentum parameter and
also added to the parameters. This is a known technique used to speed up the
teaching process when the error gradient is stable in the subsequent iterations.
Additionally, the usage of this technique increases the probability of escaping
the local minima of the error function, as claimed by the researchers [7JI0]. The
training of the neural network based model took 16 days. The neural network
achieved a perplexity of 164, which is around 20% better than the traditional n-
gram model built using SRILM. Perplexity is a standard method for estimating
the amount of fit the model has with the data in the test corpus. The lower
the value, the better the model represents the underlying data. It has also been
shown by many researchers that lower values of perplexity mean higher accuracy
rates in speech recognition systems (e.g. [2]). Perplexity is calculated using the
following formula:

Perplexity = 2~ Ly & logz p(:) (10)

The table below shows the results achieved in our experiments. It is worth noting
that the context length was chosen as the optimum for their respective models:
a context of 5 words for the MLP based model and 3 for the n-gram model.
For n-gram models, larger contexts would require much more data than was
available. Models based on MLPs require, however, a slightly larger context to
function optimally. Similar results have been obtained by other researchers in the
field [I]. N-gram model has been computed for several discounting and smooth-
ing techniques giving similar results - perplexity on test data ranges from 193
to 194.

Table 1. Experimental results for the language model trained on the fourth term
session of the Polish parliament

Model Context Perplexity
SRILM 3 193
MLP 5 164

6 Conclusions

This paper showed a connectionist language model trained on the task of Polish
language. The results achieved by the authors for the Polish language are con-
sistent with the results for the English language described in the literature. The
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paper contains a general description of the connectionist language models. The
experiments performed by the authors show that connectionist language models
work better than traditional n-gram based models on the ITPI PAN corpus.

Modeling of the context using a simple feed-forward network, also known as
the multilayer perceptron, is less elegant than using recurrent neural networks.
Feed forward networks have to observe the entire word context (i.e. several words
at once) at each time interval. This approach is not as efficient and elegant
because the increase of context also greatly increases the size of the network,
which makes it loose the generalization potential and slows down its performance.
In future works, the authors intend to use recurrent neural networks to eliminate
this problem.
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