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Preface

SYNAT is a program funded by the National Centre for Research and Develop-
ment in Poland (NCBiR), with the main objective to set up an ICT platform for
the national system of repositories that will cover content areas of science and
humanities. A network of 16 academic partners have committed to implement
SYNAT’s concept in the form of a universal open knowledge infrastructure for
the information society in Poland. Beyond the system development, a compre-
hensive portfolio of research problems is addressed by the network partners.

The program is scheduled for the period of three years, initiated in 2010.
In view of the limited implementation time, the primary goal of the program
consists in meeting the challenges of global digital information revolution viewed
from the perspective of Poland. So not only the access to knowledge, at any scale,
but also the forms of visibility gain for all categories of the publications and other
forms documenting results of the research are foreseen.

Novel algorithms, their implementations and practical use are expected to
result from SYNAT’s activities. A broad range of new functionalities will get
introduced and implemented upon validating their real practical features for
scalability and interoperability. The result of a one year research comprises a
number of works in the areas of, inter alia, artificial intelligence, knowledge dis-
covery and data mining, information retrieval and natural language processing,
addressing the problems of implementing intelligent tools for building a scientific
information platform.

The idea of this book is based on the very successful SYNAT Project Con-
ference (January, 2011) and the SYNAT Workshop accompanying the 19th In-
ternational Symposium on Methodologies for Intelligent Systems (ISMIS 2011).
During the Conference, research areas for the purpose of the platform have been
outlined. The Workshop was a place of discussions on proposed solutions based
on intelligent tools able to significantly improve the quality of the planned sci-
entific information services.
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The papers included in this volume cover the following topics: The SYNAT
Project Concepts, Semantic Clustering, Ontology-based Systems, Multimedia
Data Processing. We will now briefly summarize contents of the particular
chapters.

Chapter I, “The SYNAT Project Concepts”, is dealing with issues and problems
related to constructing a large IT software system capable of collecting, storing
and searching information in an intelligent way.

• Hung Son Nguyen, Dominik Śl ↪ezak, Andrzej Skowron, and Jan G.
Bazan (“Semantic Search and Analytics over Large Repository of Scientific
Articles”) present an architecture of the system aimed at searching and syn-
thesizing information within document repositories originating from different
sources, i.e., with documents provided not necessarily in the same format and
the same level of detail. The system is expected to provide domain knowledge
interfaces enabling the internally implemented algorithms to identify relation-
ships between documents (as well as authors, institutions etc.), and concepts
(such as, e.g., areas of science) extracted from various types of knowledge
bases. The system should be scalable by means of scientific content storage,
performance of analytic processes, and speed of search.

• Linh Anh Nguyen and Hung Son Nguyen (“On Designing the SONCA
System”) present ideas and proposals for the SONCA system. The main idea
is to allow combination of metadata-based search, syntactic keyword-based
search and semantic search, and to use ranks of objects. Semantic search cri-
teria may be keywords, concepts, or objects (for checking similarity). Search
criteria based on metadata play the role of exact restrictions, while syntac-
tic keywords and semantic search criteria are fuzzy restrictions. To enable
metadata-based search, an appropriate document representation is used. To
enable syntactic keyword-based search, each document (object) is stored to-
gether with information about the terms occurring in its text attributes. Au-
thors provide an abstract model for the SONCA system, an instantiation of
that model, some ideas for the user interface of SONCA as well as proposals
for increasing efficiency of the query answering process.

• Piotr Gawrysiak, Dominik Ryżko, Przemys�law Wi ↪ech, and Marek
Koz�lowski (“Retrieval and Management of Scientific Information from Het-
erogeneous Sources”) describe the process of automated retrieval and man-
agement of scientific information from various sources, including the Internet.
They describe application of semantic methods in different phases of the pro-
cess. The system envisaged in the project is a scientific digital library, with
automated retrieval and hosting capabilities. An overall architecture for the
system is proposed.

• Marcin Kowalski, Dominik Śl ↪ezak, Krzysztof Stencel, Przemys�law
Pardel, Marek Grzegorowski, and Micha�l Kijowski (“RDBMS Model
for Scientific Articles Analytics”) present a relational database schema aimed
at efficient storage and querying of parsed scientific articles, as well as enti-
ties referring to researchers, institutions, scientific areas, etc. An important
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requirement in front of the proposed model is to operate with various types
of entities, but with no increase of schema’s complexity. Another aspect is to
store detailed information about parsed articles in order to conduct advanced
analytics in combination with the domain knowledge about scientific topics,
by means of standard SQL and RDBMS management. The overall goal is to
enable offline, possibly incremental computation of semantic indexes support-
ing end users via other modules, optimized for fast search and not necessarily
for fast analytics.

Chapter II, “Semantic Clustering”, deals with semantic clustering of documents
as well as problems of document representation and document representation
formats facilitating such clustering.

• Marcin Szczuka, Andrzej Janusz, and Kamil Herba (“Semantic Clus-
tering of Scientific Articles with Use of DBpedia Knowledge Base”) present a
case study of semantic clustering of scientific articles related to Rough Sets.
The proposed method groups the documents on the basis of their content and
with assistance of DBpedia knowledge base. The text corpus is first treated
with Natural Language Processing tools in order to produce vector repre-
sentations of the content and then matched against a collection of concepts
retrieved from DBpedia. As a result, a new representation is constructed that
better reflects the semantics of the texts. With this new representation, the
documents are hierarchically clustered in order to form partition of papers
that share semantic relatedness. An assessment of clustering quality by hu-
man experts, compared to traditional approach, is presented.

• S. Hoa Nguyen, Wojciech Świeboda, and Grzegorz Jaśkiewicz (“Ex-
tended Document Representation for Search Result Clustering”) discuss a
framework of document description extension which utilizes domain knowl-
edge and semantic similarity. The idea is based on application of Tolerance
Rough Set Model, semantic information extracted from a source text and
domain ontology to approximate concepts associated with documents and to
enrich the vector representation.

• Pawe�l Betliński, Pawe�l Gora, Kamil Herba, Trung Tuan Nguyen,
and Sebastian Stawicki (“Semantic Recognition of Digital Documents”)
describe document representation format together with a proof of concept of
the system converting scientific articles in PDF format into this representa-
tion. Another topic presented in the article is an experiment with clustering
documents by style.

Chapter III, “Ontology-based Systems”, is concerned primarily with semantics
and ontologies. These notions are employed to the construction of semantically-
driven knowledge bases.

• Piotr Wasilewski (“Towards Semantic Evaluation of Information Retrie-
val”) discusses fundamentals of semantic evaluation of information retrieval
systems. Semantic evaluation is understood in two ways. Semantic evaluation
sensu stricto consists of automatic global methods of information retrieval
evaluation which are based on knowledge representation systems. Semantic
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evaluation sensu largo includes also evaluation of retrieved results presented
using new methods and comparing them to previously used ones. The paper
focuses on sematic relevance of documents, both binary and graded, together
with semantic ranking of documents. Various types of semantic value and se-
mantic relevance are proposed and also some semantic versions of information
retrieval evaluation measures are given.

• Anna Wróblewska, Teresa Podsiad�ly-Marczykowska, Robert Bem-
benik, Grzegorz Protaziuk, and Henryk Rybiński (“Methods and Tools
for Ontology Building, Learning and Integration - Application in the SYNAT
Project”) started building an experimental platform where different kinds of
stored knowledge will be modeled with the use of ontologies, in particular
a system ontology, accompanied by domain ontologies. The system ontology
defines “system domain” (a kind of meta knowledge) for the scientific commu-
nity, covering concepts and activities related to the scientific community. The
paper makes a contribution to understanding semantically modeled knowledge
and its incorporation into the SYNAT project. The authors present a review
of ontology building, learning, and integration methods and their potential
application in the project.

• Cezary Mazurek, Krzysztof Sielski, Maciej Stroiński, Justyna Wal-
kowska, Marcin Werla, and Jan W↪eglarz (“Transforming a Flat Meta-
data Schema to a Semantic Web Ontology: The Polish Digital Libraries
Federation and CIDOC CRM Case Study”) describe the transformation of
the metadata schema used by the Polish Digital Libraries Federation, to the
CIDOC CRM model implemented in OWL as Erlangen CRM. In the paper
the authors identify a number of problems that are common to all such trans-
formations and propose solutions. They also present statistics concerning the
mapping process and the resulting knowledge base.

• Krzysztof Goczy�la, Aleksander Waloszek, Wojciech Waloszek, and
Teresa Zawadzka (“Modularized Knowledge Bases Using Contexts, Con-
glomerates and a Query Language”) present a novel approach to design and
development of a modularized knowledge base. The approach is oriented to-
wards decomposition of a knowledge base into logical components, called con-
texts, and further, into semantic components called conglomerates. The paper
shows how contexts and conglomerates concepts can work in harmony to cre-
ate a maintainable knowledge base. A thorough discussion of related work is
also given.

Chapter IV, “Multimedia Data Processing”, is devoted to the data mining
approach for processing multimedia data like sound and images. Both hardware
and software solutions are discussed.

• Maciej Wielgosz, Ernest Jamro, Dominik Żurek, and Kazimierz
Wiatr (“FPGA Implementation of the Selected Parts of the Fast Image Seg-
mentation”) present preliminary hardware implementation of a SVM (Support
Vector Machine) algorithm (in FPGA). The work is primarily focused on the
FPGA implementation aspects of the algorithm as well as on comparison of
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the hardware and software performance. The approach provides a high per-
formance of the hardware classification module.

• Rafa�l Fr ↪aczek and Bogus�law Cyganek (“Evaluation of Image Descrip-
tors for Retrieval of Similar Images”) address the issue of searching for similar
images in a repository. The contained images are annotated with help of the
sparse descriptors. In the presented research different color and edge histogram
descriptors were used. To measure distances among images the sets of their
descriptors are compared. For this purpose different similarity measures were
employed. The results of these experiments, as well as discussion of the ad-
vantages and limitations of different combinations of methods for retrieval of
similar images are presented.

• Andrzej Czyżewski, Adam Kupryjanow, and Bożena Kostek (“Online
Sound Restoration for Digital Library Applications”) discuss a sound restora-
tion system conceived and engineered at the Multimedia Systems Department
of the Gdansk University of Technology with regard to the principles of its
design, features of operation and the achieved results. The system has been
designed so that (1) no special sound restoration software is needed to per-
form audio restoration; (2) no skills in digital signal processing are required
from the user.

Chapter V, “Intelligent Systems, Tools and Applications”, deals with the de-
velopment and applications of various tools which might be used as a part of the
scientific information platform.

• �Lukasz Brocki, Krzysztof Marasek, and Danijel Koržinek (“Connec-
tionist Language Model for Polish”) describe a connectionist language model,
which may be used as an alternative to the well known n-gram models. A
comparison experiment between n-gram and connectionist language models
is performed on a Polish text corpus. Statistical language modeling is based on
estimating a joint probability function of a sequence of words in a given lan-
guage. This task is made problematic due to a phenomenon known commonly
as the “curse of dimensionality”. In the presented experiments, perplexity is
used as a measure of language model quality.

• Henryk Krawczyk and Marek Downar (“Commonly Accessible Web Ser-
vice Platform - Wiki-WS”) present a SOA-enabled platform - Wiki-WS - that
empowers users to deploy, modify, discover and invoke web services. The main
concept of the Wiki-WS platform is searching and the invocation of web ser-
vices written by different workgroups in different technologies deployed on
different servers. Wiki-based web service code modification allows engineers
from any place to construct and to implement components, which are mature
and ready to use. There is also included presentation of sample scenarios of
Wiki-WS usage and advantages derived from its deployment.



X Preface

This book could not have been completed without the help of many people.
We would like to thank all the authors for their contribution to the book and
their effort in addressing reviewers’ and editorial feedback. We would also like to
thank reviewers and all program committee members of the SYNAT Workshop.
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Good mathematicians see analogies between theorems or theories.
The very best ones see analogies between analogies.

– Stefan Banach [36]

Abstract. We present the architecture of the system aimed at search
and synthesis of information within document repositories originating
from different sources, with documents provided not necessarily in the
same format and the same level of detail. The system is expected to pro-
vide domain knowledge interfaces enabling the internally implemented
algorithms to identify relationships between documents (as well as au-
thors, institutions et cetera) and concepts (such as, e.g., areas of science)
extracted from various types of knowledge bases. The system should
be scalable by means of scientific content storage, performance of ana-
lytic processes, and speed of search. In case of compound computational
tasks (such as production of richer semantic indexes for the search im-
provements), it should follow the paradigms of hierarchical modeling and
computing, designed as an interaction between domain experts, system
experts, and appropriately implemented intelligent modules.

Keywords: semantic search, semantic information retrieval and synthe-
sis, document analytics, document repositories, interactive and hierarchi-
cal computing, decision support, behavioral patterns, wisdom technology.

1 Introduction

This article outlines the proposed architecture, major requirements, assumptions
and ideas related to the engine for semantic search and analytics developed within
the “Interdisciplinary System for Interactive Scientific and Scientific-Technical In-
formation” project financed by Polish Government in 2010-20131 The goal is to ex-
tend capabilities of the existing (usually Web-based, sometimes enterprise-based)

1 http://ismis2011.ii.pw.edu.pl/post_conference_event.php

R. Bembenik et al. (Eds.): Intelligent Tools for Building a Scient. Info. Plat., SCI 390, pp. 1–8.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012



2 H.S. Nguyen et al.

semantic search engines by deeper analysis of the semantics of user requests. Given
such assumptions, we will refer to our engine as SONCA, which stands for Search
based on ON tologies and Compound Analytics.

The engines such as SONCA should support a dialog of users with the text
sources gathered within available repositories. It should lead not only to the
search of significant documents, including their rankings [6,21], but also to in-
telligent systems helping users to specify and solve their problems [2,16].

An example of required functionality may be related to user’s needs to under-
stand the state of the art in a given domain of science. Surely, we can imagine
various implementations addressing such requirement. The final answer to such
understood user’s query may summarize and synthesize various aspects, such
as the most meaningful parts of representative documents related to the given
area, characterization of the leading scientific groups and research initiatives,
characterization of the most significant concepts and open problems, historical
trends of progress in similar domains et cetera. Such framework needs to com-
bine standard search capabilities based on keywords, dictionaries, glossaries, and
ontologies [11,14,15] with hierarchical knowledge representation and reasoning
[4,17,30], based on domain knowledge acquired from experts and users.

The idea of SONCA can be explained using the principles of interactive cal-
culi on compound objects called information granules [18,29]. The user provides
specification (in form of a query) in a language that is most often the natural
language or its simplified fragment [40]. Then, the goal of the engine is to con-
struct a compound information granule satisfying the formulated specification
to a satisfactory degree. Establishing methods and algorithms for constructing
such granules and measures of satisfiability of specifications by granules is crucial.
Background for such computations may take a form of information systems [28]
or relational database models [10]. Another aspect is to develop methods based
on a dialog with users in order to understand their expectations (for example, a
degree of advancement in a given scientific area).

Certainly, our engine should be scalable with respect to the volumes of data.
It should be also at least partially scalable regarding the number of users, who,
usually, would work rather with pre-computed semantic indexes, partially pre-
computed results and patterns, but with some fraction of users wanting to run
more ad-hoc queries against the entire data. Thus, scalability should also refer to
diversity of users’ needs and kinds of usage of the stored data. Scalability can be
secured at the algorithmic level, e.g. by adapting various forms of approximate
reasoning [8,24], as well as at the level of data representation, data processing
and data structures, by using database architectures that are aimed at data
analysis and compound object handling [1,34].

2 System’s Assumptions and Components

SONCA is aimed at extracting and constructing information based on text repos-
itories originating from various libraries and publishers. Documents may be in
different formats, such as XML, PDF, and scans of different quality. The system
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Fig. 1. The proposed architecture of SONCA

should be able to take into account various knowledge bases about the considered
areas. There may be also independent sources of information about the analyzed
objects, e.g., information about scientists who can be later identified as the au-
thors of documents stored in a repository. Knowledge bases can be employed in
multiple ways:

– As a means for communicating with users.
– As a means for injecting domain knowledge.
– As a specification of structures for objects and their relations.
– As a basis for discovering patterns useful for indexing objects.

We refer to [25] for further analysis how to use various sources of knowledge at
various stages of our system.

Comparing to engines where documents are the main search process target,
the proposed methodology has some additional features, e.g.:

– Ability to represent and search for various objects: concepts, authors, con-
ferences, organizations, results, images, et cetera.

– Ability to use documents and knowledge bases to produce semantic indexes
represented as information systems, further applicable in scalable search and
information synthesis.
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We refer to [26,35] for some examples of algorithms that prepare a background
for semantic indexes from the above-mentioned combination of knowledge and
information or use pre-computed semantic indexes for further processing.

Figure 1 outlines the system’s architecture with its four major modules that
can be integrated in multiple ways, also with their completely external counter-
parts in a more general framework:

– Local document repository of articles, including acquired information about
them. They can occur in various forms (see below). They may be also given
in metadata-only form.

– Analytic index server, including a framework for developing analytic opera-
tions that compute various intermediate structures leading eventually to the
output semantic indexes.

– Search index server aimed at providing scalable external access to the latest
available versions of semantic indexes.

– User interfaces aimed at decomposing user requests along the lines of domain-
knowledge-driven hierarchical modeling.

Local document repository needs to be prepared for truly diversified forms of
incomplete information. It is also important to equip it with interfaces to meth-
ods that can extract meaningful information and structures from the original
files [5,31]. Below there are some observations that can influence local document
repository and its interactions with other components:

– It can acquire various types of data, including:
i. Scanned articles.
ii. Digitalized articles (digitalized PDFs).
iii. Metadata – structured (but potentially heterogeneous, given different

origins of data) descriptions of articles.
– Metadata can take various forms, including:

i. Input articles with no metadata assigned.
ii. Input articles with complete metadata.
iii. Metadata of articles that are not (yet) present in the database.
iv. Information about other objects (authors, institutes, domains).

– At the stage of receiving data we assume redundancy, e.g.: some article may
be already present in the database, may be loaded to the database in future
or never. Even metadata with no files assigned may be relevant for analysis,
so they should be treated as articles with incomplete information.

Figure 2 illustrates our motivation to choose the MongoDB software [9] to estab-
lish the local document repository. It also outlines our choice of the Infobright
[33,34] and Lucene [22] software in order to represent information about articles
and other entities under consideration in two synchronized forms: repository-
oriented and analytics-oriented. As already discussed in Section 1, our investiga-
tions led us to applying standard RDBMS data schemas to represent available
data in a form that would be useful for more compound analytic processes. We
refer to [20] for our further studies in this area.
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Fig. 2. The proposed software components used to implement local document reposi-
tory, analytic index server, as well as data flow modules and mechanisms.

Certainly, an important aspect is also to create a framework for (possibly at
least partially interactive) evaluation of each of the above components and the
whole system with respect to the quality of results and efficiency of providing
them to end users. While efficiency may be understood by quite standard means
of speed and scalability of the search and analytic processes, evaluation of the
quality may seek for analogies in information retrieval [7]. We refer to [39] for
some detailed investigation in this area.

3 Further Perspectives

One of our motivations for developing the SONCA system is to extend func-
tionality of the current enterprise and Web search engines towards the support
for problem solving via enhanced search capabilities over various types of en-
tities, information synthesis leading to answers that do not correspond to any
single original entities, as well as letting advanced users omit some external in-
terface layers and step down to the level of intermediate and core structures.
While designing SONCA, we have been seeking for inspiration in many other
projects and approaches, related to such domains as, e.g., social networks [23]
and heterogeneous information networks [16]. Certainly there are plenty of de-
tails to be further discussed, e.g., how and in what form the results of search
and analysis should be transmitted between modules and eventually reported to
end users. With this respect, we can refer to, e.g., enriching original contents [2],
approximate querying [33], or linguistic summaries of query results [19].
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Practically all above aspects require a good means for employing domain
knowledge, e.g., by developing methods similar to those for semantic Web [3,12].
In particular, one can consider learning behavioral patterns used by domain ex-
perts while solving problems [4,38]. Some hints for the research in this direction
may follow from our experience with ontology-based approximation of compound
concepts and identifying behavioral patterns in different applications. Interac-
tions between Web/enterprise/repository resources and domain experts/users
play an important role in learning such patterns. Thus, we plan to provide a
framework for dialog between SONCA and its users, e.g., basing on interactive
rough granular computations designed within the Wistech framework [18,32],
where combination of personalization, interaction, and wisdom is claimed to
lead to significant semantic search engine extensions.

In a broader sense the discussed challenges lead to such fundamental issues
of mathematics as understanding of the concepts as proof, similarity of proofs,
analogies between theorems, analogies between strategies of proofs used in dif-
ferent domains et cetera [36]. In real-life applications one should be ready to
deal with even more compound situations. Due to uncertainty and/or necessity
of overcoming infeasibility caused by computational complexity, we are forced
to deal with interactive approximate reasoning schemes (plans, networks) over
vague concepts instead of crisp reasoning schemes [37].

Further extensions of capabilities of engines similar to SONCA should be re-
lated to evolution of languages [13,27] applied to constructing and describing
information granules related to articles and other entities that queries refer to.
Therefore, we should take into account the strategies of automatic adaptive evo-
lution of the language of patterns and granules. We should also expect evolution
of domain knowledge and behavioral patterns, even if the language aimed at
expressing them does not change. Thus, we should provide the means for storing
new automatically learned concepts and behavioral patterns in knowledge bases
that influence the processes of search and analytics.

Finally, our investigations should be continued also at a more technical level,
ensuring sufficient scalability, performance, and interaction characteristics of the
overall solution. For example, in [20] we outline some preliminary observations
with respect to the usage of Infobright RDBMS software [34]. Although the
outcomes are pretty optimistic, we will keep running scalability and performance
tests over multiple platforms, paying a special attention to integration of different
technologies supporting different parts of SONCA.
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Abstract. The SYNAT project aims to develop a universal, open host-
ing and communication platform for network knowledge resources for
science, education and open information society. The stage B13 of this
project aims to develop methods and algorithms of semantic indexing,
classification and retrieval using dictionaries, thesauri and ontologies as
well as methods of processing and visualizing results. The methods and
algorithms aim to support the dialogue with the repositories of text and
multimedia resources gathered on some servers. To realize the objectives
of the stages B13 and B14 of the SYNAT project we plan to develop and
implement a system called SONCA (Search based on ONtologies and
Compound Analytics).

We present ideas and proposals for the SONCA system. The main idea
is to allow combination of metadata-based search, syntactic keyword-
based search and semantic search, and to use ranks of objects. Semantic
search criteria may be keywords, concepts, or objects (for checking sim-
ilarity). Search criteria based on metadata play the role of exact restric-
tions, while syntactic keywords and semantic search criteria are fuzzy
restrictions. To enable metadata-based search, an appropriate document
representation is used. To enable syntactic keyword-based search, each
document (object) is stored together with information about the terms
occurring in its text attributes. The terms are normalized and only im-
portant ones are stored. To enable semantic search, the representation
of each document (object) is extended further with the most important
concepts that characterize the document. Such concepts belong to the
main ontology of SONCA.

We provide an abstract model for the SONCA system, an instantiation
of that model, some ideas for the user interface of SONCA as well as
proposals for increasing efficiency of the query answering process.

1 Introduction

The SYNAT project [13], realized in 2010-2013 by 16 scientific institutions, aims
to develop a universal, open hosting and communication platform for network
knowledge resources for science, education and open information society. Our
institution (MIMUW1) realizes two out of 52 stages of the SYNAT project. One
1 Faculty of Mathematics, Informatics and Mechanics, University of Warsaw.
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of them is to develop methods and algorithms of semantic indexing, classification
and retrieval using dictionaries, thesauri and ontologies as well as methods of
processing and visualizing results. The methods and algorithms aim to support
the dialogue with the repositories of text and multimedia resources gathered
on some servers. To realize the objectives we plan to develop and implement a
system called SONCA (Search based on ONtologies and Compound Analytics).
The additional aim is to test our methods and prepare for an integration of our
system with the systems developed by the other partners of the SYNAT project.

Here are some assumptions for the SONCA system:

– The system offers searching objects like publications, authors, institutions
and other related information. Documents may be written in English, Polish
or other languages.

– The search engine extends metadata-based search and keyword-based search
with semantic search.

– The system is general-purpose, running on a large repository of gathered
objects (articles, institutions, authors ...). It does not assume to rely on
specific domains only.

– The system is extensible. It can work with different types of domain-specific
knowledge.

In this paper, we present ideas and proposals for the searching track of the
SONCA system. The main idea is to combine different search approaches includ-
ing metadata-based search, syntactic keyword-based search and semantic search,
and to use ranks of objects. Semantic search criteria may be keywords, concepts,
or objects (for checking similarity). Search criteria based on metadata play the
role of exact restrictions, while syntactic keywords and semantic search criteria
are fuzzy restrictions. To enable metadata-based search, an appropriate docu-
ment representation is used and the database of SONCA is designed accordingly.
To enable syntactic keyword-based search, each document (object) is stored to-
gether with information about the terms occurring in its text attributes. The
terms are normalized and only important ones are stored. To enable semantic
search, the representation of each document (object) is extended further with
the most important concepts that characterize the document. Such concepts
are specified by the main ontology of SONCA, which may consist of several
subontologies.

1.1 On the Web Ontology Language OWL

OWL is a standardized Web ontology language, with the first and second versions
recommended by W3C in 2004 [14] and 2009 [15], respectively. These versions,
OWL 1 and OWL 2, have some sublanguages (species/profiles):

– OWL 1 DL and OWL 2 DL support those users who want maximum expres-
siveness without losing computational completeness.
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– OWL 1 Lite, OWL 2 EL, OWL 2 QL and OWL 2 RL are restricted versions
with PTime data complexity of the “DL” sublanguages.

– OWL 1 Full and OWL 2 Full support those users who want maximum
expressiveness and the syntactic freedom of RDF with no computational
guarantees.

OWL 1 DL is based on the description logic SHOIN [11], while OWL 2 DL is
based on a more expressive description logic SROIQ [10]. Other well-known de-
scription logics (DLs) are ALC, SHIQ and SHOIQ. DLs are fragments of classi-
cal first-order logic and are variants of modal logics, used to describe the domain
of interest by means of individuals, concepts and roles. A concept is interpreted
as a set of individuals, while a role is interpreted as a binary relation between
individuals. The satisfiability checking problem is ExpTime-complete in ALC
and SHIQ; NExpTime-complete in SHOIN and SHOIQ; and N2ExpTime-
complete in SROIQ.

According to the recent survey [28], the third generation ontology reasoners
that support SHIQ or SROIQ are FaCT, FaCT++, RACER, Pellet, KAON2
and HermiT. The reasoners FaCT, FaCT++, RACER and Pellet are based on
tableaux, KAON2 is based on a translation into disjunctive Datalog, and Her-
miT is based on hypertableaux. That is, all of the listed reasoners except KAON2
are tableau-based. According to [30], KAON2 provides good performance for on-
tologies with rather simple TBoxes, but large ABoxes2; however, for ontologies
with large and complex TBoxes, existing tableau-based reasoners still provide
superior performance. The current version of KAON2 does not support nomi-
nals and cannot handle large numbers in cardinality statements. The reasoners
FaCT, FaCT++, RACER and Pellet use traditional tableau decision procedures
like the ones for SHIQ [12], SHOIQ [11], SROIQ [10]. These procedures use
backtracking to deal with disjunction (e.g., the union constructor). Their search
space is an “or”-tree of “and”-trees. Despite advanced blocking techniques (e.g.,
anywhere blocking), their complexities are non-optimal (e.g., NExpTime instead
of ExpTime for SHIQ; N2ExpTime instead of NExpTime for SHOIQ; and
N3ExpTime instead of N2ExpTime for SROIQ). Similarly, the decision pro-
cedure of HermiT also has a non-optimal complexity [6]. To obtain optimal and
efficient tableau decision procedures for DLs one may consider the optimization
techniques developed in [7,8,38,32,40,39,36,37,35].

The profiles OWL 2 EL, OWL 2 QL and OWL 2 RL are restricted sublan-
guages of OWL 2 FULL with PTime data complexity. They are based on the
families of DLs EL [1,2], DL-Lite [3] and DLP (Description Logic Programs) [9],
respectively. As fragments of DLs with PTime data complexity there are also
Horn-SHIQ [25], Horn-SROIQ [42], and the deterministic Horn fragments of
ALC and regular description logics [31,33]. Formalisms that combine a DL with
a rule language were studied, among others, in [27,4,26,29,5].

2 A TBox is a set of terminology axioms, including role axioms. In the literature of
DLs, sometimes role axioms are grouped into an RBox. An ABox is a set of individual
assertions.
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1.2 Using Ontologies for the SONCA System

Ontologies can be used for:

– increasing flexibility in using different names for the same attribute/relation
– understanding the meanings of terms occurring in documents.

The first purpose is useful for the user interface (e.g., for transforming a user’s
query to a formal query) and for integrating modules implemented by different
partners of the SYNAT project. Ontologies in OWL or similar languages can be
used for this purpose.

The second purpose is useful for:

– matching or measuring similarity between:
• term – concept – document
• concept – document
• document – concept – document

– answering queries
– the user interface (for navigation and improving queries).

The second purpose seems more important (or at least harder to be fulfilled)
than the first one. In our opinion, ontologies in OWL are not suitable for the
second purpose due to the following reasons:

– Most documents of the SONCA system (like publications and webpages)
are unstructured or semi-structured. They are PDF files, (OCR’ed) texts,
HTML or XML documents, but not OWL-based documents.

– Reasoning in OWL DL has a very high complexity.
– The knowledge base of a very large system like SONCA may be inconsis-

tent. Despite that paraconsistent reasoning has been studied for DLs (e.g.,
in [41,34]), the techniques may be not advanced enough.

For these reasons, we propose to use a thesaurus extended with fuzzy relation-
ships between the concepts to “understand” the meanings of terms occurring in
documents. We call that thesaurus the main ontology of SONCA. It may consist
of several subontologies. We can construct it from sources like DBpedia [16],
WordNet [17] and plWordNet [18]. In this paper we address the construction of
this main ontology and its use for query answering. We omit ontologies in OWL,
which does not mean they are not useful for SONCA and SYNAT.

1.3 The Contributions and the Structure of This Work

In this paper we provide an abstract model for the SONCA system, an instan-
tiation of that model, some ideas for the user interface of SONCA as well as
proposals for increasing efficiency of the query answering process.

The abstract model includes notions and requirements of:

– the collection of terms
– the main ontology
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– three abstract document-representations
– abstract queries (together with their meanings).

The second document representation extends the first one with information
about terms occurring in the document, and the third document representation
extends the second one with ObjectRank and RelatedConcepts of the document.

Our instantiation of that abstract model provides definitions and detailed
descriptions for the model, including:

– a function computing concepts similar to a given concept
– a method of computing ObjectRank of an object
– a function computing RelatedConcepts of an object
– several functions measuring similarity between terms, concepts and objects.

The rest of this paper is structured as follows. In Section 2 we present our
abstract model of SONCA. In Section 3 we present our instantiation of that
model. Section 4 is devoted to the user interface of SONCA. Section 5 contains
our proposals for increasing efficiency of the query answering process. Section 6
contains some concluding remarks. Appendix A is devoted to DBpedia and its
use for the SONCA system.

2 An Abstract Model for SONCA

2.1 Terms, Concepts and Ontologies

A term is a string representing a word or a phrase of a few words, which has
been normalized using some algorithm (e.g., a stemming algorithm). The maxi-
mal number of words in a term is parameterized by MaxTermLength and chosen
appropriately. The importance of a term ti in a text dj (which can be an ele-
ment of a document) is usually measured by tf-idf i,j (term frequency - inverse
document frequency), which is defined as tf i,j × idf i, where tf i,j stands for the
frequency of ti in dj , and idf i stands for the general importance of term ti in
the set of all documents of the system. There are different possible definitions of
tf i,j and idf i [19].

The system contains information about important terms, which is a collection
TERMS of pairs (ti, idf i). Only terms ti with high enough idf i will be stored in
this collection. The threshold for idf is parameterized by MinIdf and chosen
appropriately.

Consider, for example, the text “information and decision systems”. As terms
in this text one can consider “information”,“and”, “decision”, “system”, “decision
system”, “information and decision”, “information and decision system”. Notice
that we exclude the phrases “information and”, “and decision”, “and decision
systems”. Among the listed terms, “and” probably has very low idf value and is
not stored.

The system implements a function Terms(dj , h) that, for a given text dj and
a tf-idf threshold h, returns information about the most important terms ti
occurring in dj in the form of a collection of pairs (ti, tf i,j) with tf-idf i,j ≥ h.
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The system also implements a function Simst(s, t), which measures the simi-
larity between a string and a term.

A concept is understood here as a meaning, which is specified, amongst others,
by an ID and a list of pairs (label, weight), where label is a term and weight is a
real number in (0, 1] representing the accuracy that the term has that meaning.

The system implements a function Simtc(t, c), which measures the similarity
between a term t and a concept (with ID) c, i.e., the accuracy that the term t
has the meaning c.

An ontology is a compact data structure containing information about con-
cepts and the relationships between them. For a given ontology, the system
implements a function SimilarConcepts(c, n, s), where c is a concept (ID), n is
a natural number and s is a real number in (0, 1]. This function returns a list
of no more than n pairs (ci, si) such that c1, c2, . . . are the concepts of the on-
tology most similar to c and si ≥ s is the similarity between c and ci. (This
similarity measure between concepts need not be a commutative operator.) The
system also implements a function PossibleConcepts(t) which returns the set of
concepts which may correspond to the term t.

2.2 Abstract Document-Representations

The database of SONCA contains a set of objects, which may be publications,
authors, institutions, etc. Each object is represented as a tree-like document (like
an XML document). The original form of a publication may be an image. How-
ever, in the current paper we assume that such a document has been OCR’ed and
we have its text-based representation, possibly with references to images repre-
senting the whole paper and its figures. Images are not treated as documents;
they are stored in a specific way and only used for visualization in user inter-
faces, but not for the search process. Using the terminology of XML, an object
is an element; each complex element has a name, possibly some attributes, and
contents, which are simple values (e.g., texts, numbers, references) or complex
elements; each attribute has a name and a simple value. Elements and attributes
of XML are similar, but with the differences that, values of attributes are simple
(i.e. without structure), attributes are functional, and the order of attributes are
inessential, while the order of elements is essential.

In the current paper, we use the term “attribute” to refer to both “attribute”
and“element”as the ones of XML. When necessary we use adjectives like simple,
complex, functional to describe attributes. In our settings, the order of attributes
with the same name in a given scope is essential. Documents and attributes have
types, which are simple or complex. A value of a simple type is either a literal
(e.g., a number, a date, a reference, or a short text) or a long text.

We give below an exemplary document, which consists of pairs of the form
(an attribute name: a value or a list of values), where values may be complex
structures:

ID: 1024

Type: 1
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Title: "Rudiments of rough sets"

AuthorID: 1121, 1432

JournalID: 2124

Volume: 177

Number: 1

Year: 2007

Pages: "3-27"

Abstract: ...

Keyword: "vague concepts", "information and decision systems", ...

Section:

(Section 1):

Title: "Introduction"

Text: ...

Citation:

(Citation 1):

Reference: 3243, 3324, 4532

Text: ...

...

...

...

We distinguish external objects as the ones with ID (like publications and au-
thors) from internal objects that do not have ID (like sections in a paper). By a
document, in a narrower sense, we mean a publication, but in a broader sense,
we mean any external object.

By ADR1 we call the above discussed abstract representation of documents.
By ADR2 we call the representation that extends ADR1 with information

about the most important terms occurring in a document. In particular, in
ADR2 each simple attribute of a document whose value is a text dj will be
stored together with Terms(dj , h), where the tf-idf threshold h is parameterized
(h = MinTfIdf [full path of the attribute]) and chosen for each attribute in an
appropriate way. Furthermore, we assume that, for each document x in ADR2,
the set of all normalized words of text attributes of x, denoted by words(x),
and the set of all terms of text attributes of x, denoted by terms(x), are stored
together with x.

By ADR3 we call the representation that extends ADR2 for an external object
with information about ObjectRank and the most important concepts related
with that object. This representation is discussed below.

Some attributes link different external objects (e.g., authorship and refer-
ences). In this way, objects are connected and create a graph like a web.
ObjectRank serves the same role as PageRank (see, e.g., [20]).

In ADR3, each publication is stored with a list of pairs (c1, s1), . . . , (cn, sn),
where c1, . . . , cn is the list of the concepts most related to the topic of the
publication, and each si represents the similarity between ci and the topic,
in the scale (0, 1]. Only pairs (ci, si) with high enough si are stored. That
is, we take the pairs (ci, si) with si greater than or equal to a parameter
MinConSimForDoc. The number of such pairs is bounded by a limit param-
eterized by MaxConceptsForDoc, which is chosen appropriately.
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Similarly, other external objects like authors, journals or conferences are stored
with a list of the most important related concepts (representing the fields the
author works in or the fields the journal or conference involves).

We use RelatedConcepts as the attribute representing the list of the most
important related concepts of a given document in ADR3.

Documents are added to the system at some stage in ADR1. They are then ex-
tended to ADR2, and after that to ADR3, possibly in a few stages (for improving
the quality of the additional information).

2.3 Abstract Queries

In this subsection we define a general form for queries in SONCA. Such a form
is not provided by the user, but by the user interface module. It is a form which
requires preprocessing before the query is passed to the search module.

We assume that the system implements the following functions:

– Simsyn
so (x, y) is a function that maps a pair consisting of a phrase (string)

x and an external object (e.g., a publication) y to a real number in [0, 1]
representing the syntactic similarity between x and y.

– Simsem
so (x, y) (resp. Simco(x, y) or Simoo(x, y)) is a function that maps a

pair consisting of a phrase (resp. a concept or an external object3) x and an
external object (e.g., a publication) y to a real number in [0, 1] representing
the semantic similarity between x and y.

Simple attributes whose values are expected to be long texts (e.g., the text of
a section) are called long-text attributes. The part of the database of SONCA
without values of long-text attributes is called the metadata of the system.

A general query is a tuple

Φ = (ΦMetadata , ΦSynPhrases , ΦSemPhrases , ΦConcepts , ΦSimObjects , Φweighting )

where

– ΦMetadata is a logical formula over the metadata of the system, with only one
free variable standing for the queried object; the formula can be an SQL-like
query, a first-order logic formula, a fixpoint formula, a rule-based query (e.g.,
a Datalog or stratified Datalog¬ query), a description-logic-like query, etc

– ΦSynPhrases is
• either a set of weighted phrases, i.e., a set of pairs (si, wi), where each si

is a string and the corresponding wi is a weight for si (the phrases from
ΦSynPhrases are syntactically matched with queried objects)

• or a Boolean combination using ∧ and ∨ of fuzzy expressions of the form
Simsyn

so (si, x) with the same variable x, where each si is a phrase and x
stands for the queried object; in this case, ΦSynPhrases is a fuzzy function
with argument x

3 e.g., a publication or an author.
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– ΦSemPhrases can be described similarly as for ΦSynPhrases except that the word
“syntactically” is replaced by “semantically”and Simsyn

so (si, x) is replaced by
Simsem

so (si, x)
– ΦConcepts is

• either a set of weighted concepts (used to matching with queried objects)
• or a Boolean combination using ∧ and ∨ of fuzzy expressions of the form

Simco(ci, x) with the same variable x, where each ci is a concept and x
stands for the queried object; in this case, ΦConcepts is a fuzzy function
with argument x

– ΦSimObjects is
• either a set of weighted objects (used to “semantically” matching with

queried objects w.r.t. similarity of topics/fields)
• or a Boolean combination using ∧ and ∨ of fuzzy expressions of the form

Simoo(oi, x) with the same variable x, where each oi is an external object
and x stands for the queried object; in this case, ΦSimObjects is a fuzzy
function with argument x

– Φweighting is a (monotonic) function from [0, 1]4 × R to R.

Notice that the given form of queries enables combination of searching based on
metadata, searching based on syntactic keywords and “semantic” searching.

The user interface module may interact with the user to improve the query by
eliminating ΦSemPhrases , ΦSimObjects and modifying ΦConcepts . It is more likely
that the user will give a list of phrases (resp. concepts, objects) instead of a set
of weighted phrases (resp. concepts, objects). In that case, the system uses an
appropriate conversion method. (Note that the first element in a list usually has
a greater weight than the others.)

The result of a query Φ is specified as follows:

– Assume an appropriate definition for the fuzzy Boolean operators ∧ and ∨.
For example, (x ∧ y) = (x.y) and (x ∨ y) = (x + y − x.y). An alternative
definition is (x ∧ y) = min(x, y) and (x ∨ y) = max(x, y).

– Let X be the set of all external objects x (with an appropriate type) of the
system such that ΦMetadata(x) holds.

– For ΦSynPhrases = {(s1, w1), . . . , (sn, wn)} and x ∈ X , define the matching
score of ΦSynPhrases for x as follows:

mssyn
s (ΦSynPhrases , x) =

Σn
i=1(wi × Simsyn

so (si, x))
Σn

i=1wi
.

– If ΦSynPhrases is a fuzzy function then define

mssyn
s (ΦSynPhrases , x) = ΦSynPhrases (x)

– For ΦSemPhrases = {(s1, w1), . . . , (sn, wn)} and x ∈ X , define the matching
score of ΦSemPhrases for x as follows:

mssem
s (ΦSemPhrases , x) =

Σn
i=1(wi × Simsem

so (si, x))
Σn

i=1wi
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– If ΦSemPhrases is a fuzzy function then define

mssem
s (ΦSemPhrases , x) = ΦSemPhrases(x)

– For ΦConcepts = {(c1, w1), . . . , (cn, wn)} and x ∈ X , define the matching
score of ΦConcepts for x as follows:

msc(ΦConcepts , x) =
Σn

i=1(wi × Simco(ci, x))
Σn

i=1wi

– If ΦConcepts is a fuzzy function then define

msc(ΦConcepts , x) = ΦConcepts(x)

– For ΦSimObjects = {(o1, w1), . . . , (on, wn)} and x ∈ X , define the matching
score of ΦSimObjects for x as follows:

mso(ΦSimObjects , x) =
Σn

i=1(wi × Simoo(oi, x))
Σn

i=1wi

– If ΦSimObjects is a fuzzy function then define

mso(ΦSimObjects , x) = ΦSimObjects(x)

– For x ∈ X , define the matching score of Φ for x as follows:

ms(Φ, x) = Φweighting (y1, y2, y3, y4, y5)

where

y1 = mssyn
s (ΦSynPhrases , x)

y2 = mssem
s (ΦSemPhrases , x)

y3 = msc(ΦConcepts , x)
y4 = mso(ΦSimObjects , x)
y5 = ObjectRank(x)

– The result of the query Φ is the set of objects x ∈ X that have the highest
scores ms(Φ, x). The maximal number of objects to return is parameterized
by MaxResults.

2.4 Summary

The proposed abstract model for SONCA depends on:

– computing a collection of terms (TERMS) and defining a function
Terms(d, h), where d is a text and h is a tf-idf threshold

– using a general-purpose ontology with the following functions:
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• PossibleConcepts(t), where t is a term
• Simtc(x, y), where x is a term and y is a concept
• SimilarConcepts(c, n, s), where c is a concept, n is the maximal number

of returned concepts which are similar to c, and s is a threshold for
similarity

– using the abstract document-representation ADR3 (in particular, computing
and using ObjectRank and RelatedConcepts of objects)

– defining and implementing the following similarity functions:
• Simst(x, y), where x is a string and y is a term
• Simsyn

so (x, y), where x is a string and y is an object (a document)
• Simsem

so (x, y), where x is a string and y is an object (a document)
• Simco(x, y), where x is a concept and y is an object (a document)
• Simoo(x, y), where x and y are objects (documents)

– using appropriate values for the parameters MaxTermLength, MinIdf ,
MinTfIdf [ ], MaxConceptsForDoc, MinConSimForDoc, MaxResults

– using an appropriate definition for the fuzzy Boolean operators ∧ and ∨.

Function Simsem
so may be defined by using Terms , PossibleConcepts , Simst,

Simtc, SimilarConcepts and the attributes RelatedConcepts of objects. Func-
tions Simco and Simoo may be defined by using function SimilarConcepts and
the attributes RelatedConcepts of objects.

3 An Instantiation of the Abstract Model

In this section, we describe how the abstract model presented in the previous
section can be implemented. There are other possible realizations of that ab-
stract model, and what proposed in this section also allows different ways of
implementation.

3.1 Collection TERMS and Involved Functions

Collection TERMS can be constructed either by extracting terms from the
database of SONCA or by importing terms from existing datasets. Consider
the first case. Assume that most documents have been stored in the SONCA
system using ADR1 representation. For each text d occurring in the system,
every phrase of d consisting of no more than MaxTermLength words is checked
and, if it is acceptable as a term, will be normalized and added to the collection
TERMS. For example, a phrase like “and decision” is not accepted as a term, and
a phrase “decision systems” can be normalized to “decision system”. At the end,
the measure idf i of each element ti of TERMS will be computed; if idf i > MinIdf
then idf i will be stored together with ti in TERMS, else the term ti is deleted
from TERMS. After that we assume that idf values of elements of TERMS are
rescaled to fit into the interval (0, 1]. For the case TERMS is constructed by
importing terms from existing datasets, the parameters MaxTermLength and
MinIdf are also used in an appropriate way, and rescaling to the interval (0, 1]
is also performed.
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Function Terms(d, h), where d is a text and h is a tf-idf threshold, may be
defined as follows:

– initialize rs to an empty list
– for every phrase t of d consisting of no more than MaxTermLength words

• let t′ be the normalized form of t
• if t′ occurs in TERMS then

∗ let x be the tf measure of t in d
∗ let y be the idf measure of t in TERMS
∗ if x.y ≥ h then add the pair (t, x) to rs

– sort rs decreasingly w.r.t. the second coordinates of the pairs
– return rs .

Having collection TERMS and function Terms(d, h) defined, documents repre-
sented in ADR1 can be enriched to ADR2 in the usual way.

Function Simst(x, y) for a string x and a term y from TERMS may be defined
as follows, where SimST1 and SimST2 are parameters of SONCA with values
in (0, 1]:

– if the normalized form of x is equal to y then return 1
– let sx be the set of normalized forms of words occurring in x
– let sy be the set of normalized forms of words occurring in y
– if sx = sy then return SimST1 else s := sx ∩ sy

– if s = sx then a := 1 else a := SimST2
– if s = sy then b := 1 else

• let b0 be the maximal idf measure of a word from s w.r.t. TERMS
• let b1 be the idf measure of y w.r.t. TERMS
• b := (b0/b1)× (|s|/|sy|) (one can modify this formula somehow, e.g., by

applying sqrt to the whole formula or a part of it)
– if the words of s occur in x in the same order as in y (ignoring the differences

caused by normalization) then c := 1 else c := SimST1
– return a × b × c.

3.2 The Main Ontology and Involved Functions

The SONCA system may use a number of ontologies, but they are combined
into one, which is called the main ontology of SONCA. This ontology contains
information about concepts and relationships between them.

A concept is specified by the concept ID, the ID of the component ontology (if
necessary), and a list of pairs (label, weight) called the list of labels of the concept,
where label is a term and weight is a real number in (0, 1] representing the
accuracy that the term has the concept’s meaning. In the case information about
the weight is not available, we assume that it is equal to 1. Information about
concepts may be stored in a few tables (e.g., component ontologies, concepts,
labels of concepts). IDs of concepts are unique. For convenience, sometimes we
just write “concept” to mean “concept-ID”.
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We index essential words occurring in labels of concepts by using a table
WORD-CONC consisting of pairs (word, concept-ID) together with an index on
the attribute “word”. For each word w occurring in label l of a concept c : let w′

be the normalized form of w; if w′ occurs in TERMS then add the pair (w, c) to
that table.

We use a table CONC-CONC to store relationships between concepts. It con-
sists of tuples of the form (ID1, ID2, type, similarity), where ID1 and ID2 are
IDs of two concepts, type is the type of the relationship, and similarity is a real
number in (0, 1) representing the degree that the first concept is similar to the
second concept. In the case information about the similarity is not available, it
will be computed from the type, according to some strategy based on parame-
ters. For example, the type “is a subconcept of” (e.g., Man is a subconcept of
Human) may have similarity = 0.8, while the type “is a superconcept of” may
have similarity = 0.4 (notice the asymmetry).

The main ontology of SONCA can be constructed from DBpedia, in particular,
from the datasets “Articles Categories”, “Categories (Skos)”, “Links to YAGO2”
and “Word Net Classes”. See the appendix for more details.

Function PossibleConcepts (t), which returns the set of concepts which may
correspond to the term t, can be defined as follows:

– if the dataset “Disambiguation Links” of DBpedia can be used to determine
the concepts corresponding to t then use it and return the result

– rs := ∅
– add to rs all concepts that have t as a label
– for each word w occurring in t:

• let w′ be the normalized form of w
• for each pair (w′, c) occurring in WORD-CONC, add c to rs

– return rs .

Function Simtc(x, y), where x is a term and y is a concept, may be defined as
follows:

– let the list of labels of y be (l1, w1) . . . (lk, wk)
– let t-conormtc be the t-conorm used for Simtc (e.g., ⊥max or ⊥sum)4

– return t-conormtc{Simst(x, li) × wi | 1 ≤ i ≤ k}.
Function SimilarConcepts(c, n, s), where c is a concept, n is the maximal number
of expected concepts similar to c, and s is a threshold for similarity, may be
defined as shown on page 22.

3.3 Computing ObjectRank and RelatedConcepts of Objects

Recall that ObjectRank and RelatedConcepts of objects are information to be
added to ADR2 to obtain ADR3. To compute ObjectRank values of publications,
authors and institutions we create a graph consisting of those objects as vertices,
with edges specified as follows:
4 ⊥max(a, b) = max(a, b) and ⊥sum(a, b) = a + b − a.b, for a, b ∈ [0, 1].
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Function. SimilarConcepts(c, n, s)
let t-conorm-SimCon be the t-conorm used for SimilarConcepts ;
rs := {(c, 1)}, min := 1, count := 1, limit := s, used := ∅;
while (rs \ used) �= ∅ do

let (c1, w1) be a pair from rs \ used with the largest w1;
add (c1, w1) to used;
foreach tuple (c1, c2, , w2) in table CONC-CONC do

w′
2 := w1 × w2;

if w′
2 ≥ limit and (count < n or w′

2 > min) then
if there exists (c2, w

′′
2 ) ∈ rs then

replace (c2, w
′′
2 ) in rs by (c2, t-conorm-SimCon(w′

2, w
′′
2 ))

else if count < n then
add (c2, w

′
2) to rs and increase count by 1

else
find a pair (c3, min) ∈ rs;
replace (c3, min) in rs by (c2, w

′
2)

update the variable min to min{w | ( , w) ∈ rs};
if count = n then limit := min

return rs

– for each publication x :
• for each publication x′ cited by x, add the edge (x, x′) to the graph
• for each author y of x, add the edges (x, y) and (y, x) to the graph
• for each institution z declared in x as an affiliation of an author of x,

add the edge (x, z) to the graph
– for each author y and each current institution z of y, add the edges (y, z)

and (z, y) to the graph.

Having that graph constructed, ObjectRank values of the objects can be com-
puted as PageRank values of Web pages, treating edges of the graph as links be-
tween Web pages. Some modifications can be investigated, e.g., assigning weights
to the edges, starting with different ObjectRank values for different objects, or
adding other kinds of edge/vertex to the graph.

Values RelatedConcepts of objects can be computed in the following order:

1. values RelatedConcepts of journals and conferences
2. preliminary values RelatedConcepts of publications, computed without using

citations and information about authors
3. preliminary values RelatedConcepts of authors
4. refined values RelatedConcepts of publications and authors.

Consider computing RelatedConcepts for a journal/conference x which is de-
scribed by a list of topics (t1, . . . , tk), where each ti is a term (already nor-
malized). When such a description is not available, use the name of x as
a “topic”. It can be assumed that each ti corresponds to a concept, or at
most two concepts. Here, we can ignore the limits MinConSimForDoc and
MaxConceptsForDoc. RelatedConcepts of x may be computed as follows, where
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ParamRC1 , ParamRC2 , ParamRC3 are parameters (e.g., with values 100, 0.4,
0.8, respectively):

– rs := ∅
– for each 1 ≤ i ≤ k :

• choose yi ∈ PossibleConcepts(ti) with a maximal value Simtc(ti, yi)
• add the pair (yi,Simtc(ti, yi)) to rs

– for each 1 ≤ i ≤ k :
• let C := {c | (c, ) ∈ SimilarConcepts(yi,ParamRC1 ,ParamRC2 )}
• choose zi ∈ PossibleConcepts(ti) \ C with a maximal value Simtc(ti, zi)
• if Simtc(ti, zi) ≥ Simtc(ti, yi) × ParamRC3 ) or

(Simtc(ti, zi) ≥ Simtc(ti, yi) × ParamRC2 and zi is “supported” by rs)
then add the pair (zi,Simtc(ti, zi)) to rs

– return rs .

Recall that a publication in ADR1 form has a tree-like structure, where each leaf
can be specified as a pair (a, d) with a being the sequence of component attributes
forming the path from the root to the leaf and d being the value of the leaf (i.e., the
value of the last attribute in the sequence). One can treat a as a complex attribute.
Let WeightForRC [a] be a parameter standing for the weight of a for computing
values RelatedConcepts of publications. Different complex concepts may have dif-
ferent weights. For example, an explicit keyword or a term in the title should have
a higher weight than a term occurring in the text of a section.

Let x be a publication in ADR2 form. A preliminary value RelatedConcepts
for x can be computed by function RelatedConceptsOfPub(x) given on page 24,
where UsingSupportsForRC is a Boolean parameter, ParamRC4 is a parame-
ter of type natural number, ParamRC5 and ParamRC6 are parameters with
values in (0, 1]. Exemplary values for these parameters are ParamRC4 = 100,
ParamRC5 = 0.1 and ParamRC6 = 0.6. A term t in a text d of a complex
attribute a may corresponds to a concept c. If w1 is the tf-idf measure of t in
d w.r.t. TERMS, w2 = Simtc(t, c) and w3 is the weight of a, then the weight of
c for x is increased by w1 × w2 × w3. The function RelatedConceptsOfPub
accumulates weights for each possible related concept. In the case the flag
UsingSupportsForRC is set on, “support” for each related concept c is computed,
based on its similarity to the other related concepts, and is used to modify the
weight of c. After that, concepts with too small weights are eliminated, and
weights of the remaining concepts are rescaled to fit into the interval (0, 1].

In the case values of WeightForRC [ ] are normalized to the interval (0, 1],
one can use a t-conorm denoted by t-conorm-RCP to modify function
RelatedConceptsOfPub as follows (which may result in a worse function):

– replace w′ + WeightForRC [ai] × w in line 2 by

t-conorm-RCP (w′,WeightForRC [ai] × w)

– replace w′ + w′′ in line 2 by t-conorm-RCP (w′, w′′)
– delete line 2 (i.e., rescaling is not needed anymore).
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Function. RelatedConceptsOfPub(x)
Input: a publication x in ADR2 form (specified as a document ID).
Output: a set of weighted concepts which are the most related to the topic of x.

let all the text leaves of the tree-representation of x be (a1, d1), . . . , (an, dn), not1

counting the terms used for extending ADR1 to ADR2;
rs := ∅;2

foreach 1 ≤ i ≤ n do3

rsi := ∅;4

let (t1, w1), . . . , (tk, wk) be the list of pairs (term, frequency) associated with5

di in the ADR2 of x;
foreach 1 ≤ j ≤ k do6

foreach c ∈ PossibleConcepts(tj) do7

add the pair (c, wj × idf (tj) × Simtc(tj , c)) to rsi8

delete from rsi pairs (c, w) with “too low” w;9

foreach (c, w) ∈ rsi do10

if there exists (c, w′) ∈ rs then11

replace (c, w′) in rs by (c, w′ + WeightForRC [ai] × w)12

else add the pair (c,WeightForRC [ai] × w) to rs13

delete from rs pairs (c, w) with “too low” w;14

if UsingSupportsForRC then15

supports := rs ;16

foreach (c, w) ∈ rs do17

foreach (c′, w′) ∈ SimilarConcepts(c, ParamRC4 , ParamRC5 ) do18

if there exists (c′, w′′) ∈ supports then19

replace (c′, w′′) in supports by (c′, w′ + w′′)20

foreach (c, w′) ∈ supports do21

let w be the value such that (c, w) ∈ rs ;22

replace (c, w) in rs by (c, w × ParamRC6 + w′ × (1 − ParamRC6 ))23

keep in rs only MaxConceptsForDoc pairs (c, w) with the highest w;24

rescale values of the second components of pairs from rs to the interval (0, 1] in25

an appropriate way (to reflect similarities of the corresponding concepts to the
topic of the publication x);
delete from rs pairs (c, w) with w < MinConSimForDoc;26

return rs27

Having preliminary values RelatedConcepts of publications computed, prelim-
inary values RelatedConcepts of authors representing their research areas can
be computed next. We can assume that the topics of publications of an au-
thor x are more concrete than the main research areas of x. A prelimi-
nary value RelatedConcepts for an author x can be computed by function
ResearchAreasOfAuthor(x) given on page 25, where ParamRC7 is a parameter
of type natural number and ParamRC8 is a parameter with value in (0, 1]. Exem-
plary values for these parameters are ParamRC7 = 100 and ParamRC8 = 0.4.
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Function. ResearchAreasOfAuthor(x)
let y1, . . . , yn be the publications of x, already in ADR3 form;1

rs := ∅;2

foreach 1 ≤ i ≤ n do3

foreach (c, w) ∈ RelatedConcepts(yi) do4

foreach (c′, w′) ∈ SimilarConcepts(c, ParamRC7 , ParamRC8 ) do5

if there exists (c′, w′′) ∈ rs then6

replace (c′, w′′) in rs by (c′, w′′ + w × w′)7

else add (c′, w × w′) to rs8

keep in rs only MaxConceptsForDoc pairs (c, w) with the highest w;9

rescale values of the second components of pairs from rs to the interval (0, 1] in10

an appropriate way (to reflect similarities of the corresponding concepts to the
research areas of the author x);
delete from rs pairs (c, w) with w < MinConSimForDoc;11

return rs12

Function. Simsyn
so (x, y)

Input: a string x and an object y.
Output: a value in [0, 1] representing similarity between x and y.

let the set of normalized words of x be {u1, . . . , um};1

sum := 0, sum2 := 0;2

foreach 1 ≤ i ≤ m do3

sum := sum + idf (ui);4

if ui ∈ words(y) then sum2 := sum2 + idf (ui)5

let the set of terms of x be {t1, . . . , tn};6

sum ′ := 0, sum ′
2 := 0;7

foreach 1 ≤ i ≤ n do8

sum ′ := sum ′ + idf (ti);9

if ti ∈ terms(y) then sum ′
2 := sum ′

2 + idf (ti)10

return (sum2/sum) × ParamSim1 + (sum ′
2/sum

′) × (1 − ParamSim1 )11

One can also use a t-conorm denoted by t-conorm-RCA to modify function
ResearchAreasOfAuthor as follows (which may result in a worse function):

– replace w′′ + w × w′ in line 3 by t-conorm-RCA(w′′, w × w′)
– delete line 3 (i.e., rescaling is not needed anymore).

In the next stage, values RelatedConcepts of publications can be refined by taking
into account also preliminary values RelatedConcepts of the cited papers and
the authors. After that, values RelatedConcepts of authors can also be refined
by taking into account also refined values RelatedConcepts of their publications.
We do not go into details, but want to emphasize that weights of topics of cited
papers should be small enough unless it is known which cited papers are most
related to the considered publication.
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3.4 Computing Other Similarity Functions

Function Simsyn
so (x, y), where x is a string and y is an object, may be defined as

shown on page 25, where parameter ParamSim1 has a value in (0, 1], e.g., 0.7.

Function. Simsem
so (x, y)

Input: a string x and an object y.
Output: a value in [0, 1] representing similarity between x and y.

let t-conorm-Simsem
so be the t-conorm used for Simsem

so ;
rs := 0;
let Terms(x,ParamSim2 ) = ((t1, w1), . . . , (tn, wn));
foreach 1 ≤ i ≤ n do

foreach c ∈ PossibleConcepts(ti) do
foreach (c′, w) ∈ SimilarConcepts(c,ParamSim3 ,ParamSim4 ) do

if there exists (c′, w′) ∈ RelatedConcepts(y) then
rs := t-conorm-Simsem

so (rs ,Simst(x, ti) × Simtc(ti, c) × w × w′)

return rs

Function. Simco(x, y)
Input: a concept x and an object y.
Output: a value in [0, 1] representing similarity between x and y.

let t-conorm-Simco be the t-conorm used for Simco;
rs := 0;
foreach (c, w) ∈ SimilarConcepts(x,ParamSim3 ,ParamSim4 ) do

if there exists (c, w′) ∈ RelatedConcepts(y) then
rs := t-conorm-Simco(rs, w × w′)

return rs

Function. Simoo(x, y)
Input: objects x and y.
Output: a value in [0, 1] representing similarity of y to x.

let t-conorm-Simoo be the t-conorm used for Simoo;
concepts := ∅;
foreach (c, w) ∈ RelatedConcepts(x) do

foreach (c′, w′) ∈ SimilarConcepts(c,ParamSim3 ,ParamSim4 ) do
if there exists (c′, w′′) ∈ concepts then

replace (c′, w′′) in concepts by (c′, t-conorm-Simoo(w
′′, w × w′))

else add (c′, w × w′) to concepts

sum := 0, sum2 := 0;
foreach (c, w) ∈ concepts do

sum := sum + w;
if there exists (c, w′) ∈ RelatedConcepts(y) then

sum2 := sum2 + min(w, w′)

return sum2/sum
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Function Simsem
so (x, y), where x is a string and y is an object, may be defined as

shown on page 26, where parameter ParamSim2 is a tf-idf threshold, parameter
ParamSim3 is of type natural number, and parameter ParamSim4 has a value
in (0, 1]. Exemplary values for ParamSim3 and ParamSim4 are 100 and 0.4,
respectively.

Function Simco(x, y), where x is a concept and y is an object, may be defined
as shown on page 26.

Function Simoo(x, y), which measures similarity of an object y to an object
x, may be defined as shown on page 26. This function first extends the list of
weighted concepts related with x, and then checks similarity of y to that list of
concepts.

4 On the User Interface for SONCA

As mentioned before, the SONCA system enables combination of metadata-
based search, syntactic keyword-based search and semantic search. A simple
search may depend only on basic metadata. Most existing websites for searching
publications use such kind of search, including:

– SCOPUS Search [21]
– Advanced Search - Scirus
– Google Advanced Scholar Search
– CiteSeerX Advanced Search
– Advanced Product Search - Elsevier
– arXiv.org Search
– Biomedical Search [22].

Among the above websites the interface of “SCOPUS Search” seems most flex-
ible. It allows also “author search” and “affiliation search”. Note that syntactic
keyword-based search is used for the attribute “abstract” in some of the men-
tioned websites. The website “Google Advanced Scholar Search” puts more em-
phasis on syntactic keyword-based search, but still uses some metadata.

A simple user interface for SONCA may use fields for typing in:

– conditions on basic metadata
– a list or a Boolean expression of syntactic keywords
– a list or a Boolean expression of semantic keywords.

Basic metadata may include, e.g., the attributes used for “SCOPUS Search”.
We may allow also attributes like ObjectRank , the number of citations of a
publication, or the H-index of an author. Using the simple interface, the system
decides itself what weights to associate with the keywords, how to combine the
conditions on fuzzy matching, and how to weight the results.

An advanced user interface for SONCA should allow sophisticated ways for:

– specifying conditions on metadata
– providing a list of weighted syntactic keywords, possibly for some concrete

long-text attributes or for the whole queried document
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– specifying conditions on fuzzy matching using semantic keywords, concepts
and objects

– specifying a method for combining the conditions and weighting the results.

Consider the first item of the above list. Here are some proposals:

– We can define a user logical data model, based on the relational database
model of SONCA, by using appropriate views and hiding or blocking access
to certain information. We can then allow the user to write SQL-like queries
using that data model.

– Alternatively, we can allow the user to construct description-logic-like queries
by using concept names, role names and constructors from a certain list.

– We can allow the user to query an external system (e.g., DBpedia by using
SPARQL) and use the returned results in specifying a query to the SONCA
system. We can also allow using search results returned by SONCA to specify
another query to SONCA.

– We can allow the user to specify and use additional predicates by some recur-
sive rule language, e.g., semipositive Datalog¬ with the standard semantics.

The idea of querying an external system like DBpedia can also be adopted for
specifying keywords or concepts for a query to SONCA.

The part involving semantic search in a query may consist of three compo-
nents ΦSemPhrases , ΦConcepts and ΦSimObjects . By preprocessing the query and
interacting with the user, the interface module may convert that part to a list
or an expression of only weighted concepts.

The interface module may help the user in constructing or refining a query by
using the main ontology. The approach of the DOPE Browser [23] for navigating
and refining queries is interesting and can be adopted for the SONCA system.

5 On Efficient Computation

There are two kinds of computation: pre-computation, e.g., for computing
RelatedConcepts and ObjectRank of objects; and online computation, e.g., for an-
swering queries. Accuracy seems more important for pre-computation, while effi-
ciency seems more important for online computation. In this section, we present
some proposals for increasing efficiency of the query answering process.

Consider the case when the part involving semantic search of a query consists
of a set of weighted phrases, a set of weighted concepts, and a set of weighted
objects (used for checking similarity). That part can be converted to a set of
weighted concepts, e.g., by function ConvertSemSubquery given on page 29. The
conversion result can be presented to the user and improved by him/her.

Having a set of weighted concepts for matching with documents, we first
extend it by function ExtendConcepts given on page 29 and then match concepts
of the resulting set directly with the documents by function DirectSemMatching
given on page 30.

Our first proposal is to preprocess the part involving semantic search of a
query by using functions ConvertSemSubquery and ExtendConcepts (or similar
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Function. ConvertSemSubquery(ΦSemPhrases, ΦConcepts , ΦSimObjects)
Input: ΦSemPhrases = {(s1, u1), . . . , (sh, uh)}, ΦConcepts = {(c1, v1), . . . , (ck, vk)},

ΦSimObjects = {(o1, w1), . . . , (ol, wl)}, where each si is a string, each ci is
a concept, each oi is an object, and each ui (resp. vi, wi) is the weight
of si (resp. ci, oi).

Output: a set of weighted concepts.

let t-conorm-CSS be the t-conorm used for this function;1

concepts := {(c1, v1), . . . , (ck, vk)};2

foreach 1 ≤ i ≤ h do3

let Terms(si,ParamSim2 ) = ((t1, x1), . . . , (tn, xn)) and sum = Σn
i=1 xi;4

foreach 1 ≤ j ≤ n do5

foreach c ∈ PossibleConcepts(tj) do6

if there exists (c, v) ∈ concepts then7

replace (c, v) in concepts by8

(c, t-conorm-CSS(v, ui × (xj/sum)×Simst(si, tj)×Simtc(tj , c)))
else add (c, ui × (xj/sum) × Simst(si, tj) × Simtc(tj , c)) to concepts9

foreach 1 ≤ i ≤ l do10

let sum = Σ {v | there exists (c, v) ∈ RelatedConcepts(oi)};11

foreach (c, v) ∈ RelatedConcepts(oi) do12

if there exists (c, v′) ∈ concepts then13

replace (c, v′) in concepts by (c, t-conorm-CSS(v′, wi × v/sum))14

else add (c, wi × v/sum) to concepts15

return concepts16

Function. ExtendConcepts(concepts)
Input: a set concepts = {(c1, w1), . . . , (ck, wk)}, where each ci is a concept and

wi is the weight of ci.
Output: another set of weighted concepts.

let t-conorm-EC be the t-conorm used for this function;1

rs := ∅;2

foreach 1 ≤ i ≤ k do3

foreach (c, w) ∈ SimilarConcepts(ci,ParamSim3 ,ParamSim4 ) do4

if there exists (c, w′) ∈ rs then5

replace (c, w′) in rs by (c, t-conorm-EC (w′, wi × w))6

else add (c, wi × w) to rs7

return rs8

ones) and then apply function DirectSemMatching (or a similar one) to score
documents from a given set X w.r.t. that part of the query. This replaces the
functions mssem

s , msc, mso and requires a change for the function ms proposed
in Section 2.3. The point is that preprocessing the query does not depend on
documents and can be done efficiently, while direct matching can also be done
efficiently using set-oriented operations.
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Function. DirectSemMatching(concepts, X)
Input: a set concepts = {(c1, w1), . . . , (ck, wk)}, where each ci is a concept and

wi is the weight of ci; and a set X of objects
Output: a set of pairs (x,ms), where x ∈ X and ms is a matching score for x

w.r.t. concepts

rs := ∅;1

sum := w1 + . . . + wk;2

foreach x ∈ X do3

sum2 := 0;4

foreach 1 ≤ i ≤ k do5

if there exists (ci, w
′
i) ∈ RelatedConcepts(x) then6

sum2 := sum2 + min(wi, w
′
i)7

add (x, sum2/sum) to rs8

return rs9

Given a query Φ = (ΦMetadata , ΦSynPhrases , ΦSemPhrases , ΦConcepts ,
ΦSimObjects , Φweighting ), we can apply ΦMetadata first to restrict the set of pos-
sible results to a set X of objects. If the component ΦMetadata is empty or the
returned set X is still too big, it is desirable to restrict the set further before
scoring the objects using the other components of Φ. For this aim one can adopt
the restriction that each result of the search must be an object containing a term
specified by ΦSynPhrases . If the set is still too big, a further restriction may be the
assumption that each result of the search must be an object “related” to a con-
cept specified by ΦSemPhrases , ΦConcepts or ΦSimObjects (e.g., a concept specified
by ExtendConcepts(ConvertSemSubquery(ΦSemPhrases , ΦConcepts , ΦSimObjects)).

6 Conclusions

We have designed the SONCA system using the query-oriented approach. Our
design allows combination of metadata-based search, syntactic keyword-based
search and semantic search, and the use of ObjectRank . In our approach, se-
mantic search is based on measuring similarity between terms, concepts and
documents. Our proposals have carefully been chosen to guarantee practicabil-
ity of the system. However, implementation and evaluation were not undertaken,
and it is highly probable that the design, in particular, the detailed definitions
of functions, can be significantly improved.
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A Appendix: On DBpedia

DBpedia is a very useful source of structured information. It allows us to ask so-
phisticated queries against Wikipedia, and to link other data sets on the Web to
Wikipedia data. DBpedia can be used as a main ontological source for SONCA,
as it contains a large multi-domain ontology, links to Wikipedia pages and con-
nections to other information sources like WordNet.

The DBpedia data set describes more than 3.5 million “things” with over
half a billion “facts”. The current version DBpedia 3.6 is available for download
at http://wiki.dbpedia.org/Downloads36. The most important datasets for
SONCA are:

Articles Categories: links from resources to categories using the SKOS vo-
cabulary [24].

Categories (Skos): information about which concept is a category and how
categories are related using the SKOS Vocabulary.

Disambiguation Links
Links to YAGO2: YAGO type information for DBpedia resources and

the YAGO class hierarchy (the YAGO Classification is derived from the
Wikipedia category system using Word Net).

Word Net Classes: classification links to RDF representations of WordNet
classes.

The dataset Ontology Infobox Properties is one of the four high-quality
“mapping-based” datasets in the /ontology/ namespace of DBpedia, but we can
use it as an “external source”. Other useful datasets for SONCA are, for exam-
ple, Homepages, Persondata, External Links, Redirects, Links to DBLP, Links
to Cyc.

Information from datasets like Categories (Labels), Titles, Links to Wikipedia
Article can (probably) be computed from identifications of “things”.

The dataset DBpedia Ontology is too small and seems useless for SONCA.
For example, it does not contain words/concepts “Computer Science” (in any
combination of cases). Consequently, the dataset Ontology Infobox Types, which
contains triples of the form $object rdf:type $class (concept) is not useful for
SONCA either.

Here is some exemplary information from the preview of datasets:

– Articles Categories:
• <http://dbpedia.org/resource/Aristotle>
<http://purl.org/dc/terms/subject>
<http://dbpedia.org/resource/Category:Metaphysicians> .

• <http://dbpedia.org/resource/Aristotle>
<http://purl.org/dc/terms/subject>
<http://dbpedia.org/resource/Category:Humor_researchers> .

• <http://dbpedia.org/resource/Aristotle>
<http://purl.org/dc/terms/subject>
<http://dbpedia.org/resource/Category:History_of_science> .

http://wiki.dbpedia.org/Downloads36
<http://dbpedia.org/resource/Aristotle>
<http://purl.org/dc/terms/subject>
<http://dbpedia.org/resource/Category:Metaphysicians>
<http://dbpedia.org/resource/Aristotle>
<http://purl.org/dc/terms/subject>
<http://dbpedia.org/resource/Category:Humor_researchers>
<http://dbpedia.org/resource/Aristotle>
<http://purl.org/dc/terms/subject>
<http://dbpedia.org/resource/Category:History_of_science>
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• . . . (on “Aristotle”)
• We have a problem here. Namely, in DBpedia, “concept” means a con-

cept defined in the dataset DBpedia Ontology. As mentioned before, this
dataset is too small and rather useless for SONCA. Hence, we have to
take “categories” as concepts in a broader sense. But, “Aristotle” is not
an instance of “History of science”. An alternation is to use the YAGO
Classification.

– Categories (Skos):
• <http://dbpedia.org/resource/Category:Futurama>
<http://www.w3.org/2004/02/skos/core#broader>
<http://dbpedia.org/resource/
Category:Comic_science_fiction> .

• <http://dbpedia.org/resource/Category:Futurama>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>
<http://www.w3.org/2004/02/skos/core#Concept> .

• <http://dbpedia.org/resource/Category:World_War_II>
<http://www.w3.org/2004/02/skos/core#broader>
<http://dbpedia.org/resource/
Category:Wars_involving_Poland> .

– Disambiguation Links:
• <http://dbpedia.org/resource/Alien>
<http://dbpedia.org/ontology/wikiPageDisambiguates>
<http://dbpedia.org/resource/Alien_%28law%29> .

• <http://dbpedia.org/resource/Alien>
<http://dbpedia.org/ontology/wikiPageDisambiguates>
<http://dbpedia.org/resource/Alien_%28franchise%29> .

• <http://dbpedia.org/resource/Alien>
<http://dbpedia.org/ontology/wikiPageDisambiguates>
<http://dbpedia.org/resource/Alien_%28film%29> .

• Information of this kind is useful for tagging documents with concepts.
– Links to YAGO2:

• <http://dbpedia.org/resource/Aristotle>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>
<http://dbpedia.org/class/yago/AncientGreekPhilosophers> .

• <http://dbpedia.org/resource/Aristotle>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>
<http://dbpedia.org/class/yago/4th-centuryBCPhilosophers> .

• <http://dbpedia.org/resource/Aristotle>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>
<http://dbpedia.org/class/yago/HumorResearchers> .

• . . . (on “Aristotle”)
– Word Net Classes:

• <http://dbpedia.org/resource/%24_%28film%29>
<http://dbpedia.org/property/wordnet_type>
<http://www.w3.org/2006/03/wn/wn20/instances/
synset-movie-noun-1> .

<http://dbpedia.org/resource/Category:Futurama>
<http://www.w3.org/2004/02/skos/core#broader>
<http://dbpedia.org/resource/Category:Comic_science_fiction>
<http://dbpedia.org/resource/Category:Comic_science_fiction>
<http://dbpedia.org/resource/Category:Futurama>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>
<http://www.w3.org/2004/02/skos/core#Concept>
<http://dbpedia.org/resource/Category:World_War_II>
<http://www.w3.org/2004/02/skos/core#broader>
<http://dbpedia.org/resource/Category:Wars_involving_Poland>
<http://dbpedia.org/resource/Category:Wars_involving_Poland>
<http://dbpedia.org/resource/Alien>
<http://dbpedia.org/ontology/wikiPageDisambiguates>
<http://dbpedia.org/resource/Alien_%28law%29>
<http://dbpedia.org/resource/Alien>
<http://dbpedia.org/ontology/wikiPageDisambiguates>
<http://dbpedia.org/resource/Alien_%28franchise%29>
<http://dbpedia.org/resource/Alien>
<http://dbpedia.org/ontology/wikiPageDisambiguates>
<http://dbpedia.org/resource/Alien_%28film%29>
<http://dbpedia.org/resource/Aristotle>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>
<http://dbpedia.org/class/yago/AncientGreekPhilosophers>
<http://dbpedia.org/resource/Aristotle>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>
<http://dbpedia.org/class/yago/4th-centuryBCPhilosophers>
<http://dbpedia.org/resource/Aristotle>
<http://www.w3.org/1999/02/22-rdf-syntax-ns#type>
<http://dbpedia.org/class/yago/HumorResearchers>
<http://dbpedia.org/resource/%24_%28film%29>
<http://dbpedia.org/property/wordnet_type>
<http://www.w3.org/2006/03/wn/wn20/instances/synset-movie-noun-1>
<http://www.w3.org/2006/03/wn/wn20/instances/synset-movie-noun-1>
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• <http://dbpedia.org/resource/%26_%28song%29>
<http://dbpedia.org/property/wordnet_type>
<http://www.w3.org/2006/03/wn/wn20/instances/
synset-phonograph_record-noun-1> .

• <http://dbpedia.org/resource/%2703_Bonnie_%26_Clyde>
<http://dbpedia.org/property/wordnet_type>
<http://www.w3.org/2006/03/wn/wn20/instances/
synset-phonograph_record-noun-1> .

• The reason for using this dataset is that a keyword may belongs to
different concepts and WordNet contains information about “frequency
counts” that is useful for tagging documents with concepts.

Note that YAGO2 Class and DBpedia Category are different notions. The
dataset Links to YAGO2 provides classes together with a good relation “is-
instance-of” from objects (resources) to classes. As mentioned before, there is
no relation like “is-instance-of” from resources to categories. A similar relation
from resources to categories is called “subject”. For example, “Aristotle” has a
subject belonging to the category “History of science”.

There are the following semantic relations between categories
(skos:semanticRelation), given in a hierarchy:
– skos:related

• skos:relatedMatch
– skos:broaderTransitive

• skos:broader
∗ skos:broadMatch

– skos:narrowerTransitive
• skos:narrower

∗ skos:narrowMatch
– skos:mappingRelation

• skos:closeMatch
∗ skos:exactMatch

• skos:relatedMatch
• skos:broadMatch
• skos:narrowMatch

We can restrict to categories of DBpedia, without using Yago classes. With
this assumption, the most important notions and information from DBpedia for
SONCA are:
– resource (object) and the relationship resource-category (subject) from the

dataset Articles Categories
– the relationships category-category (skos:semanticRelation) from the dataset

Categories (Skos)
– information from the datasets Disambiguation Links and Word Net Classes

(used for choosing resources/categories and tagging documents with them)
– properties from the dataset Ontology Infobox Properties, which will be used

as an additional feature for query languages and user interfaces for SONCA
and are not required being stored in the database of SONCA.

Of course, other information from DBpedia (e.g., abstracts) are also useful for
SONCA to a certain extent.

<http://dbpedia.org/resource/%26_%28song%29>
<http://dbpedia.org/property/wordnet_type>
<http://www.w3.org/2006/03/wn/wn20/instances/synset-phonograph_record-noun-1>
<http://www.w3.org/2006/03/wn/wn20/instances/synset-phonograph_record-noun-1>
<http://dbpedia.org/resource/%2703_Bonnie_%26_Clyde>
<http://dbpedia.org/property/wordnet_type>
<http://www.w3.org/2006/03/wn/wn20/instances/synset-phonograph_record-noun-1>
<http://www.w3.org/2006/03/wn/wn20/instances/synset-phonograph_record-noun-1>


Retrieval and Management of Scientific Information
from Heterogeneous Sources�
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Abstract. The paper describes the process of automated retrieval and manage-
ment of scientific information from various sources including the Internet. Ap-
plication of semantic methods in different phases of the process is described.
The system envisaged in the project is a scientific digital library, with auto-
mated retrieval and hosting capabilities. An overall architecture for the system is
proposed.

1 Introduction

Rapid advancements in computing and networking technology, that took place during
the last two decades, transformed deaply the nature of scientific research worldwide.
Nowadays, it is difficult to even imagine conducting a successful research project –
both in humanities and in engineering – without exploiting vast knowledge resources
provided by the global Internet, and without using the same network to disseminate
research results.

The nature of contemporary Internet, used as a research tool, is however drastically
different from what was envisioned in the 90-ties. The Internet is just a haphazard col-
lection of non-coordinated knowledge sources. Most valuable repositories are not even
centrally controlled. It is sometimes very difficult to evaluate the quality of data con-
tained in non-professional sources, such as some Open Access journals [11]. The situa-
tion described above basically means that the concept of Semantic Web [9], promising
the coordinated global network of information, failed to materialize. One of the primary
reasons for this failure is the difficulty of creating and maintaining useful ontologies,
describing all aspects of the world, that would drive exchange of information in the
Semantic Web [6], and only such approach would fulfill the needs of a general purpose
semangic search engine. The main reason for this is a state of ontology engineering,
which is still mostly a manual process, very time-consuming, expensive and error prone.
While some automated, or at least semi-automated, ontology building methods that are
able to leverage the amount of information present in ever growing repositories of text
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mation”.
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data (e.g. obtainable via the Internet) have been created [4], their quality is still vastly
inadequate.

In this position paper we argue that building some dedicated ontologies, especially
as applied to scientific data and scientific communities, may improve the process of
data acquisition. We believe that using contemporary knowledge discovery and natural
language processing algorithms and methods, we can achieve much of the goals (as
seen from an end user perspective) of the Semantic Web vision, which does not seem to
be feasible as applied to the wole Internet. In particular, while it is not feasible to create
ontologies to manage whole scientific knowledge, we can create domain ontologies for
specific branches of science, which will significantly help in managing knowledge and
in gathering new information.

The paper extends [5] and describes the design principles of the PASSIM project. It
is a part of a broader strategic initiative of the Polish Ministry of Education and Scien-
tific Research called SYNAT, aimed at creation of universal, open communication and
hosting platform for scientific resources. Within PASSIM, led by Warsaw University of
Technology, an integrated knowledge base will be created, which will enable acquisi-
tion of data from heterogeneous and distributed sources, its safe storage and analysis.
On top of hosting capabilities, new services and applications will be built. The project
has started in 2010 and will last till the end of 2012. The initial phase of the project
has finnished with a analysis of application of Artifcial Intelligence methodologies in
the process of data acquisition. The current phase involves development of algorithms
supporting this process. Later on selected algorithms will be implemented and tested on
real data.

This paper is structured as follows. Section 2 describes challenges targeted by the
project and existing research results which can be used to solve them. In Section 3
requirements for the PASSIM project are listed. In Section 4 solutions for system im-
plementation are proposed. Finally, Section 5 summarizes the results.

2 Challenges and Existing Solutions

As mentioned in the introduction, one of the main challenges in PASSIM is automated
acquisition of knowledge from various structured and unstructured sources. Among
these sources the Internet will play a major role. Despite the overwhelming amount
of irrelevant and low quality data, there are several useful resources. This includes
researchers’ homepages and blogs, homepages of research and open source projects,
emerging open access journals, university tutorials, software and hardware documenta-
tion, conference and workshop information etc. Finding, evaluating and harvesting such
information is a complex task but nevertheless it has to be taken up in order to provide
PASSIM users with a wide range of up to date resources regarding science as well as
past and ongoing research activities.

Several approaches to harvesting information form the Internet have been proposed
in the past. The most popular approach nowadays is the use of general purpose search
engines. The improvement in the search quality caused that a vast majority of users
say the Internet is a good place to go for getting everyday information [8]. Sites like
Google.com, Yahoo.com, Ask.com provide tools for ad-hoc queries based on the key-
words and page rankings. This approach, while very helpful on the day to day basis, is
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not sufficient to search for large amounts of specialized information. General purpose
search engines harvest any type of information regardless of their relevance, which re-
duces efficiency and quality of the process. Another, even more important drawback
for scientists is that they constitute only a tiny fraction of the population generating
web traffic and really valuable pages constitute only a fraction of the entire web. Page
ranks built by general purpose solutions, suited for general public will not satisfy qual-
ity demands of a scientist. One can use Google Scholar, Citeseer or other sites to get
more science-oriented search solutions. Although this may work for scientific papers
and some other types of resources, still countless potentially valuable resources remain
difficult to discover.

Another approach to the problem is web harvesting, based on creating crawlers,
which search the Internet for pages related to a predefined subject. This part of in-
formation retrieval is done for us if we use search engines. However, if we want to have
some influence on the process and impose some constraints on the document selection
or the depth of the search, we have to perform the process by ourselves. A special case
of web harvesting is focused crawling. This method introduced by Chakrabarti et al. [3]
uses some labeled examples of relevant documents, which serve as a starting point in
the search for new resources.

The task of retrieving scientific information form the web has already been ap-
proached. In [10] it is proposed to use meta-search enhanced focused crawling, which
allows to overcome some of the problems of the local search algorithms, which can be
trapped in some sub-graph of the Internet.

The main motivation for the work envisaged in the PASSIM project is to create a
comprehensive solution for retrieval of scientific information from the heterogeneous
resources including the web. This complex task will involve incorporating several tech-
niques and approaches. Search engines can be used to find most popular resources with
high ranks, while focused crawling can be responsible for harvesting additional knowl-
edge in the relevant subjects. Additional techniques will have to be used to classify and
process discovered resources.

Since many users will use the system simultaneously, a distributed architecture will
be required. While this has several benefits regarding system performance, additional
measures have to taken in order to avoid overlap in the search process [2]. Various par-
allel techniques for searching the web have already been proposed [1]. In the PASSIM
project multi-agent paradigms will be used, which propose intelligent, autonomous and
proactive agents to solve tasks in a distributed environment.

3 Project Requirements

The system that is the subject of this paper would be a direct result of a distributed
research project, funded by the Polish Ministry of Higher Education. The project is
part of a larger effort aiming to improve the state of scientific research in Poland, and
also in Central and Eastern Europe. One of the main obstacles hindering the growth
of scientific research and perhaps even more importantly making the distribution of
research results more difficult than necessary is lack of information exchange systems
pertaining to these results. In short, the lack of standards and systems supporting storage
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of scientific oriented information caused large distribution of repositories, with most
of them created in unstructured formats. Even relatively easy to structure information
such as bibliographical data is not stored in an easy to process way. These problems are
common both for large universities and research institutes. As a result, the visibility of
Polish science in the Internet is very poor and particular centers of research are often not
aware of the work conducted by others. Obviously as a result scientific collaboration
between Polish institutions is relatively rarely implemented in practice. Much more
important effect is however a distorted view of Polish science, because the apparent
activity of local scientists is much lower than their real effort.

The system to be developed in the PASSIM project is thought to be a heterogeneous
repository of data from various structured and unstructured sources. Hosting capabil-
ities will be provided to address issues described above. This will be helpful espe-
cially with respect to low funded centers of research, which do not have capabilities to
set up extensive repositories. It is also required to acquire data from external sources.
This includes large repositories of scientific papers, information about researchers and
projects. In short, the project aims to create a backbone for scientific information stor-
age in Poland.

The envisaged system should also be able to retrieve potentially useful unstructured
information from the Internet. Blogs, forums, homepages, projects, conference calls,
science funding schemes etc. constitute a large fraction of available knowledge scat-
tered across the Web. Using such sources means that acquired data can contain missing
information, errors or overlaps. The system should be able to: identify duplicates, merge
partly overlapping objects, identify object versions, verify completeness of data objects
(e.g. bibliography items), identify key words and proper names etc. This process can
be greatly improved by relying on existing repositories (e.g. Geonames, LCSH, VIAF).
Also idetification of synonyms and homonyms should help with the disambiguation.
The same techniques should be applied to iterpret user queries, which is desribed later
in the paper.

It is required that the system will be able to perform search for new resources, es-
pecially in the areas heavily searched by the end users. The user should also be able to
query the system repository but also start an off-line search process in order to discover
resources according to specific requirements. Any new findings relevant to a particular
user profile should be reported. Once discovered, sources of data have to be monitored
in order to track any changes to their contents.

The data harvesting process will involve a feedback loop. A user will be able to
rate the relevance of the resources found. This information will be used to improve the
search process as well as classification of documents. Based on the feedback, a user
profile should be built, to personalize retrieval and presentation of information for a
particular scientist.

Information storage capabilities drafted above constitute, however, only a part of
the system’s capabilities. Apart from just being able to store results of research in the
form of publications and experimental data, the system should also support the research
process itself, by providing tools for rapid dissemination of partial research efforts, for
discovery of institutions or groups with similar research interests or even supporting
some computationally intensive applications on the system infrastructure itself. The
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system is not being designed as a computational grid, however the distributed nature of
storage subsystem means, that it can be also, for some specific use cases, utilized to per-
form some calculations (such as creating visualizations or statistical and/or knowledge
discovery computations).

In a sense, the system’s functionality in this context (i.e. not directly related to stor-
age and distribution of bibliographical data) will be similar to the functionality of a
social network system. Obviously calling such a system the scientific social network
(or even “Facebook for scientists”) might be an overstatement. However, the similari-
ties between Facebook and the system are also visible in a way in which its services
are exposed to external parties. The system is structured as a set of modules with well-
defined functionality and data types that can be interconnected by external institutions
by using public system APIs. In this way it is possible to extend the functionality of the
system – or rather build other, specialized research support tools basing on the system
infrastructure. Such tools could be both of commercial and open nature and possibly in
the long run a larger ecosystem of services, supporting the scientific community, could
be created.

4 Envisaged Solution

This section desribes the approach taken in order to reach the goals of the PASSIM
project. This includes overall system architecture, information retirieval techniques,
knowledge management and presentaion of data to the end users.

4.1 Architecture

The requirements described in the previous chapter indicate an explicit distributed na-
ture of the problems to be addressed. On the data acquisition side, the Internet is a
network of loosely connected sources, which can be processed more or less in parallel.
On the end user side, each one of them can generate concurrent requests for informa-
tion. At the same time these parallelisms do not forbid overlap or contradiction. All of
the above calls for a highly distributed architecture, with autonomy of its components,
yet efficient communication and synchronization of actions between them.

The envisaged approach is based on multi-agent paradigms, which introduce a con-
cept of an intelligent, autonomous and proactive agent. Various agent roles have been
identified while analyzing processes to be implemented in the system. An example pro-
cess of user query answering has been shown in Figure 1.

Personal agents will be responsible for interaction with end users. They will receive
queries, preprocess them, pass to the knowledge layer and present results returned from
the system. User feedback will also be collected here. Personal agents will store history
of user queries and maintain a profile of interests to improve results and proactively
inform the user about new relevant resources.

The main data acquisition process will be performed by specialized harvesting
agents. Their task will be twofold. Firstly, they will perform a continuous search for new
relevant resources. Secondly, they will perform special searches for specific queries or
groups of queries. The main task of harvesting agents will be to manage a group of web
crawlers to perform the physical acquisition of data.
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Fig. 1. Query answering process

Different users can generate queries, which return partialy overlaping results. This
means some search tasks should be merged. On the other hand the same resutls can be
delivered from different sources and only one of them should be used. All this means
that matchmaking and coordination between demand and supply of data generates some
sophisticated problems. This can be mitigated by introduction of brokering agents (also
called middle agents) [7], whose purpose is to coordinate efficient matching between
personal agents and harvesting agents.

Special agents should be dedicated to the process of managing data already incor-
porated into the system. They will be responsible for finding missing data, inconsisten-
cies, duplicates etc. Finding such situations will result in appropriate action e.g. starting
a new discovery process to find new information, deletion of some data, marking for
review by administrator etc.

The bottom layer of the system will consist of a group of web crawlers. They will
search the Internet for relevant resources and pass the data to appropriate agents re-
sponsible for its further processing. The crawlers will use various methods (heuristics,
machine learning etc.) to perform focused crawling for new documents based on clas-
sified examples. The general architecture of the system has been shown in Figure 2.

While the system will be designed as a set of autonomous agents, we can also look at
the system architecture from a data flow perspective. Figure 3 shows how information
is passed between functional components of the system. The bottom component in this
figure is the data repository, which holds all gathered information and provides access
for reading, updating and searching its contents. The repository is backed up by an on-
tology defining the semantics of the contained data. As discussed earlier, we assume
several domain specific ontologies maintained by communities interesed in particular
subjects as well as a single ontology describing general concepts (e.g. conference, pa-
per, author etc.). The remainder of the components can either be contained in one or
more agents or can be viewed as tasks, which operate inside the system.

One of the processing paths deals with crawling Web resources and inserting pre-
processed structured data into the repository. The starting points for the crawler can be
provided by the results of a search engine, which is queried with selected keywords.
This processing path will be described in detail further in the paper.
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Fig. 2. System architecture
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Fig. 3. System data flow

The central part of the diagram presents an architecture for building components,
which further process the information that is stored in the data repository. An analyzer
can execute a processing algorithm such as classification or clustering and based on
the results it can add annotations or refine the data, which was input to the data storage.
The data refinement component is intended to utilize the previously mentioned crawling
subsystem to search for additional information about the objects occurring in the data.
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The user agent, which directly interacts with the user of the system, receives queries
and tasks from the user. This agent then queries the data repository for answers or
issues tasks to the crawling modules to asynchronously find information relevant for
the user. Additionally, the user agent utilizes the profiler to collect usage information
and personalize the results for the particular user.

4.2 Web Crawling

A focused crawler is a program that traverses the Internet by choosing relevant pages
to a predefined topic and neglecting those out of concern. The main purpose of such
a program is to harvest more information on the topic that matches the expectation of
the user while reducing the number of web pages indexed. A focused crawler has three
main components: URL queue (container of unvisited pages), downloader (downloads
resources from WWW), classifier (compound model which categorizes the type of in-
formation resource, and its domain).

The crawler’s classifier includes two modules: extraction module and relevance anal-
ysis. The extraction module parses the web page, and identifies the main parts of it.
Humans can easily distinguish the main content from navigational text, advertisements,
related articles and other text portions. A number of approaches have been introduced
to automate this distinction using a combination of heuristic segmentation and features.
In PASSIM we would deploy the solution proposed in [13]. In this work there were
used combination of two features - number of words and link density. This approach
leads to simply classification model that achieves high accuracy. Web pages are seg-
mented into atomic text blocks using html tags. The found blocks are then annotated
with features and on this basis classified into content or boilerplate. The feaures are
called shallow text ones. They are higher, domain and language independent level (i.e.
average word length, average sentence length, absolute number of words). Atomic text
blocks are sequence of characters which are separated by one or more html tags, except
for A tags.The presence of headline tag, paragraph, division text tag are used to split
content of web page into set of structural elements. To train and test classifier for vari-
ous feature combinations we would use well known scientific conference, journal page,
home pages of scientists, research institutes. The labeled set is then split into training
and a test set (using i.e. 10-fold cross validation) and fed into a classifier model(Support
Vector Machine).

Relevance analysis uses the significant parts of web resource, which were detected
by above described extraction module. It would use intelligent classifier to categorize
resource as scientific or not. It is also possible to do first domain classification, and
label document to the field of science (i.e. biology, history, computers). The analysis
of topic similarity is the most important stage for a topic-specific web crawling. The
relevancy can be determined by various techniques like the cosine similarity between
vectors, probabilistic classifiers, or BP neural network.

In the article [12] authors used Bayes Classifiers and improved TF-IDF algorithm to
extract the characteristics of page content and compute relevance to topic. In the paper
[14] was described the design and implementation of a university focused crawler that
runs on BP network classifier for prediction of the links leading to relevant pages. BP
is a three or multi-level topology structure. In [14] a three layer error back-propagation
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neural network is used as a network model for predicting the relevance of the crawled
page. Before training there is manually built database of keywords, which are closely
connected with topics. The fetched pages are sent to extraction module in order to dis-
cover significant text parts, which are further matched with database of keywords, and
the outcome is a boolean model. The number of inputs of neural network corresponds
to the number of keywords in the database. The number of outputs corresponds to the
number of topics. Trained BP network classifier achieves precision about 75%, which
is the percentage of the Web pages crawled that are relevant to topics.

During relevance analysis it may be useful to identify type of resource which was
positive categorized. Machine learning classifier is trained with features, which in-
cludes i.e. hosting domain, non HTML markup words, URL of page, outgoing links.
Such model could be enough relevant to classify resource as home-page, institute page,
conference, or blog. Type of resource may be used as a filter during invoking searching
process.

We have two types of focused crawlers. First is used in harvesting mode to detect
all probably scientific resource, which are further processed by middle layer (specific
agents). The second type of crawler is used to find resources relevant to natural language
query (NL query). Natural query would be provided by user in similar way as we type
queries in google searcher. Next, this query would be analyzed in the context of ontol-
ogy which describe meta-data of conferences, journals, articles, institutes, researchers.
Ontology give us ability to make user’s query much more semantic and structured.
This approach achieves advantage over google like searcher engines. General purpose
searchers could not be ontology-driven, becuase there is impossible to build ontology
of whole world.

Web crawlers have URL queue which contains a list of unvisited web resources.
In harvesting mode this queue would be initialized with seed URLs. Seed URLs may
be built on data taken from DBLP, Citeseer. Those two sources have links to relevant
sources, but also meta-data concerning author names, title, publication date. Found urls
within DBLP, Citeseer would build initial URL queue. The mentioned meta-data would
be entered to google scholar and returned urls could enrich seed entries. The classifier
analyzes whether the content of parsed pages is related to topic or not. If the page is
relevant, the URLs extracted from it will be added to queue, otherwise will be discarded.

The process of NL query-driven searching is as following:

– We begin with an existing manually-created ontology, describing publications, sci-
entist, conferences etc. From hierarchically-structered ontology, using given natural
languge query we generate set of alternative queries taking under account concepts
and relations in the ontology.

– We use a topic-specific spider(focused crawler) to submit these queries to a variety
of Web Search engines and digital libraries. The spider downloads the potentially
relevant documents listed on the first page (top-ranked). We also provide options to
customize the number of returned results, the formats of returned resources.

– Next crawler applies classifier to filter out documents that match the query but do
not belong to scientific world. If in the query is included clear information about do-
main of interest, focused crawler initially categorizes document to specific domain
(i.e. biology, history).
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– If the user choose the type of searched resources(only blog, or only home-pages)
there is used described above machine learning classifier to filter out irrelevant
types.

– Collection of significant resources is processed by information extraction mod-
ule(IEM). It extracts structured and useful information from the actual text of fil-
tered resources. Simple extraction is used by crawlers to identify outgoing links
and add them to crawler’s URL query. Much more complex extraction operations
(as summarizing) are done in the knowledge system.

– Each relevant resources are automatically described by agents with attributes from
ontology. If some information are not presented in the selected document, there is
sent query to focused crawlers. In this way we step-by-step fulfill meta-information.

4.3 Information Retrieval

Before becoming available to end users, knowledge has to be discovered and retrieved.
As discussed in the Introduction, using general purpose search engines is not an option,
while retrieveing specialized information. Therefore, more sophisticated method like
focused crawling have to be adopted in order to discover and retrieve valuable data
from the Web.

In the search process several classes of resources have to be discovered for various
fields of science. Therefore, the data has to be properly classified according to the type
of information it represents (e.g. scientific paper, blog, conference homepage etc.). Once
we have such classification we can use an ontology to decompose the document into
appropriate components. For example, if we deal with a scientific paper, we will expect
to find title, authors, affiltiation, abstract etc. In the case of a conference website, the
ontology will tell us what are the roles related to a scientific conference (general chair,
organizing chair, program committee member etc.), what is a special session, a paper
and so on. Another dimension for classificaion of resources is the field of science which
they belong to.

Classifed and decomposed documents will be stored in the system repository. From
there they can be accessed by the system users. They will also undergo further pro-
cessing in order to improve knowldge quality. Duplicates will be eliminated, missing
information filled, inconsistencies resolved etc.

4.4 Semantic Analysis

When harvesting a new piece of knowledge from the web the system must know its
semantics. Unless it is stated explicitly what is a scientific conference, how is it related
to papers, sessions, chairman etc., it is not possible to extract automatically any useful
information. To allow this task special ontology will be built called knowledge base
ontology. It will define most important concepts and their respective relation. This step
will be performed manually or semi-automatically. The knowledge base ontology will
be used not only to provide semantics to the documents retrieved from the Internet, but
also it will allow better interpretation of user queries.
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Another group of ontologies will be constituted of domain ontologies. They will
contain knowledge about respective fields of science, which will be covered by the
project. These ontologies will be build automatically or semi-automatically out of the
knowledge gathered in the system.

5 Conclusions

In the paper the concept of scientific knowledge acquisition from the internet in the
PASSIM project has been presented. It has been shown shown why special approach
is needed here and how semantic technologies play a crucial role in the process. The
requirements for the system have been listed and problems to be faced have been out-
lined. The paper describes also envisaged solution and a general architecture of the
system to be developed. The most important technologies selected to achieve the task
are multi-agent systems and ontologies.

In the next stages of the project specific algorithms will be selected and implemented.
It is important to verify system performance and usability across various branches of
science and with large amounts of data. It seams obvious results will vary here. Some
branches of science like Computer Science generate large ammount of structured data
and valuable knowledge bases, which can be used as starting points (e.g. DBLP). Other
especially social sciences will require much more effort to retrieve signifficant knowl-
edge. From the point of view of semantic technologies, the important question to be
answered is how complex ontologies will be sufficient to allow retrieval of interesting
information.
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Abstract. We present the relational database schema aimed at effi-
cient storage and querying parsed scientific articles, as well as entities
corresponding to researchers, institutions, scientific areas, et cetera. An
important requirement in front of the proposed model is to operate with
various types of entities, but with no increase of schema’s complexity. An-
other aspect is to store detailed information about parsed articles in order
to conduct advanced analytics in combination with the domain knowl-
edge about scientific topics, by means of standard SQL and RDBMS
management. The overall goal is to enable offline, possibly incremental
computation of semantic indexes supporting end users via other mod-
ules, optimized for fast search and not necessarily for fast analytics, as
well as direct ad-hoc SQL access by the most advanced users.

Keywords: RDBMS systems, database schema optimization, SQL-based
analytics, document repositories, information retrieval and synthesis.

1 Introduction

One of the major functionalities of the “Interdisciplinary System for Interactive
Scientific and Scientific-Technical Information” – a scientific project financed by
Polish Government in 2010-20131 – is to analyze and intelligently index large
collections of scientific articles [12]. From technical point of view, it requires
fast access to heterogeneous sources of articles, as well as convenient means for
storing information retrieved from those articles. Such tasks may be partially
compared to building and using various types of indexes in the Web search
and enterprise search solutions. However, one should note that building truly
meaningful indexes and other, more compound types of information may require
processing and comparing huge sets of articles. Also, the level of detail while
accessing and comparing those articles may be crucial for the quality of results.

During initial investigation, as in many other real-life projects, we quickly re-
alized that there might be no single database/repository methodology perfectly

1 http://ismis2011.ii.pw.edu.pl/post_conference_event.php

R. Bembenik et al. (Eds.): Intelligent Tools for Building a Scient. Info. Plat., SCI 390, pp. 49–60.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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addressing all of the above expectations [1]. For example, dedicated document
stores seem to be the best ones for gathering and managing original files and
metadata of articles acquired from different sources, with an additional option
of applying structural retrieval / OCR algorithms to their particular instances.
On the other hand, standard RDBMS engines or key-value stores are appro-
priate for providing results of the indexing and analytic processes to end users
and external tools aiming at search and visualization of the scientific contents.
Going further, more analytic-oriented RDBMS solutions are a better choice for
managing information about articles and other related entities in a form of data
tables that can be efficiently queried using aggregate, nested, quite often ad-hoc
SQL statements generated by advanced users or generated automatically by the
data mining algorithms aimed at ranking, grouping, et cetera.

In this paper, we concentrate on the last of above aspects, particularly, a
relational model for information about articles and related entities that may be
appropriate for compound SQL-based analytics. At the beginning, our intension
was to store in such model only relatively high-level information and metadata
available for articles, in combination with the history of system’s usage and the
domain knowledge about scientific areas – everything expressed within a unified
relational database schema. Actually, we could see similar attempts also in other
projects [7], which provided us with additional inspiration and technical hints.
However, encouraged by some recent examples of data warehouses storing far
more detailed information about compound entities, such as natural language
[8] and multimedia [15], we decided to enrich our originally planned model by
fully parsed texts of articles (and descriptions of other entities).

The paper is organized as follows: Section 2 outlines fundamental require-
ments for the relational database schema and its integration with other modules
in the project. Section 3 contains preliminary analysis of the most significant
challenges and their possible solutions. Section 4 describes three major areas of
our schema: generic, analytic, and ontological, populated with instances, objects,
and concepts, respectively. Section 5 concludes the paper.

2 Requirements

In order to establish fully functional solution, we keep information about articles
and their related entities in two forms – document repository optimized for
navigation and RDBMS optimized for analytics. This way, we achieve duality
of scientific content storage which has important implications for efficiency and
scalability of algorithms designed within the project [12]. It is thus important to
consider two levels of requirements: the specifics of relational database schema
and the way of interaction of RDBMS part of solution with other modules. Let
us outline the main requirements at the first level:

– there are three kinds of information to be stored: gained directly from parsed
documents, related to domain knowledge delivered by experts or gained from
well-known sources, and retrieved by combining two above kinds
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– it has to be prepared for noisy and incomplete information (e.g.: missing
metadata, different input file formats, partially known article structure)

– large volumes of data to be stored in a form enabling advanced analytics
– multiple instances of the same objects (articles, scientists, institutes) may

occur because algorithms aimed at avoiding such cases prior to loading data
into RDBMS may be insufficient

– it should be open for adding new types of information and entities but in a
flexible way, i.e., additions should not enforce schema modifications

– it should enable indexing, querying, and generally reasoning about each part
(e.g.: abstract, section) of an article separately and, if necessary, combining
results in an article’s structure-aware way.

As for the second level of requirements, RDBMS part is going to rebuild its
content in an offline fashion. The latest, not yet processed articles (we use times-
tamp to identify such articles) can be parsed cyclically (e.g.: every week) and
then loaded to RDBMS in a bulk load style. The results of SQL-based algo-
rithms working on the relational database can be exported cyclically to external
layers, to support search capabilities and user interfaces. On the other hand, the
whole data stored in RDBMS should be permanently available to advanced users
who (when permitted) can generate direct SQL statements and project members
working on algorithmic enhancements (often requiring dynamic creation of new
intermediate tables or unmaterialized views).

Given the above scenarios, we tend to look at RDBMS solutions with good
data compression and/or abilities to distribute data and query workloads. How-
ever, we need to remember that standard MPP database solutions [6] or, e.g.,
extensions towards MapReduce computations [13] may be risky given a need
to process truly compound and diversified analytics. More information about
applied software can be found in [12]. In this paper, we focus mainly on the
relational database schema specification, although we also comment on some
performance results obtained by using one of RDBMS engines [16].

3 Preliminaries

3.1 Multiple Instances of the Same Object

One of the problems that we encountered during the schema design was the
existence of potentially many instances of the same article in various suppliers’
resources (given some analogies to popular search engines, we may call it du-
plication). Such cases may actually occur also for other types of objects, e.g.,
scientists or institutes. While parsing and loading information about new arti-
cles, we retrieve lots of meaningful information about their authors, references,
et cetera. However, in order to keep the loading processes as simple and realistic
as possible, we do not conduct full checking whether (and to what degree) the
retrieved entities are instances of objects already stored in RDBMS part.

From the system effectiveness and results representation points of view, it is of
course more useful to get information about, e.g., a book in general rather than
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about its specific PDF or scanned versions. It brings us to the task of recognizing
such situations within RDBMS and storing the relevant information at the level
of equivalence classes of instances corresponding to the same objects. As already
mentioned, it might be partially implemented online, during data load, however
too sophisticated techniques would significantly decrease the load speed. It may
also yield biased results as there is an asymmetry of information between the
beginning and the end of load. Thus, we should rather implement and trigger
the matching (deduplication) mechanisms after each bigger data load. There are
surely plenty of possible matching techniques basing on instances’ metadata or
their internal structures (see e.g. [17]). Most of them can be successfully trans-
lated into SQL-based analytic processes, additionally supported (if necessary)
by accessing the document store counterpart discussed in Section 2.

As a result, we introduce double identification for entities. First, during
new publications (and other types of entities or their parts) are added, the
new instances are created, assigned with the first level identifiers (column
id_instance). Then, the matching algorithms merge instances (or their parts)
into objects, which are basically the classes of (parts of) instances, assigned with
the second level identifiers (column id_object). All answers for queries submit-
ted to the system by users are assumed to concern the id_object level.

3.2 Sources of Information

There may be multiple algorithms for retrieving information from articles and
other entities. In order to identify entities obtained using different algorithms,
we introduce the source of information. Each (version of) algorithm has its cor-
responding id_source. Algorithms’s description is available in additional table
SOURCE comprising of columns id_source (INT) and source_name (VARCHAR,
e.g.: ’wikipedia_eng_20101231’ or ’heuristic_X’).

3.3 DICTIONARY Data Type

We introduce the DICTIONARY column type, which reflects a kind of internal
normalization of relational database schema. Each value of a column of DICTIO-
NARY type is assumed to be internally encoded as an integer, stored effectively
inside a database engine. Some RDBMS technologies actually support this kind
of functionality [16]. Such mechanism is then totally transparent to end users,
because columns remain visible with their original data types.

3.4 Adaptation of Existing Solutions

We use experiences of some finished or lasting projects and approaches to design
a model meeting requirements formulated in Section 2, according to relatively
standard modeling processes [18]. We adapted some solutions related to types of
relations and multilingual sources from CERIF project [7]. We were also inspired
by some entity-attribute-value (eav) variants [5] and some techniques of storing
xml files in relational databases [4].
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Fig. 1. Universal schema of assigning properties to entities and relations to entity pairs.
In Section 4, we consider three sets of tables for three various entity semantics.

We store all properties of entities and all relations between entities in two
tables. Thus, in order to add a new type of property or relation to the system,
it is enough to insert a new row into one of tables displayed in Figure 1. This
way, we avoid creating too many tables. We take the advantage of this universal
solution in several areas of our model. The values of relations (e.g. ’IsAutho-
rOf’, ’IsAffiliatedTo’) are coded in DICTIONARY manner and stored in table
ENTITY_ENTITY. The values of properties are coded as integers and stored in ta-
ble ENTITY_PROPERTY. Their values can be decoded using table PROPERTY_VALUE
with specific lingual context. For example, we can store the same person alias as
’Kolmogorov’ (for English) and ’Kołmogorow’ (Polish).

Where justified, there is temporality of described assignment for properties
and relations taken into account. It is done by introducing validation time win-
dows. There are two timestamps – start_date and end_date. If a given property
or relation is not temporal, then we set up its corresponding start_date and
end_date to minimum and maximum possible values, respectively.

There is always some tradeoff between effectiveness of storing data and easi-
ness of their usage. One might consider our approach ineffective because of the
size of tables ENTITY_PROPERTY and ENTITY_ENTITY but there are RDBMS so-
lutions that can easily cope with this problem [16]. In future, in order to further
increase effectiveness of a database engine, we can also consider some techniques
of organizing data (such as partitioning, sorting, clustering), as well as some
analytic algorithms that can work with faster approximate SQL queries.
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Fig. 2. Generic part of the proposed schema

4 Three Major Areas

4.1 Generic Area: Instances

This area contains only tables in which the primary keys include id_instance.
Table INSTANCE corresponds to detailed information about instances – entities
that we are able to distinguish while parsing the raw data (nxml files, which
may result from various techniques of structural document segmentation and
generally understood OCR [2,12]). At the current stage of our project these are:
persons, documents, and organizations. This table contains information about
structures of documents. In particular, we store information about documents
decomposed onto parts such as abstract, section, bibliography et cetera. Each
decomposed part is treated as a separate instance (together with information
about its structural membership to a higher-level instance), which enables us to
operate with the parts of documents when creating semantic indexes and con-
ducting ad-hoc analytics. For example, investigation of trends in some domains
of science may be enriched by the analysis of occurrences of concepts related
to that domain in the concluding sections (summaries, directions for further re-
search) of earlier articles followed by their analogous occurrences in technical
sections of later articles. We go back to this topic in Section 4.4.

Some discussion how to efficiently store various xml-like structures in a rela-
tional database can be found, e.g., in [10]. The proposed schema refers to the
state of the art in this area, although it contains also some specific solutions
reflecting the nature and quality of the input data. Generally, we may expect
two categories of instances – those corresponding to the (parts of) input articles
(or input data related to other types of entities) and those extracted from the in-
put articles but not corresponding directly to any of them. (Although they may
later turn out to be instances of some objects already stored in the database;
see Section 3.1.) For the sake of consistency and simplicity, we represent them in
the same way, with some parts of metadata and structural information missing
depending on category and quality of parsed information.
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Table 1. Columns in table INSTANCE

column name column type note
id_instance INT id of (a part of) publication, person, institution
id_source INT it indicates which parsing method was applied
instance_type DICTIONARY type of instance, e.g.: document, person, abstract
id_superinstance INT id of the direct higher-level instance in hierarchy
id_instance_ref INT id of an instance that instance was parsed from
id_mongo VARCHAR id of the original document stored in MongoDB
load_time TIMESTAMP time of loading the package containing instance
start_pos INT the beginning of instance’s range (see Figure 3)
end_pos INT the end of instance’s range (see Figure 3)
word VARCHAR it is NULL for instance_type other than ’word’

Whenever some portion of text or information from other sources (e.g.: various
forms of metadata) is classified as an instance, new records in table INSTANCE
are generated, with new id_instance associated. As mentioned earlier, at this
stage, we do not take into account that it may be a new instance of an object that
already exists in the system. The attributes of table INSTANCE are displayed in
Figure 2. In particular, we decided to use MongoDB [3] as the store of collected
articles. Thus, column id_mongo refers to identifiers of the corresponding articles
in the store. (It applies only to the first above category of instances – those
corresponding to input articles.) However, we may think about this column in a
more abstract way, as an identifier of original, not parsed content.

As already pointed out, table INSTANCE reflects the structure of publications
and their decomposition onto parts (with words as the lowest hierarchy level).
Hierarchy levels are encoded by column instance_type. Decomposition is per-
formed by the parsing algorithms. It is reversible, i.e., no information is lost.
Figure 3 illustrates relationship between an nxml file and its INSTANCE content.

When a new instance is detected during the parsing process, the piece of data
which enables us to distinguish it is referred using column id_instance_ref.
The details are available in Table 1. Thus, column id_instance_ref creates
a link to instances of other objects detected in a given instance (e.g.: items
in the bibliography). In particular, one may think about id_instance_ref as
responsible for linkage between two above-mentioned categories of instances that
are represented in a uniform way in our schema.

All metadata enclosed in input files or gained from other sources are stored
in two tables: INSTANCE_PROPERTY and INSTANCE_INSTANCE. The latter one in-
cludes connections between persons and organizations, which should be revealed
during analyzing publication (e.g.: affiliations), between organizations and pub-
lications (e.g.: editors of documents from references) and between persons and
publications (e.g.: relation of being an author of publication).

In this part of the model, we also use the structure illustrated by Figure 1,
for entity = instance.
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<Document>
<Abstract>
This is an exemplary abstract.

<\Abstract>
<Section>
In this section we present nothing.

<\Section>
<\Document>
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1 0 13 Document
2 1 0 6 Abstract
3 2 0 1 word This
4 2 1 2 word is
5 2 2 3 word an
6 2 3 4 word exemplary
7 2 4 5 word abstract
8 2 5 6 word .
9 1 6 12 Section
10 9 6 7 word In
11 9 7 8 word this
12 9 8 9 word section
13 9 9 10 word we
14 9 10 11 word present
15 9 11 12 word nothing
16 9 12 13 word .

Fig. 3. An example of nxml file and its corresponding content in table INSTANCE

As already noted in Section 3.4, one might claim that it is unrealistic to put
such a huge volume of data into a relational database schema. In order to verify
it, we conducted a simple experiment with the RDBMS software introduced in
[16], optimized with respect to data compression [9] and SQL-based analytics
[14]. We parsed and loaded 5,000 scientific articles according to the proposed
schema. The size of nxml representations of those articles was about 350 MB.
We measured compression ratios for data stored in the applied RDBMS solu-
tion. Physical size of table INSTANCE turned out to be almost 40 times smaller
than the corresponding tabular data obtained from the parsing algorithm. The
sizes of tables INSTANCE_INSTANCE, INSTANCE_PROPERTY, and PROPERTY_VALUE
were, respectively, 30, 20, and 5.5 times smaller than their corresponding inputs.
We also measured performance of some examples of SQL statements reflecting,
e.g., matching of instances of the same objects, or labeling objects with their
most strongly represented concepts. Although 5,000 documents is significantly
less than we should expect eventually in practice, we could clearly see that the
observed SQL speed would be fully satisfactory even for far larger data.

4.2 Analytic Area: Objects

In this area we store tables, which are results of analytic algorithms performed
on raw data stored in generic area. Again, we refer to the structure presented in
Figure 1, this time for entity = object.

Let us start with table OBJECT_MATCH, which contains results of the matching
algorithms, which group parts of instances (the whole instance is also treated
as a ’part’) in classes named objects and assign them with integer identifiers
id_object. Thus, OBJECT_MATCH has two attributes: id_instance, which is
INSTANCE’s primary key and id_object, which yields that every instance’s part



RDBMS Model for Scientific Articles Analytics 57

Fig. 4. Ontological part of the proposed schema

belongs to a group corresponding to an object. In the experimental phase of
our project, we test multiple algorithms matching instances. We assume that
id_object encodes a type of algorithm used to create the corresponding ob-
ject. Eventually, once we verify which strategy is optimal, we will use a unique
matching algorithm for the whole framework.

After all, analytic part of our relational database model is quite analogous
to generic part displayed in Figure 2. The difference is that now we work at
the level of id_object instead of id_instance. The corresponding attributes
in tables describing objects are filled in by algorithms processing data in tables
OBJECT_MATCH and INSTANCE. For example, table OBJECT_OBJECT stores infor-
mation about relations between objects computed based on relations between
instances in table INSTANCE_INSTANCE. This level is also a place for more intel-
ligent algorithms that find a wider range of types and degrees of relationships
between objects than it is present at the level of instances.

4.3 Ontological Area: Concepts

From syntactic point of view, one can treat ontologies as models of knowledge in
which there can be distinguished entities, their properties and relations between
them. This fits to our approach, therefore, we are going to store information
retrieved from ontologies in tables similar to these described in Section 3.4. In
case of ontologies, we will talk about concepts instead of instances (see Figure
4). Our major challenge in this area was to provide fairly universal framework
for storing information about concepts acquired from different sources, such as,
e.g., Wikipedia (full articles) or Wordnet (only lexems). Generally speaking, as
a concept we treat every entity that can be retrieved from a source provided
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Fig. 5. Linking concepts and objects in table CONCEPT_OBJECT

by an expert (and using an algorithms accepted by an expert), which can have
properties and some describable relations to other concepts.

Properties of concepts (e.g.: name of a concept) and relations between concepts
are assumed to be temporal.

Apart from tables described in Section 3.4, we also need representation of
concepts as texts. Such information is contained in table CONCEPT built similarly
to INSTANCE. As one can represent a concept by different text descriptions, we
introduce column concept_part_type. There is, however, a slight difference
between this column and instance_type in table INSTANCE – as for now, we did
not find a reason for introducing hierarchy for concept descriptions like in case
of instances. Hence, concept_part_type is not the key in table CONCEPT. Also,
we do not need to consider column concept_superpart.

We decided to separate the above subset of tables from generic part as we
assume that ontologies will be loaded in more supervised way, so there is no
place for noise or incompleteness. There is also a principal difference in usage of
both parts. Instances reflect lower level information – we use them mainly for
producing objects, not for retrieving new knowledge like in case of concepts and
objects in the next subsection. Differences in data supply process are also the
reason for distinguishing between object and concept areas.

4.4 Linking Concepts and Objects

Table CONCEPT_OBJECT (Figure 5) consists of relations between ontological
concepts and analytic objects. One of the most important relations which we
can derive, store and use is labeling documents or scientists with topics from
ontologies (e.g. from Wikipedia). Going further, we can do it not only for
the whole articles but also for their particular parts, which can lead to some
interesting article structure-aware analytics. Querying the parts of documents is
quite well-established area of research (see e.g. [11]). We have already mentioned
about it in Section 4.1, although it may now make more sense for objects instead
of their instances. One more example may be to reason about the most promising
areas of science, e.g., by means a query formulated by a student who searches for
potential topics of future thesis, where SQL-based heuristics may extract topics
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occurring frequently in the concluding parts of articles but with no significant
representation in bibliographies and major parts of articles.

Table CONCEPT_OBJECT is built analogously to ENTITY_ENTITY in Figure 1,
where the first entity becomes analytic object and the second entity becomes on-
tological concept. The parts of objects (having the status of objects as well)
can be also, e.g., equations, tables or figures in a publication. Thus, table
CONCEPT_OBJECT may include a number of interesting relations, e.g., labeling
specific figures from specified books with concepts such as ’Pythagorean theo-
rem’, or reflecting our previously discussed examples related to analyzing scien-
tific trends and search for interesting scientific topics.

5 Conclusion

The presented model of storing and processing information related to scientific
content has resulted from a number of design iterations that took into account
various requirements, such as diversity and incompleteness of data sources, oc-
currence of multiple instances of the same objects, a need of dealing with poten-
tially growing amount of types of objects without making the database schema
overcomplicated, as well as analyzing objects with respect to various types re-
lationships with concepts representing domain knowledge provided by experts
or extracted semi-automatically from available sources. The obtained relational
database schema contains core tables for three main layers – generic (instances),
analytic (objects), and ontological (concepts) – in analogous formats, with ability
to create additional intermediate tables and views whenever necessary.

Our major motivation to apply RDBMS framework was to provide a dual
form of storing scientific content. We noticed that different tasks in our project
required different characteristics of data access and processing, including massive
comparisons of large collections of parts of documents. Ability to use SQL over
clearly defined schema may open a variety of analytic possibilities. Appropriately
chosen database technologies may enable to store huge amounts of parsed data
and run SQL-based analytic tasks satisfactorily fast.
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Abstract. A case study of semantic clustering of scientific articles re-
lated to Rough Sets is presented. The proposed method groups the doc-
uments on the basis of their content and with assistance of DBpedia
knowledge base. The text corpus is first treated with Natural Language
Processing tools in order to produce vector representations of the content
and then matched against a collection of concepts retrieved from DBpe-
dia. As a result, a new representation is constructed that better reflects
the semantics of the texts. With this new representation, the documents
are hierarchically clustered in order to form partition of papers that share
semantic relatedness. The steps in textual data preparation, utilization
of DBpedia and clustering are explained and illustrated with experimen-
tal results. Assessment of clustering quality by human experts and by
comparison to traditional approach is presented.

Keywords: Text mining, semantic clustering, DBpedia, document
grouping, rough sets.

1 Introduction

This article presents a case study of semantic clustering of scientific articles
related to the area of Rough Sets. We have undertaken this study in order
to answer the need for developing semantic methods for document processing
expressed in the major project (SYNAT) we are involved in.

The SYNAT project (abbreviation of Polish “SYstem NAuki i Techniki”) is
a large, national R&D program of Polish government aimed at establishment of
a unified network platform for storing and serving digital information in widely
understood areas of science and technology. Within the frame of this project
we are concerned with devising and implementing methods that would allow
for indexing, searching, and retrieving the documents from the possibly vast
collection using their semantic content (the knowledge their contain).
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The idea that we pursue in this study is to perform semantic grouping (clus-
tering) of documents based on their associations with concepts drawn from the
DBpedia knowledge base. If done right, such clustering would make a good start
for, e.g., a system with extended search features, capable of returning results that
are topically close to the search terms, not just those that actually contain the
terms from the query (semantic vs. syntactic). This approach is in line with the
general trend of finding semantic similarities between documents with assistance
of additional knowledge sources (ontologies, thesauri, taxonomies, Wikipedia) in
order to obtain more meaningful and useful results, as described in [4,9,14,8].

In our case study we use a text corpus consisting of scientific papers related to
Rough Sets. We hope that in this way we will gain some additional insight into
our own field of research, verify (positively or negatively) some hypotheses and
common beliefs, and possibly find some new. At the same time, since we know
the document corpus well, we can use our own expertise to judge the quality of
clustering solution.

The article is organized as follows. Section 2 describes the methodology and
motivation behind our approach. Then we describe our data set (Section 3)
and DBpedia knowledge base (Section 4), providing some details about their
characteristics and the way they were collected and prepared for experiments.
Section 5 contains description of the actual experiment and explanation of its
results. We finish with conclusions and directions for further work in Section 6.

2 The Purpose and Methodology of the Study

The purpose of this experimental study is two-fold.

1. We want to test and verify methodology for document grouping (clustering)
based on their semantic content and using a knowledge base. In particular,
we want to identify the best configuration for various steps in the process,
one that is both computationally feasible and produces meaningful clusters
of documents. The goal is to establish a procedure that we will be able
to apply semi-automatically to various future text corpora. Since the area
of Rough Sets is close to us, we are able to better evaluate the results of
experiments on the corpus of texts collected in this field of research. As a
consequence, we can identify strengths and weaknesses of the method under
scope.

2. We want to learn as much as the methodology permits about our corpus of
documents (research papers) related to the area of Rough Sets. Since the
individual documents used for this case study (Section 3) are familiar to us,
we want to discover the semantic structure of the corpus as a whole and draw
some conclusions regarding the features of publications in this scientific area.
In particular, we are interested in identifying the most prevalent concepts
that characterize this corpus.

Figure 1 shows the general layout of the method that we employ in our case study.
The methodology of our was inspired by the Explicit Semantic Analysis (ESA)
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Fig. 1. The general scheme of the experiment

approach presented in IJCAI paper [4]. Since this article is quite involved, the
method which it discusses requires more detailed explanation. The data sources,
i.e., collection of documents and DBpedia knowledge base, together with the
NLP1 methods for their pre-processing (”Initial text processing” box in Fig. 1)
are described in Sections 3 and 4, respectively. In our approach, after initial
processing, both collections of texts (the corpus and the DBpedia abstracts) are
converted to the bag-of-words (word-vector) representation. The bag-of-words
representation of a text (document) is a vector based on vocabulary, i.e., the
collection of unique words (stems) in the corpus.

Assume, that after initial processing of a text corpus D = {T1, . . . , TM} we
have collected a vocabulary consisting of n unique terms (stems) w1, . . . , wn.
Then, any text (document) Tj in the corpus is represented by a vector of the form
〈v1, . . . , vn〉 ∈ R+

n, where each coordinate vi is a value of importance measure
for i-th term (word, stem) in vocabulary (wi), relative to this document. The

1 Natural Language Processing (NLP) tools as in [3].
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most common measure used to calculate vi is the tf-idf (term frequency-inverse
document frequency) index (see [3]) defined, relative to document Tj and corpus
D, as:

vi = tfi,j × idfi =
ni,j∑N

k=1 nk,j

× log
(

M

|{j : ni,j 
= 0}|
)

(1)

where ni,j is the number of occurrences of the considered word wi in the docu-
ment Tj.

To speed up semantic interpretation, we build an inverted index, which maps
each word into a list of DBpedia concepts c1, . . . , cN in which it appears. With
the inverted index we run a semantic interpreter (Semantic Interpretation in
Fig.1). Given a text from the corpus, the semantic interpreter iterates over words
it contains, retrieves corresponding entries from the inverted index and merges
them into a weighted vector of concepts that represents the given text.

Let T = 〈wi〉ni=1 be input text, and let 〈v1, . . . , vn〉 be its tf-idf vector, where
vi is the weight of word wi. Let kij be an inverted index entry for word wi,
where kij quantifies the strength of association of word wi with knowledge base
concept cj , j ∈ {1, ..., N}. Then, the new vector representation of T is calculated
as:

〈
∑

i:wi∈T

vikij〉Nj=1. (2)

We will refer to this new vector representation using the notion of bag-of-
concepts. Note, that in the sum in formula (2) we only consider the words that
actually appear in the text T .

The new vector (bag-of-concepts) representation makes it possible to examine
relations between concepts and documents, identify and filter key concepts for
the given document corpus, and – most importantly – calculate semantic sim-
ilarity between texts by comparing their bag-of-concepts representations. For
technical reasons we choose to store all semantic similarity values for pairs of
texts in a structure called Similarity Matrix. Entries in this matrix are used to
numerically represent the proximity between documents (their bag-of-concept
representations), which in our case is calculated using cosine distance.

The fact that we can calculate semantic similarity (distance) between docu-
ments gives us the means to perform clustering. Considering that we want to
obtain a meaningful grouping of documents we decided to use an agglomerative
hierarchical clustering. In order to decide for how many clusters we should divide
our data we use a cluster quality measure, in particular the silhouette coefficient.
For detailed description of agglomerative clustering, silhouette coefficient, and
cluster distance refer to [12].

The quality of resulting clusters is evaluated manually with help of experts in
the area of Rough Sets as well as compared with results of a different clustering
method. In order to have a reference point we perform a “classical” agglomerative
clustering on the bag-of-words representation of documents, without any use of
knowledge base. The resulting partition of documents is then compared with
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our approach using various measures for cluster consistency as well as manual
evaluation of cluster meaningfulness.

3 Data Acquisition and Preparation

For our case study we have used 349 documents in PDF format. These docu-
ments are selected from the collection of papers published by the members and
associates of the Group of Logic at the University of Warsaw. The subset used
for our experiment is significantly smaller than the entire collection, which con-
sists of over 600 publications. While choosing documents for this subset we have
used the following criteria:

– We restricted publications to those published in last 15 years (between 1996
and 2011) and written in English.

– We have only chosen “regular” articles, i.e., standard journal, book, and
conference papers. They roughly correspond to BibTEX categories: article,
inproceedings, and incollection.

– Papers that are very short (extended abstracts) or unusually long (mini-
monographs) have been left out.

– Some articles have been removed from the study due to technical difficulties
they posed. This was mostly due to problems with incorrect PDF format
and usually concerned older (pre-2003) publications.

There were several reasons for using the above criteria in the process of con-
structing initial data sample for our study. The most important are as follows:

– We wanted the corpus of documents to be relatively regular. Since our ulti-
mate goal is the grouping (clustering), we tried to eliminate outliers early on.
The idea is to have well-comparable documents and then do the clustering on
the basis of their semantic content rather than attributes of their syntactic
composition, such as size, level of complication or number of words.

– We have chosen the collection of documents that were created over the years
in our group in order to have good understanding of the corpus from the very
beginning. Since we know the field and in many cases have direct contact
with authors, we can evaluate the outcome with greater ease and confidence.
This is a big advantage, especially for an initial, explorative study such as
the one that we conduct. It gives us the ability to clearly identify strong and
weak points in our methodology.

– We have decided to use this particular number of documents (349) because
we wanted to construct a corpus which would be as representative for the
area of Rough Sets as it is possible in the given circumstances. The 349
documents in our collection correspond to roughly 10% of all documents
of this kind listed in the Rough Set Database system (RSDS [5]). At the
moment of writing, the RSDS contains 3641 bibliographical notes that belong
to categories that we are interested in.
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– Last, but not the least, we selected this particular document corpus because
we have both access to their PDF versions and the limited copyrights that
allow us to re-use (but not re-distribute) them.

The original PDF documents were first converted to a pure text format with the
use of Python script based on PDFMiner library [11]. All documents were divided
into blocks of plain text. Based on certain text statistics the script extracted only
the text contained in paragraphs, sections and their titles. It has to be underlined
that author names article and page headers, footers, tables, equations and other
parts of text which were irrelevant and could bias further analysis were discarded.
The purpose of this step was to remove various artifacts and clarify text files
before attempting to calculate word frequencies and clustering.

This step, although it may appear simple, proved to be troublesome at times.
Typical problems at this stage are associated with conversion of hyphenated
(broken between lines) words and ligatures (e.g., fi in “classification”) back to
their original (textual) form. These problems were partly resolved with use of an
English dictionary which made it possible to guess the right encoding of some
characters by determining whether words created after substitution of missing
characters were proper English terms. Articles contained also a great amount of
mathematical symbols which were encoded in PDF files in various, sometimes
very unexpected way. These unusual characters were filtered out as well. Addi-
tionally, the bibliography section (references) was removed from each of selected
text files. It was done in order to assure that we perform analysis on actual
semantic content of the document and to reduce the influence of certain words
contained in references, like: publisher, journal name, etc.

The corpus of 349 plain text files was then processed in order to calculate word-
vector (bag of words) representations in the next step. First, stop words were
removed and then we have performed stemming on the set of words contained
in these documents. For stemming of both documents and DBpedia abstracts
(as described in Section 4) we use a version of popular Porter’s algorithm (cf.
[7]). Initially, the corpus contained 35507 unique words (excluding stop words).
After stemming we have obtained 26800 unique words (stems) to work with. On
average a single document in the collection contains 3524 stems, with minimum
of 362 and maximum of 13640.

4 The DBpedia Knowledge Base

According to its creators, the DBpedia (cf. [13,1]) is a community effort to extract
structured information from Wikipedia (cf. [15]) and to make this information
available on the Web. DBpedia allows to ask queries against Wikipedia data
and structure, and to link other data sets to Wikipedia data. In layman terms,
DBpedia is a snapshot of the original Wikipedia with mostly preserved structure,
but reduced content.

For the purpose of our study we needed to use DBpedia as an enriched dictio-
nary. The version of DBpedia that we use (version 3.5.1 for English Wikipedia)
contains 3,257,133 notions (so called things). Each DBpedia thing represents
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a single Wikipedia concept (a single Wikipedia page including disambiguation
pages and lists). Due to the distributed and asynchronous nature of the process
in which the Wikipedia is created by members of its community, there are some
consistency and regularity issues with it. Much of these issues are inherited by
DBpedia, which results in some problems related to conflicting or expired names
for concepts and categories.

In DBpedia, pages from the original Wikipedia are represented only by their
abstracts. For most of the DBpedia concepts there is also additional information
derived from Wikipedia, such as classification to Wikipedia categories. There
are 3,144,262 abstracts available in DBpedia 3.5.1, but they are very diverse in
their length and quality. The length of abstracts vary from empty (0 words) to
quite long ones (the longest has 16850 words), with an average of 101 words
per abstract. Most of those texts are well formatted and structured but there
are exceptions, e.g., some contain only LATEX-styled source code of tables or
figures which were, probably unintentionally, placed in the abstract section of
the corresponding Wikipedia article. There are also cases when a whole text of
Wikipedia page is placed in the abstract which results in considerably longer
DBpedia representations.

Taken altogether, DBpedia 3.5.1 entries constitute a text corpus consisting of
316,631,010 words (after filtration). The number of unique words, before stem-
ming and filtering, is 2,818,483. There are 560,049 categorical notions (Wikipedia
categories) of which 449,140 are direct, i.e., contain some concepts and the rest
are indirect, i.e., they contain only other categories.

5 Experimental Evaluation of the Approach

Our experiment was conducted in three main steps which we implemented in
R System ([10]). First, DBpedia and the selected text collection were prepro-
cessed. Each DBpedia entry and a document was was cleaned, in particular:
its encoding was changed to UTF-8, words that contained special characters
(!@#$% &*+–=) or numbers were removed, the most common shortcuts were
expanded, and the most common words from a special stop word list2 were re-
moved. The Porter’s algorithm [7], implemented in the Rstem library, was used
for finding stems of words. The stems that occurred less than three times in
DBpedia were also eliminated from the texts. Finally, the concepts that were
represented by less than 10 unique stems were removed from the knowledge
base. As a result, the size of the knowledge base was reduced to around 2.5
million concepts described by approximately 850 thousands of unique stems.

In the second step, the bag-of-concepts representations of texts from the rough
set corpus were created using the method described in Section 2. A modified tf-
idf index was used to assess the relevance of words (stems) to documents and to
concepts. For each text, the frequencies of words, i.e., the tf component in tf-idf
formula (1), were smoothed by taking their square root. This modification was
2 A standard stop word list from openNLP library was extended by the 100 most

common words from DBpedia abstracts.
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Table 1. List of ten most relevant DBpedia concepts for three exemplary documents,
with degree of association included

(LTF-C): Architecture, Training Algorithm and Applications of New Neural Classifier

[1] 9.19 ”Neural Lab”
[2] 9.17 ”Echo state network”
[3] 8.75 ”Auto-encoder”
[4] 8.30 ”Interneuron”
[5] 8.09 ”Oja’s rule”
[6] 8.08 ”Multilayer perceptron”
[7] 8.06 ”Biological neural network”
[8] 8.06 ”Artificial neural network”
[9] 8.00 ”Artificial neuron”
[10] 7.84 ”Neuroevolution”

Judgment of satisfiability under incomplete information

[1] 8.21 ”Definable set”
[2] 8.08 ”Schaefer’s dichotomy theorem”
[3] 7.96 ”Formal semantics of programming languages”
[4] 7.85 ”Empty domain”
[5] 7.78 ”Tautology (logic)”
[6] 7.68 ”Equisatisfiability”
[7] 7.54 ”Method of analytic tableaux”
[8] 7.38 ”Conditional quantifier”
[9] 7.36 ”Model checking”
[10] 7.32 ”Satisfiability and validity”

Combination of Metric-Based and Rule-Based Classification

[1] 8.92 ”K-nearest neighbor algorithm”
[2] 6.19 ”Backmarking”
[3] 6.08 ”Wolfe conditions”
[4] 5.90 ”Evolutionary data mining”
[5] 5.66 ”Event condition action”
[6] 5.64 ”Transduction (machine learning)”
[7] 5.63 ”Soft independent modelling of class analogies”
[8] 5.63 ”Ground truth”
[9] 5.56 ”Proximity problems”
[10] 5.50 ”Dominating decision rule”

dictated by a fact, that many of the documents which we use are of technical
nature and as such contain many repetitions of specific terms (or single words).
The strength of bounds between the concepts and the rough set articles was
computed using the equation (2). Following the intuition, that it is meaningless
to associate any document with a large number of specific concepts, we have
restricted the number of concepts associated with each document. We have de-
cided to use no more than 35 most related concepts for characterization of any
given text. This number (35) was selected because it corresponds to around 1%
of the average number of stems appearing in the single document in the corpus,
which in turn gives more compact and comprehensive representation. Table 1
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Fig. 2. The plot of silhouette coefficient values across clusters used to establish the
optimal number of groups (on the left) and the silhouette coefficient values of individual
documents for the selected clustering (on the right). The results obtained from the
representation by concepts (on top) is compared to representation by words (at the
bottom).

presents associations of top 10 concepts to three exemplary articles from the
corpus.

The last step of our experiment involved computation of distances between
documents from the rough set corpus which we then use for clustering. Due to
an extremely sparse representation of our texts (only 35 non-zero values out
of ≈ 2.5 million) the cosine distance was employed, which is a commonly used
measure in high-dimensional information retrieval tasks ([3],[12]). For the clus-
tering we utilized an agglomerative hierarchical approach with the “average”
as a linking function (see [12]). The optimal number of groups (clusters) was
decided using the silhouette width coefficient which was additionally penalized
for selecting larger number of clusters. Figure 2 illustrates the values of aver-
age silhouette coefficient w.r.t. the growing number of clusters, along with the
silhouette coefficient values of individual documents for the selected clustering.
From this picture one can see that the highest cluster separability is achieved
when we use 73 of them.
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Figure 3 presents the clustering tree corresponding to the partition into 73
groups. Apart from using the silhouette coefficient, quality of the 73 clusters
was also assessed with the aid of human experts. Mutual relatedness of docu-
ments from several groups has been evaluated. In order to gain another point
of reference we have also performed clustering using the original bag-of-words3

representation of texts in the corpus (Figure 4).
The results of this comparison are encouraging. The consecutive partitions

obtained using the bag-of-concepts representation yielded much more stable sil-
houette coefficients than those for the original word-vector (bag-of-words) one.
The optimal number of groups for the latter is two, which corresponds to mean-
ingless grouping of documents. This number is also not very stable as it may
vary wildly between 2 and 157 if we alter the penalty for producing excessive
clusters. Moreover, if with the bag-of-words representation we make the clus-
tering algorithm produce 73 groups (optimal number for the bag-of-concepts),
then brief analysis of this partition reveals a significant imbalance in the size of
clusters (Figure 4). The largest cluster obtained in this way contained 60 papers
and there were 29 singletons (clusters that contained only a single document).
To make things worse, many of the larger groups constructed in this manner
contain semantically unrelated documents and are very difficult to label. In con-
trast, size of the largest group resulting from utilization of the bag-of-concepts
representation was 27 and there were only 19 singletons.

The observation, that employment of domain knowledge improves the qual-
ity of clustering was confirmed by domain experts. For instance, Table 2 shows
members of three exemplary clusters taken from distinct branches in the clus-
tering tree (Figure 3). Labels that briefly summarize contents of those groups
were given by experts. Among 13 papers that belong to the cluster 21, 12 were
recognized by experts as related to the notion of neural computing and artificial
neural networks. The same subset of papers, partitioned based on the bag-of-
words representation, was broken between three different clusters of which only
one was semantically homogeneous and meaningful.

It it also worth mentioning that, even though information about authors and
bibliography was removed from the corpus during the preprocessing phase, 12
out of 14 articles grouped in the cluster 39 were written by a single author
(Anna Gomolińska). In those papers, the author consider a problem of partial
satisfiability and validity of formulas (such as decision rules) under incomplete
or uncertain information.

It seems that with the bag-of-concept representation, the clustering algorithm
was able to conceptually discern them from other research topics of this par-
ticular author. The articles of the same author that belong to other research
direction, the theory of approximation spaces, are located in another cluster.
These articles (six of them) are placed in the cluster 36 (Figure 3). In compari-
son, when the representation by bag-of-words is used, almost all publications of
Anna Gomolińska from our corpus (21 out of 22) are placed in a single group.
That last fact, in our opinion, is probably due to usage of a characteristic and

3 For consistency, we used the smoothed tf-idf vector representation.
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Table 2. Members of exemplary partitions, resulting from clustering with the bag-of-
concepts representation. The IDs of branches from the clustering tree are given along
with the labels assigned by domain experts and titles of corresponding documents.

Cluster 21: Neurocomputing and Artificial Neural Networks

[1] (LTF-C): Architecture, Training Algorithm and Applications of New Neural
Classifier

[2] Rough Neurons: Petri Net Models and Applications
[3] Rough-Neural Computing: An Introduction
[4] Toward Rough Neural Computing Based on Rough Membership Functions:

Theory and Application
[5] Rough Neurocomputing: A Survey of Basic Models of Neurocomputation
[6] Design of rough neurons: Rough set foundation and Petri net model
[7] Constructing Extensions of Bayesian Classifiers with use of Normalizing Neural

Networks
[8] Refining decision classes with neural networks
[9] Harnessing Classifier Networks - Toward Hierarchical Concept Construction
[10] Feedforward concept networks
[11] Neural network design: Rough set approach to real-valued data
[12] Hyperplane-based neural networks for real-valued decision tables
[13] Rough Sets and Artificial Neural Networks

Cluster 39: Logical Satisfiability and Validity of Formulas

[1] Judgment of satisfiability under incomplete information
[2] A graded applicability of rules
[3] Toward rough applicability of rules
[4] Satisfiability and meaning in approximation spaces
[5] Satisfiability Judgment Under Incomplete Information
[6] Reasoning Based on Information Changes in Information Maps
[7] Rough validity, confidence, and coverage of rules in approximation spaces
[8] Satisfiability and meaning of formulas and sets of formulas in approximation

spaces
[9] On rough judgment making by socio-cognitive agents
[10] Rauszer’s R-logic for multiagent systems
[11] Rough rule-following by social agents
[12] Satisfiability of formulas from the standpoint of object classification
[13] Construction of rough information granules
[14] Patterns in Information Maps

Cluster 60: Instance-based Learning

[1] Combination of Metric-Based and Rule-Based Classification
[2] Rough Set Approach to CBR
[3] Local Attribute Value Grouping for Lazy Rule Induction
[4] Granulation in Analogy-based Classification
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Table 3. Tags (concept labels) for three examples of clusters

Cluster 21: Neurocomputing and Artificial Neural Networks

[1] ”ADALINE”
[2] ”Artificial neural network”
[3] ”Artificial neuron”
[4] ”Auto-encoder”
[5] ”Delta rule”
[6] ”Multilayer perceptron”
[7] ”Universal approximation theorem”
[8] ”Echo state network”
[9] ”Neural Lab”

Cluster 39: Logical Satisfiability and Validity of Formulas

[1] ”Empty domain”
[2] ”Formal theorem”
[3] ”Limit-preserving function (order theory)”
[4] ”Satisfiability and validity”
[5] ”Schaefer’s dichotomy theorem”
[6] ”Tautology (logic)”
[7] ”Well-definition”

Cluster 60: Instance-based Learning

[1] ”Attribute (computing)”
[2] ”Attribute (network management)”
[3] ”Integrity constraints”
[4] ”K-nearest neighbor algorithm”
[5] ”Online machine learning”
[6] ”Relation (database)”
[7] ”Structured SVM”

highly specialized vocabulary that inadvertently biases the bag-of-words repre-
sentation.

We have also investigated whether the bag-of-concepts representation may
be used for the purpose of automated tagging (labeling) of clusters. For this
purpose we associated each group (cluster) of articles with DBpedia concepts
that appear in representations of at least 80% of its members. Table 3 presents
these associations for the three exemplary clusters. From this example one can
see that the selected concepts (cluster tags) are well in line with cluster labels
assigned by the experts. Unfortunately, they seem to be too specific to express the
semantic relatedness of the documents in the cluster by themselves. To overcome
this issue, in the future we plan to employ knowledge about DBpedia categories
and the structure of concepts to construct more general tags.

6 Conclusions and Further Work

The conclusions drawn from this case study, just like the motivations presented
in Section 2, are of two kinds.
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Firstly, we can draw conclusions regarding the structure and characteristics
of the corpus of 349 rough set related documents that were used as the basis
for the study. The experimental results confirm, that our text corpus is fairly
uniform and focused. It is quite clear that our articles share a lot of common
concepts at the same time being separable from other research areas. Within the
area of rough sets, the papers can be arranged into groups (clusters) in a really
meaningful manner.

The second conclusion is that the proposed approach to clustering, based on
ESA approach, has a significant potential and shall be seriously considered as an
element in the future studies. During the experiments it was possible to establish
some ground knowledge about features of the method used. That gives us some
confidence about the viability of this approach and its potential to become an
element of the prototype software solution that we are eyeing in frame of our
main (SYNAT) project.

As usual with this kind of experimental study, there is a plethora of things
we can do next. In shorter perspective, next steps should include testing more
clustering methods, playing with parameters, coefficients and so on, to obtain
more optimal and versatile solution. Also, it would be very interesting to inves-
tigate whether including more knowledge from DBpedia, for instance structural
information about categories, helps to improve results or not. Another natural
next step is to extend the corpus of (currently 349) documents and check if our
findings remain valid for larger data set. This step, however, requires the access
to larger sources of PDF documents. It may be possible to have more documents
from other research areas in the future and then perform the comparative study.
We hope that with progress of the overall SYNAT project we will obtain more
material (documents) from other co-operating partners.

Another possible direction of a continuation of this study may regard differ-
ent methods for assessment of similarity between pairs of scientific documents.
Currently, only the cosine distance is being used. That fact restrains our abil-
ity to detect semantically similar texts since it enforces potentially undesirable
properties of a metric on the similarity measure. We believe, that in order to
capture more semantic resemblance of articles, the similarity measure should
be more dependent on a domain from which the documents come. One way to
achieve that is through utilization of some similarity learning methods, such as
the Rule-based Similarity model described in [6].

In a long run, the follow-up of this study should produce a software module
that could serve as a part of a search/recommender system supporting devel-
opment of information platform in the SYNAT project. For that to happen the
tools that we have used to hand-craft the experiments in this study will have to
be implemented as (semi-)automatic software modules that will be integrated
with the prototype of main system. This will require not only, re-writing of
some code but, quite possibly, re-designing some algorithms (e.g., calculation of
reverse index) in order to make them computationally efficient even for process-
ing very large number of documents at once. We are currently considering using
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the SuperMatrix library and tools (cf. [2]) as a candidate for foundation of such
implementation.
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Abstract. Organizing query results into clusters facilitates quick nav-
igation through search results and helps users to specify their search
intentions. Most meta-search engines group documents based on short
fragments of source text called snippets. Such a model of data representa-
tion in many cases shows to be insufficient to reflect semantic correlation
between documents. In this paper, we discuss a framework of document
description extension which utilizes domain knowledge and semantic sim-
ilarity. Our idea is based on application of Tolerance Rough Set Model,
semantic information extracted from source text and domain ontology
to approximate concepts associated with documents and to enrich the
vector representation.

Keywords: Text mining, semantic clustering, DBpedia, document
grouping, PubMed, bibliometric measure.

1 Introduction

Although the performance of search engines is improving every day, searching
the Web can be a tedious and time-consuming task because (1) search engines
can index only a part of the “indexable Web” due to its huge size and a highly
dynamic nature, and (2) the user’s intention is not clearly expressed in gen-
eral, short queries. In effect, a search engine may return as much as hundreds
of thousands of relevant documents. One approach to manage the large number
of results is clustering. The concept arises from document clustering in informa-
tion retrieval domain: find a grouping for a set of documents so that documents
belonging to the same cluster are similar and documents belonging to different
clusters are dissimilar. Search results clustering can thus be defined as a process
of automatic grouping of search results into thematic groups and discovering
concise descriptions of these groups. Clustering of search results can help the
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user navigate through a large set of documents more efficiently and help users
specify their intentions. By providing concise, accurate descriptions of clusters,
it lets users localize interesting documents faster. Most notably, document clus-
tering algorithms are designed to work on relatively large collections of full-text
documents, as opposed to search results clustering algorithms, which are sup-
posed to work on a set of short text descriptions (usually between 10 and 20
words).

The earliest works on clustering results were done by Hearst and Pedersen
on scather/gather system [3], followed by an application to Web documents
and search results by Zamir and Etzioni [16] to create groups based on novel
algorithm suffix tree clustering. Inspired by their work, a Carrot framework
was created by Weiss [2,14] to facilitate research on clustering search results.
This has encouraged others to contribute new clustering algorithms under the
Carrot framework like LINGO [6] and AHC [15]. The main problem occurred
in all mentioned works is the fact that many snippets remain unrelated with a
genuine content of documents because of their short representation.

Several works in the past have been devoted to the problem of document de-
scription enrichment. In [5] a method of snippet extension was investigated. The
main idea was based on application of collocation similarity measure to enrich
the vector representation. In [12], the author presented a method of associat-
ing terms in document representation with similar concepts drawn from domain
ontology.

In this paper, we present a generalized scheme for the problem mentioned
above. We investigate two levels of extensions. The first one is related to extend-
ing a concept space for data representation and the second one is related to asso-
ciating terms in the concept space with semantically related concepts. The first
extension level is performed by incorporating semantic information extracted
from a document content (such as citations) or from document meta-data (like
authors, conferences). The second one is achieved by application of Tolerance
Rough Set Model [11] and domain ontology, in order to approximate concepts
existing in document description and to enrich the vector representation of the
document.

The paper is organized as follows. In the second section we present a frame-
work of Tolerance Rough Set Model (TRSM). In Section 3 we discuss the
application of Generalized TRSM to enriching document descriptions, whereas
section 4 is devoted to experiments, followed by conclusions in section 5.

2 Generalized Approximation Space and TRSM

Rough set theory was originally developed [7] as a tool for data analysis and
classification. It has been successfully applied in various tasks, such as feature
selection/extraction, rule synthesis and classification [4]. In this chapter we will
present fundamental concepts of rough sets with illustrative examples. Some
extensions of the Rough Set model are described, concentrating on the use of
rough sets to synthesize approximations of concepts from data.
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Consider a non-empty set of object U called the universe. Suppose we want to
define a concept over the universe of objects U . Let us assume that the concept
can be represented as a subset X of U . The central point of Rough Set theory is
the notion of set approximation: any set in U can be approximated by its lower
and upper approximation.

2.1 Generalized Approximation Spaces

The classical Rough Set theory is based on equivalence relation that divides the
universe of objects into disjoint classes. By definition, an equivalence relation
R ⊆ U × U is required to be reflexive, symmetric, and transitive. Practically,
in some applications, the requirement for equivalent relation has shown to be
too strict. Concepts arising in many domains are by their nature imprecise and
overlapping eachother. For example, let us consider a collection of scientific doc-
uments and keywords describing those documents. It is clear that each document
can be assigned several keywords and a keyword can be associated with many
documents. Thus, in the universe of documents, keywords can form overlapping
classes.

Skowron [11] has introduced a generalized tolerance space by relaxing the
relation R to a tolerance relation, where transitivity property is not required.
Formally, the generalized approximation space is defined as a quadruple A =
(U, I, ν, P ), where

1. U is a non-empty set of objects (a universe).
2. I : U → P(U) is an uncertainty function (P(U) is a set of all subsets of U)

satisfying conditions:
– x ∈ I(x) for x ∈ U
– y ∈ I(x) ⇐⇒ x ∈ I(y), for any x, y ∈ U .

Thus, the relation xRy ⇐⇒ y ∈ I(x) is a tolerance relation (i.e. reflexive,
symmetric) and I(x) is a tolerance class of x.

3. ν : P(U) × P(U) → [0, 1] is a vague inclusion function.
Vague inclusion ν is a kind of membership function but extended to functions
over P(U)×P(U) to measure the degree of inclusion between two sets. Vague
inclusion must be monotonic with respect to the second argument, i.e., if
Y ⊆ Z then ν(X, Y ) ≤ ν(X, Z) for X, Y, Z ⊆ U .

4. P : I(U) → {0, 1} is a structurality function.
The introduction of structurality function P : I(U) → {0, 1} (I(U) =
{I(x) : x ∈ U}) allows us to enforce additional global conditions on sets
I(x) considered to be approximated. In generation of approximations, only
sets X ∈ I(U) for which P (X) = 1 (referred to as P-structural element in
U) are considered. For example, a function Pα(X) = 1 ⇐⇒ |X |/|U | > α
will discard all subsets that are relatively smaller than certain percentage
(given by α) of U .

Together with uncertainty function I, vague inclusion function ν defines the
rough membership function for x ∈ U, X ⊆ U :

μI,ν(x, X) = ν(I(x), X)
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Lower and upper approximations in A of any X ⊆ U are then defined as

LA(X) = {x ∈ U : P (I(x)) = 1 ∧ ν(I(x), X) = 1} (1)
UA(X) = {x ∈ U : P (I(x)) = 1 ∧ ν(I(x), X) > 0} (2)

With the definition given above, generalized approximation spaces can be used
in any application where I, ν and P are appropriately determined.

2.2 Tolerance Rough Set Model

Tolerance Rough Set Model (TRSM) was developed [10,13] as a basis to model
documents and terms in Information Retrieval, Text Mining, etc. With its ability
to deal with vagueness and fuzziness, Tolerance Rough Set Model seems to be
a promising tool to model relations between terms and documents. In many
Information Retrieval problems, especially in document clustering, defining the
relation (i.e. similarity or distance) between document-document, term-term or
term-document is essential. In Vector Space Model, is has been noticed [13] that
a single document is usually represented by relatively few terms1. This results in
zero-valued similarities which decreases quality of clustering. The application of
TRSM in document clustering was proposed as a way to enrich document and
cluster representation with the hope of increasing clustering performance.

The idea is to capture conceptually related index terms into classes. For this
purpose, the tolerance relation R is determined as the co-occurrence of index
terms in all documents from D. The choice of co-occurrence of index terms to
define tolerance relation is motivated by its meaningful interpretation of the
semantic relation in context of IR and its relatively simple and efficient compu-
tation.

Let D = {d1, . . . , dN} be a set of documents and T = {t1, . . . , tM} set of index
terms for D. With the adoption of Vector Space Model [1], each document di

is represented by a weight vector [wi1, . . . , wiM ] where wij denotes the weight
of term tj in document di. TRSM is an approximation space R = (T, Iθ, ν, P )
determined over the set of terms T as follows:

– Uncertainty Function: The parameterized uncertainty function Iθ is de-
fined as

Iθ(ti) = {tj | fD(ti, tj) ≥ θ} ∪ {ti}
where fD(ti, tj) denotes the number of documents in D that contain both
terms ti and tj and θ is a parameter set by an expert.
The set Iθ(ti) is called the tolerance class of index term ti.

– Vague Inclusion Function: To measure degree of inclusion of one set in
another, the vague inclusion function is defined as is defined as

ν(X, Y ) =
|X ∩ Y |
|X |

It is clear that this function is monotone with respect to the second argument.
1 In other words, the number of non-zero values in document’s vector is much smaller

than vector’s dimension – the number of all index terms.
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Table 1. Tolerance classes of terms generated from 200 snippets return by Google
search engine for a query “jaguar” with θ = 9;

Term Tolerance class Document
frequency

Atari Atari, Jaguar 10
Mac Mac, Jaguar, OS, X 12
onca onca, Jaguar, Panthera 9
Jaguar Atari, Mac, onca, Jaguar, club, Panthera, new,

information, OS, site, Welcome, X, Cars
185

club Jaguar, club 27
Panthera onca, Jaguar, Panthera 9
new Jaguar, new 29
information Jaguar, information 9
OS Mac,Jaguar, OS, X 15
site Jaguar, site 19
Welcome Jaguar, Welcome 21
X Mac, Jaguar, OS, X 14
Cars Jaguar, Cars 24

– Structural Function: All tolerance classes of terms are considered as struc-
tural subsets: P (Iθ(ti)) = 1 for all ti ∈ T .

The membership function μ for ti ∈ T , X ⊆ T is then defined as μ(ti, X) =
ν(Iθ(ti), X) = |Iθ(ti)∩X|

|Iθ(ti)| and the lower and upper approximations of any subset
X ⊆ T can be determined – with the obtained tolerance R = (T, I, ν, P ) – in
the standard way

LR(X) = {ti ∈ T | ν(Iθ(ti), X) = 1}
UR(X) = {ti ∈ T | ν(Iθ(ti), X) > 0}

2.3 Example

Consider a universe of unique terms extracted from a set of search result snippets
returned from Google search engine for a “famous” query: jaguar, which is
frequently used as a test query in information retrieval because it is a polysemy,
i.e., a word that has several meanings, especially in the Web. The word jaguar
can have the following meanings:

– jaguar as a cat (panthera onca - http://dspace.dial.pipex.com/
agarman/jaguar.htm);

– jaguar as a car;
– jaguar was a name for a game console made by Atari - http://www.atari-

jaguar64.de;
– it is also a codename for Apple’s newest operating system MacOS X -

http://www.apple.com/macosx.
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Tolerance classes are generated for threshold θ = 9. It is interesting to observe
(Table 1) that generated classes reveal different meanings of the word “jaguar”:
a cat, a car, a game console, an operating system and some more.

In the context of Information Retrieval, a tolerance class represents a concept
that is characterized by terms it contains. By varying the threshold θ , one can
control the degree of relatedness of words in tolerance classes (or the preciseness
of the concept represented by a tolerance class).

One interpretation of given approximations is as follows: if we treat X as a
concept described vaguely by index terms it contains, then UR(X) is the set of
concepts that share some semantic meanings with X , while LR(X) is a ”core”
concept of X .

3 Applications of TRSM in Semantic Search

Tolerance Rough Set Model was applied to many text mining problems, includ-
ing document clustering, search result clustering [5,10], and automatic syllabus
generation. One can list the three most important applications of TRSM in text
mining:

– Enriching document representation;
– Extended weighting scheme;
– TRSM based clustering algorithms.

In this paper we propose a new application of TRSM in Semantic Search, one
actually developed within SYNAT project. The idea is to extend the represen-
tation of documents (or snippets) by additional semantic information extracted
from text sources and/or from meta-data like citations, authors, publishers, pub-
lication years and semantic concepts related to the document. Three Tolerance
Rough Set models will be discussed in this section: standard TRSM, extended
TRSM by citations and extended TRSM by sematic concepts. We also present,
how to apply these models to enrich documents’ representation.

3.1 Standard TRSM

Let D = {d1, . . . , dN} be a set of documents and T = {t1, . . . , tM} the set of
index terms for D. The tolerance rough set model for term space was described
in previous Section.

R0 = (T, Iθ, ν, P )

In this model a document, which is associated with a bag of words/terms, is
represented by its upper approximation, i.e. the document di ∈ D is represented
by

UR(di) = {ti ∈ T | ν(Iθ(ti), di) > 0}
The extended weighting scheme is inherited from the standard TF-IDF by:

w∗
ij =

⎧⎪⎪⎨
⎪⎪⎩

(1 + log fdi(tj)) log N
fD(tj)

if tj ∈ di

0 if tj /∈ UR(di)

mintk∈di wik

log N
fD(tj )

1+log N
fD(tj )

otherwise
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Table 2. Example snippet and its two vector representations in standard TRSM

Title: EconPapers: Rough sets bankruptcy predic-
tion models versus auditor

Description: Rough sets bankruptcy prediction
models versus auditor signalling rates. Journal of
Forecasting, 2003, vol. 22, issue 8, pages 569-586.
Thomas E. McKee. ...

Original vector Enriched vector

Term Weight Term Weight

auditor 0.567 auditor 0.564
bankruptcy 0.4218 bankruptcy 0.4196
signalling 0.2835 signalling 0.282
EconPapers 0.2835 EconPapers 0.282
rates 0.2835 rates 0.282
versus 0.223 versus 0.2218
issue 0.223 issue 0.2218
Journal 0.223 Journal 0.2218
MODEL 0.223 MODEL 0.2218
prediction 0.1772 prediction 0.1762
Vol 0.1709 Vol 0.1699

applications 0.0809
Computing 0.0643

The extension ensures that each term occurring in the upper approximation of
di but not in di itself has a weight smaller than the weight of any terms in di.
Normalization by vector’s length is then applied to all document vectors:

wnew
ij =

w∗
ij√∑

tk∈di
(w∗

ij)2

The example of standard TRSM is presented in Table 2.

3.2 Extended TRSM by Citation

Let D = {d1, . . . , dN} be a set of documents and T = {t1, . . . , tM} the set of
index terms for D. Let B = {b1, . . . , bK} be the set of bibliography items that
are cited by documents from D.

The extended tolerance rough set model for terms and citations is a pair:

R1 = (RT ,RB)

where
RT = (T, IθT , ν, P ) and RB = (B, IθB , ν, P ) are TRSM defined for term space

T and bibliography item space B, respectively.
In the extended model, each document di ∈ D is associated with a pair

(Ti, Bi), where Ti is the set of terms that occur in di and Bi is the set of
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bibliography items cited by di. Each document can be represented by a pair of
upper approximations, i.e.,

di ��� (URT (di), URB (di))}
where

URT (di) = {ti ∈ T | ν(IθT (ti), di) > 0}
URB(di) = {bi ∈ B | ν(IθB (bi), di) > 0}

Once can observe some properties of the extended model.

– if B = ∅, the extended model R1 is the standard TRSM.
– if B = ∅ and θT = card(D) + 1, documents in D are represented by their

original text without information about citations.
– if T = ∅ and θB = card(D) + 1, documents in D are represented by bib-

liography items occurred in the documents without information about an
original text.

– if θT = θB = card(D) + 1, each document di ∈ D is represented by an
original text and bibliography items cited by di.

In this paper we are investigating the last three cases and their influence to the
search result clustering problem.

3.3 Extended TRSM by Semantic Concepts

Let D = {d1, . . . , dN} be a set of documents and T = {t1, . . . , tM} the set of
index terms for D. Let B = {b1, . . . , bK} be the set of bibliography items that
are cited by documents from D and let C be the set of concepts from a given
domain knowledge (e.g. the concepts from DBpedia).

The extended tolerance rough set model based on both citations and semantic
concepts is a tuple:

RC = (RT ,RB ,RC , αn)

where
RT , RB and RC are tolerance spaces determined over the set of terms T , the

set of bibliography items B and the set of concepts in the knowledge domain C,
respectively.

αn : P(T ) −→ P(C) is called the semantic association for terms. For any
Ti ⊂ T , αn(Ti) is the set of top n most associated concepts for Ti, see [12].

In this model, each document di ∈ D associated with a pair (Ti, Bi) is repre-
sented by a triple:

di ��� (URT (di), URB (di), αn(Ti))}

In Figure 1 we can see an example of a biomedical article and the list of concepts
associated with the article.



Extended Document Representation for Search Result Clustering 85

Top 20 concepts:
”Opioid antagonist” ”Neu-
rocognitive” ”Opiate replace-
ment therapy” ”Paced
Auditory Serial Addi-
tion Test” ”Withdrawal”
”Opioid-induced hyper-
algesia” ”Methadone”
”Benzodiazepine with-
drawal syndrome” ”Opioid”
”7-Hydroxymitragynine”
”Nalmefene” ”DAMGO”
”Cyprenorphine” ”RB-101”
”Meptazinol” ”Post acute
withdrawal syndrome” ”IC-
26” ”Euphoriant” ”Cognitive
deficit” ”Cognitive neuropsy-
chology”

Fig. 1. An example of an article and the list of top 20 concepts that are related to the
article

4 Case Study: Search Result Clustering of Biomedical
Articles

The extended TRSM models described in the previous section are applied to
enrich descriptions of biomedical articles from the PubMed Central database
[9]. The purpose of this section is to evaluate document representation models.
In experiments we investigate the following document representations:

– Abstract based representation.
– Citation based representation.
– Semantic concept based representation.
– Abstract enriched by citation.

These models are applied to a search result clustering problem. By analyzing
cluster quality one can evaluate document representation models.

4.1 Data Sources

PubMed Central[9] (PMC) is a free online archive of journal articles in
biomedicine and life sciences. A subset of this database, PMC Open Access
subset, consists of articles available under Creative Commons license or similar,
thus may be downloaded in bulk from PMC. This subset contains 200000 articles
(roughly 10% of the PMC database) and provides a base text corpus for our ex-
periments, further restricted by specific search queries. All articles are provided
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along with rich metadata from MEDLINE database, and most articles in MED-
LINE/PubMed database are indexed with MeSH (Medical Subject Headings), a
controlled vocabulary. MeSH terms are assigned to texts by subject experts.

The second data source that we utilize in our experiments, one which provides
an alternative document representation is DBpedia. The interested reader will
find further details in [12], but for the purpose of this article it suffices to think
of an abstract module which takes as the input an article and provides a list of
DBpedia entries associated with this article, along with degrees of association.

4.2 Experiment Set-Up

The aim of our experiments is to explore clusterings induced by different doc-
ument representations (lexical, semantic and structural). To cluster documents
we adopt an algorithm LINGO in a Carrot clustering library [6]. The main idea
of the algorithm is to apply a Singular Value Decomposition (SVD) method to
document indexing. One of the advantages of LINGO is the ability to assign
labels to clusters.

The diagram of our experiments is shown in Figure 2. An experiment path
(from querying to search result clustering) consists of three stages:

– Search and filter documents matching to a query. Documents in a search
result list are represented by snippets and/or titles.

– Extend representations of the documents by citations and/or semantically
similar concepts from DBpedia.

– Cluster the document search results.

At this point, we limit our exposure in experimental section to a query: ”hip-
pocampus cortisol”.

This query returned 989 papers from PubMed Central (PMC) search engine.
196 of these documents are available in PubMed Central Open Archive subset
(as of this writing). We have further restricted this set to 134 journal articles
which were suitable for our investigations (i.e. full text was available in Archiving
and Interchange Tag Set format).

We will treat LINGO as a clustering engine. Conceptually, the algorithm takes
as an input information about documents in terms of pairs (title, snippet).

While Carrot2 workbench application is integrated with PubMed search en-
gine, we use a Web based search application which directly queries PMC (rather
than PubMed) database. For PubMed queries in Carrot, “snippet” field used by
the system contains document abstract (along with basic document meta-data).
Hence, a document representation which induces a grouping that serves as a
natural benchmark is one which places document abstracts in “snippet” field.
Please keep in mind that the set of PubMed documents clustered directly by
Carrot2 workbench and those clustered during our investigations differ, as we
are limited to PMC Open Archive subset.

We have investigated various document representations: based on abstracts,
based on citations (other articles referenced in bibliography as well as articles
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PubMed Central
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Query

List of article identifiers
and abstracts

Local copy 
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Filter

Extend
data

Carrot Clustering
Server

XML query

List of clusters
with documents

Visualization Evaluation
data

Enriched snippets or
other representation

of documents.

Fig. 2. Experiment diagram

that reference a given paper) and based on DBpedia entries semantically similar
to a given document [12]. We have also considered mixed representations (e.g.
abstracts augmented with citations) and experimented with varying number of
DBpedia entries used in document representation.

Despite a slightly broader coverage of our work, on most graphs that follow, for
the purpose of clarity we limit our exposure to selected representative document
representations (and hence clusterings).

4.3 Results of Experiments

The subsequent subsections will focus on the following analyses:

– First, we will take a look at an example cluster that was only discovered when
document representation was enriched with information about citations.

– Secondly, we will briefly look at stability of resulting clusters with respect to
document representation. How does a clustering change if a baseline repre-
sentation (based on abstracts) is enriched by including citations? How does
it change when the representation is replaced with one based on DBpedia
concepts?

– Next, we will see whether there is any common information in disjoint doc-
ument representations.

– We will perform validation of clustering results using MeSH terms associated
with articles.

– Finally, we will take a look at certain structural properties of resulting
clusterings.

4.4 Example Cluster

Table 3 shows an example cluster (labeled “Body Weight’) discovered after
extending baseline document representation with citation information. In
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Table 3. A cluster labeled “Body Weight”, discovered after baseline document rep-
resentation was extended with citation information. Column “Grouping (abstract)”
shows original (baseline) groups assigned to each document (two of them were previ-
ously unassigned to any group), whereas the third column lists MeSH terms associated
with each document (these terms were unavailable for the fourth document). We have
emphasised concepts that seem (subjectively) similar to the group label.

Title Grouping
(abstracts)

MeSH keywords

Effects of antenatal dexametha-
sone treatment on glucocorti-
coid receptor and calcyon gene
expression in the prefrontal cor-
tex of neonatal and adult com-
mon marmoset monkeys.

Molecular;
Dexam-
ethasone

Age Factors; Animals; Animals, Newborn;
Body Size; Body Weight; Callithrix;
Dexamethasone; Female; Glucocorticoids;
Male; Membrane Proteins; Prefrontal Cor-
tex; Pregnancy; Prenatal Exposure De-
layed Effects; Receptors, Glucocorticoid;
Receptors, Mineralocorticoid; RNA, Mes-
senger

The body politic the rela-
tionship between stigma and
obesity-associated disease.

Adiposity; Age Factors; Body Mass In-
dex; Electric Impedance; Female; Hu-
mans; Male; Obesity; Prejudice; Risk Fac-
tors; Sex Factors; Stress, Psychological

Prenatal Stress or High-Fat Diet
Increases Susceptibility to Diet-
Induced Obesity in Rat Off-
spring.

High-fat
Diet

Animals; Child; Diabetes Mellitus, Type
2; Dietary Fats; Energy Intake; Fe-
male; Genetic Predisposition to Disease;
Humans; Infant; Male; Obesity; Preg-
nancy; Prenatal Exposure Delayed Effects;
Rats; Rats, Sprague-Dawley

The TNF-System Functional
Aspects in Depression, Nar-
colpdfy and Psychopharmacol-
ogy.

a nutshell, this example illustrates our core goal, which is to provide additional,
meaningful clusters, which would guarantee high coverage (a small number of
unassigned documents left in the result set). We will return to this problem
in further analyses and show a trade-off between coverage and specificity of a
clustering.

4.5 Clustering Stability

The general framework for comparing different clustering methods that underlies
analysis in this section (and two subsequent subsections) is to consider similarity
relations induced by these groupings. In other words, we work in the space of
pairs of documents and label each pair as “similar” or “dissimilar” according to
a given clustering. We interpret documents belonging to “Other topics” group as
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dissimilar2. If either clustering plays the role of a benchmark or a baseline, the
similarity relation induced by this clustering may be considered a decision class,
whereas the similarity relation induced by other clustering(s) may be interpreted
as a classification model(s).

The goal of a clustering based on a different representation is never to repro-
duce the baseline grouping, but to provide an alternative one. Nevertheless, we
can interpret “accuracy” in this context as a metric of stability of the clustering
algorithm with respect to document representation. This metric, when applied
to clustering comparison (in the space of pairs of documents) is called Rand
Index [8].

We will reiterate two questions already mentioned earlier in this paper:

– How does a clustering change if a baseline representation (based on abstracts)
is enriched by including citations?

– How does it change when the representation is replaced with one based on
DBpedia concepts?

Graph 3 shows Rand Index calculated against the benchmark clustering. Most
noticeable is an overall remarkably high Rand Index for most clusterings (around
0.9), while being significantly lower for clustering based on 300 DBpedia entries
“closest” to a given article (we refer to this grouping as to “DBpedia-300” from
now on, as this particular clustering will be highly illustrative further in the
article).

This analysis shows that extended (or alternative) representations result in
overall similar clusterings. The more DBpedia concepts used in document de-
scription, the less similar the resulting clustering to the baseline.

A care needs to be taken when interpreting the Rand Index, as this metric
does not account for different proportions of similar to dissimilar document pairs
(the issue is similar to using accuracy as an assessment of classification with rare
classes). While most pairs of documents are dissimilar in most models, “DBpedia-
300” induces a much “softer” notion of similarity, thus labeling many more pairs
of documents as similar.

4.6 Do Different Document Representations Convey Common
Information?

Our next analysis focuses on clustering based solely on bibliographical refer-
ences. For each document, the set of bibliographical references is disjoint with
its’ abstract, i.e. bibliographical references correspond to different coordinates
in the vector space model than words. We compare similarity matches and mis-
matches of grouping based on this representation against the benchmark in a
contingency table, and calculate Pearson’s Chi-squared test with Yates’ conti-
nuity correction. This procedure yields a p-value 3.42× 10−06, remarkably low,
2 We stress that “Other topics” is an artificial group that consists of articles unassigned

to any resulting cluster. One could argue that it conceptually corresponds to a set
of singleton clusters.
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Document representation
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Fig. 3. Rand Index w.r.t. clustering based on abstracts (the benchmark)

despite the general tendency of Yates’ continuity correction to underestimate
statistical significance. Thus, we conclude that clusterings based on abstracts
and those based on references/citations are not independent, with confidence far
exceeding 99% (“far” ratio-wise, rather than in absolute terms). However trivial
this observation may be, structural content of articles used in our experiment
significantly overlaps with their lexical content.

4.7 Validation Using MeSH Vocabulary

Figure 4 shows the results of validation of clusterings using MeSH terms as-
sociated with each article. Since these tags were not used in either document
representation, they provide a natural confirmatory source of information. Nev-
ertheless, it is important to stress that these terms are not assigned to articles
automatically, but by subject analysts.

For each pair of articles we define their distance as the fraction of MeSH
terms associated with exactly one of these articles to the overall number of
MeSH terms associated with either of these articles. Figure 4 shows the average
distance between pairs of documents within the same clusters, with the average
taken over all such pairs (rather than over clusters).
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Fig. 4. Validation of clusterings based on different document representations using
MeSH terms associated with articles. For each document representation (and hence
clustering), we calculate the average distance between documents belonging to the
same cluster. The average is taken over all such pairs rather than over all clusters.
The vertical line corresponds to the average distance between two documents taken at
random.

As the graph suggests, all document representations investigated in our anal-
yses lead to plausible clusterings. However, in order to formulate conclusions of
a comparatory nature, we have yet to conduct experiments using different search
queries. Moreover, structural information provided with MeSH can be used to
define various distance metrics between these terms, and each such a metric can
be extended to a distance between documents. Further yet, we plan to use other
evaluation metrics, although care needs to be taken, as the clustering algorithm
under consideration does not output disjoint clusters, neither are all documents
assigned to a cluster.
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4.8 Structural Properties of Clusterings

The left plot on figure 5 shows that “DBpedia-300” induces a very vague simi-
larity between documents, as each document is assigned to approximately three
different clusters on the average. Remaining clusterings are more conservative in
this aspect, although not fully unambiguous either.

Figure 6 shows the trade-off between the “vagueness” of a clustering and
the “coverage” (i.e. the number of documents with assigned proper clusters).
Clusterings based on 30 (and 50) entries from DBpedia seem to balance this
trade-off fairly well. Moreover, they are attractive for a different reason – they
provide clusterings that are only indirectly based on document content (e.g. a
cluster label may be an entry in DBpedia which is not directly worded in any
paper, yet may be highly indicative of a general concept linking a group of
articles).

It is worth stressing that a proper balance of these structural properties is
crucial for grouping documents in the context of Document Retrieval, while not
necessarily in the context of Web Search. When speaking of grouping documents
in Web Search, we may restrict our discussion to non-navigational search queries.
These queries (due to their vagueness) would usually return a very large number
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of unassigned documents (right) for selected clusterings



Extended Document Representation for Search Result Clustering 93

The average number of clusters assigned to a document.
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300 DBpedia concepts.

of matching webpages. A clustering tool usually limits the number of processed
snippets to a small subset (e.g. 200) and relies on the interaction with the user
to further refine his query or navigate the result set by other means. On the
other hand, in Document Retrieval we are always limited to a fixed (often small)
number of matching documents, and our intent is to provide plausible grouping
which preferably describes the vast majority of them.

5 Conclusions and Further Work

Our preliminary experiments lead to several promising insights, although a wider
coverage of experiments need to be conducted in order to speak of definite
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conclusions, which would translate to a wide range of queries (or rather, result
sets) and text corpora. Nevertheless, our analyses suggest the following:

– Certain documents which would be naturally grouped together do not ex-
plicitly share much common lexical content in their abstracts, whereas other
document representations convey such information, hence such representa-
tions may be used to supplement or provide alternative clusterings.

– The clustering algorithm used in our experiments (LINGO) is stable with
respect to the input data. In other words, similarity relations induced by
clusterings based on close document representations also yield a high degree
of similarity. This suggests that a carefully selected extension method could
in fact yield a natural refinement of a baseline clustering.

– Validation using MeSH terms suggests that all document representations
investigated in this paper lead to plausible results, although our current
analyses focused on clusters without regard to labels. Label evaluation is yet
to be conducted.

– Varying richness of document representation displays a trade-off between im-
portant structural properties of resulting clusters, namely – the specificity
of groups and the number of unassigned documents. Hence, results that con-
firm closer to a postulated balance may be found if we prepare appropriate
document representations.

Our future plans are briefly outlined as follows:

– Use additional information from MeSH vocabulary (e.g. structural informa-
tion about relationships between terms),

– analyse label quality of clusters resulting from different document represen-
tations,

– use MeSH for document representation or label assignment rather than
merely for validation of results,

– conduct experiments using other extensions (e.g. citations along with their
context; information about authors, institutions, fields of knowledge or time),

– grouping of objects of other types (e.g. authors, institutions, . . . ),
– visualization of clustering results.
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2. Carpineto, C., Osiński, S., Romano, G., Weiss, D.: A survey of web clustering
engines. ACM Comput. Surv. 41, 17:1–17:38 (2009)

3. Hearst, M.A., Pedersen, J.O.: Reexamining the cluster hypothesis: Scatter/gather
on retrieval results. In: Proceedings of SIGIR 1996, 19th ACM International
Conference on Research and Development in Information Retrieval, Zürich, CH,
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Abstract. The paper presents methods developed by the Methods of
Semantic Recognition of Scientific Documents group in the research
within the scope of the SYNAT project. It describes document repre-
sentation format together with a proof of concept system converting
scientific articles in PDF format into this representation. Another topic
presented in the article is an experiment with clustering documents by
style.

Keywords: content representation, documents semantics, clustering.

1 Introduction

SYNAT is a large scientific project aiming to create the universal hosting and
scientific content storage and sharing platform for academia, education and open
knowledge society. The project is carried out by the research consortium com-
prising major Polish science institutions.

The goal of our research team is to develop methods for semantic recognition
of digital documents, e.g.:

– extracting key information, e.g. title, names of authors, affiliations,
references,

– splitting document content into sections,
– developing common format for document representation.

The rest of the paper is organized as follows: first we introduce our document
representation which is an XML-based format developed by the National Library
of Medicine. We will refer to this format as “NXML”. Particularly, we describe
basic concepts from the tag suite and experiments conducted with the format in
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the SYNAT project. In Section 2 we describe the NXML format and reference
experiments (conducted by other research groups) which prove usefulness of the
chosen representation. In the next section we present the process of generating
NXML representation of the document from the PDF file.

In Section 4 we describe a procedure for clustering documents by styles. It is a
preprocessing step which aims to facilitate generating document representation.
Documents in each extracted cluster have similar layout, so in the further re-
search it may be helpful in creating a domain knowledge base of document styles.
We also point out how to use such base to improve the process of generating
NXML representation.

Section 5 concludes the paper and describes plans for the future research.

2 Document Representation

2.1 Representation of the Documents

In the SYNAT project we have encountered a problem of data inconsistency.
Our sources contain documents (books and articles) in various formats and this
diversification is especially visible on two levels:

– File formats - image formats (jpg, tiff, bmp) representing bitmaps and pixels
and documents exchange formats (ps, pdf) focused on presentation layer
(used mainly to facilitate reading or navigating).

– Documents differ in layout (even within a given journal we can see layout
evolution over time). Locating document meta information (such as title,
abstract, keywords, authors or references) is a difficult task and depends on
document “layout style”.

Despite having documents in a file-form it is not a trivial task to automatically
process them. To solve the problem we have decided to use an abstraction layer
of document representation. More precisely, we convert all documents (indepen-
dently on their origin and initial format) into an intermediate representation
- familiar to architects, designers and developers of project further layers. The
following subsection describes it in more details.

2.2 NLM Journal Archiving and Interchange Tag Suite

The National Center for Biotechnology Information (NCBI) of the National Li-
brary of Medicine (NLM) has faced the problem of creating common format for
exchanging textual content like articles or books. They prepared a tool (Jour-
nal Archiving and Interchange Tag Suite) which simplifies document structure
schema preparation process. From a technical point of view the tag suite is a
set of XML schema modules (DTD modules) which can be combined to create
a specific (well-fitted to a given task) XML tag set (XML schema).

NCBI/NLM has prepared (by use of their own tag suite) and made available
several tag sets for specific purposes. The one on which we focused and which
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seems to meet our requirements is called “Journal Archiving and Interchange
Tag Set”. It is the most liberal among the NLM/NCBI tag sets in a sense that
it allows to express the highest spectrum of document structural notions and
concepts. As to the description that appears on the tag suite web page [NXML]
this tag set is “Created to enable an archive to capture as many of the structural
and semantic components of existing printed and tagged journal material as
conveniently as possible, with no effort made to model any particular sequence or
textual format”. And as such it looks as a perfect match for SYNAT requirements
for an intermediate representation which allows to convey documents structure
and semantics. SYNAT codename for this format is NXML.

NXML documentation provides a brief description together with remarks on
the usage of elements in the schema. Let us mention a few concepts from [NXML]:

<article-title>
“The full title of a journal article or other journal component such as a book
review.”

Remarks: “The <article-title> element is used in two contexts: as a part of a
metadata concerning the article itself and as a part of a bibliographic refer-
ence metadata inside bibliographic citations (<element-citation> and <mixed-
citation>).”

Best Practice: “Although this Tag Set cannot enforce either practice, retrieval
performance will be enhanced if the subtitle is consistently placed within the
<article-title> element (or the <source> element for book titles, proceedings
titles, and other titles) for all cited material. Either with a <named-content> or
as untagged text, the subtitle is easy to lose to searching.”

<abstract>
“Summarized description of the content of a journal article.”

<aff>
“Name of the institution or organization, such as university or corporation, which
is the affiliation for a contributor such as the author or editor.”

<conf-name>
“The full name of the conference, including any qualifiers, such as ’43rd Annual’.”

<contrib>
“Container element to contain the information (such as name and affiliation)
about a single contributor to the article, for example, one author.”

<ref-list>
“List of references (citations) for an article, which is often called ’References’,
’Bibliography’, or ’Additional Reading’.”
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<sec>
“A headed group of material; the basic structural unit of the article.”
Remarks: “A very short article, or a simple article such as an editorial or an obit-
uary, may contain nothing but paragraphs and other paragraph-level elements
such as figures and tables. But most journal articles are divided into sections,
each with a title that describes the content of the section, such as ’Introduction’,
’Methodology’, or ’Conclusions’.”

2.3 Usefulness of the NXML Format

NXML conveys structural and meta information about the document which can
be used by other teams in their work. Below we describe shortly two experiments
conducted by other groups in the SYNAT project showing usefulness of the
chosen representation.

Common Citations Experiment
The aim of the first experiment was to measure similarity between documents
basing on common citations [ISMIS]. The general idea is that if documents have
common references this might suggest that they treat about similar topics. An-
other variation of this concept is to look at papers which cite particular article
(co-citations). In this experiment documents are used as nodes of a directed
graph where references represent edges between them. NXML contains informa-
tion about citations as particular elements defined in the XML schema which
can be translated into the graph structure.

Semantic Clustering Experiment
Another experiment was a semantic clustering of scientific articles related to
rough sets [RSKT]. Applied method grouped documents on the basis of their
content and with assistance of DBpedia knowledge base [DBPedia]. In the ex-
periment each document had to be converted into a vector representation. Some
specific words occuring in certain parts of the document (page headers, footers,
references, etc.) could have biased further analysis. Therefore only paragraphs,
sections and their titles were extracted. Existence of separate elements in the
NXML format representing these objects made this task relatively easy. We mod-
ified the program converting PDF files into the NXML format and added text
output format containing only relevant parts of documents. Usage of selected
kind of data improved the experiment results. They were better in comparison
with case of using the whole document text as the input.

3 Retrieving Document Representation

In order to run a search engine or make further analysis and experiments on doc-
uments their content needs to be extracted and converted into a well structured
format like NXML. We wrote a Python script based on the open-source library
PDFMiner [PDFMiner] which is designed to process digital PDF files. Below we
describe algorithm in more details.
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3.1 Algorithm Steps

layout extraction - It is done by the PDFMiner library which obtains informa-
tion about characters and their positions in a document. Basing on proximity
in x- and y-axis characters are grouped into lines and blocks of text. In the
third algorithm step text is classified as a semantic representation of the
particular elements of a document.

validation - It is required because we cannot handle all encodings used in PDF
files. Validation is done by couple heuristics involving statistics of alphanu-
meric characters in a document, etc.

layout conversion into the semantic representation - This is the main
step in which layout elements are analyzed in order to obtain the actual
content of the document. It involves analysis of properties of layout elements
like common font, height and width of the line, vertical spaces between them,
number of lines in a block of text, etc. Also some kind of analysis on the word
level is done. For example words like ’introduction’, ’references’ or ’conclu-
sion’ are useful in detecting examples of headers and inferring the style of
the font used in section headers. This knowledge can be applied to find the
remaining headers.

conversion of the semantic representation into NXML - It is straight-
forward because in the third step we find parts of the text which have exact
representation as the elements of our XML schema. This step can be re-
placed to produce some other output format as it was done in case of the
experiment with classification of the rough set related documents (Section
2.3). In this particular case text representation was needed. It was easy to
add functionality of producing text files containing only selected parts of the
documents which were relevant for the experiment.

3.2 Layout Conversion

This step is most involved and it is split into small modules:

1. Combining text lines which were accidentally split by the
PDFMiner.

2. Determining number of columns in the text and their typical start
and end positions - This information is useful in finding the text flow
on the page. In one of the next steps it allows us to find the paragraphs
and order them correctly. Furthermore these statistics are used to determine
which blocks of the text represent actual sections of the document. By that
we can filter out (or leave for further processing) headers, titles, footers, etc.
These unknown elements might be later analyzed by other modules to detect
their semantic representation.

3. Finding blocks of the same font - It can be useful in finding emphasised
elements and titles which are split into multiple lines, etc.

4. Finding the article title - We try to imitate human way of thinking.
People usually do not have problem with detecting a title of the article. Our
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heuristic is that it is usually on the first page before the actual start of the
article text and is written with a “big“ font and is clearly separated from
other parts of a page.

5. Splitting article into sections and paragraphs - Here we use statistics
collected in the second step.

6. Fixing encoding - In this step we try to fix problems with unknown char-
acter encoding. Common example is converting ligatures (e.g., fi in “classi-
fication”) back to their original (textual) form. These problems are partly
resolved with use of the English dictionary which makes it possible to guess
the right encoding of some characters by determining whether words created
after substitution of missing characters were proper English terms.

4 Clustering Documents by Style

Discovering rules identifying interesting elements of a document is easier for a
set of similar (in a sense of similar layout) documents than for the whole corpus.
Therefore clustering of the documents based on their styles is an important
preprocessing step. The aim is to divide a given set of articles into disjoint
groups representing different styles. Even if clustering method is not perfect and
as a result we obtain a few styles in one cluster it is still much better than dealing
with all documents. Number of rules describing position of particular elements
for such cluster should be much smaller than for the whole documents set.

We have developed and tested our methods of clustering mostly on the basis
of a small part of BazTech database [BazTech] - over 600 digital PDF documents
divided a priori into 6 directories, each representing different style. We had to
manually filter out the outliers. Based on this set we could easily check perfor-
mance of the clustering methods by comparing result clusters with directories
representing perfect style clustering. Number of articles in these 6 directories is
respectively 88, 116, 72, 87, 6 and 269, so totally we have 638 articles.

Original PDF format is not very convenient to make an analysis of the content,
in this case with purpose of clustering documents. Therefore we have decided to
use a Python tool PDFMiner [PDFMiner]. We use it to transform PDF docu-
ments into an XML files which are the input for our clustering methods.

XML files produced by PDFMiner contain page characters together with their
position in document and type of font grouped into text lines. Furthermore text
lines are grouped into text boxes. Each text box is visually coherent and distinct
from the rest of the document. PDFMiner obtains text boxes using heuristic,
which of course does not work perfectly. However, it is still very good comparing
to other similar tools which we have tested.

We have considered and tested two main ideas for clustering. The difference
between them lies in a way of document representation (inferred from XML
format of PDFMiner output).

The first idea is to represent a document by the first few text boxes, describing
each of them as a sequence of numbers - sizes of fonts in the text box, written in
order of appearance (change of a font is not considered inside a text line - each
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text line is represented by the most frequent size of a font). Using this represen-
tation we have considered several distance functions and performed for each of
them typical clustering methods, like k-medoids and hierarchical clusterization,
we have also done visualization with CMS (Classical Multidimensional Scaling)
and PCA (Principal Component Analysis). The results were not optimistic -
some styles have big variance of their representation, so big that we were not
able to clearly distinguish them from the others.

The second idea seems to be more promising. In contrast to the first approach,
we try to find more general features of documents sufficient to recognize styles
without looking at details which, as we have seen, are sometimes not regular.
So far we have realized this idea in a very simple version, where document is
represented by 6 attributes, describing: size of a page (width - attribute W, and
height - attribute H) and position of a text on a page (coordinates of minimal
rectangle covering the whole text on a page - attributes X0, Y0, X1 and Y1).

Figure 1 presents visualization of these attributes. Each picture corresponds to
one attribute written below. X-axis represents sequence of all documents. They
are written in order: documents from the first directory (first style), documents
from the second directory (second style) and so on. Y-axis represents values of
considered attribute for documents. Each point on these pictures is a document
where X coordinate is a document ID and Y coordinate is an attribute value
for this document. Additionally, color of a point corresponds to the directory to
which it belongs. From these pictures we can see that chosen attributes should
allow us to perform style clusterization of considered documents with a high
accuracy.

For comparison, Figure 2 presents one more visualization for attribute ex-
pressing size of the most frequent font on a page - which we name F. Here we
can see a reason why the first idea for clusterization was not successful. Indeed, it
has turned out that for considered set of articles font attributes are significantly
less useful (in the clustering process) than position attributes.

For each ’good’ attribute: W, H, X0, Y0, X1, Y1 we performed average-linkage
agglomerative clustering, where the number of clusters was chosen using elbow
criterion. Final clustering of documents was obtained by intersection of cluster-
ing results for each attribute. As the result there are 18 clusters, but 7 biggest
represent perfectly desired partition with one exception - directory 1 is repre-
sented by 2 clusters (it is also important that remaining 11 clusters represent
only 19 articles). Details of obtained partition are following: we have two clusters
of size 29 and 56 for directory 1 and then the rest directories from 2 to 6 are
represented by single clusters of size respectively 114, 60, 87, 6 and 267.

The results have turned out to be not only much better than for the first
representation, but generally very close to the desired partition. However this
method should be examined on a bigger set of documents. We expect that pro-
posed document representation will be not sufficient. Therefore we will work
on its improvement. For example, one of natural extensions may be considering
page geometry in more details including not only general position of the whole
text but also positions of text boxes.
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Fig. 1. Visualization of attributes used in clustering procedure
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Fig. 2. Attribute F visualization

4.1 Usage of a Domain Knowledge

The extraction of content units from electronic documents can be facilitated
by application of a domain knowledge. Many publications were formatted using
professional systems such as TeX or other DTP packages. Most of such systems
allow ”styles” that help keeping publications by the same publisher in a com-
mon, uniform layout. We attempt to elicit external knowledge from these styles,
whenever possible, in order to improve the performance of the content extraction
process.

Typically, predefined styles would provide formatting data in the form of rules,
e.g.

[attribute1 = v1] ∧ . . . ∧ [attributek = vk] =⇒ [content = c],

for instance

[fontsize = 14] ∧ [fontbold = TRUE] ∧ [centering = TRUE]
=⇒ [content = TITLE].

By analyzing the available style files, we can build a collection of such rules
to be used later by the extraction/recognition process. Since documents of the
same publisher tend to conform to a set of pre-defined styles, we can expect
to attain higher accuracy with a larger set of documents with the application
of such a priori rules. Such set of rules could significantly improve performance
of the algorithm retrieving information about the document described in the
previous chapter.
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5 Conclusions and Further Work

Experiments conducted by other teams mentioned in Section 2.3 clearly show
usefulness of the chosen document representation. It is not a simple task to
convert a scientific article into NXML and the algorithm presented here is just
a proof of concept. In the future we plan to extend retrieving system to extract
more information about the document and its content.

Experiment with clustering documents by style described in Section 4 gave
optimistic results. In a long run we plan to add a rule-based subsytem which
will facilitate recognition process. Rules will be manually created and adjusted
for the extracted clusters.

There are many possible ways of development of the content retrieving sys-
tem. First of all we need to create an evaluation procedure. So far results were
inspected only manually. PubMed Central [PubMed] is a large database of the
medical documents already available in the NXML format. Therefore it is a good
choice for a test dataset. Another possible way to improve the system is to use
domain knowledge in detecting NXML notions. For this purpose we can use for
example a database of authors or scientific institutions. Layout extraction algo-
rithm implemented in PDFMiner is not optimal and in some cases it could be
adjusted to our needs.
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Abstract. The paper discuss fundamentals of semantic evaluation of
information retrieval systems. Semantic evaluation is understood in two
ways. Semantic evaluation sensu stricto consists of automatic global
methods of information retrieval evaluation which are based on knowl-
edge representation systems. Semantic evaluation sensu largo includes
also evaluation of retrieved results presented using new methods and
comparing them to previously used which evaluated unordered set of
documents or lists of ranked documents. Semantic information retrieval
methods can be treated as storing meaning of words which are basic
building blocks of retrieved texts. In the paper, ontologies are taken as
systems which represent knowledge and meaning. Ontologies serve as a
basis for semantic modeling of information needs, which are modeled
as families of concepts. Semantic modeling depends also on algorithmic
methods of assigning concepts to documents. Some algebraic and par-
tially ordered set methods in semantic modeling are proposed leading
to different types of semantic modeling. Then semantic value of a docu-
ment is discussed, it is relativized to a family of concepts and essentially
depends on the used ontology. The paper focuses on sematic relevance
of documents, both binary and graded, together with semantic ranking
of documents. Various types of semantic value and semantic relevance
are proposed and also some semantic versions of information retrieval
evaluation measures are given.

Keywords: information retrieval, semantic information retrieval,
semantic search engine, semantic evaluation, evaluation methodology,
information need, semantic modeling of information need, semantic rel-
evance, semantic value of document, semantic valuation measure.

1 Introduction

The research presented in this paper is aimed at lying foundations for semantic
evaluation of effectiveness information retrieval methods. Semantic evaluation is
understood in two ways. Semantic evaluation sensu stricto consists of automatic
global methods of information retrieval evaluation which are based on knowledge
representation systems. Semantic evaluation sensu largo includes also evaluation
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of new methods of presentation of retrieved results and their comparison to
previously used methods which evaluated unordered set of documents or lists of
ranked documents.

In traditional evaluation methodologies human judges assessing relevance to
documents on the basis of their knowledge and understanding of meaning of
words appearing in judged texts. Knowledge and meaning are placed in judges’
minds. Semantic evaluation methods are proposed in analogy to this situation:
they are based on knowledge representation systems which are artificial stores of
knowledge and meaning. In the paper, as in SYNAT project, ontologies are taken
as knowledge representation systems. They can be view also as corresponding to
conceptual hierarchies stored in human minds. On the theoretical basis of this
correspondence, the paper introduce semantic modeling of user’s information
needs. Semantic modeling depends on ontologies as well as on algorithmic meth-
ods of assigning concepts to documents. Using algebraic and partially ordered
set methods, various ways of semantic modeling are proposed. Semantic models
of information needs serve as basis for introducing semantic value of documents.
The paper proposes also semantic relevance of documents. It is a key notion
of semantic evaluation of information retrieval. Semantic relevance is calculated
on the basis of semantic values and is automatically assigned to retrieved texts.
Semantic values of documents serves as a bridge between semantic modeling of
information needs and semantic relevance of documents.

The paper has the following organization: Section 2 presents basic concepts
and principles of traditional information retrieval evaluation. Section 3 discusses
elements of semantic information retrieval. It presents briefly ontologies as knowl-
edge representation systems and then introduce basic ideas of semantic evalu-
ation of information retrieval. Section 4 discusses briefly semantic modeling of
information needs and using algebraic methods proposes five types of seman-
tic modeling. On the basis of semantic modeling, in Section 5 semantic value
of documents is presented together with five types of semantic value. Section 6
discusses key concepts of semantic evaluation: semantic relevance (binary as well
as graded) together with some remarks on semantic ranking of documents. Sec-
tion 7 focuses on semantic evaluation of semantic information retrieval methods
presenting tamped earth test (or duel test) as a way of comparing of such meth-
ods. This section if followed by Conclusions. Section 2 and first part of section 3
are reviews of a state of the art while the second part of the section 3 and
the next sections introduce foundations for semantic evaluation of information
retrieval.

2 Fundamentals of Information Retrieval Evaluation

Evaluation methods of information retrieval systems are aimed at reflecting how
well results of searching meet user’s information expectations. Currently, two
broad classes of evaluation can be distinguished: system evaluation and user
based evaluation (Vorhees, 2002). User based evaluation methods measure user’s
satisfaction with the system while system evaluation methods measure how well
the system can rank documents (Vorhees, 2002).



Towards Semantic Evaluation of Information Retrieval 109

Key notions in information retrieval evaluation are information need and rel-
evance of a document. From the very beginning of the notion of information
need, it was highlighted that information need has both conscious and uncon-
scious components: it is a desire of an individual person or group of people to
find and get information satisfying their conscious or unconscious needs (de-
mands) (Taylor, 1967). In other words, IN is a topic on which a user would
like to know more, and it is distinguished from the query - a data structure
which is entered to a IR system by a user in order to communicate information
need (Manning et al., 2008). Relevance indicates how well a document or set of
documents satisfies the user’s information needs (Cuadra and Katter, 1967). In
other words, the document is relevant if it is perceived by the user as contain-
ing valuable information with regard to its information needs (Manning et al.,
2008). Relevance is traditionally of binary nature: the document is relevant or
irrelevant (Butcher et al., 2010; Manning et al., 2008), the vast majority of test
collections assume this, however, in the first Cranfield experiments a five-point
scale of relevance was used (Cleverdon, 1967; Vorhees, 2002; Voorhees and Har-
man, eds., 2005). Recently, graded relevance again become used in the evaluation
experiments (Najork et al., 2007; Butcher et al., 2010).

For the standard way of ad hoc measuring the effectiveness of information re-
trieval systems test collections consisting of three components are used (Vorhees,
2002; Manning et al., 2008):

– A set of documents,
– The test kit of information needs, expressed as queries,
– A set of relevance propositions, usually binary assignments of labels relevant

or irrelevant to each pair consisting of query and document.

Historically, the first proposed paradigm of this type was the Cranfield paradigm
(Cleverdon, 1967; Vorhees, 2002; Voorhees and Harman, eds., 2005; Manning et
al., 2008). Currently, more modern versions of this paradigm are used together
with bigger test collections. They are discussed and developed at few confer-
ences: the TREC conference (Text Retrieval Conference), organized in the U.S.
and at two conferences dedicated to inter-language information retrieval NTCIR
(NII Test Collections for IR Systems), which focuses on East-Asian languages
and CLEF (Cross Language Evaluation Forum), which focuses on European
languages (Manning et al., 2008).

This traditional way of information retrieval evaluation is based on two fun-
damental assumptions (Butcher et al., 2010):

– Having a given user’s information need, represented by a query, each doc-
ument in a given set of texts is relevant or irrelevant with regard to this
information need.

– The relevance of the document d depends solely on the information need
and the d itself, being independent from ranking of other documents in the
collection by a search engine.

Methods of evaluating unordered sets of documents were historically first be-
tween information retrieval evaluation methods (van Rijsbergen, 1979). Then
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methods evaluating ranked retrieved sets of documents appeared. The former
include such classic measures as recall, precision, specificity, fallout, the latter
include interpolated precision, mean average precision, reciprocal rank cumula-
tive gain measures (Manning et al., 2008; Butcher et al., 2010).

3 Semantic Information Retrieval

Semantic retrieval is a new type of information retrieval. The semantic search
engine, prepared under project SYNAT, will be one of the first systems of that
type. The evaluation methods proposed up to now, are related to information
retrieval systems, which can be described as linguistic/syntactic. In such systems
searching is based on the presence of words in documents. In the semantic infor-
mation retrieval the meaning of words are involved, whereas searching is done
by looking at the knowledge contained in documents. Thus, semantic informa-
tion retrieval must be based on the some way of knowledge representation. In
the project SYNAT, for the purpose of knowledge representation ontologies are
selected, they are presented as sets of concepts connected by various relations,
mainly by the relation of subsumption (is-a relation), however being-a-part-of
relation or other relations are also admissible (Breitman et al., 2007; Buitelaar
and Cimi, eds., 2007; Colomb, 2007; Staab and Studer, eds., 2009). Additionally,
we treat concepts from ontologies as meanings of words while the knowledge in
ontologies is contained in relations, or also in the concepts, assuming that they
are defined on the basis of attributes/slots1. Therefore, methods for assessing
the effectiveness of semantic information retrieval and semantic relevance of the
documents should be based on ontologies. By this conclusion, we break the sec-
ond assumption of the traditional information retrieval evaluation pointed out
in Section 2:

semantic relevance of document d depends not only on information need
α and the document itself but also on the ontology O1: when O1 is
changed to another ontology O2, document d in the context of query α
may get a different semantic relevance.

Information retrieval systems are typical examples of human - computer in-
teraction systems. In any information retrieval system, four elements can be
distinguished:

– a user’s mind2 being a source of information needs and formulated queries,
– user’s interface used for entering queries
– search engine operating with an inverted index and retrieving documents,
– data repository, storing all collected documents

1 In taxonomies, being ontologies of the simplest form, one cannot claim that tax-
onomic topics contain knowledge, in this case knowledge is only contained in the
subsumption relation.

2 Understood following cognitive science as an information processing system.
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In the semantic information retrieval system, a module of semantic searching is
equipped with knowledge representation system, e.g. with a given ontology, while
meanings are assigned to the words from document on the basis of this ontology.
Therefore, in the semantic information retrieval system, meaning and further,
knowledge are located in two modules of the system: in the user’s mind in which
they are components of information need and in the ontology incorporated in
the system. In the SYNAT project it is also planned to develop user’s interface
to a dialogue model for user - search engine interactions, which will conduct a
dialogue with the user aimed at specification of a query and driving the searching
of documents or presentation of retrieved results. An important function of the
module will be the translation of a query entered by the user and expressed in
natural language, onto a query in an ontology based a descriptive logic language.
In this translation, the ontology from a semantic search engine will be also
involved.

Note that in the context of ontologies adopted in the project for knowledge
representation, semantic evaluation of information retrieval should be distin-
guished from the evaluation of semantic information retrieval with respect to
knowledge. Having two different semantic search engines W1 and W2 and basing
them on the same sematic component, e.g., on the same ontology3, semantic
search factor is controlled, therefore we can evaluate effectiveness of search en-
gines W1 and W2 using classical nonsemantic methods. We can use such global
methods even when two different search engines are supported by two different
ontologies, but in this case it cannot be certain whether e.g. indexing algorithms
or ontologies are responsible for the effectiveness of retrieval. Similarly, it is
possible that having two nonsemantic search engines, we can evaluate their ef-
fectiveness using a semantic method of effectiveness evaluation based on given
ontology O1.

It is worth noting that notions of evaluation of semantic information retrieval
and semantic evaluation of information retrieval are independent, i.e. all four
possibilities can hold. To two possibilities pointed above, one has to add the
possibility practiced so far, i.e. nonsemantic evaluation of nonsemantic informa-
tion retrieval and the forthcoming possibility of semantic evaluation of semantic
information retrieval.

4 Semantic Modeling of Information Needs

An information need arising in the user’s mind consist, inter alia, of concepts.
However, an information retrieval system has no access to the conceptual frames
in the user’s mind. Communication between the mind and the information re-
trieval system is done through a query formulated and entered by the user ex-
pressing his/her information need. A query is a data structure usually consisting
of words. In the sequel, we assume that words contained in the query and refer-
ring to concepts (terms) are mapped by the system to concepts included in the
ontology of the system. Let us note that this mapping is in fact assigning to a
3 Semantic search is supported by the same ontology.
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query its meaning in a given ontology and that the context of this ontology is
essential: the same query in two different ontologies can have two different mean-
ings. This reveals the nature of semantic modeling of queries: a given query is
semantically modeled by a family of concepts interpreted as meanings of words
contained in the query.

In the following considerations, we adopt simplifying assumption about the
ontology: by an ontology we mean set of concepts O1 partially ordered by sub-
sumption relation �: 〈O1, �〉. If it will not lead to confusion (a subsumption
relation will be understood from the context), to ontology 〈O1, �〉, as a partial
order, we will refer also by O1.

Let 〈O1, �〉 be an ontology used by a given semantic search engine. Hereafter
we model the information need semantically as a set of concepts from ontol-
ogy O1: {C1, ..., Cn} ⊆ O1 determined in some way by query q expressing this
information need. Such family we will call a semantic model of query q or a se-
mantic model of information need. Because information need is always expressed
in the form of a query, we will also briefly say that the family of concepts models
semantically the query.

1. The simplest way of semantic modeling of the information need expressed
by query q is to take concepts from the ontology: O1 which are assigned by
the system to terms contained in query q. Such family of concepts we will
denote by O1(q).

2. Another way of modeling query q is to take additionally concepts from on-
tology O1 which are placed between concepts from family O1(q) which are
comparable with respect to subsumption relation �. Such family we will
denote by O1[q], in other words:

O1[q] := {D|∃A, B ∈ O1(q); A � D � B} (1)

Let us note that family O1[q] can be empty even when O1(q) is nonempty,
and this is when O1(q) is an anti-chain, i.e. any two concepts from O1(q)
are not comparable with respect to subsumption relation �. Taking into
account such possibility, we can introduce next ways of sematic modeling of
information needs.

3. Family O1(q) can be taken as a set of generators of a complete lattice: we
take family O1(q) ⊆ O1 as partially ordered set 〈O1(q), �|〈O1(q)〉 and then
we take the Dedekind-MacNeille completion of 〈O1(q), �|〈O1(q)〉 which is a
complete lattice4 For the family semantically modeling query q we take the
universe of this lattice denoted by L[O1(q)].

4. Let us note that family L[O1(q)] not necessarily contains e.g. all upper
bounds of family O1(q) in set 〈O1, �〉 (upper bounds of family O1(q) are
superconcepts of all concepts from family O1(q))5. In order to consider all

4 On of the methods of construction of the Dedekind-MacNeille completion is creating
a concept lattice (Wille, 1982; Ganter and Wille, 1999) for a given partially ordered
set (see Dedekind completion theorem in Ganter and Wille, 1999). Creating finite
concept lattices has a computational character.

5 All lower bounds of family.
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elements somehow generated from family O1(q) we can proceed in two ways.
Firstly, the Dedekind-MacNeille completion of whole ontology O1 is taken,
denote the universe of this lattice by L[O1] (note that O1 ⊆ L[O1]. Then take
family O1(q) as a set of complete generators and generate complete sublat-
tice SgL[O1](O1(q)) of the complete lattice L[O1]. For the family semantically
modeling query q we take family SgL[O1](O1(q)).

5. Secondly, take the family of all concepts from ontology O1 which ar compa-
rable by the subsumption relation with at least one concept from family O1,
i.e. take the family of the form:

FIO1(q) =
⋃

A∈O1

(A] ∪
⋃

A∈O1

[A), (2)

where (A] and [A) are respectively a principal filter and a principal ideal
determined by concept A in partially ordered set 〈O1, �〉. Then take the
Dedekind-MacNeille completion of partially ordered set 〈FIO1(q), �|FIO1(q)

〉,
the universe of this complete lattice will be denoted by L[FIO1(q)]. For the
family semantically modeling query q we take family L[FIO1(q)].

Note that two last methods of modeling of information needs outlined above are
different and have their own advantages and disadvantages. Lattices
SgL[O1](O1(q)) and L[FIO1 ] do not have to be isomorphic. The first method
is computationally expensive because it requires construction of lattice L[O1],
however, only a half of the job should be done, since every ontology, as a tree, is
a complete semi-lattice. In the second method, some elements of lattice L[FIO1 ]
do not have to belong to L[O1], thus they do not have to be related to concepts
from ontology O1. On the other hand, the question of computational complex-
ity of the first method is significant only in the case of dynamically changing
ontology O1 requiring to online computation of lattice L[O1] whereas elements
from lattice L[O1] unrelated to concepts from ontology O1 in some contexts may
be regarded as an advantage rather than disadvantage, for example if such con-
cept will appear in some documents this can be seen as a reason for adding it
to ontology O1. It is worthy to note also that the above list is open and other
methods of semantic modeling of information needs can be proposed.

Finally, semantic modeling of information needs can be used for constructing
semantic information retrieval methods as well as semantic evaluation measures
of retrieval effectiveness. In this paper we investigate the latter possibility but
definitely the former is also worth of exploration.

5 Semantic Value of Documents

On the basis of semantic modeling of queries now we can move now to semantic
characterization of documents. First notion of this kind is a semantic value of a
document.

Having given family of concepts Φ = {C1, ..., Cj of a given ontology O1 we
can determine a semantic value of document d. Let CΦ(d, Ci) = 1 for 1 � i � j,
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if Ci is contained in document d, otherwise CΦ(d, Ci) = 0. Semantic value of
document d with respect to family Φ has the following form:

k∑
i=1

CΦ(d, Ci). (3)

Firstly, note that a sematic value can be calculated for a set of documents. In
such case also an average sematic value of a set of documents can be calculated.
Note also that family Φ does not have to be interpreted as a semantical model
of an information need/querry. For example, as family Φ can be taken the whole
ontology, in this case a semantic value of documents can be used for characteri-
zation of this ontology on the basis of a given set of documents or a a basis for
comparison of two different ontologies. It is also possible that semantic value is
not an integer, it can hold in the case when an algorithm of mapping concepts to
documents will describe particular concepts in the context of a given document
by numbers other than 0 and 1. In the sequel, all consideration will admit this
possibility.

Let us note that for family Φ different families of concepts can be taken repre-
senting different methods of semantic modeling of information needs, including
the five methods outlined above. And so, keeping the way of enumerating of this
list we get the following types of a sematic value of a given document d with
respect to ontology O1:

SV1(d) =
k∑

i=1

CO1(q)(d, Ci), (4)

SV2(d) =
k∑

i=1

CO1[q](d, Ci), (5)

SV3(d) =
k∑

i=1

CL[O1(q)](d, Ci), (6)

SV4(d) =
k∑

i=1

CSgL[O1](O1(q))(d, Ci), (7)

SV5(d) =
k∑

i=1

CL[FIO1(q)](d, Ci). (8)

Note also that family Φ can represent semantical modeling of many information
needs at the same time, being simply set theoretical union of sematic models of
particular information needs.

It is worthy to note that sematic value of documents essentially depends on an
ontology taken as a basis for modeling of documents. Particularly, it is reflected
by measures of sematic value from SV2 to SV5. Consider now the fact that
semantic value can be used to determine the semantic relevance of documents as
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well as semantic ranking of documents. The first shows its usefulness in semantic
evaluation of information retrieval, while the second can be applied both in
semantic evaluation and semantic information retrieval.

6 Semantic Relevance and Semantic Ranking of
Documents

A document is relevant if it is perceived by a user as containing valuable in-
formation with respect to of his/her personal information needs (Cuadra and
Katter, 1967; Manning et al. 2008). Relevance indicates how well a document
or set of documents satisfies the user’s information needs (Cuadra and Katter,
1967). In order to be able to talk about semantic relevance , there must be some
connection between the evaluation of semantic relevance of a document and a
given information need. Semantic value of the document seems to give the ba-
sis for such a relationship, because through the semantic modeling it bounds
information needs of users with the documents.

6.1 Binary Semantic Relevance

Having given document d, query q, family of concepts Φ = {C1, ..., Cj and based
on Φ a semantic value of d we can determine binary a sematic relevance of d
with respect of q in the following way:

if
∑k

i=1 CΦ(d, Ci) = k, then d is semantically relevant with respect to q,

if
∑k

i=1 CΦ(d, Ci) < k, then d is semantically irrelevant with respect to q
(d is not semantically relevant w.r.t. q).

In other words, the document d is relevant with respect to query q on the basis
of family of concepts Φ, when every of the concepts from family Φ is contained in
document d. Note that in conjunction with the five types of semantic value out-
lined above, we have at least five types of binary semantic relevance. It should be
noted that, as in the case of methods of semantic modeling of information needs
or types of semantic value of documents, a list of types of semantic relevance
is open. It is also worth noting that the large cardinalities of family Φ of such
approach to binary semantic relevance can be very restrictive.

Having the five types of binary semantic relevance, it is worth noting that
we also have five semantic versions of each of the classical measures of the ef-
fectiveness of informational retrieval based on relevance of documents binary
understood. For example, we consider the semantic version of the average pre-
cision (where Φ = {C1, ..., Cj is a family of concepts which is a semantic model
of a given information need):
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AP Φ =
1

|RelΦ| ·
|Res|∑
i=k

relev(k) · Pr@kΦ =
1

|RelΦ| ·
|Res|∑
i=k

relev(k) · |Res[1, ..., k] ∩ RelΦ|
k

,

(9)

where RelΦ is a set of documents relevant with respect to a given information
need on the basis of family of concepts Φ being the semantic modeling of this
information need, Res is a set of all retrieved documents and Res[1, ..., k] consists
of the top k documents ranked by the system, while relev(k) = 1 if k-document
in Res is relevant, relev(k) = 0 otherwise.

Other example is semantic version of geometric mean average precision for n
information needs:

GMAP (APΦ
1 , ..., APΦ

n ) = n

√√√√ n∏
i=1

(APΦ
i + ε) − ε, (10)

where ε is a constant aimed at eliminating pathologies when one of the average
semantic precisions, APΦ

i , is equal to 0.

6.2 Graded Semantic Relevance

The simplest way of introducing graded semantic relevance for document d,
query q and family of concepts Φ = {C1, ..., Cn} semantically modeling query q
is to identify semantic relevance with semantic value. Other way is to normalize
graded semantic relevance to the unit [0, 1]:

ISΦ(d, q) =
∑n

i=1 CΦ(d, Ci)
n

, (11)

where ISΦ(d, q) denotes semantic relevance of document d with respect to query
qon the basis of family of concepts Φ. Notre that ISΦ(d, q) = 1 if, and only if
document d is semantically relevant with respect to query q by means of binary
semantic relevance. A value of normalized semantic relevance can be average to
given set of queries Q:

ISΦ(d) =
1
|Q| ·

∑
q∈Q

ISΦ(d, q). (12)

Measure ISΦ (for queries as well as sets of queries) we will call generally nor-
malized semantic relevance.

For example, we present semantic versions of normalized discounted cumu-
lative gain measure for graded relevance on the basis of family of concepts Φ:
nDCGΦ. Let be given a list of ranked documents of which every has assigned
normalized semantic relevance. For this list we create the semantic gain vector
GΦ composed of normalized semantic relevance of documents from the list, a
value of relevance placed on i place of the vector GΦ we denote by GΦ[i]. There-
fore, GΦ[i] = ISΦ(di). Then we calculate the cumulative semantic gain vector
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CGΦ of which value of k element is a sum of values of elements of the vector GΦ

from 1 to k:

CGΦ[k] =
k∑

i=1

GΦ[i]. (13)

Then we calculate discounted semantic gain:

DCGΦ[k] =
k∑

i=1

GΦ[i]
log2(1 + i)

. (14)

Then the perfect semantic gain vector G′
Φ is constructed, it consists of elements

of the semantic gain vector GΦ, where if i � j, then G′
Φ[i] � G′

Φ[j]. Then the
cumulative perfect semantic gain vector CG′

Φ and the discounted cumulative per-
fect semantic gain vector DCG′

Φ are calculated. The last step is a normalization
of the discounted cumulative semantic gain vector by the discounted cumulative
perfect semantic gain vector:

nDCGΦ[k] =
DCGΦ[k]
DCG′

Φ[k]
. (15)

6.3 Semantic Ranking of Documents

Documents can be semantically ranked, e.g., by means of their semantic value. In
this case we are dealing with at least five types of semantic ranking of documents.
Note that the semantic ranking of documents can be naturally combined with
the graded semantic relevance, e.g., with the normalized semantic relevance. Let
us note that the combination of semantic ranking based on the semantic value
and the normalized semantic relevance we always get the ideal semantic gain
vector.

7 Tamped Earth Test or Duel of Two Search Engines

It has to be underlined that both semantic information retrieval and semantic
evaluation of information retrieval (semantic as well as nonsemantic) signifi-
cantly depend both on the algorithms for indexing documents and on concepts
from ontologies (adopted in SYNAT project as a way of knowledge representa-
tion). This can be seen as disadvantage in the context of constructing semantic
evaluation measures: such measures can prefer search engines using the same
conceptual indexing algorithms. This problem can be partially solved in the
future by establishing conventionally some standardized conceptual indexing al-
gorithm/algorithms. However, it is still only a partial solution. Before further
discussion, let us accept a notational convention:

retrieved results of search engine Wi for set of documents Dj we will denote

by Wi(Dj). A semantic evaluation measure M which is based on conceptual

indexing algorithm ps and ontology Ot will be denoted by M(ps, Ot). Search
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engines with built in algorithms and/or using some ontologies we will denote

multiplicatively, for example WiakOt denotes search engine Wi with built in

algorithm ak and using ontology Ot, while WiakOt(D) denotes its retrieved

results on set of documents D.

Now, take into account the worst case from the perspective of the pointed above
disadvantage. Assume that we have two search engines W1 and W2 which use
two different conceptual indexing algorithms, respectively, p1 and p2, and two
different ontologies O1 and O2. In such case, one can evaluate their retrieval
results for a given set of documents by means of a semantic measure M using
algorithms p1 and p2 and ontologies O1 and O2 in all possible arrangements, i.e.
four versions of the appropriate measure of M : M(p1, O1), M(p1, O2), M(p2, O1),
M(p2, O2). Note that each of these semantic versions of measure M is unjust
and therefore, as a fair evaluation, the average value of all four measures can
be taken. Note also that the following result would be particularly striking:
namely, if one search engine defeat a second search engine using the opponent’s
weapon (the algorithm and ontology), for example, if search result W1(D) was
better than W2(D) with respect to evaluation measure M(p2, O2). In this case,
W1 would be particularly convincing winner od a duel - hence the name of the
test. Also a nonsemantic version of the test is possible: evaluation of retrieved
results of various search engines, e.g. W1p2O2 vs W2p2O2, by means of classical
nonsemantic measures.

Let us also note that the tamped earth test has four types of variables:

– search engines,
– indexing algorithms,
– ontologies,
– evaluation measures.

Therefore, fixing of particular variables gives methods of testing of other ele-
ments. For example, fixing a search engine, indexing algorithm and evaluation
measure, one can test various ontologies, e.g. O1 and O2 comparing W1p1O1(D)
vs W1p1O2(D) with respect to appropriate versions of evaluation measure M :
M(p1, O1) and M(p1, O2).

8 Conclusions

Semantic modeling of information needs and semantic values of documents in-
troduced in this paper can be applied in semantic evaluation methods as well as
in constructing new semantic retrieval methods.

To be applicable, methodology of evaluating the effectiveness of information
retrieval must include the following elements (Butcher et al., 2010):

– characterization of the intended purpose of information retrieval method,
– measure, which quantitatively shows how well this goal is satisfied,
– precise, accurate and economical measurement technique,
– estimation of measurement error.
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The estimation of measurement error is a problem solvable in a standard way
for all evaluating methodologies including semantic ones (van Rijsbergen, 1979;
Butcher et al., 2010). Therefore, research should be focused on the first three
topics.

Some exemplary semantic evaluation measures are given in this paper, how-
ever, next semantic evaluation measures should be proposed in the future. Since
methods of assessing of semantic relevance presented in this paper are auto-
matic, it meets the third point. Implementation and testing of these methods
will reveal their usefulness. They can be also compared to the traditional evalu-
ation methods based on assessing made by human judges. Such comparison can
show how far away semantic evaluation methods depart from them. Satisfac-
tion of the first point involves a combination of further theoretical research with
computational simulations of the proposed methods of semantic evaluations of
information retrieval and this will be done in the future. Especially interesting
are investigations into semantic evaluation of effectiveness of semantic informa-
tion retrieval.

Let us note that generally semantic evaluation methods are not necessarily al-
ternative to human judging methods. They can be used also to support assessing
process made by human judges as it is done analogically in the case of manual
indexing of documents from PubMed search engine, where an automated indexer
indexes the title and abstract and supports the manual indexer by providing a
list of potential MeSH ontology keywords (Berry and Browne, 2005).
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Abstract. One of the main goals of the SYNAT project is to equip scientific 
community with a knowledge-based infrastructure providing fast access to 
relevant scientific information. We have started building an experimental 
platform where different kinds of stored knowledge will be modeled with the 
use of ontologies, e.g. reference/system ontology, domain ontologies and 
auxiliary knowledge including lexical language ontology layers. In our platform 
we use system ontology defining “system domain” (a kind of meta knowledge) 
for the scientific community, covering concepts and activities related to the 
scientific life and domain ontologies dedicated to specific areas of science. 
Moreover the platform is supposed to include a wide range of tools for building 
and maintenance of ontologies throughout their life cycle as well as 
interoperation among the different introduced ontologies.  

The paper makes a contribution to understanding semantically modeled 
knowledge and its incorporation into the SYNAT project. We present a review 
of ontology building, learning, and integration methods and their potential 
application in the project.  

Keywords: Ontology building, ontology maintenance, ontology integration, 
semantic modeling, ontology-based systems. 

1   Introduction 

SYNAT is a large scientific project aiming at creating a universal hosting and 
scientific content storage and sharing platform for academia, education and open 
knowledge society. It is the national project funded by the National Centre for 
Research and Development. The project has started in 2010 and will be carried out 
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until 2013 by the research consortium comprising major Polish science institutions. 
Its purpose is to develop a system being a heterogeneous repository of data from 
various structured and unstructured sources [1]. The system is supposed to be capable 
of automatic acquisition of knowledge from web sources, including universities 
resources, such as, inter alia, researchers’ homepages, research projects, tutorials, 
conference and workshop information. The structuring of information in the system 
will be based on ontologies, and will be stored in the SYNAT Knowledge Base (KB). 

The purpose of KB is to provide all potential SYNAT users with a fast access to 
relevant scientific information. SYNAT “actors” may vary significantly in their needs 
- they may be researchers, lecturers, reviewers, students of all levels, publishers, 
librarians etc. Their requirements are not static, and may vary dynamically in time. 
The final system should thus possess a flexible functionality being smoothly 
adjustable to the changing users’ requirements. The functionality of KB will not be 
“hard coded” into the system, but instead, it will be “ontology driven”. 

To this end, we plan to build a system ontology and provide tools for building 
many needed domain ontologies. The system ontology describes kinds of information 
provided by the system (covering concepts and activities related to the scientific life) 
and relationships between the system-based concepts. The system ontology is also 
thought as a “semantic definition” of the system scope and possible functionality. It 
can help in finding meaning of queries and building a sequence of searches in KB, as 
well as suggesting user additional options in the searching process. In addition, a 
number of domain ontologies will be incorporated into KB in order to provide a 
semantic support within specific research domains. 

The system will provide access to different scientific information resources in one 
place and integration with these resources. A very important aspect of the integration 
will be sharing. On one hand, we want our system to make Polish national resources 
available to other, global scientific databases. Global resources worth mentioning 
include Web of Science (WoS) [2], Scopus [3] and Google Scholar (GS) [4]. Each of 
these sources has its specifics when it comes to the scientific fields covered. WoS is 
the leader in classical areas such as Physics and Chemistry [5]. Scopus is efficient for 
fields like Health and GS takes a leader role in integrating all domains (in some 
domains, like computer science it is already one of the best). GS has some major 
advantages over the other scientific databases: it is freely available, and relatively 
easy to use. Because of that, we plan to open national resources to the global scientific 
information services, including also such free services like GS or Microsoft Academic 
Search [6]. On the other hand we would like to make use of free web resources for 
integrating scientific services with the main information providers1.  

System users should be able to access resources available in local (e.g. university 
databases), national, and global systems in a convenient way. As a matter of fact, in 
existing services, searching for documents in a given subject does not take into 
account specific needs of a user. For example, a student may request some basic 
tutorials, a Ph.D. student will probably be looking for break-through documents on a 
particular subject and publications presenting it in detail, whereas a matured 
researcher is probably interested in the latest documents on the topics from his/her 
domain. 

                                                           
1 To the most possible extent from legal and technical point of view. 
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Because of that we plan to equip the system with semantically-grounded 
technologies. Semantics is considered to be capable of dealing with the heterogeneity, 
massive scale and dynamic nature of resources on the Web. Semantic technology 
means application of techniques that support and exploit semantics of information (as 
opposed to syntax and structure/schematic issues) to enhance existing information 
systems [7]. Accordingly the semantics used in the Web is supposed to provide well-
defined meaning enabling cooperation between machines and people [8]. Currently in 
more practical terms, Semantic Web technology also implies the use of standards such 
as RDF/RDFS and OWL. The semantic standards provide a good framework to 
represent, share and use heterogeneous knowledge but also allow for discovering new 
information [7]. Nowadays ontology driven information systems are used for 
information retrieval, integration and analysis across many areas of applications. Such 
systems are utilized for example in public e-employment services [9] or to fuse 
knowledge automatically extracted from different media types [10]. More and more 
researchers make efforts towards the development of ontology-based knowledge 
bases including aspects from ontology design and population, using “semantic” data, 
to automated reasoning and semantic query answering. 

In this paper we present a general idea of the SYNAT KB in the context of 
ontologies and their usage in the system. Also, we introduce a preliminary version of 
the system ontology, which is the core ontology of the KB. The rest of the paper is 
structured as follows: Section 2 outlines the proposed knowledge base and presents 
the first version of the system ontology. Sections 3, 4 and 5 give a review of methods 
for maintaining ontologies throughout their life-cycle, especially ontology building, 
ontology learning and ontology integration appropriately. Section 6 concludes the 
paper presenting the state of the art of ontology life-cycle tools and outlines research 
plans. 

2   Ontologies in the SYNAT Project  

The main functionality of the knowledge base can be divided into the two following 
categories: (i) searching and acquiring information, and (ii) building customized 
ontologies. An extensive usage of ontologies in the system is planned not only for 
better understanding users’ queries and obtained information but also for driving the 
information acquisition process.   

2.1   General Ideas Concerning the Experimental SYNAT Knowledge Base 

Potential Users and Usage Scenarios  
The intended end-users of the knowledge base are people involved in research and 
scientific activities i.e. scientists coming from various fields of science, and with 
various levels of expertise. The users accessing the system may play various roles in 
the scientific life; they may be researchers, lecturers, reviewers, research organizers, 
administrators, etc. 

One of the main aims of the system ontology is to support end-user dialog with the 
knowledge base and determine the system actions for answering the end-user queries.  
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The system ontology is also thought as a “semantic definition” of the system scope 
and possible functionality. It can help in resolving the query meaning and building a 
sequence of searches in the knowledge base as well as suggest to a user additional 
options in preparing the answer. 

Searching in the Knowledge Base  
The experimental user interface starts with a single Google-like field to be used by the 
end-user for specifying a query. The system applies the system ontology in the query 
analysis and tries to discover the “semantics” of a user query. If the process of 
understanding a query is positive, the system indicates a user possible ways of 
querying the knowledge base, and provides relevant answers. If the query parsing 
brings negative results, the system can still indicate to a user the most common ways 
of using the knowledge base. Additionally, the user’s profile will be used to help the 
system in recognizing the sense of the query and/or user needs.  

In addition, the system starts collecting associated information from various 
resources, e.g. definitions from Wikipedia, information from local system resources, 
as well as external resources on the Internet. If there is a need, an intelligent query 
assistant can try to resolve query ambiguity on its own or, if necessary, interact with a 
user. The assistant can suggest information associated with a query or other related 
topics. 

Scope  
The SYNAT knowledge base it thought first and foremost as the source of scientific 
information concerning the community members, their research, documents 
(publications, reports, etc.), organizations (scientific, governmental, etc.), events 
(conferences, workshops, seminars, etc,) and useful data resources (databases, home 
pages of individuals or institutions, etc.) [11]. Another field of usage is connected 
with evaluation of this type of information.     

Knowledge Domains  
The experimental KB should cover the following categories of knowledge: 

• Information about academic and scientific community, modeled by the system 
ontology. 

• Research domains modeled inter alia by domain ontologies (describing particular 
details of the domains and also ontologies defining scientific domains and their 
new topics). 

• Analytical knowledge related to evaluation measures of various objects. Such 
knowledge is acquired by applying various evaluation algorithms. 

• Auxiliary knowledge base which includes different kinds of objects e.g. 
dictionaries with grammatical forms (inflection, conjugation, declension), language 
oriented tools (POS taggers, gazetteers, etc.), semantics analysis tools (dictionaries 
of synonyms, homonyms), ontological or semi-ontological lexico-linguistic layers 
of the above ontologies. 
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System Architecture Outline 
A general idea of the system architecture is shown in Fig. 1. Three parts can be 
distinguished in the system: (1) the searching subsystem, (2) the ontology subsystem, 
and (3) repositories, dictionaries and thesauri subsystem.  

The Searching Subsystem 

The searching subsystem includes the following main components: 
• Query Analyzer  - the basic tasks realized by this component are: parsing – 

splitting text into terms (also dates, complex terms, etc.), lemmatization, 
recognition of query language, mapping terms to ontologies (using linguistic 
layers, taking into consideration also recognition of language, allowing or 
depicting any disambiguation), query enrichment based on ontologies and their 
linguistic layer (synonyms). The result of query analyzing process is a structured 
query prepared for interpretation. 

• Query Interpreter is responsible for building a query execution plan; it includes: 
query disambiguation (choosing the most possible interpretation; asking a user 
about possible interpretations in the case of a strong ambiguity), generating 
additional prompts for a user and requesting for additional possible contexts. Query 
Interpreter uses the word sense disambiguation algorithms (based on statistical and 
data mining methods), thesauri and ontologies including WordNet.  

• Query Executor searches in and communicates between knowledge base and the 
many available resources. The main task of Query Executor is to choose resources 
relevant for the given query, and send to them properly structured queries. After 
receiving answers, it should remove duplicates and refine obtained answers. 

• Results Evaluator assesses results of a given query in terms of quality (e.g. 
similarity of the returned documents to the query) and quantity. Moreover it 
performs appropriate text mining algorithms (e.g. in order to group the results 
thematically, or classify them by requested type of information), and ranks the 
results, based on similarity to the query. 

The Ontology Subsystem 

The ontology subsystem is envisaged as a component, which provides the entire 
functionality needed for accessing, maintaining and developing ontologies. The main 
parts of this subsystem are: 

• Ontology Manager, which  is the main component of the ontology subsystem, and 
enables other components’ access to ontologies. The functionality of this 
component includes, among others, searching and retrieving entities from 
ontologies, adding new entities, and extracting parts of ontologies.    

Tools for ontology maintenance and enriching – it is a set of tools offering 
various functionalities helpful for maintaining and developing ontologies. It is 
envisaged that several methods for semi-automated ontology learning, and for 
integration of ontologies (e.g. comparison of ontologies at semantic level) will be 
available to the user. It covers discovering concepts or relations between concepts 
from text repositories, as well as language layers for the ontologies. This set also 
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includes tools supporting different types of ontology integrations (aligning, 
merging, mapping). 

 
Besides functional components the ontology subsystem includes ontologies: the 
system ontology and domains ontologies.  

Internal Resources 

In the system we foresee using several types of internal resources. The main resources 
are repositories including text documents with their structured descriptions. Other 
types of internal resources are various kinds of dictionaries, thesauri, terminologies 
(e.g. dictionaries including proper names from a given domain, lemmas from a given 
language) which may be useful in methods for ontology integration and learning.  

Descriptions of all accessible repositories (both internal and external) are stored in 
the repositories metadata component.  

 

Fig. 1. A general idea of the knowledge base architecture 
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2.2   System Ontology 

Construction of the System Ontology  
The system ontology has been build using NeOn methodology [12], which 
decomposes the general problem of ontology construction into nine, more precisely 
stated, sub-problems, called scenarios [12], characterized in more detail in Section 3. 
Any combination of the scenarios is allowed for ontology building. All stages of the 
system ontology construction are a combination of four NeON scenarios, namely 
scenarios number 3, 4, 2 and 1. 

The search for similar and potentially useful ontologies, performed using Watson 
plug-in from the NeON Toolkit, and searching for web resources using classical 
search engines (Google, Bing) revealed the existence of a large number of potentially 
useful ontologies (the detailed description of the chosen potentially useful ontologies 
is available in [11]). To this end, we decided to reuse existing ontological resources 
(scenario 3 in [12]).  

The available ontological resources have been assessed as useful, but not exactly 
fitting our purpose. Therefore they were subject to modifications and reengineering 
(scenario 4 in [12]).  

We also used non–ontological resources, in particular scientific domains from 
Google Scholar and Web resources characteristics elaborated by workers of Main 
Library of Warsaw University of Technology.  

Finally, scenario 1 has been used to carry out conceptualization, formalization, and 
implementation. To formulate and validate the ontology domain and range, as well as 
ontology functional requirements, we formulated a set of competency questions (CQ) 
in the natural language. An ontology taxonomy has been constructed manually, based 
on the CQs.  Concepts characteristics, and class definitions have been elaborated with 
the aim to enable CQ’s answering and data control.  

Ontology Formal Requirements 
From the formal point of view, high-quality ontology should be: (1) consistent — all 
classes are consistent and can have instances; (2) semantically correct — should 
capture intuitions of domain experts, inter alia, clear and self-explanatory hierarchy 
of concepts and properties; (3) minimally redundant — no unintended synonyms 
should be present there; (4)  sufficiently axiomatized — it should contain detailed 
descriptions, well-defined concepts (definitions with restrictions on properties, etc.), 
data and object properties defined with their domains and ranges [13]. 

Ontology Functional Requirements: Competency Questions 
The core part of the system ontology is to characterize any scientist, giving general 
information about: personal and contact data, research interests and publications, 
education level, work positions, collaborators, activity in scientific events and 
teaching profile. The other aspects and information about academic life generally can 
be produced from the facts about scientists.  
 We collected about 50 competency questions for the ontology (the details are 
provided in [11]). They can be divided into the following groups: 
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• basic info about the scientist and the research interest (e.g. contact info, research 
areas); 

• scientist’s education level (e.g. achieved academic degrees, supervisors); 
• work activities (e.g. affiliations, current and past work positions); 
• teaching profile (e.g. supervisees, teaching activities, works reviewed, special 

lectures); 
• participation in scientific events (e.g. taking part in scientific events, roles held at 

the events); 
• projects (e.g. participation in the projects, kinds of projects, activities in projects); 
• the authored document(s) (e.g. authored publications, patents, edited books); 
• the document profile (e.g. publication data, publisher, referenced documents and 

citations); 
• educational organization profile (e.g. education domains and research topics); 
• additional possible CQs for opinion module (e.g. scientists working in a similar 

domain, similar projects). 

The System Ontology – Current State 
 

 

Fig. 2. The system ontology is composed of 5 main general modules: DataResource, Agent, 
Document, Project and Event (presented on the left panel). AidingModule contains notions 
used to define classes in the main ontology modules. The system core ontology counts: 175 
classes (163 primitive, 12 defined) and 173 properties (objects and data types). Class 
definitions have been specified using universal, existential and cardinality restrictions. 
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The main goal of the system ontology2 (Fig. 2) is to define basic metadata allowing to 
harvest repositories storing information about science communities from Web 
resources by specialized data mining algorithms. This goal dictates the scope of the 
ontology (basic facts about science and the academic community) and most of the 
modeling choices in the current version of the model.  

The collected ontological and non-ontological knowledge sources are overlapping, 
but none of them covers overall the necessary scope of the system ontology. In the 
current model version we included notions from namespaces defined in the following 
ontologies: ESWC Conference ontology, FOAF, Science Ontology and SIOC. Other 
models have been used as a source of meaningful vocabulary. 

The ontology has been specified in OWL-DL, edited with the Protégé-2000 editor  
[14], ver. 3.4.4. Documentation3 has been generated by the NeON toolkit [15]), its 
consistency has been verified using the Pellet reasoner. 

The main classes in the system ontology correspond to the following five main 
general modules: DataResources, Agents (such as Person, Group or Organization), 
Documents resulting from scientific work, and finally scientific Projects and Events. 
The overall structure of the system ontology is presented on the left panel in Fig. 2. 
The first additional ontology module, AidingModule, groups role notions that 
characterize classes in the main ontology modules, for example educational level, 
scientist’s achievements, or organization character and activity. Those notions are 
used as restrictions fillers in definitions of classes specifying formally their semantics. 

The system ontology formally defines terminology for data mining algorithms and 
metadata for the design of the system platform. However, its current version does not 
contain class definitions and modeling options allowing for deeper reasoning or 
concept similarity assessment. The future version of the system ontology will not only 
increase the scope and granularity of the ontology concepts, but also change some of 
the preliminary, simplistic modeling choices. For example some notions such as 
geographical scope, countries, cities and languages will be modeled as classes, not 
data properties.  

With almost all concepts in the designed ontology necessary conditions and 
extended ranges of object and data properties are associated. Personal roles are 
modeled in two different manners: roles with important additional facts (e.g. dates of 
holding them) are modeled as concepts (reified relations) and other roles with no 
particular additional information are designed as binary relations (e.g. participating in 
project, being an author of a publication). 

3   Ontology Building 

The ontology subsystem in the general idea of KB should provide appropriate 
workflows and possibility to design process sequences for ontology development and 
maintenance defined by specific methodologies. Additionally, the constructed system 
ontology for KB was carried out with the means of a suitable methodology. In this 
section, we introduce ideas referring to ontology building methodologies. 

                                                           
2 Available at http://wizzar.ii.pw.edu.pl/SYNAT-ontology/, specified in OWL-DL, edited in 

Protégé-2000 editor ver. 3.4.5, documentation generated using NeON Toolkit ver. 2.4.2. 
3 Glossary of terms for the ontology is available directly in the ontology documentation. 
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Ontology building is primarily a knowledge integration process. This means that 
albeit in theory handcrafting an entire ontology by hand is possible, in practice the 
only feasible way to build a reasonably complex ontology is via extracting 
information from other sources. Basically there are two types of information sources 
that might be considered for acquiring knowledge for ontology building: structured 
data sources (other ontologies, thesauri, dictionaries, semi-structured web content, 
text corpora), and unstructured data sources (unstructured web content, generic text 
archives and document repositories, generic web contents). 

As mentioned, in practice the process of building and maintaining ontologies is 
always semi-automatic. Approaches usually used for this purpose include inter alia 
heuristics belonging to various areas (e.g. NLP, ontology resources reuse), statistics as 
well as data mining. So far many ontology building methodologies have been proposed. 
The presence of notions such as ontology development processes, activities and 
knowledge resources reuse, enable the division of ontology building methodologies into 
three main groups. TOVE [16], METHONOLOGY [17] and NeON methodology [12] 
are the most representative methodologies for the aforementioned groups.  

TOVE contains the guidelines for general ontology building activities such as 
specification, conceptualization, formalization, implementation, documentation, and 
maintenance. It does not however accent the need for knowledge reuse. 
METHONOLOGY goes a step further, and defines the notions of ontology 
development process, maintenance activities and stresses the weight of knowledge 
reuse. Its disadvantage is the lack of explicit guidelines for knowledge reuse. The  
NeOn methodology derives and extends the main ideas from its predecessors. Its main 
asset is that it formalizes the development processes by introducing ontology 
development scenarios and puts stress on reengineering of ontological and non-
ontological knowledge resources. In particular it proposes Glossary of Processes and 
Activities, which identifies and defines the processes and activities carried out when 
ontology is collaboratively built by teams. To this end we plan to base our ontology 
building platform on NeOn4. 

The NeON methodology is transparent and clear for users, because it defines each 
process or activity precisely, states clearly its purpose, inputs and outputs, and the set 
of methods, techniques and tools to be used. Above -described scenarios can be 
combined in different ways. Any combination of the scenarios should include 
Scenario 1, because this scenario is made up of the core activities that have to be 
performed in any ontology development.  

One of the key elements in the NeOn methodology is the set of nine general 
scenarios proposed for building ontologies and ontology networks[12]. In particular, 
on the one extreme NeOn considers building an ontology from scratch (in [12] it is 
Scenario 1). We presume that this case does not happen even when dealing with a 
new research domain, as they usually emerge from existing areas. Another extreme is 
Scenario 9 (Localizing/nationalizing ontological resources). In this case, we presume 
that the concept layer of scientific domain ontologies is language independent. 
Therefore “localizing” ontology is limited to adding a specific language layer, and 
integrating it with the concept layer.  

                                                           
4 We used a combination of the NeON scenarios in constructing the system ontology outlined 

in Section 2.2. 
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We recall here the scenarios 4, 5, 6, and 8,which will play the crucial role in our 
approach. 

 

Scenario 4: Reusing and re-engineering ontological resources 
Ontological resources re-engineering process comprises the following activities: 
ontological resources reverse engineering, ontological resources restructuring and 
ontological resources forward engineering. After carrying out the ontological 
resources re-engineering process, its result should be incorporated into the 
corresponding activity: specification, conceptualization, and formalization. 

Scenario 5: Reusing and merging ontological resources 
This scenario is realized when several possibly overlapping ontological resources in 
the same domain are available. They can be merged, or only alignments among them 
can be established in order to create the ontology. 

Scenario 6: Reusing, merging and re-engineering ontological resources  
This scenario has the same activities as Scenario 5, but in this case ontology 
developers decide not to use the set of merged ontological resources as they are but to 
re-engineer it. Once the set of merged ontological resources is re-engineered, the 
result of such a process should be integrated with the corresponding activity of 
Scenario 1. 

Scenario 8: Restructuring ontological resources  
Ontological resources restructuring can be performed in one of the following four 
ways: (i) modularizing the ontology in different ontology modules, (ii) pruning the 
branches of the taxonomy not considered necessary, (iii) extending the ontology 
including new concepts and relations, (iv) specializing branches that require more 
granularity and including more specialized domain concepts and relations.  

4   Ontology Learning 

Specialized tools which support the task of ontology engineering are necessary to 
reduce the costs associated with the engineering and maintenance of ontologies [18]. 
As data in various forms (textual, structured, visual, etc.) is massively available, many 
researchers have developed methods aiming at supporting the engineering of 
ontologies by AI based techniques, (e.g. machine learning, NLP, but also text mining) 
which can support an ontology engineer in the task of modeling a domain. Such data-
driven techniques supporting the task of engineering ontologies have become to be 
known as ontology learning. Ontology learning has the potential to reduce the cost of 
creating and, most importantly, maintaining an ontology. This is the reason why a 
plethora of ontology learning frameworks have been developed in the last years and 
integrated with standard ontology engineering tools.  

There are three kinds of data to which ontology learning techniques can be applied: 
structured (such as databases), semi-structured (HTML or XML, for example), as well 
as unstructured (e.g. textual) documents. The methods applied are obviously 
dependent on the type of data used. While highly structured data, as found in 
databases, facilitate the application of pure machine learning techniques, such as 
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Inductive Logic Programming (ILP), semi-structured and unstructured data requires 
some preprocessing, which is typically performed by natural language processing 
methods.  

Ontology learning will play an important role in the Ontology Subsystem of 
SYNAT Knowledge Base. Methods of ontology learning will be employed in the 
process of creating, expanding and updating system and domain ontologies. 

4.1   Ontology Learning Architecture 

In [18] a generic ontology learning architecture and its main components are 
presented. The architecture is given in Fig. 3. 

The ontology learning architecture is composed of the following components: 
ontology management, coordination, resource processing and algorithm library. The 
individual components are described below. 

Ontology Management Component 
Ontology management component is used by an ontology engineer to manipulate 
ontologies. Ontology management tools typically facilitate the import, browsing, 
modification, versioning and evolution of ontologies. However, the main purpose of 
the ontology management component in the context of ontology learning is to provide 
an interface between the ontology and the learning algorithms. When learning new 
concepts, relations or axioms, the learning algorithms should add them into the 
ontology model accessing the API of the ontology management component. Thus, the 
ontology management API should contain methods for creating new concepts, 
relations, axioms, individuals, etc. Most of the available APIs fulfill this requirement. 

Coordination Component 
This component is used by an ontology engineer to interact with the ontology learning 
components for resource processing, as well as with the Algorithm Library. A 
comprehensive user interfaces should support the user in selecting relevant input data 
that are further exploited in the discovery process. Using the coordination component, 
the ontology engineer also chooses among a set of available resource processing 
methods, and a set of algorithms available in Algorithm Library. A central task of the 
coordination component is to sequentially arrange and apply the algorithms selected 
by the user, passing the results to each other. A neat way for arranging the text mining 
process has been implemented in TOM [19]. 

Resource Processing Component 
This component encapsulates techniques for discovering, importing, analyzing and 
transforming relevant input data. An important subcomponent is the natural language 
processing system. The general task of the resource processing component is to 
generate a pre-processed data set as input for the algorithm library component. 

Resource processing strategies differ depending on the type of input data made 
available. Semi-structured documents, like dictionaries, may be transformed into a 
predefined relational structure. HTML documents can be indexed and reduced to free 
text. For processing free text, the system must have access to language-specific  
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Fig. 3. Ontology learning generic architecture [18] 

natural language processing systems. Some off-the-shelf frameworks, such as GATE 
[20], provide most of the functionality needed by ontology learning systems. The 
needed NLP components could be: 

• A tokenizer and a sentence splitter to detect sentence and word boundaries. 
• A morphological analyzer. For some languages a lemmatizer reducing words to 

their canonical form might suffice, whereas for languages with a richer 
morphology a component for structuring a word into its components (lemma, 
prefix, affix, etc.) is necessary. For most machine learning-based algorithms a 
simple stemming of the word might be sufficient. 

• A part-of-speech (POS) tagger to annotate each word with its syntactic category 
in context, thus determining whether it is a noun, a verb, an adjective, etc.  

• Regular expression matching allowing to define regular expressions and match 
these in the text. 

• A chunker in order to identify larger syntactic constituents in a sentence. 
Chunkers are also called partial parsers.  

• A syntactic parser determining the full syntactic structure of a sentence might be 
needed for some ontology learning algorithms. 

Algorithm Library Component 
Algorithm Library contains the algorithms applied to ontology learning. Depending 
on the knowledge discovery approach the library may contain machine learning 
algorithms (like in [18]), or text mining algorithms (like in [19]). There may also be 
quite efficient for some tasks algorithms looking for specific syntax patterns.  In 
particular, typical tasks to be solved by the algorithms are as follows: 

• association rule discovery – used to discover interesting associations between 
concepts; 
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• hierarchical clustering, used to cluster terms; 
• classifiers, used to classify new concepts into an existing hierarchy. 
• inductive logic programming – used to discover new concepts from extensional 

data; 
• conceptual clustering – used to learn concepts and concept hierarchies. 

4.2   Ontology Learning Algorithms 

The tasks relevant in ontology learning have been organized in an ontology learning 
layer cake [21]. The ontology development process (manual or with automatic 
support) is primarily referring to the definitions of concepts and relations between 
them. It implies a need to acquire a linguistic knowledge about the terms that are used 
to refer to specific concepts  in the texts, and their possible synonyms.  

An important part of ontology building is discovering a taxonomy backbone (the 
relation is-a), as well as association relations (non-hierarchical ones). Finally, in order 
to derive facts that are not explicitly encoded by the ontology but could be derived, 
some  rules should be defined (and if possible acquired). The layer cake presenting all 
the above aspects of ontology development is depicted in Fig. 4. 

The layers build upon each other in the sense that results of the tasks at lower 
layers typically serve as input for the higher layers. For example, in order to extract 
relations between concepts, we should consider the underlying hierarchy to identify 
the right level of generalization for the domain and range of the relation. The two 
bottom layers correspond to the lexical level of ontology learning. The task in this 
part of the layer is to detect the relevant terminology as well as groups of synonymous 
terms. The extracted terms and synonym groups can then form the basis for the 
formation of concepts. Concepts differ from terms in that they are ontological entities 
and thus abstractions of human thought. According to the formalization, concepts are 
triples c:=< i(c), [c],Refc > consisting of an intensional description i(c), an extension 
[c] and a reference function Refc representing how the concept is symbolically 
realized in a text corpus, an image, etc. At higher levels of the layer cake, we find the 
layers corresponding to the tasks of learning concept hierarchy, relations, a relation 
hierarchy, as well as, deriving arbitrary rules and axioms. The top two layers 
correspond to the most challenging task, as in principle there is no limit on the type 
and complexity of axioms and rules to be learned. In practice, however, as we commit 
to a specific knowledge representation language,  the types of axioms allowed are 
usually restricted. 

In the subsections to follow the learning layer cake will be presented in more detail 
(based on [18] and [22]). 

Terms 
Term extraction is a prerequisite for all aspects of ontology learning from text. Terms 
are linguistic realizations of domain-specific concepts and are therefore central to 
further, more complex tasks. There are many examples of term extraction methods 
that could be used as a first step in ontology learning from text. Most of them are 
based on information retrieval methods for term indexing, but many also take 
inspiration from text mining, as well as, terminology and NLP research. 
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Fig. 4. Ontology learning layer cake [21] 

Term extraction implies more or less advanced levels of linguistic processing, i.e. 
phrase analysis to identify complex noun phrases that may express terms and 
dependency structure analysis to identify their internal semantic structure. As such 
parsers are not always readily available, much of the research on this layer in 
ontology learning has remained rather restricted. The state-of-the-art is mostly to run 
a part-of-speech tagger over the domain corpus used for the ontology learning task 
and then to identify possible terms by manually constructing ad-hoc patterns, whereas 
more advanced approaches to term extraction for ontology learning build on deeper 
linguistic analysis. Additionally, and in order to identify only relevant term 
candidates, a statistical processing step may be included that compares the 
distribution of terms between corpora. A text mining approach (based on the T-GSP 
algorithm) presented in [23] has shown very good results for finding candidates for 
compound terms and proper names.   

Synonyms 
The synonym level addresses the acquisition of semantic term variants in a language,  
and between languages, where the latter in fact concerns the acquisition of term 
translations. Much of the work in this area has focused on the integration of WordNet 
for the acquisition of English synonyms, and EuroWordNet for bilingual and 
multilingual synonyms and term translations. An important aspect of this work is the 
identification of the appropriate (WordNet/EuroWordNet) sense of the term in 
question, which determines the set of synonyms that are to be extracted. This involves 
standard word sense disambiguation algorithms. However, specifically in the 
ontology learning context, researchers have exploited the fact that ambiguous terms 
have very specific meanings in particular domains allowing for an integrated 
approach to sense disambiguation and domain specific synonym extraction. 

In contrast to using readily available synonym sets such as provided by WordNet 
and related lexical resources, researchers have also worked on algorithms for dynamic 
acquisition of synonyms by clustering and related techniques. On this basis much 
work has been done on synonym acquisition from text corpora that is based on 
distributional hypothesis that terms are similar in meaning to the extent in which they 
share syntactic contexts. Related work originates out of term indexing for information 
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retrieval, e.g. the family of Latent Semantic Indexing algorithms (LSI, LSA, PLSI and 
others). LSI and related approaches apply dimension reduction techniques to reveal 
inherent connections between words, thus leading to group formation. LSA/LSI-based 
techniques are interesting as they do not run into data sparseness problems such as 
approaches relying on raw data. In [24] a knowledge-poor text mining algorithm is 
presented. This algorithm shows interesting features and will be further upgraded. 

Concepts 
In [18], three paradigms of concept induction have been indicated: 

• conceptual clustering; 
• linguistic analysis; 
• inductive methods. 

Conceptual clustering approaches such as Formal Concept Analysis have been 
applied to form concepts and to order them hierarchically at the same time. 
Conceptual clustering approaches typically induce an intentional description for each 
concept in terms of the attributes that it shares with other concepts as well as those 
that distinguish it from other concepts. 

Linguistic analysis techniques can be applied to derive an intentional description of 
a concept in the form of a natural language description. The definition of the term 
knowledge management practices: “a kind of practice, knowledge of how something is 
customarily done, relating to the knowledge of management, the process of capturing 
value, knowledge and understanding of corporate information, using IT systems, in 
order to maintain, re-use and de-ploy that knowledge.” is compositionally determined 
on the basis of the definitions of knowledge management and practice. For this 
purpose, disambiguation with respect to the different senses of a word with respect to 
its several meanings in a lexical database (such as WordNet) is required. Further, a set 
of rules is specified which drive the above compositional generation of definitions. 

Finally, given a populated knowledge base, approaches based on inductive learning 
such as Inductive Logic Programming can be applied to derive rules describing a 
group of instances intentionally. Such an approach can for example be used to 
reorganize a taxonomy or to discover gaps in conceptual definitions. 

Concept Hierarchy 
Different methods have been applied to learn taxonomic relations from texts. 
Noteworthy approaches are based on matching lexico-syntactic patterns, clustering, 
phrase analysis as well as classification. Some text mining methods for finding close 
meaning pairs provide as a side effect the taxonomic relationships (e.g. [24]). 

Relations 
In order to discover arbitrary relations between words, different techniques from text 
mining, machine learning and statistical natural language processing community have 
found application in ontology learning. In order to discover ‘anonymous’ associations 
between words, one can look for a strong co-occurrence between words within a 
certain boundary, i.e., a window of words, a sentence or a paragraph. Association rule 
discovery algorithm can be utilized to represent co-occurrences of words within a 
sentence as transactions. This representation allows to calculate the support and 
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confidence for binary transactions and thus to detect anonymous binary associations 
between words. Good text mining results can be obtained with the algorithms mining 
for patters. The algorithm T-GSP presented in [19], which enables searching for 
specific patterns expressed by regular expressions, can be efficiently applied for 
discovering associations relationships between concepts [25].    

In the computational linguistics community, the task of discovering strong 
associations between words is typically called collocation discovery. The idea here is 
to discover words which co-occur beyond chance in a statistically significant manner. 
Statistical significance is typically checked using some test such as the Student’s t-test 
or the χ2-test. Other researchers have aimed at learning labeled relations by relying on 
linguistic predicate argument dependencies. Typically, verb structures are considered 
for this purpose. When learning relations, a crucial issue is to find the right level of 
abstraction with respect to the concept hierarchy for the domain and range of the 
relation in question. 

Rules 
The success of OWL that allows for modeling far more expressive axioms has led to 
some advances in the direction of learning complex ontologies and rules. 

A research towards generating formal class descriptions from extracted natural 
language definitions, e.g. from online glossaries and encyclopedias has been started 
recently. The implementation of this approach is essentially based on a syntactic 
transformation of natural language definitions into OWL DL axioms in line with 
previous work on lexico-syntactic patterns and lexical entailment. 

One of the first methods for learning disjointness axioms relies on a statistical 
analysis of enumerations which has been implemented as part of the Text2Onto 
framework [26].  

Evaluation 
[27] and [18] argue there are not many gold standards that could be used for 
evaluation of ontology learning methods. The desired result of ontology learning is 
not a simple list with binary classifications, but a far more complicated structure. To 
make it even worse, there is no clear set of knowledge-to-be-acquired, not even for 
very specialized domains. There are several possibilities of conceptualizations for one 
domain that might differ in their usefulness for different groups of people, but not in 
their soundness and justification. So even if the outcome of an algorithm does not 
compare well with a manually built ontology, how can its quality be judged? 

However, several approaches at approximating the appropriateness of ontology 
learning methods have been done. One of them [28] tries to measure the ‘corpus fit’ 
of the ontology by considering the frequency with which the terms in the ontology 
appear in the corpus. AEON framework [29] aims to automatize the application of the 
OntoClean methodology, hence ensuring the formal consistency of an ontology. [30] 
proposes integration of ontology learning and evaluation. It is an approach to 
exploiting contextual information, or confidence and relevance values for resolving 
logical inconsistencies in learned ontologies, and to optimize the outcome of the 
ontology learning process. 
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4.3   Ontology Learning Tools 

Since building an ontology for a huge amount of data is a difficult and time-
consuming task a number of tools have been developed in order to support the user in 
constructing ontologies from a given set of (textual) data. Some well-known and 
frequently cited tools include TextToOnto [31], Text2Onto [26], OntoLT [32] and 
OntoLearn [33] (TextToOnto was originally integrated into the KAON ontology 
engineering environment, OntoLT was integrated with Protégé and Text2Onto has 
been recently integrated with the NeOn Toolkit). 

All these tools implement various methods. OntoLearn for example integrates a 
word sense disambiguation component to derive intentional descriptions of complex 
domain-specific terms, which are assumed to denote concepts, on the basis of 
WordNet glosses. In this sense, OntoLearn also induces intentionally defined domain 
concepts and ingeniously exploits the knowledge available in general resources for a 
specific domain. OntoLT, which is available as a plugin to the Protégé ontology 
editor, allows for term extraction using various measures such as tf.idf and extraction 
of taxonomic relations relying on interpreting modifiers (nominal or adjectival) as 
introducing subclasses. 

TextToOnto is a framework containing various tools for ontology learning. It 
includes standard term extraction using a number of different measures, the algorithm 
for mining relations based on association rules as well as hierarchical clustering 
algorithms based on Formal Concept Analysis. Its successor, Text2Onto, besides 
implementing most of the algorithms available also in TextToOnto, abstracts from a 
specific knowledge representation language and stores the learned ontology primitives 
in the form of a meta-model called Possible Ontologies Model (POM), which can 
then be translated to any reasonably expressive knowledge representation language, in 
particular to OWL and RDFS. On the other hand, it implements a framework for data-
driven and incremental learning in a sense that changes in the underlying corpus are 
propagated to the algorithms, thus leading to explicit changes to the POM. The 
advantage is that these changes can be easily traced back to the original corpus 
changes, which gives more control to the ontology engineer. 

5   Ontology Integration 

In the ontology integration area one can distinguish two main problems: building one 
ontology from two or more existing ontologies, and expressing entities from one 
ontology by means of entities from another ontology. Both problems may occur 
during the system usage, but the first one is especially important as it is expected that 
several domain ontologies will be created. Below, we describe the problem of 
ontology integration in detail and introduce solutions which can be adopted to the 
system. 

5.1   Problem Outline  

The integration of two or more ontologies generally refers to a process of 
identification and establishing correspondences between elements of these ontologies. 
However, ontologies may differ from each other in many aspects: language types in 
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which they are expressed, structure, domains, etc., which makes the integration 
process potentially very difficult and time-consuming. The ontology integration 
process is heterogeneous and various characteristics of it have been proposed in the 
literature. One can distinguish: 

• semantic integration (focused on intended meaning of the concepts), structural 
integration, and syntax integration (focused on providing uniform formalism in 
which integrated ontologies are expressed); 

• global-centric approach, where concepts of the global ontology are mapped into  
the local ontologies and local-centric approach, where concepts of the local 
ontologies are mapped into a global ontology; 

• type of integration: mapping, merging, alignment, translation, etc. 

Moreover there are several types of mismatches between integrated ontologies. The 
mismatches can refer to: language – formalisms used for expressing ontologies, 
terminology (synonyms, homonyms), encoding (different value formats e.g. grams vs. 
pounds), paradigms – different ways of representation of concepts (subclasses vs. 
attributes), content level – differences in the scope and the level of details in which a 
given domain is modeled in ontologies. 

5.2   Types of Integration 

In the literature several different types of integration of ontologies have been 
introduced, the most common are: merging, mapping/matching and alignment. 
Unfortunately, there is no common understanding of these notions and given 
definitions differ considerably. Below, the review of definitions and approaches to 
these three types of integration is provided. 

Ontology Merging 
The ontology merging process refers to creating a new ontology from two or more 
input ontologies. The new ontology should be a unification of original ontologies and 
should be capable of replacing them. This definition is quite common and used in 
many publications e.g. [34]. In the paper [38] a bit different approach has been 
proposed. The ontology merging has been defined as “the minimal union of 
vocabularies S1 and S2 and axioms A1 and A2 of two ontologies O1 = (S1, A1) to O2 = 
(S2, A2) that respects their articulation. Articulation of ontologies is a result of the 
mapping process. The exemplary approaches to ontology merging are presented 
below. 

FCA-merge method for ontology merging has been proposed in [39]. It is the 
bottom-up approach in which techniques taken from Formal Concept Analysis (FCA) 
theory are applied. The merged ontology is generated from two input ontologies and a 
repository of text documents relevant to the input ontologies. The method consists of 
three steps: context generation, computing a concept lattice and final ontology 
generation. In the context generation step for each ontology a formal context is 
created. A formal context has been defined as K = (G, M, I), where G - is a set of 
documents; M - set of concepts and I - binary relations, for g∈G, m∈M, a relation (g, 
m)∈I means that document m contains an instance of m. The domain-specific lexicon 
is used for finding instances of concepts in documents. In the computing a concept 
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lattice step the pruned concept lattice is created by merging two formal contexts 
obtained in the previous step. In the final ontology generation step the merged 
ontology is generated from the pruned concept lattice. Several heuristics are applied 
in order to generate automatically candidate entries to the final ontology. However, in 
this step user interaction is required as several actions cannot be fully automated, e.g. 
possible conflicts or duplicates resolving. 

The PROMPT algorithm for ontology merging and alignment has been introduced 
in [40]. The method supports the user in creation of one ontology from two input 
ontologies. In the process the following steps can be distinguished:  

1. Creation of an initial list of matches based on names of classes. The appropriate 
similarity measure should be provided by the user.  

2. Selection of an operation to be executed by the user. Each operation has been 
assigned one of the following: (1) changes that can be done automatically; (2) new 
suggestions; and (3) conflicts that the operation may introduce. The set of available 
ontology-merging operations includes among others: merge classes or slots, merge 
bindings between a slot and a class, or perform a shallow copy of a class. 

3. Execution of the selected operation, automatic execution of additional changes 
based on the type of operation.  

4. Generation of a list of suggestions for the user based on the structure of the current 
version of a created ontology.  

5. Determination of conflicts that the last operation introduced in the ontology and 
finding possible solutions for those conflicts.   

The steps 2-5 are realized in a cycle. 

Ontology Mapping 
An ontology mapping refers to the way in which one ontology may be expressed in 
entities from another ontology. The mapped ontologies are not changed, rather an 
additional specification (functions, set of axioms, queries) describing correspondence 
between entities is provided. Often mapping is done only in one direction e.g. the 
entities of one ontology are connected with entities of the second ontology but not 
vice versa. One of the main ontology mapping purposes is to allow collaboration 
between various systems which use various ontologies.  

Various ideas of ontology mappings can be found in the literature. Here we present 
the definitions which seem to be the most representative. In [38] ontology mapping is 
defined as a morphism of ontological signatures. An ontology has been defined as a 
pair O = (S, A) where S is the (ontological) signature describing the vocabulary, A is a 
set of (ontological) axioms, which indicates the intended meaning of the vocabulary. 
Based on this definition an ontology mapping from O1 = (S1, A1) to O2 = (S2, A2) is 
specified as morphism f: S1→ S2 of ontological signatures such that A2 |= f(A1). In [41] 
mapping is seen as a process of finding a semantic mapping between original 
ontologies. The authors concentrate here on finding one-to-one mapping between 
taxonomies. In [35] the following interpretation of mappings between two ontologies 
has been introduced: “for each entity (concept, relation, attribute, etc.) in one 
ontology we try to find a corresponding entity in the second ontology, with the same 
or the closest intended meaning; usually this correspondence is expressed by 1 to 1 
functions.” In [36] mapping is defined as “a (declarative) specification of the semantic 
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overlap between two ontologies”. Such representation of mapping indicates 
correspondences between entities from two ontologies and is not incorporated in 
definitions of these ontologies. According to the authors such correspondences are 
typically expressed as a set of axioms in a specific mapping language. The exemplary 
approaches to ontology mapping are presented below. 

In [42] the problem of mapping between a global ontology and a local ontology is 
discussed. The authors stated that it is better to express mapping concepts from one 
ontology to concepts from another one as a view or query over the second ontology, 
rather than a certain match function. Such approach requires defining a query 
language, which should be included in the specification of a given ontology. An 
ontology has been defined as a pair O = (L, A), where L is a theory in a logic and A 
stands for the alphabet of terms used in the ontology. The authors propose a formal 
framework for ontology integration systems. The framework is defined as a triple (G, 
S, MG,S) where:  

• G = (LG, AG ) – is a global ontology,  
• S is a set of local ontologies – it consists of n ontologies denoted by S1, …, Sn,  Si = 

(LSi , ASi); 
• MG,S is a mapping between global ontology and the local ontologies.  

The conceptual framework for ontology mapping process has been proposed in [43]. 
The framework consists of five horizontal modules reflecting the distinct phases in a 
mapping process. These modules are Lift & Normalization, Similarity, Semantic 
Bridging, Execution and Post-processing. The mapping between ontologies is 
represented by so-called semantic bridges. The semantic bridges are specified in the 
five following dimensions:  

1. Entity dimension – indicates correspondences between ontology entities i.e. 
between concepts, relations, and attributes. 

2. Cardinality dimension indicates the number of ontology entities at both sides of the 
semantic bridge (1:1, 1: n, n:m).  

3. Structural dimension indicates the way how elementary bridges may be combined 
into more complex bridges. The following relations have been specified between 
bridges: specialization, alternatives, composition, and abstraction. 

4. Constraint dimension is used for defining constraints concerning instances. The 
fulfillment of these constrains is required for executing transformation rule 
associated with a given bridge.  

5. Transformation dimension: describes how instances from the source ontology are 
transformed during the mapping process.  

The GLUE system has been described in [41]. In this system learning techniques are 
used for creating semi-automatically semantic mapping between ontologies, which 
are expressed in the same way i.e. the concepts are specified in a comparable manner. 
The system consists of three main components, namely: Distribution Estimator, 
Similarity Estimator and Relaxation Labeler. The Distribution Estimator module 
takes as input two ontologies O1 and O2 (also instances of concepts are included into 
input data) and for every pair of concepts < a, b > such that a ∈ O1, b ∈ O2, computes 
joint probability distribution. In the Similarity Estimator module the result obtained 
from Distributed Estimator component is used for calculating a similarity function. 



142 A. Wróblewska et al. 

The output of the module is a similarity matrix between the concepts in the two 
taxonomies. In the Relaxation Labeler module, based on the similarity matrix and 
additional to ontologies domain constraints and heuristic knowledge, generates 
mapping configuration which best satisfies the domain constraints.  

In [44] the ontology mapping process has been defined based on information-flow 
theory proposed by Barwise and Seligman [45]. Authors analyzed the problem of 
mapping two ontologies: a reference ontology without instances and a local ontology 
populated with instances associated to concepts. The proposed method allows 
carrying out mapping between ontologies expressed in Horn logic. The mapping is 
defined in terms of logical infomorphis between local logics. A local logic has been 
specified as quadruple L = (I,T,|=,⊥) where I is a set of instances, T is a set of types, 
|= is a classification relation between elements of I and T, and ⊥ stands for a 
consequence relation between subsets of T. In the process every considered ontology  
has a local logic associated with it. 

The H-match algorithm for ontology matching has been introduced in [46]. In the 
algorithm an ontology is seen as a set of concepts, properties, and semantic relations. 
In the method two sets of features are distinguished, namely linguistic and contextual. 
Linguistic features refer to names of ontology elements and their meaning. The 
meaning of names for ontology matching is determined based on a thesaurus of terms 
and weighted terminological relationships among them. In H-Match the thesaurus is 
automatically derived from the lexical system WordNet. Contextual features of a 
concept c refer both to the properties and to the concepts directly related to c through 
a semantic relation in an ontology. The context Ctx(c) of a concept c defined as: 
Ctx(c) = P(c) ∪ C(c) where P(c) is a set of properties of c and C(c) is a set of 
concepts that participate in a semantic relation with c. In H-match the four following 
models of matching have been defined: 

• surface  - matching based only on names of ontology elements; 
• shallow - matching based on names and concept properties;  
• deep - matching based on names, concepts properties and semantic relations; 
• intensive - matching based on names, concepts properties, semantic relations, and 

property values. 

Ontology Alignment 
The alignment of one ontology with another means that for each entity (concept, 
relations, instance, etc.) from the first ontology the corresponding object is found 
from the second one. The matched entities should have the same meaning. The 
equality alignment, one-to-one matching, is the most investigated type of alignment. 

Here we provide selected definitions of ontology alignment; some others can be 
found in the literature. [38] defines ontology alignment as “the task of establishing a 
collection of binary relations between the vocabularies of two ontologies”. The 
authors introduce a common intermediate source ontology O0 - articulation of two 
ontologies, and decomposed a binary relation into a pair of mappings from the 
intermediate ontology to aligned ontologies. In [35] ontology alignment is defined as 
“the process of bringing two or more ontologies into mutual agreement, making them 
consistent and coherent with one and another”. In such a process analyzed ontologies 
may be affected, e.g. contradictory relations may be removed. In [36] ontology 
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alignment is defined as a process of discovering similarities between two input 
ontologies, the result of which is a specification of similarities between these 
ontologies. In [37] the formal alignment function align has been defined for the equal 
relation, the appropriate formula is given below.  

align: E × O × O → E, (1) 

where: E - a set of all entities, O – a set of possible ontologies. 
In practice objects may be aligned by using other than equal relations e.g. 

subsumption. The formal general function gen_align for alignment has been defined 
in [37] as: 

gen_align: E × O × O → E × M, (2) 

where: E is a vocabulary, all terms e ∈ E; O is the set of possible ontologies, M is the 
set of  possible alignment relations. 

In general, the alignment of ontologies can be defined as a set of quadruples  
< x, y, r, l>, where x and y stand for aligned entities, r is a relation between matched 
entities, l expresses a level of confidence of a given alignment (it is an additional 
element). The exemplary approaches for ontology alignment are presented below. 

In [36], [34] the general process for ontology alignment has been proposed. The 
process is iterative and consists of the five following steps:  

 

• In the Feature Engineering step the parts of ontologies definition are chosen for 
the needs of the description of entities to be aligned. The selected features which 
characterize entities depend on the structures and languages, on which the 
integrated ontologies are described. 

• In the Search Step Selection the pairs of entities for comparison are selected. The 
typical methods for candidate pairs selection are: (1) Cartesian product of sets: E1 – 
consisting of all entities from O1 and E2 – consisting of all entities from O2; (2) all 
pairs of entities of the same type (concept, relation, instance).  

• In the Similarity Computation step the similarity between entities in candidate pairs 
are determined. The similarity is calculated based on selected features which exist 
in both ontologies and an adequate similarity measure. More than one measure 
may be applied for calculating similarity between entities in one pair (e.g. one 
measure for one feature) and also similarity measures may vary for different types 
of compared entities.  

• In the Similarity Aggregation step the single value indicating similarity between 
entities is calculated. Typically, the value is an average value for similarity 
measures used in the previous step or the weighted average value. The weight may 
be assigned manually or may be determined, e.g. by using data mining or machine 
learning algorithms on a training set. 

• In the Interpretation step a decision whether two entities should be aligned is made 
based on calculated similarity measures. In the literature several methods for this 
purpose have been introduced. In the simplest methods, a threshold is used i.e. the 
alignment is made if the aggregate similarity measure is greater than a given 
threshold θ.  
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In [47] Integrated Learning In Alignment of Data and Schema (ILIADS) algorithm 
has been introduced. The method allows for aligning two ontologies written in OWL-
lite language by means of sets of entities classes, properties, individuals, data values, 
triples and axioms. The proposed algorithm finds a set of axioms and facts that link 
entities in aligned ontologies. In the algorithm the following general steps can be 
distinguished: 

1. Creation of an ontology O from input ontologies O1,O2; O = O1 ∪ O2; 
2. Finding candidate groups of similar entities in ontologies by using a hierarchical 

agglomerative clustering method; 
3. Determination of an equivalence or subsumption relationships between the sets of 

entities; 
4. Computing the logical consequences and logical inference similarity of the new 

relationships (a relationship models cluster created by merging two groups) based 
on the current state of O; 

5. Addition of the axiom of the highest logical similarity to a set of alignment and 
update ontology O.  

5.3   Similarity Measures  

Similarity is the key issue in many ontology integration methods. Typically 
comparison of ontologies is performed by comparison of their entities. In the 
comprehensive methods not only lexical or syntax level of entities should be taken 
into consideration but also their meaning and usage. In order to compare two 
ontologies various measures should be applied, adequate for given types of compared 
objects. The examples of measures for simple data type, set of entities and concepts 
are presented below. 

Measures for Data Types 

Equality  
In some situations it is reasonable to assume that two entities are similar only if their 
data values are equal. In the simplest case a similarity function returns 1 if compared 
values are equal and 0 in other situations. In the context of ontology objects equality 
can be determined by using existing logical assertions. These assertions may be 
included in the definition of an ontology or may be determined manually or by using 
automated or semi-automated methods. The appropriate similarity function is 
presented below. 

simeq_object(o1, o2) = {
1, if assert(o1, o2) (3) 
0 otherwise 

String Values 
The syntactic similarity measure for string values is defined by using equation 4. In 
this measure the edit distance of two strings is used.  
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where: ed(a, b) is the edit distance between two strings; v1. v2 are string values; |v|  is 
the number of characters in v. 

Number from given limited range 

γ−−= )
)
|)|

(1),( 21
21 mdiff

nn
nnsim diff

 (5) 

where: n1, n2 – numbers from a given range; mdiff – difference between the maximal 
and minimal value for considered data type; and γ - a number,  γ > 0. 

Functions for Sets 

Dice Coefficient 

||||
||*2
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BA

BA
BAsimdice +

∩=  (6) 

where A and B are set of individuals. 
In order to use the Dice coefficient for comparing two sets of entities it is 

necessary that entities from these two sets are identified by the same method, which 
makes it possible to determine whether a given entity belongs to one or both of these 
sets. In case of comparing ontologies this requirement may be difficult to fulfill.  

Methods Based on Similarity between Individuals 
Similarity between two sets of objects may be calculated by using similarities 
between individuals belonging to these sets. The methods of this kind rely on other 
measures which can be applied for calculating similarity between single entities. 
Three of them are presented below:  

1. Min linkage - the minimum of similarity between individuals is used: 

 )),((min),(
,|),(

min_ basimBAsim
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link ∈∈
=  (7) 

2. Max linkage - the maximum of similarity between individuals is used: 

Max linkage: )),((max),(
,|),(

max_ basimBAsim
BbAaba

link ∈∈
=  (8) 

3. Average linkage - the average similarity between individuals is applied: 

Average Linkage: 
||*||
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Similarity Measures for Entities 

Label Similarity of Concepts 
The basic property of concepts in ontologies is label. Labels are names of entities very 
often given by people and somehow indicating the meanings of concepts. For 
measuring the similarity of concepts based on their labels the syntactic similarity 
function may be used: 
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)(),((),( 2121 clabelclabelsimccsim syntacticlabel =                          (10) 

where: c1, c2 – concepts; label(c) – label of concept c. 

Taxonomic Similarity for Concepts 
One of the most known generic measures of similarity of concepts in one concept 
hierarchy has been presented in [48]. The formula of this function is shown below. 

simtaxonomic(c1, c2) ={ hh

hh
l

ee

ee
e β−β

β−β
α−

+
−

* , if c1 ≠ c2 . 
(11) 

             1,  otherwise . 

where: α ≥ 0, β ≥ 0 are parameters used for scaling impact of respectively the shortest 
path of length l; and the depth h in the taxonomy hierarchy. 

Similarities Based on Instance 
Several different similarity measures of concepts have been defined based on joint 
probability distribution between them. Joint probability is calculated with reference to 
the sets of instances of considered concepts. Joint probability between two concepts A 
and B consists of the four following probabilities: 

• P(c1, c2) – the probability that a randomly chosen instance belongs both to a 
concept c1 and a concept c2. 

• P(c1, ~c2)  - the probability that a randomly chosen instance belongs to a concept c1 
but not to a concept c2. 

• P(~c1, c2) - the probability that a randomly chosen instance belongs to a concept c2 
but not to a concept c1. 

• P(~c1, ~ c2) - the probability that a randomly chosen instance does not belong to a 
concept c1 nor to a concept c2. 

Jaccard Coefficient for Concepts 
In [41] Jaccard coefficient is used as “exact” similarity measure: 
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        (12) 

where c1 and c2 are concepts 
The lowest value for this measure is 0 when concepts c1 and c2 are disjoint. The 

highest value is 1, when c1 and c2 are the same concept.  

Concept Similarity of Instances 
In [37] a similarity measure for instances of two concepts has been proposed. The 
measure is based on similarity of concepts, the proposed function is given below.  

),(),( 2121 ccsimiisim objectparent =                                             (13) 

where i1, i2 are instances and i1∈ instances(c1), i2∈ instances(c2); instances(c) is the 
set of instances of a concept c. 
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Similarity Based on Context 
If the context of usage of two concepts from an ontology is available the similarity 
between these concepts may be expressed with respect to the context. In [37] the 
following function has been proposed: 

)),(),,((),( 2121 cnxteusagecnxteusagesimeesim diffuse =  (14) 

where: e1, e2 are entities from the ontologies (e.g. concepts or instances of concept); 
usage(e, cnxt)  returns the frequency of usage of entity e  in the context cnxt; simdiff is 
the function defined in equation 5. 

In [49] the Wordnet synsets have been used for measuring similarity of concepts. 
The proposed definitions are based on definitions of similarities between two coherent 
intensional meanings of concepts introduced in [50]. Assuming that: each sense in a 
Wordnet syntset indicates a concept; O1, O2 – ontologies; ci, cj – concepts, ci ∈ O1, cj 

∈ O1; S[cn] – region of a synset including concept cn  the four following levels of 
similarity have been defined:  

• Disjoint: concepts ci, cj are disjoint if  the conjunction of their synsets definition 
implies false: S[ci] ∧ S[cj] ≡ false. 

• Specialized: concept ci is specialization of concept cj if synset of cj is an 
implication of the synset of ci:S[ci] ∧ S[cj] ≡  S[ci] ⇒ ci ≤ cj. 

• Overlapping: if the conjunction of synsets for ci and cj constitutes region for 
another concept ck: S[ci] ∧ S[cj] ≡ S[ck]. 

6   Summary 

In the paper we have presented a general idea of the role of ontologies in an 
experimental knowledge-base in the SYNAT project. In our system ontologies are 
considered to be pervasive, and utilized for modeling almost all aspects of the 
information stored in the Knowledge Base. Furthermore, we outlined details of the 
system ontology that is planned to be used as a reference for meta knowledge in the 
platform. We shortly introduced processes, methods, and tools for ontology 
maintenance, learning and integration which are assumed to be applied or adapted in 
our system especially in the ontology subsystem. It allows us to provide system which 
fulfills all users’ requirements related to building, maintaining and integration of 
ontologies.  

The planned research refers to the domain of ontology engineering, including 
constructing, and widely understood maintenance. It can be divided into the following 
three main topics: ontology learning, ontology constructing and applications, and 
ontology integration. 

6.1   Ontology Learning 

Research in the ontology learning area will be concentrated on automatic or semi-
automatic methods that can be used for producing candidate entries for a given  
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ontology. Typically, such methods consist of two general phases: discovering terms 
and relations between terms and generation of candidate entries for a given ontology. 
In the former phase various techniques from natural language processing, statistics, 
and text mining areas are applied for exploration of text-document repositories in 
order to discover interesting terms and relations between terms. Here, the most 
common tasks include: 

• compound term discovery; 
• discovery of synonyms and homonyms; 
• taxonomy discovery and/or validation; 
• discovery of semantic relationship between terms for ontology building support; 
• discovering relation signatures. 

In the latter phase candidate entries are generated based on the results from the first 
phase. The entries may concern both lexical and concept layers (also instances), e.g.: 
a concept, a semantic relation between concepts (concept layer), and synonyms for a 
given term (lexical layer). 

The goal of the planned research is to develop methods for discovering entries for a 
given ontology from text repositories. These methods will be based on text- and data-
mining techniques, mostly with shallow grammatical analysis of texts and methods in 
which ontologies will be incorporated in algorithms used in both discovering and 
candidate generation phases. In particular, we plan to upgrade some methods worked 
out earlier by the team ([19], [23]) and to test new text mining-based approaches.  

6.2   Ontology Constructing and Applications 

The research concerning ontology building area will concern methods which may be 
applied for extending ontologies, especially the system ontology, and ways of 
application of it in the searching systems. The former task is concentrated on ways of 
extending and modeling notions on the basis of the SYNAT ontologies. It involves, 
among others, research on linking concepts between the system ontology and domain 
ontologies. The latter task is focused on applying ontologies for the evaluation of 
results in searching systems. 

6.3   Ontology Integration 

In the ontology integration area the planned research concerns both mentioned in the 
paper problems: building one ontology from two or more existing ontologies and 
expressing entities from one ontology by means of entities from another ontology. 
Particularly it will be focused on: 

• methods in which the context associated with entries of ontologies is explored in 
order to obtain better correspondence between entries coming from merging 
ontologies; 

• complex methods for measuring similarity between entries of ontologies based on 
all available layers of ontologies (e.g. concept and lexical layers). 
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Abstract. This paper describes the transformation of the metadata schema used 
by the Polish Digital Libraries Federation to the CIDOC CRM model 
implemented in OWL as Erlangen CRM. The need to transform the data from a 
flat schema to a full-fledged ontology arose during preliminary works in the 
Polish research project SYNAT. The Digital Libraries Federation site offers 
aggregated metadata of more than 600,000 publications that constitute the first 
portion of data introduced into the Integrated Knowledge System - one of the 
services developed in the SYNAT project. To be able to perform the desired 
functions, IKS needs heavily linked data that can be searched semantically. The 
issue is not only one of mapping one schema element to another, as the 
conceptualization of CIDOC is significantly different from that of the DLF 
schema. In the paper we identify a number of problems that are common to all 
such transformations and propose solutions. Finally, we present statistics 
concerning the mapping process and the resulting knowledge base. 

Keywords: CIDOC CRM, digital libraries, metadata, ontologies, RDF 
repositories, semantic web, thesauri. 

1   Introduction 

SYNAT is a national research project aimed at the creation of universal open 
repository platform for hosting and communication of networked resources of 
knowledge for science, education, and open society of knowledge. It is funded by the 
Polish National Center for Research and Development (grant no SP/I/1/77065/10) and 
coordinated by ICM (University of Warsaw). 

Poznań Supercomputing and Networking Center (PSNC) is one of the key SYNAT 
partners. One of the PSNC responsibilities in the project is the creation of a prototype 
of the Integrated Knowledge System (IKS). The IKS will become a part of a four-
layer infrastructure of advanced network services: source data, distributed information 
services, knowledge integration and front-end services layers. The knowledge 
integration layer serves as middleware providing access to data from distributed 
information services, such as digital libraries, museums or scientific and technical 
information systems. To achieve this goal, a common representation of data is 
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necessary, to which the existing heterogeneous representations and schemas can be 
converted. 

As the system is dedicated mostly to researchers in the field of humanities, and the 
first aggregated resources will be the Digital Libraries Federation data, the CIDOC 
Conceptual Reference Model [4] (implemented in OWL as Erlangen CRM / OWL 
[11]) has been chosen as the main description ontology. The obtained knowledge 
representation is stored in an RDF repository, hereinafter referred to as the knowledge 
base. 

The remaining part of this paper describes the conversion process and highlights 
the most important research and technical issues and results obtained so far. We 
summarize the mission of the Polish Digital Libraries Federation and describe the 
metadata it aggregates. We discuss the applicability of the CIDOC CRM ontology and 
justify its choice as the main ontology describing the contents of the knowledge base. 
We also dedicate some space to describe the auxiliary ontologies and vocabularies 
that support CIDOC in the knowledge base. Later on we move to discussing the 
biggest challenges in the process of mapping a flat metadata schema to an event-
centric ontology in order to create the knowledge base, such as a very different 
conceptualization, the need for nesting external type hierarchies (sometimes large, 
complicated, and even internally inconsistent) and for data enrichment. We propose a 
modular Knowledge Retrieval System architecture and describe the mapping process. 
In the last part of this paper we present the results and statistics, and also name some 
remaining problems and future tasks. 

2   Digital Libraries Federation 

The PIONIER Network Digital Libraries Federation (DLF, [15]) is the next stage of 
the development of an infrastructure of distributed digital libraries and repositories in 
Poland [17]. The name of the DLF corresponds to its nature - it is a set of advanced 
network services based on the resources available in Polish digital libraries and 
repositories deployed in the Polish NREN PIONIER. The resources are created by 
many institutions, such as universities, libraries or museums. The Digital Libraries 
Federation is maintained by the Poznań Supercomputing and Networking Center. 

The mission of the DLF is to: 

1. facilitate the use of resources from Polish digital libraries, 
2. increase the visibility of Polish resources in the Internet,  
3. provide advanced network services based on the digital libraries' content to Internet 

users and digital libraries creators. 
 

Thanks to the aggregator features of DLF, digital libraries users have been given the 
possibility to search over the distributed repositories of all federated libraries from 
one website. The DLF does not store content - after choosing a resource of interest 
among the search results the user is redirected to the resource owner's website. 

The DLF harvests data through the OAI-PMH protocol. The updates are performed 
nightly. The DLF publishes the harvested metadata further through the OAI-PMH 
protocol. The added functionalities include e.g. duplicate and similar resources 
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detection, system of persistent identifiers and a Shibboleth-based mechanism of 
networked readers' profile[8]. 

As of April 2011, the number of publication in DLF exceeds 600,000. 64 Polish 
digital libraries are connected in the DLF, holding content from hundreds of memory 
institutions. The majority of the content constitutes of newspapers and magazines, 
mostly historical. Most publications are in Polish, the second popular language is 
German. 

Polish digital museums are also interested in joining the Federation. The first one 
which actually joined (in April 2011) was the National Museum in Warsaw. 

The DLF’s metadata schema is described in section 3. More information about the 
contents is given in section 7. 

3   DLF Metadata 

The Digital Libraries Federation metadata can be obtained via the OAI-PMH 
protocol. The basic metadata schema used by the Federation in the Dublin Core 
Metadata Element Set, but the DLF is now switching to a new, richer metadata 
schema called PLMET. This schema has been created in accordance with the 
demands and suggestions of creators digital libraries cooperating with the Federation. 
The mapping described here and performed by the prototype is prepared for the new 
schema, but also works on the current one (a subset of PLMET elements).  

PLMET is comprised of a number of tags from different established namespaces 
and a few proprietary tags. The used namespaces are: 

• Dublin Core Metadata Element Set, http://purl.org/dc/elements/1.1/, dc 
• Dublin Core Metadata Terms, http://purl.org/dc/terms/, dcterms 
• Electronic Thesis and Dissertation Metadata Standard,  
 http://www.ndltd.org/standards/metadata/etdms/1.0/, etdms  

The proprietary namespace is referred to as plmet. 
Additionally, the DLF exposes data in the Europeana Semantic Elements schema 

(http://www.europeana.eu/schemas/ese/) which will be referred to as ese [3]. Besides 
a selection of Dublin Core Metadata Terms elements, ese includes also several 
proprietary elements whose values can be generated automatically, mostly on the 
basis of the dc elements. Those proprietary elements do not form part of the PLMET 
schema, but they are used in the mapping process as additional information. 

The schema contains all dc elements, that is: title, creator, contributor, subject, 
coverage, description, publisher, date, type, format, source, language, relation,  
rights. 

It also contains the following dcterms elements (so called qualifiers of elements 
from dc): alternative (title), spatial, temporal (coverage), abstract, tableOfContents 
(description), available, created, dateAccepted, dateCopyrighted, dateSubmitted, 
issued, modified, valid (dates), extent, medium (formats), hasPart, isPartOf, 
hasVersion, isVersionOf, hasFormat, isFormatOf, references, isReferencedBy, 
replaces, isReplacedBy, requires, isRequiredBy, conformsTo (relations), 
bibliographicCitation (identifier), accessRights, license (rights), rightsHolder, 
provenance. 
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The used elements from etdms [1] are: degree, degree.name, degree.level, 
degree.discipline, degree.grantor (degree is a part of the description) 

The proprietary plmet elements are userTag (subject), placeOfPublishing 
(description), callNumber (identifier), locationOfPhysicalObject (provenance), 
digitisation and digitisationSponsor. 

The ese elements that are not part of PLMET but are offered by the DLF and used 
in the mapping are unstored, object, provider, type, rights, dataProvider, isShownBy, 
isShownAt. 

The semantics of the elements are discussed in more detail section 7. 

4   CIDOC CRM as the Knowledge Base Target Ontology 

To achieve the goals connected with Semantic Web, Linked Data and intelligent 
search and resource discovery, an ontology had to be chosen that would suffice to 
describe all types of data (including the DLF data described above) that might appear 
in the Integrated Knowledge System, dedicated to researchers in the field of 
humanities. There have been proposals to create a proprietary ontology, but finally 
CIDOC Conceptual Reference Model (CRM, [4]) was chosen due to the following 
reasons: 

1. It is a widely recognized standard, so data from the IKS knowledge base will be 
understandable for wider audiences. 

2. Substantial effort has been dedicated to the creation of CIDOC CRM, so the 
ontology is rather mature and stable. 

3. CIDOC is an ontology for describing cultural heritage, and this kind of information 
will prevail in a humanity-research portal [20].  

4. CIDOC is very expressive and is sometimes used as an intermediate representation 
while mapping between different metadata schemas [16],[10].  

Attempts to map the Dublin Core Metadata Element Set (which is a subset of the 
DLF’s PLMET schemta) to CIDOC CRM for museum collections have been 
described e.g. in [14], [7]. 
 This combination of features allows us to use CIDOC as the main ontology for 
resource description in the knowledge base. This is a more convenient solution than 
trying to integrate different, possibly disjoint ontologies for different types of 
resources. 

Still, some extensions (mostly subclasses and subproperties) of CIDOC have been 
proposed. Additional types of information are described with a number of other 
standard, smaller ontologies and vocabularies, described shortly in 4.3. 

4.1   CIDOC CRM 

CIDOC Conceptual Reference Model [4] is an ontology for describing the implicit 
and explicit concepts and relationships used in cultural heritage documentation. The  
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ontology defines 86 classes and 137 unique properties. It is event-centric: events such 
as creation or acquisition are crucial to the domain description. 

CIDOC CRM is mostly used to describe museum collections, but as publications 
(both physical and digital) are also artifacts of cultural heritage, they can be  
described with the (slightly extended) ontology. Another reason of choosing  
CIDOC in the SYNAT project, and not a purely bibliographic ontology like 
http://bibliontology.com/, was the fact that both the data from digital libraries (or 
catalogues) and from digital museums have to be integrated in SYNAT, together with 
many other forms of resources. 

By convention, class names in CIDOC CRM start with E (e.g. E21_Person), 
property names start with P (e.g. P25_moved). Inverse properties, if present, are 
marked with i (e.g. P25i_moved_by). If in any of the examples in this paper another 
letter appears after the number (e.g. E55b_Education_Level), it means that the class 
or property is a subclass or subproperty of a CIDOC class introduced for the purposes 
of the described knowledge base (in this case: E55_Type).  

4.2   Erlangen CRM / OWL 

The Erlangen CRM / OWL [11] is an OWL-DL 1.0 implementation of the CIDOC 
Conceptual Reference Model. A OWL2 (RL) version is planned soon. 

It has been originally created at the Friedrich-Alexander-University of Erlangen-
Nuremberg in cooperation with the Department of Museum Informatics at the 
Germanisches Nationalmuseum Nuremberg and the Department of Biodiversity 
Informatics at the Zoologisches Forschungsmuseum Alexander Koenig Bonn. It is 
currently maintained by Martin Scholz, Georg Hohmann and Mark Fichtner. 

The Erlangen CRM is an interpretation of the CIDOC CRM in a logical framework 
attempting to be as close as possible to the text of the CIDOC specification. However, 
there are some CIDOC classes that are not present in the Erlangen implementation. 
These are mostly classes representing primitive types (e.g. E60_Number, 
E62_String). They are supposed to be replaced in OWL with typed (XSD) literals 
[12]. 

4.3   Other Ontologies and Vocabularies 

Other ontologies and vocabularies used in the knowledge base are: 

• the Geonames ontology (http://www.geonames.org/ontology), 
• ISO 639 language codes (http://downlode.org/rdf/iso-639/schema#), 
• Dublin Core Metadata Initiative Type Vocabulary 

(http://dublincore.org/2010/10/11/dctype.rdf#), 
• WGS84 Geo Positioning (World Geodetic System, 

http://www.w3.org/2003/01/geo/wgs84_pos). 
• OpenVocab (http://open.vocab.org/)  
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The Geonames ontology is used to represent place types (e.g. city, lake). Language 
codes are used to standardize language descriptions. The DCMI Type Vocabulary is a 
basis to describe types of works (books, images, audio files). WGS84 is used to hold 
information about geographic coordinates, which can be used to disambiguate 
locations (e.g. if there is a number of places with the same name it can be checked 
which one is closest to another place mentioned in the description) and also to 
perform advanced queries, as the RDF repository we use offers Geo-spatial 
Extensions. The method of connecting Erlangen CRM / OWL with WGS84 is 
presented in Fig. 1.  

 

 

Fig. 1. Combining Erlangen CRM / OWL with WGS84 

5   Knowledge Base Construction Steps 

At the current stage of the prototype development, the CIDOC-conformant knowledge 
base is constructed from the DLF metadata (600,000 records mapped by the DLF to 
the PLMET schema). Other sources of data will be added in future. Knowledge is 
stored in an RDF repository and can be queried using RDF query languages such as 
SPARQL. 

Fig. 2. illustrates the components participating in the process of knowledge base 
construction. The functional components are marked as circles and ellipses, the 
rectangles are data sources and databases. The dashed components are planned, but 
not yet implemented or connected as part of the prototype. The processing steps 
necessary to transform the Digital Libraries Federation’s metadata into CIDOC CRM 
and create a truly semantic knowledge base are described below. 
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Fig. 2. Components participating in the knowledge base construction process 

The processing steps are as follows: 

1. The incoming metadata,1 still in the flat XML source format, is semantically 
cleaned. Cleaning is done on the record level. As a result some of the record’s 
elements may be deleted (if they contain irrelevant information, e.g. “no date” 
entry in the “publishing date” element), moved (if they have been assigned 
incorrectly by cataloguers), or copied to another element, if their meaning is wider.  

2. The next step is semantic normalization. Normalization is done on the level of one 
element. Text elements representing entities such as dates or people are 
transformed into structures with established format (e.g. all dates are converted to 
structure representing range YYYY-MM-DD – YYYY-MM-DD).  

3. The cleaned and normalized metadata are mapped to a so called intermediate 
CIDOC representation. The data is in CIDOC, but it has not yet been enriched or 
internally related. Because advanced reasoning has been removed from this stage, 
the mapping can be performed by one of the existing mapping tools, such as 
AnnoCultor (http://annocultor.eu/). 

                                                           
1 Depending on the current state of the system and the knowledge base, the input constitutes of 

either the complete set of metadata from all sources, or just those records that have recently 
been added or updated.  
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4. The next stage is data enrichment. External sources, such as Geonames or VIAF, 
are called to see if they possess information about the entities referred to in the 
metadata. If so, two operations are performed:  

a) the entity is linked to the external resource by a URI, 
b) useful additional information (e.g. alternative names, geographic coordinates) is 

copied to the knowledge base. 
5. The operations in step 4. are performed on information contained in the metadata. 

Similar operations should be performed on the contents of the resource (and also 
on longer natural language texts in some metadata elements) based on a number of 
linguistic tools. This step has not yet been implemented.   

6. During the relation detection step, related resources (e.g. different editions of the 
same book) are connected to each other with CIDOC relations. This step may 
reduce the number of triples in the RDF repository, because some resources are 
discovered to represent the same entity. Because of this, up to this point the 
reasoning engine is turned off, as when it is turned on it is very costly to remove 
triples (the knowledge base contents have to be recalculated). 

7. After the relations are detected, the reasoner is turned on and any possible 
contradictions are detected. Finding and fixing the reason for a contradiction is an 
advanced step that has not been implemented in the prototype. 

8. Finally, the knowledge base is installed. In production environment it will be 
deployed on a cluster of nodes. The installer will be responsible for ensuring that 
during the installation process users of the system have access to at least one 
functional node. 

6   Main Challenges in the Mapping Process 

This section names some of the most difficult aspects of the transformation from  the 
DLF metadata schema to the chosen ontology.  

6.1   Conceptual Separation of Information Object and Information Carrier 

One of the first challenges that need to be faced when transforming a flat digital 
libraries metadata schema to CIDOC is the conceptual separation between two 
classes: E73_Information_Object and E84_Information_Carrier. To quote [4]: 

 
[The E73_Information_Object] class comprises identifiable immaterial items, 

such as a poems, jokes, data sets, images, texts (...) that have an objectively 
recognizable structure and are documented as single units. An 
E73_Information_Object does not depend on a specific physical carrier. 

 
The E84_Information_Carrier, on the other hand: 

(...) comprises all instances (...) that are explicitly designed to act as persistent 
physical carriers for instances of E73_Information_Object. 

At first it might seem difficult to decide which metadata elements relate to the E73 
and which to the E84. However, careful analysis inevitably reveals that this kind of  
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separation is highly desired in the digital libraries world. Very often in the catalogs 
one can find information that a resource is in the DjVu format, measures “15x10 cm”, 
and was written by Jan Kowalski. Obviously, the DjVu file has no spatial dimension, 
the original book is printed on paper and has nothing to do with the DjVu format, and 
the author created a composition that is independent from the carrier. 

To conclude, what we have here is one E73_Information_Object (the work itself) 
and two E84_Information_Carriers (physical and digital). A straightforward 
consequence is that one E73_Information_Object can have a number of 
E84_Information_Carriers. 

Fig. 3. presents the ideal outcome of transforming a number of metadata records 
describing related copies from digital libraries and catalogues. 

 

 

Fig. 3. Representation of different editions of the same work and different copies of the same 
editions in the knowledge base, based on CIDOC CRM 

6.2   E55 Type Hierarchies 

CIDOC's E55_Type class is an interface to domain specific ontologies and  
thesauri. External ontologies and classifications are represented as subtypes  
of E55 (built-in subclasses include E56_Language, E57_Material and 
E58_Measurement_Unit). The instances of each subclass represent concepts (and 
not individuals!), and are connected by means of the P127_has_broader_term 
property. 
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The following external hierarchies (presented also in Fig. 4) are used in the 
described translation: 

• E55a_Degree (to describe the degree associated with a thesis),  
• E55b_Education_Level (as in the EU's Bologna declaration),  
• E55c_Research_Discipline (the official hierarchy of Polish research disciplines),  
• E55d_Resource_Type (resource types based on the DCMI type vocabulary), 
• E55e_Subject (divided into E55_Subject_Hierarchy and 

E55f_User_Subject), 
• E55g_Subject_Hierarchy (the resource subject hierarchy, based on KABA, a 

Polish thesaurus of subject headings, based on Library of Congress Subject 
Headings),  

• E55f_User_Subject (subjects that are not from KABA and are not recognized as 
people, places or other entities) 

• E55h_Place_Type (based on the Geonames classes). 

 

 

Fig. 4. The E55_Type hierarchies in the knowledge base 
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6.3   Identities and URIs 

One of the goals of translating a flat schema to an ontology is to detect and show 
resource relations. One of the difficulties is that the related resources are often 
described in natural language. The text from the elements of a metadata record (the 
author, related publications, publication place etc.) itself represents knowledge base 
entities. These entities have to be recognized, created, enriched with external 
information, and merged with existing entities if they are already present in the 
knowledge base (e.g. other books of the same author are present).  

6.4   Data Enrichment 

To allow for more efficient searching and to offer users more valuable information, 
and also to facilitate disambiguation, the information obtained from the metadata 
records is enriched with data from auxiliary sources. The functional components of 
the Knowledge Retrieval System are shown in 5.  

The auxiliary sources are heterogeneous and have to be accessed and processed in 
dedicated ways. Listed below are the auxiliary sources used in the prototype 
implementation together with their descriptions. With many of the sources the main 
difficulty is that there is more than one result with the given name, so some reasoning 
is necessary to choose the most probable option. 

Geonames is a geographical database. It contains over 10 million geographical 
names and consists of 7.5 million unique features of 2.8 million populated places and 
5.5 million alternate names. All features are categorized into one out of nine feature 
classes and further subcategorized into one out of 645 feature codes.  

It can be accessed as a web service, but it is also possible to download the data and 
use it locally. The place descriptions contain information about name, alternate 
names, country, place type, population, elevation, time zone and geographic 
coordinates. 

TERYT is the National Official Register of Territorial Division of Poland. It 
contains identifiers and names of units of territorial division,  identifiers and names of 
localities, statistical regions and census enumeration areas,  identification of addresses 
of streets, real estates, buildings and dwellings.  

Most towns present in TERYT are also described in Geonames. However, 
Geonames do not offer information about territorial division, so it is useful to 
combine data from these sources. However, it is not a straightforward task to provide 
a one-to-one mapping between places in TERYT and in Geonames.  

VIAF (Virtual International Authority File) is an international authority file. It 
is a joint project of several national libraries and operated by the Online Computer 
Library Center (OCLC). It gathers data from a number of national institutions and 
offers (via a web service) information about people and institutions.  

NUKAT is one of the institutions participating in VIAF. It is the union catalogue 
of Polish scientific and academic libraries. It also maintains an authority file (also 
accessible through VIAF) and the KABA subject headings system described below. 
As NUKAT is a partner in the SYNAT project, we are able to access their resources 
directly.  
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6.5   KABA 

KABA is used differently than other auxiliary sources in the way that it is completely 
incorporated into the knowledge base to allow reasoning. 

In order to describe publications (E73_Information_Objects) with precise 
subjects we decided to incorporate the KABA Subject Headings into our knowledge 
base. KABA is a Polish subject indexing system built and maintained by NUKAT. 
Subject headings systems are used for cataloging of library collections by subjects. 
KABA is based on three such systems [18]: Library of Congress Subject Headings 
(LCSH), National Library of France Subject Headings (RAMEAU) and University of 
Laval in Quebec Subject Headings (RVM).  

KABA consists of almost 900,000 records represented in the MARC21 authority 
format [19]. The MARC21 elements most significant from the Integrated Knowledge 
System’s point of view include the heading (the 1XX fields in MARC21 format), 
alternative versions of the heading (4XX) and its relations with other records (5XX). 
The relations include: broader term, narrower term (these two can be regarded as 
hierarchical relations), earlier form of heading and later form of heading. Eleven types 
of records can be distinguished, such as: geographical name, person name, or 
corporate name. Some potentially significant information in record definitions had to 
be ignored as it is formulated in natural language. An example of it is field 360 with 
natural language explanation of complex relationships between records. 

The idea was to convert KABA Subject Headings into a thesaurus compatible  
with CIDOC. A new subclass of E55_Type (see 6.2) has been introduced to 
represent this structure: E55g_SubjectHierarchy. Hierarchical relations were 
mapped as the P127_has_broader_term and P127i_has_narrower_term CIDOC 
relations. Other relations were mapped using the OpenVocab’s 
(http://open.vocab.org/)  similarTo symmetric property.  

The first obtained version of the thesaurus lacked many hierarchical relations 
which are not explicitly defined in records, but can be inferred from the grammar of 
subject headings. Rules for inferring such relations have been proposed in [5]. We 
implemented all four rules described in the paper. The major rule is based on the fact 
that a subject heading may contain determiners (subdivisions) that bring more detail 
to the topic. A broader term can be built from a subject heading containing such 
subdivisions by removing some of them. For instance, the broader term Malarstwo 
(Painting) can be inferred from Malarstwo -- techniki (Painting -- techniques). This 
rule has produced over 200,000 new relations in the knowledge base (KABA 
explicitly defines about 230,000 relations). The reasoning engine also induced a 
number of relations (implicit RDF triples) calculating the closure of symmetric and 
inverse relations.  

Still, there are some concerns about the quality of the resulting thesaurus. KABA 
has been created manually and as such contains errors in record definitions: 
typographical errors, duplicates and specification incompatibilities. A similar 
experience of converting LCSH into a thesaurus revealed mistakes in hierarchy 
relation definitions which lead to apparently wrong conclusions, such as “a doorbell 
is a mammal” [22]. Such mistakes can result in structural inconsistencies in the 
hierarchy of subjects (i.e. cycles). The resulting thesaurus has been examined with the 
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Tarjan algorithm2 to find all cycles. An example of such cycle is Inżynieria Ropy 
Naftowej (Petroleum engineering) and Ropa naftowa -- produkcja i handel 
(Petroleum  --industry and trade) declared as broader terms of each other. 270 such 
cycles were discovered. The majority consist of two elements. In some cases a record 
is defined to be a broader term of itself.  

The actual number of wrongly defined relations is unknown. Cycles form a special 
case that can be detected automatically, but the majority of errors and logical 
inconsistencies can be found only by human verification. 

7   DLF Metadata Schema Mapping Description 

This section describes the most important points and issues of the transformation, also 
addressing the non-standard way in which digital library editors use the metadata 
elements. 

One of the most crucial decisions that have to be made while mapping a  
DLF metadata record is deciding which elements describe the 
E73_Information_Object and which the E84_Information_Carrier, and whether 
there is one E84 or two (i.e. the physical copy of the book and the digitized version).  

 

 

Fig. 5. The hierarchy of entities and their corresponding appellations 

It is also important to realize that CIDOC treats names (appellations) in a special 
way. A person does not have a name and surname: a person has an appellation, or 
even a number of appellations of which one may be declared as preferred. Details and 
examples are illustrated in Fig. 5 and Fig 6. This is significantly different than what 
can be found in flat metadata schemas, but is fully justified. People, places and works 
of art may have different names in different languages, domains or historical periods.  
 

                                                           
2 The Tarjan algorithm finds strongly connected components (such components contain at least 

one cycle) [23]. 
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Fig. 6. Example of entities and their appellations 

The names themselves (the appellations) may have a complicated structure, and 
grouping those structures in different appellation instances facilitates understanding 
and reasoning. 

7.1   Titles 

The dc:title is the title of the work, i.e. the E73_Information_Object. It can be easily 
mapped to CIDOC's E35_Title (both an E33_Linguistic_Object and 
E41_Appellation3) associated with the E73 by means of the P102_has_title 
property. P139_has_alternative_form allows for connecting the dcterms:alternative 
title to the main title. 

7.2   Creators 

Both dc:creator and dc:contributor are instances of E39_Actor. Creator performs  
the E65_Creation event of the E73_Information_Object. An E73 comes into 
existence through an E65_Creation, while an E84_Information_Carrier through an 
E12_Production. 

The contents of the creator and contributor elements often consist of more than just 
the name string, for instance: 

Kowalski, Jan (1950- ; historyk) Red. 

Often, the name is followed by parentheses in which dates and other additional (e.g. 
domain of activity, especially when there are more people with the same name)  
information is given. Information about role in the creation process is usually given 
after the parentheses. This information is used in the mapping process to connect the 
actor instances not only with their respective appellations, but also with the 
E67_Birth and E69_Death events. The creator is connected to the creation event 
with the P14i_performed property. For the contributor, different roles (editor, 
advisor, ...) are proposed, represented by subproperties of P14i. 

                                                           
3 The OWL specification allows multiple inheritance. 
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7.3   Subjects and Coverage 

The dc:subject is one of the trickiest elements, as a resource can be about anything 
(the CIDOC specification agrees, defining the range of the P129_is_about property 
as the most general E1_CRM_Entity). Fortunately, the majority of Polish librarians 
are accustomed to using the KABA subject headings. However, it is possible that, for 
instance, a resource is about another one. A possible option is to use the WordNet 
([9],[6]) thesaurus to represent all possible concepts.  

The current implementation tries to map the subjects to KABA (see 6.4) or 
resources of types found in VIAF (people, institutions) or Geonames (places). If it 
fails, a new user subject (see 6.2) is created. 

One of the challenges addressed in the SYNAT project is automatic subject 
detection based on the contents of the resource. 

The plmet:userTag is represented with a subproperty of P129 with the assumption 
that tags are even more informal than user-created subjects. The tags in this metadata 
element come from the readers, i.e. the users of a digital library, and not from 
librarians or cataloguers (as is the case for the subjects forming the E55e_Subject 
hierarchies, see 6.2). 

The dc:coverage and its subelements dcterms:spatial and dcterms:temporal are 
also connected to what the work is about, only they cover more specified types (time 
and place). It is important to remember that the coverage describes the subject of the 
resource and not aspects of its availability (e.g. when/where copies of particular book 
were distributed). Therefore in the mapping process coverage is related to the 
E73_Information_Object instance by means of the CIDOC P67_refers_to 
property. In case of spatial coverage the range (i.e. the object of the triple representing 
the relation) is an E53_Place, in case of temporal property it is E52_Time-Span.  

In case of old publications the place instance may represent a historical place, 
significantly different from the modern one, although having the same name (e.g. 
compare borders of Poland before and after the Second World War). 

7.4   Descriptions 

The dc:description, dcterms:abstract and dcterms:tableOfContents, all related to the 
E73, constitute of plain text and at this point it would be difficult to propose a better 
mapping than just copying the contents to subproperties of CIDOC's datatype 
property4 P3_has_note. In some cases a more meaningful table of contents might be 
built based on different kinds of relations (dc:relation and its subelements, especially 
dcterms:hasPart). Future works allowing to achieve more meaningful mapping 
should include deep natural language processing. 

7.5   Publishing 

The plmet:placeOfPublishing element names the E53_Place in which the resource 
(this time this is the physical copy, i.e. the E84_Information_Carrier) was published.  
 

                                                           
4 A datatype property in OWL is a property whose range (object) is a literal and not a resource 

identified with a URI. 
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The publishing is an event represented by a subclass of E12_Production (as stated 
before, in CIDOC the carriers are produced and the information objects are created).  

Another of the DLF's proprietary elements, plmet:digitisationSponsor, names the 
institution that paid for the digitization process (a subclass of E12_Production). The 
product of the digitization is a new E84_Information_Carrier, based on another E84 
instance representing the physical resource. The publications whose original form is 
digital are not subject to digitization. In their case the only E84 instance represents 
the digital copy. 

The dc:publisher is associated with the same publishing event as 
plmet:placeOfPublishing. The E39_Actor (usually an institution, i.e. 
E40_Legal_Body) is connected to the event by means of the P14i_performed 
property. 

7.6   ETD-MS Elements 

The translation of the ETDMS thesis elements is quite straightforward. It is based on 
the E55_Type hierarchies described in 6.2. The degree grantor is an institution, 
represented in CIDOC as an instance of E40_Legal_Body. 

7.7   Dates 

It is advised in the PLMET specification that the dc:date element be left empty, and 
the subelements be filled instead. Otherwise it is difficult to determine what the date 
represents. As CIDOC is an event-based ontology, the respective dates are not 
mapped to static values, but are instead translated to events (some of which are built-
in CIDOC events, like E65_Creation, and some are new subclasses of E7_Activity). 
If dc:date is the only given date, depending on the type of the resource it is assumed 
to be either a creation (e.g. manuscripts) or publishing (e.g. old prints) date. 

7.8   Types 

The mapping of the dc:type to CIDOC and its consequences are described in [13].  
Most resources in Polish digital libraries are periodicals and books. Periodicals 

have to be treated in a distinct manner. Typical library catalogues contain one record 
per periodical title, while in digital libraries each issue of the title is described. Often a 
periodical issue described in digital library metadata has two titles. One of them is the 
title of the periodical as a whole (e.g. Kurier Warszawski), the other contains the 
particular issue information (e.g. Kurjer Warszawski / [red. L. A. Dmuszewski]. 1827, 
nr 121). In the proposed CIDOC representation a new subtype of E73 has been 
created to represent a periodical title, to which all issues are related (with 
P148_has_component5). Sometimes advanced parsing of the whole record has to  
 

                                                           
5 For some time we considered an alternative solution in which the periodical was not an 

instance of E73_Information_Object, but a type of E78_Collection. This solution proved to 
be inapplicable because the E78_Collection as specified in CIDOC aggregates physical 
resources. 
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be used to detect the part representing the title of the whole periodical, as librarians 
not always adhere to standards or create their personal standards.  

7.9   Formats 

The dc:format and its subelements (dcterms:extent, dcterms:medium) describe the 
dimensions and medium of the resource. It is important to realize that those are 
physical features (P45_consists of and P43_has_dimension) of the 
E84_Information Carrier, and not of E73_Information Object (not to be 
confused with dc:coverage). 

A unit should be associated with a dimension (P91_has_unit). In case of book 
copies there might be centimeters or the number of pages, in case of recordings these 
might be minutes. 

7.10   Identifiers 

The dc:identifier element should be a URI which can also be the URI of the relevant 
individual in the RDF repository. Often the resource has a number of URIs, e.g. 
different ones in its owner's and an aggregator's databases. The plmet:callNumber and 
dcterms:bibliographicCitation are also ids. One id should be set as preferred one – we 
propose the URI from the data provider. The bibliographicCitation is a subject of 
controversy. For one, large parts of it could potentially be generated automatically 
from the resource metadata (e.g. a paper from a conference volume). Another problem 
is that there is a number of different citation formats, although PLMET recommends 
to use PN-ISO 690 standard here. 

7.11   Language 

Representing the dc:language is straightforward, with one remark: the domain6 of the 
P72_has_language property is E33_Linguistic_Object, and neither the 
information object nor carrier are linguistic objects. The E33_Linguistic_Object has 
to be connected with the E73 by means of the P148_has_component property 
before the language property is set. 

It is worth noting that E35_Title also is a subclass of E33. If the digital library 
metadata contains information about title language (for instance expressed as 
xml:lang ) the information can be introduced to the knowledge base.  

Languages in the knowledge base are described using one of the E55_Type 
hierarchies (see 6.2.). 

7.12   Relations between Resources 

The dc:source, dc:relation and its subelements represent relations between resources. 
New properties (and their inverse counterparts) had to be added to the ontology to 
represent some relations, some (e.g. P67_refers_to) were already present.  

                                                           
6 In OWL domain constrains the types that can be the subject of a triple in which the given 

property is the predicate. 
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The dcterms:conformsTo relation turned out to be controversial. It seems to be of a 
different kind than other relations - it relates a resource to a standard or norm, and not 
to another resource. This problem was solved with the decision to regard the standard 
as a new E73_Information_Object. At some point the actual text of the standard 
might be introduced into the repository as a regular resource. 

During the mapping and knowledge retrieval process described in 5, a module 
called the Relation Detector is responsible for connecting related resources. The 
relations are most often described in plain text. The Mapper, if it is to be kept simple 
and possibly based on existing tools, should not be responsible for this task. 

7.13   Rights 

CIDOC is prepared for modeling rights information (license type, rights owner) with 
the E30_Rights class and the properties P104_is_subject_to and 
P105_rights_held_by. Additional information about rights may be extracted from 
Europeana elements, provided they are available (see 7.15). 

7.14   Provenance 

The dcterms:provenance element contains a statement of any changes in ownership 
and custody of the resource since its creation that are significant for its authenticity, 
integrity, and interpretation. There are two proprietary DLF subelements 
plmet:locationOfPhysicalObject and plmet:digitization. The digitization describes the 
person or organization who performed the digitization (which, as stated earlier, is a 
subclass of E12_Production). The location of physical object is either a place, in 
which case the P55_has_current_location property is used, or an institution, in 
which case we use P50_has_current_keeper.  

If the provenance element contains a natural language description, at this point it is 
copied as-is.  

7.15   Europeana Elements 

The Digital Libraries Federations is one of the providers of data to Europeana [21], an 
aggregator portal that groups and displays information about digital resources of 
European museums, libraries, archives and audio-visual collections. Europeana is in 
the process of switching to a linked data schema, but for now the official data 
exchange schema is ESE, which is an extension (a profile) of the Dublin Core 
Metadata Terms schema. 

The ESE proprietary tags are designed for automated processing and therefore 
quite strictly specified, so obtaining their contents from the DLF adds value to the 
proposed mapping. The kind of information that can be extracted from these tags and 
introduced into the knowledge base is summarized below. It is important to note that 
the Europeana tags concern mostly the E84_Information_Carrier: 

• ese:object – this is the URI of a thumbnail of the resource. In the knowledge base 
the thumbnail is a subclass of the E84 class.  

• ese:provider – names the source from which Europeana obtained data (this might 
be an aggregator service). 
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• ese:provider – this is the original source, i.e. the keeper of data, mapped with the 
P50_has_current_keeper property. 

• ese:type – the type of the resource, as in E55d_Resource_Type (Europeana’s list of 
allowed types is more limited). This, for consistency reasons, it mapped to the 
E73_Information_Object. 

• ese:rights – valuable right  information: the URI to a document describing the 
license. Mapped with P104_is_subject_to. 

• ese:isShownBy – URI of a high quality presentation of the described resource 
(E84). This kind of information is useful to knowledge base clients. 

• ese:isShownAt - URI of a presentation of the described resource in its full 
information context (E84). 

• ese:unstored – this is additional information that cannot be otherwise assigned to 
the available tags. The best thing we can do with it is save it as-is with hope of 
applying linguistics tools in future. 

8   Results and Statistics 

The prototype implementation of the Knowledge Retrieval System is functional and 
has been tested on a large sample of the DLF metadata. The tests have been 
performed on a desktop computer with the following characteristics: Intel Core 2 
Quad CPU, Q9650  3.00GHz, Windows 7 64b, 4GB RAM. In future the system is 
supposed to work on a cluster of dedicated servers with a significantly higher amount 
of RAM, so we expect shorter times even with larger amounts of data.  

The RDF repository used to hold the knowledge base is Ontotext’s BigOWLIM 
(http://www.ontotext.com/owlim/editions) to which we have been granted a research 
license. BigOWLIM is both an RDF/OWL repository and a reasoning engine, one of 
the few that are able to perform the reasoning using their persistence mechanisms and 
not fully in the limited RAM memory, which is a critical condition if the reasoning 
engine is to be used in a system with millions or billions of triples. 

This section presents statistics concerning the mapping and reasoning process, the 
contents of the resulting knowledge base, and some information about sample queries.   

8.1   Knowledge Base Construction Process 

Table 1 presents the times of the knowledge base creation with different amounts of 
starting DLF data. A record is a description of one publication in the DLF metadata 
schema. The first row of the table (0 records) contains data about the preparation 
processes in which all the ontologies and the KABA hierarchy are loaded. The results 
of this process are constant, hence it does not need to repeated every time the 
knowledge base is created. This is why the initialization time is not counted as part of 
the processing time in the subsequent rows. 

The knowledge base creation process is described in section 5. The process is 
comprised of data cleaning and normalization, mapping from DLF metadata schema 
to CIDOC, relation detection, data enrichment, and performing reasoning (i.e. 
computing the full closure) on the triples. 
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Explicit triples are triples that have been introduced to the repository as a result of 
the mapping, enrichment, and relation detection operations. Implicit triples are triples 
generated by the reasoner (using BigOWLIM’s owl-horst-optimized rule set,  
[2]). The total number of triples in the repository is the sum of explicit and implicit 
triples. 

There are two different numbers of implicit triples in the 500,000 records case. The 
reason for this is that after close inspection of the KABA data in the repository we 
discovered that the P127_has_broader_term relation used to build E55_Type 
hierarchies was not declared transitive in Erlangen CRM. After our request this has 
been corrected in a newer Erlangen version, hence the higher number of triples (now 
all parts of the broader term chain are connected with implicit triples, there also has 
been a number of other similar changes). 

Table 1. DLF records processing times and the number of resulting RDF triples 

No. of Records Processing Time Explicit RDF triples Implicit RDF triples 
0 2.5 hours 6,059,665 30,710,518 
10,000 7 minutes 6,443,246 32,907,960 
50,000 30 minutes 7,928,790 40,849,942 
100,000 70 minutes 9,808,073 51,177,846 
500,000 6 hours 23,040,700 125,212,980 
   181,209,5317 

 
We find the processing times on the limited hardware quite satisfactory. However, 

we have detected two performance problems with BigOWLIM (or, possibly, 
reasoning engines in general). One is the unacceptable reasoning time for long chains 
of OWL properties that are both transitive and symmetric (especially when long 
chains of transitive properties with inverse properties work fine). The other is the fact 
that if we populate the repository with no reasoning at all (the empty rule set) and 
turn the reasoning on later, the processing time is significantly longer than with 
instant reasoning (e.g. 13 minutes for 10,000 records, when instant reasoning together 
with the knowledge base construction takes only 7 minutes).  

This is an important issue for us, because after mapping the XML schema to 
Erlangen CRM we want to perform some operations on the repository with the 
reasoning turned off. If the reasoning is turned on, the triple deletion operation 
becomes very costly, as the full closure has to be recomputed and all triples inferred 
from the deleted one have to be deleted as well. Some triples have to be deleted in the 
relation detection process, e.g. when two different instances are discovered to in fact 
represent the same entity. At this point it seems that it would be more efficient to 
perform the operations with the reasoning turned off, serialize the triples, and load 
them with reasoning turned on than to simply turn reasoning on in a working 
repository. 

                                                           
7 This is the result for the newest version (2011-04-04) of Erlangen CRM in which on our 

request the P127_has_broader_term property has been declared transitive (which is in 
accordance with the CIDOC CRM specification). 
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8.2   Knowledge Base Contents 

In accordance to the Semantic Web and Linked Data guidelines, in the knowledge 
base we are trying to reuse existing ontologies and vocabularies and connect our data 
(by means of URIs) to external recognized sources. In the prototype implementation 
we are enriching our data with information from VIAF (Virtual International 
Authority File), NUKAT (Polish National Union Catalogue) authority data, 
Geonames (a worldwide geographical database), TERYT (Central Statistical Office’s 
administrative division register). We also try to map subjects to KABA, which is a 
subject headings language (and dictionary) based on the LCSH (Library of Congress 
Subject Headings). 

We use the external sources not only to identify the entities in the knowledge base, 
but also to add new information that can be useful to its clients. For example, when 
we obtain location data from Geonames, we are able to unify all references to this 
location with different names (e.g. names in different languages), we download the 
coordinates information to allow for geographic proximity searching, and we 
remember all the alternative names, so that a query for the place using any one of 
them returns expected results. 

Table 2. Contents of the knowledge base – links to external resources 
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10,000 518 37 860   139 10 304 422 10 3 805 
50,000 1869 107 2,833 406 29 968 1.277 47 3 1,966 
100,000 5,016 204 6,625 760 70 2.385 4.230 277 6 4,378 
500,000 25,467 4,862 62,673 2,825 242 15.396 8.901 608 77 16,353 

Table 2 shows the number of entities recognized in external data sources. A reason 
for optimism is that most people, places, institutions and subjects are repeated in the 
repository, which allows us to connect similar resources to each other. An interesting 
issue is the fact that there are some entities (people and institutions) that have been 
found in NUKAT and have not been found in VIAF which contains also the NUKAT 
information. One reason for this is that the copy of NUKAT data we received is 
newer than what the VIAF web service offers access to. Beside there are other two 
possible explanations: the web service API returns less good results than our local 
Lucene index query, or our local query should be more restrictive and exclude some 
results. 

Locations are searched for both in Geonames and in TERYT, but Geonames have 
higher priority, as the service contains more information. The places that have been 
found in TERYT and not in Geonames are very small Polish villages. 

Table 3 presents information about publications subjects. The Total Publ. column 
shows the number of distinct E73_Information_Object instances whose subject is of 
the given type (place, KABA subject, user subject). The two final columns show the  
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Table 3. Publication subjects distribution 

Subject Type Total  Publ. Subject Instances Avg. Publ./Subj. 
Place 249,129 8,742 28.5 
KABA Subject 265,320 16,353 16.2 
User Subject 328,389 75,844 4.3 

 
number of used subject instances for each subject type and the average number of 
publications on one subject instance. 

The number of KABA records used as a subject (Table 3) and the number of 
mapped KABA records (Table 2) are equal, because KABA records are only used as 
subjects. The number of mapped places and the number of places used as subjects are 
not equal, because places may play different roles in the knowledge base (they might 
for instance represent the place of publication). 

8.3   Knowledge Base Queries 

The knowledge base is to be used by the Integrated Knowledge System portal to 
allow for semantic (and more efficient) search of resources. The queries can be asked 
in SPARQL or SeRQL languages. Table 4 contains information about sample SeRQL 
queries to the knowledge base generated by processing 500,000 DLF records (over 
200 million triples: 23 million explicit and 181 million inferred). The response times 
(which contain data retrieval times) are not fully satisfactory for a production system, 
but, as stated before, the impressive repository was held and queried on a desktop 
machine. 

Table 4. Sample query times 

Query Time Cached Time8 No. of Results 
All places with their names 15s 199ms  9663  
Titles of books about Warsaw 771ms  7ms  1273  
Works of a person with surname “Mozart” 17ms  3ms  221  
All places whose names start with “Nowy” 886ms  24ms  27  

As an example below is the SeRQL listing to perform the last query (all places whose 
names start with “Nowy”): 

SELECT geoId FROM 
  {s} luc:luceneLiteralIndex {"nowy*"}, 
  {geoId} rdf:type {cidoc:E53_Place} ;   cidoc:P1_is_identified_by {} 
cidoc:P3_has_note {s} 
USING NAMESPACE  
  cidoc = <http://erlangen-crm.org/current/>, 
  luc = <http://www.ontotext.com/owlim/lucene#> 
                                                           
8 There are several components in OWLIM that make use of caching (e.g. full-text search 

indices, predicate list, tuple indices). When a query is asked for the first time some parts of 
the result are cached, so similar queries asked afterwards are completed in shorter times. 



 Transforming a Flat Metadata Schema to a Semantic Web Ontology 175 

9   Conclusions and Future Work 

The automatic conversion of 500,0009 metadata records described by the DLF schema 
(PLMET) to a Semantic Web ontology based on CIDOC CRM proved possible 
(within reasonable time) and brings promising results. It opens new possibilities for 
search and discovery of resources (e.g. displaying information about a person and all 
related resources, and not only textual fields for a given publication record), that will 
be used by the Integrated Knowledge System Portal. The knowledge base is enriched 
by additional information coming from external sources and contains links to other 
pieces of information that are not explicitly needed by the knowledge base or the 
portal, but can be obtained by users navigating in the Semantic Web environment. As 
the resources are identified by unique URIs, it is also easy for external services to link 
to the knowledge base.  

There is still a large number of problems that should be solved to make the 
knowledge base truly useful. One problem is that external sources (e.g. Geonames) 
often return more than one possible result for a given string.  At this point we use 
heuristics (e.g.: the most populated, but preferably a town rather than a region, etc.) 
but more context information should be included in the reasoning process (as it is 
possible that somebody is in fact referring Warsaw, Ohio, and not Warsaw, the capital 
of Poland). 

Another issue is that of historical names of places. If a book from 1920 is about 
Poland, it may refer to towns that are now parts of another country. Works dedicated 
to the creation and management of a historical names database fall beyond the scope 
of the SYNAT project. However, the existence of such a database would be useful, so 
a separate project is being considered to handle this task. 

An important (and challenging) position in our task list is the inclusion of linguistic 
tools (Fig. 2). One of the partners is the SYNAT project is Wrocław University of 
Technology, the creator of the Polish WordNet (plWordNet) [6] which would allow 
for further enrichment of resources and resource navigation possibilities. 

Also, a very interesting task is the design of a convenient user interface to 
introduce data to the IKS portal. We want users to unambiguously describe the 
published resources (from their personal digital libraries) by means of an ontology 
(the extended CIDOC ontology). Instead of a very long metadata form, the users 
should be offered a dynamic “wizard” to introduce the data corresponding to the type 
of the resource being published. Linking to other resources (both internal and external 
to the IKS system) should be facilitated with innovative UI solutions.  

Finally, the Digital Libraries Federation data is only the first step (although an 
important one) in acquiring and understanding cultural heritage information from 
heterogeneous sources. It is an inspiring challenge to create a knowledge base of 
interconnected information of different types: digital libraries, museums, archives, 
catalogues, etc. 

                                                           
9 There are now more than 600,000 publications in DLF, but the tests have been performed on 

data obtained in mid-February 2011.  
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Abstract. The paper presents a novel approach to design and development of a 
modularized knowledge base. It is assumed that the knowledge base consists of 
a terminology (axioms) and a world description (assertions), both formulated in 
a Description Logics (DL) dialect. The approach is oriented towards 
decomposition of a knowledge base into logical components called contexts and 
further into semantic components called conglomerates. Both notions were 
elaborated separately elsewhere. The paper shows how contexts and 
conglomerates concepts can work in harmony to create a maintainable 
knowledge base. An architecture of a system that conforms to this approach, 
which additionally uses a query language called KQL (Knowledge Query 
Language), is presented. The approach is intended to be used to build a 
prototypical system that aims at integrating knowledge on cultural heritage 
coming from digital libraries, including user-defined libraries. The thorough 
discussion of related work is also given. 

Keywords: ontology, knowledge base, modularization, contexts, 
conglomerates, knowledge integration. 

1   Introduction 

In this paper we present a novel approach to design and implementation of large and 
scalable knowledge bases that conform to Description Logics [1] dialects 
expressiveness (according to W3C standards: that conform to OWL2 [2] with SWRL 
[3] extensions). This approach is based on three major concepts: contexts, 
conglomerates and a query language. Contexts are to logically situate a knowledge 
based in different frameworks so that logical statements are interpreted in a proper 
way, according to a given “situation”. Conglomerates are to divide a complex, large 
knowledge base into components, like a  relational database is divided into relations. 
Conglomerates can be operated upon by algebraic operations, like relations in a 
relational database. The operations can be performed via Knowledge Query Language 
                                                           
* This work is partially supported by the Polish National Centre for Research and Development 

(NCBiR) under Grant No. SP/I/1/77065/10 by the strategic scientific research and 
experimental development program: „Interdisciplinary System for Interactive Scientific and 
Scientific-Technical Information”. 
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(KQL) statements that structurally remind that of SQL statements, which make them 
more easily understood by systems engineers. 

The paper is organized as follows. In the Section 2 we present the notion of 
contexts. In Section 3 we present the notion of conglomerates. In Section 4 the KQL 
language is presented. In Section 5 the architecture of the system that incorporates the 
three components is presented. The system is to be implemented as a part of the 
SyNat system intended to make the cultural and science Polish heritage available 
worldwide. Section 6 presents the related work. In Section 7 we conclude the paper. 

2   Contexts 

Contextualizing knowledge bases makes the process of their deployment and use 
more effective. Contextualized knowledge bases, if contextualization is properly 
conducted, are easier to design and maintain. Moreover, with use of contextualization, 
the efficiency of reasoning process can be greatly improved. In this section we 
describe our approach to modularization, Structured-Interpretation Model (SIM), an 
approach that has several distinguishing features, the most important of which is the 
relative straightforwardness of adapting the structure of knowledge the base to 
evolving needs of the user. 

As a basis we have taken Description Logic formalism and we adapted to it the 
notions of generalization and context instance. Let us recall that a DL ontology 
consists of a terminology (TBox) and a world description (ABox). The Formal 
definition of contextualized DL ontology is as follows: 

Definition 2.1. A contextualized TBox T = ({Ti}iœI, 1) consists of a set of TBoxes 
whose elements are called contexts, and a generalization relation 1 Œ I μ I which is a 
partial order established over the set of indexes I. The relation is acyclic and contains 
the only  least element m. We also introduce the following notions: 

 

Tm called the root context of the contextualized TBox T, 
Ti generalizes Tj iff i 1 j, 
 Ti specializes Tj iff j 1 i.   □ 

The idea behind introducing such hierarchical arrangement of contexts was to allow 
for constrained interactions between parts of terminology. The general rule here is 
that more specialized terminologies may “see” more general ones, but more general 
terminologies may be unaware of the existence of more specialized ones. 

Introduced contexts encompass only terminology. To deal with assertional part of 
the knowledge base we allow for creation of many ABoxes for one terminology. We 
call these ABoxes context instances. 

Definition 2.2. A contextualized ABox A = ({Aj}jœJ, inst, a) of contextualized TBox 
T = ({Ti}iœI, 1) is a triple consisting of: 

1. A set of ABoxes {Aj}jœJ, each of which is called an instance of context, 
2. The function inst: J → I relating each ABox from {Aj}jœJ with TBox from {Ti}iœI, 
3. The aggregation relation a Œ J μ J, which is a partial order established over the 

set of indexes J. We require that: 
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Definition 3.1. (conglomerate). A conglomerate M = (S, W) is a pair of a signature S 
(called a signature of the conglomerate) and a class W of S-interpretations (called 
models of the conglomerate). The two parts of M are denoted as S(M) and W(M), 
respectively. Each S-interpretation from W we call a model of M.    □ 

According to this definition, each conglomerate simply consists of all its models. We 
say that a conglomerate satisfies a particular sentence α, denoted M £ α, iff 
∀I ∈ W(M): I £ α.   

We think that creators of an ontology are not able to foresee all its future uses. By 
necessity, the creators have to focus on a small set of chosen contexts of use of 
particular modules, and the contexts of their choice may not be adequate for a 
particular application of a knowledge base with this ontology. So, the conglomerate 
algebra puts stress on various methods of manipulation for them; that in general allow 
for changing and combining signature and models. 

3.2   Operators 

We assume that description logic L and domain set Δ are chosen and fixed. We 

denote a set of all modules as M, a set of all signatures as Σ, and a set of all S-
interpretations as Ι(S). We also use the notion of a projection I΄ =  I|S΄ of an S-

interpretation I to a signature S΄ (S΄ Œ S). I΄ is an S΄-interpretation for which the 

following holds: Δ I΄ = ΔI and XI΄ = XI for every X ∈ S΄. 

Extend 

εS: M → M, S ∈ Σ ; 
εS(M) = (S(M) ( S, {I ∈ Ι(S(M) ( S): I|S(M) ∈ W(M)}).   □ 

Extension extends a signature of a given module M by names from a given signature 
S. The allowed set of interpretations of each original name is preserved, and so are the 
relationships between original concepts, roles, and individuals (e.g. if M £ α, α ∈ 
L(S(M)), then also εS(M) £ α). 

Project 

πS: M → M, S ∈ Σ, S Œ S(M); 
πS(M) = (S, {I|S: I ∈ W(M)}).   □ 

Projection reduces a signature of a given module. However, relationships between 
original concepts, roles, and individuals whose names remain in the signature are 
preserved (e.g. if M £ α, α ∈ L(S), then also πS(M) £ α). 

Rename 

ργ: M → M, γ is a signature mapping; 
ργ(M) = (γ(S), γ(W)).   □ 
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Renaming uses the notion of a signature mapping. Signature mapping γ is a triple: (γC, 
γR, γI), each of them being a bijection from N to N. By γ(S) we mean γC(C(S)) ) 

γR(R(S)) ) γI(I(S)), and by γ(I), where I is  an S-interpretation, we mean an γ(S)-

interpretation I΄ such that ΔI΄ = ΔI and γ(X)I΄ = XI for every X ∈ S. Rename 
preserves relationships between concepts, roles, and individuals, however with 
respect to their name changes (e.g. if M £ α, α ∈ L(S(M)), then ργ(M) £ γ(α), where 

γ(α) is α transformed in such a way that all names in α have been systematically 
changed according to γ). 

Select 

σα: M → M, α ∈ L(S(M)); 

σα(M) = (S, {I ∈ W(M): I £ α}).  □ 

Selection leaves only these interpretations that are models of a sentence α. Obviously 
σα(M) £ α. 

Union 

(: M × M → M, S(M1) = S(M2); 

M1 ( M2 = (S(M1), W(M1) ( W(M2)).    □ 

Union performs a set-theoretic union of sets of models of conglomerates. The 
condition that S(M1) = S(M2) is not very restrictive because we can easily upgrade this 
operation to a generalized union (g: M1 (g M2 = εS(M

2
)(M1) ( εS(M

1
)(M2). 

Intersection 
': M × M → M, S(M1) = S(M2); 

M1 ' M2 = (S(M1), W(M1) ' W(M2)).    □ 

Difference 
–: M × M → M, S(M1) = S(M2); 

M1 – M2 = (S(M1), W(M1) – W(M2)).    □ 

Intersection and difference are analogous to the union, and can be generalized in the 
similar way to the case when signatures of the operands differ. 

Union and difference are non-linguistic (strictly semantic), i.e. their use may lead 
to generation of a conglomerate M for which there does not exist any corresponding 
set of sentences S in L. This issue will be elaborated on later in the paper. 

I-Join (intersecting join) 

×: M × M → M; 

M1 × M2 = (S΄, W΄); 
S΄ = γ1(S(M1)) ( γ2(S(M2)); 
W΄ = {I ∈ Ι(S΄): I|γ1(S(M1)) ∈ γ1(W(M1)) ∧ 

                I|γ2(S(M2)) ∈ γ2(W(M2))}.    □ 
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I-Join is an operation on two conglomerates. It uses two signature mappings γ1, γ2, 
each of them preceding every terminological name in a signature with a unique prefix. 
Thus, I-Join helps to solve potential naming conflict between conglomerates. I-Join 
preserves relationships between original concepts and roles in both modules (if M1 £ 
α, α ∈ L(S(M1)), then M΄ £ γ1(α), analogically for M2). 

I-Join is a non-primitive operation, as M1 × M2 can be expressed as ργ
1
(M1) 'g 

ργ
2
(M2). This derivation justifies the name “intersecting join” as we may perceive this 

join as a “safe” way of intersecting modules. 

U-Join (union join) 

«: M × M → M; 
M1 « M2 = (S΄, W΄); 

S΄ = γ1(S(M1)) ( γ2(S(M2)); 
W΄ = {I ∈ Ι(S΄): I|γ1(S(M1)) ∈ γ1(W(M1)) ∨ 

    I|γ2(S(M2)) ∈ γ2(W(M2))}.    □ 

U-Join is a counterpart of I-Join. γ1, γ2 have the same meaning as above. U-Join offers 
the “safe” way of performing union. Naturally, M1 « M2 = ργ

1
(M1) (g ργ

2
(M2). 

Put-Under 

υC: M × M → M, C ∈ LC(S(M2)); 

M1 υC M2 = (S΄, W΄); 
S΄ = S(M1) ( S(M2); 
W΄ = {I ∈ Ι(S΄): I|S(M2) ∈ W(M2) ∧ 

              (I|S(M1) ' CI) ∈ W(M1)}.    □ 

Put-Under correlates the domains of two conglomerates. We use here a restriction of 
an S-interpretation I: by I ' Δ΄ we mean an interpretation I΄ = (Δ΄,⋅I΄) such that XI΄ 

= XI ' Δ΄ for every X ∈ S. As each conglomerate induces a set of laws that enforce 
certain relationships between concepts, roles, and individuals, then Put-Under can be 
perceived as a restriction of the scope of these laws to a fragment of a larger domain. 

3.3   Examples 

Example 3.1. (intersecting conglomerates). Consider two conglomerates: M1 
describes human resources and M2 the structure of a hospital. 

M1 = M({∃isManagerIn.HTBusinessUnit m Expert,  
 Expert m Employee}) 
M2 = M({leadsDepartment(johnSmith, neurosurgery), Department(neurosurgery)}). 

To merge the information from the two conglomerates in order to infer that johnSmith 
is an expert, we first create an intersection of the conglomerates: M´= M1 'g M2, and 
then restrict the set of models by introducing additional “bridge” axioms: M´´= M´ 'g 
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M({leadsDepartment m isManagerIn, Department m HTBusinessUnit}). The last step 
can also be done by double selection.                           □ 

In the example we did not encounter any name conflict between conglomerates being 
merged. In general, such a conflict may occur and I-Join operator should be used. 
Below we show how to align two conglomerates in which the same set of terms is 
used to express different meanings.   

Example 3.2. (joining conglomerates). Consider two conglomerates: M1 and M2. 
They contain assessment of several rooms for rent, and use the same categorization 
and signature S = {HSRoom, ASRoom, LSRoom}, where the concepts denote high, 
average and low standard rooms. But in M1 and M2 different criteria were used for 
categorization, as in the first case we were looking for a room to spend just one day 
and in the second case to stay for a longer period of time. We “import” the assessment 
from M1 to M2 performing necessary translation of classification between the 
conglomerates. 

1. In the first step we simply I-Join the conglomerates (modules). As a result we 
obtain a conglomerate M΄= M1 × M2. The concepts have been renamed, so S(M) = 
{1:HSRoom, 2:HSRoom, 1:ASRoom, …}. 

2. Next, we make the criteria of assessment explicit. In this example we use only one 
criterion: a bathroom. So, we extend the signature of M΄ appropriately: 
M΄΄= ε{RoomWithBathroom}(M΄). 

3. Afterwards, we bind the criteria with the assessment. In M1 rooms with bathrooms 
were automatically considered high standard. According to the criteria used in M2 
no room with bathroom can be considered more than low standard.  

M΄΄΄= M΄΄ 'g M({RoomWithBathroom m 1:HSRoom, 
           ¬RoomWithBathroom m 2:LSRoom}). 

Naturally, the second axiom is valid only if the domain consists of only rooms 
(which is assumed). 
4. Finally we remove unwanted terms from the module signature: 

M = π{2:HSRoom, 2:ASRoom, 2:LSRoom}(M΄΄΄). 

In these steps all the translations possible to perform were done. All average or low 
standard rooms from M1 were considered low standard in accordance with criteria 
from M2.    □ 

Some other aspects of using conglomerates can be found in [5]. 

4   Knowledge Query Language  

The basis of our work on a query language for a DL knowledge base is our opinion 
that the development of a universal language for accessing knowledge bases must be 
based on assumptions similar to those adopted and practically proven in the case of 
SQL – beside the others, theoretical mathematical basis, language closure and 
availability of commands to create, manipulate and control the knowledge. Thus, we 
have based the KQL language on theoretical backgrounds presented in Sections 2 and 
3, that is on contexts and conglomerates.  
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4.1   Basic Assumptions for KQL  

The main statement for manipulating a conglomerate (called in KQL a 
conglomeration) is the SELECT statement of the following structure: 

SELECT concept_list, role_list, attributes_list  
 ADD axiom_list 
 FROM conglomeration_expression 
 WHERE concept_expression  
 HAVING concept_expression 

With respect to the conglomerates algebra, the SELECT clause corresponds to the 
projection—the choice of terms for a newly created conglomerate, the ADD clause 
corresponds to the selection—the contraction of the set of allowed interpretations, the 
WHERE and HAVING clauses correspond to the projection with respect to individual 
names. The difference between the WHERE and HAVING clauses lies in the fact that the 
WHERE clause selects those individuals that belong to a specified concept of the 
original conglomerate (as defined in the FROM clause), while the HAVING clause selects 
those individuals that belong to a specified concept of the target conglomerate. The 
query is conceptually executed in the following steps: (1) Determining the basic 
conglomerate on the basis of the FROM clause. (2) Reducing the individual names on 
the basis of the WHERE clause. (3) Extending the alphabet with new concepts / roles / 
attributes / individuals that occur in the statements contained in the ADD clause. (4) 
"Adding" (i.e. extending the ontology) to the conglomerate the statements from the 
ADD clause. (5) Projection of the alphabet only to the concepts / roles / attributes 
contained in the SELECT clause. (6) Reducing the individuals names basing on the 
HAVING clause.  

A direct consequence of KQL closure is ability of query nesting. Every time a 
conglomerate is needed, one can use named conglomerates defined in knowledge base 
or conglomerates created on the fly by KQL expressions with the use of 
conglomerates algebra operators (such as INTERSECT, JOIN, UJOIN) or the SELECT 
clause. As a consequence of KQL closure and the ability of query nesting, the 
uniformity of modification and definition language has been achieved: one can use 
query nesting also in conglomerate creation statements: 

CREATE CONGLOMERATION conglomeration_name 

… 

FROM conglomeration_expression 

In KQL it is assumed that terminological queries are issued against a metaontology or 
a meta conglomerate. A metaontology is nothing but a single conglomerate 
knowledge base that stores information about conglomerates and rules. A meta  
conglomerate is also a single conglomerate knowledge base that stores information 
about exactly one conglomerate.  
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As a consequence of using the metaontology it is possible to issue terminological 
queries in a similar way how the assertional queries are issued; the only difference is 
that a query is directed to the metaontology rather than to the knowledge base itself. 
This follows from the fact that conglomerates, concepts, roles, attributes, and 
individuals from a knowledge base are reified to individuals in the metaontology and 
the relationships between them are reified to the corresponding binary relationships 
between individuals.  

4.2   Examples of KQL Usage 

The examples below have already been defined in terms of the conglomerate algebra. 

Example 4.1. (simple import). We consider two conglomerates: M1 describes human 
resources, and M2 describes a structure of a hospital.  

CREATE CONGLOMERATION M1 
 ADD CONCEPT HTBusinessUnit 
 ADD CONCEPT Expert 
 ADD CONCEPT Employee 
 ADD ROLE isManagerIn 

CONSTRAIN M1 
 EXIST isManagerIn HTBusinessUnit ISSUB Expert 
 Expert ISSUB Employee 

CREATE CONGLOMERATION M2 
 ADD CONCEPT Department 
 ADD ROLE leadsDepartment 
 ADD INDIVIDUAL johnSmith 
 ADD INDIVIDUAL neurosurgery 

CONSTRAIN M2 
 (johnSmith, neurosurgery) IS leadsDepartment 
 neurosurgery IS Department 

In KQL each conglomerate is created in two steps. In the first step the conglomerate 
signature is created (CREATE CONGLOMERATION statement). In the second step the 
constraints (sets of statements that must be satisfied) are added (CONSTRAIN 
statement). In the example above, the first conglomerate defines an employee and an 
expert. We assume that each expert is an employee, and anyone who manages at least 
one business unit is an expert. The second conglomerate describes John Smith who 
leads the department of neurosurgery. We want to ask whether johnSmith is the 
expert. 
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SELECT Expert 
 ADD leadsDepartment ISSUB isManagerIn  
 ADD Department ISSUB HTBusisnessUnit 
 FROM M1 INTERSECT M2 
 WHERE {johnSmith} 

To merge the information from the two conglomerates in order to check whether 
johnSmith is an expert we first create an intersection of the conglomerates (FROM 
statement), and then restrict the set of model by introducing additional “bridge” 
axioms (ADD statement). The result of the query is a new conglomerate whose 
signature consists of two terms: > and Expert. In our example johnSmith is an 
instance of Expert concept.    □ 

Example 4.2. (different versions and what-if problems) This example illustrates use 
of union and negation in KQL. Let us consider a conglomerate M: 

CREATE CONGLOMERATION M 
 ADD CONCEPT TrustedWitness ADD CONCEPT CrimeScene 
 ADD ROLE murdered 
 ADD ROLE accuses 
 ADD ROLE presentAt 
 ADD INDIVIDUAL victim 
CONSTRAIN CONGLOMERATION M 
 Top ISSUB <= 1 INV (murdered) {victim} 
 EXIST INV(accuses) TrustedWitness 

     ISSUB EXIST INV(murdered) {victim} 
 TrustedWitness ISSUB EXIST presentAt CrimeScene 

The M conglomerate describes a world that assumes the only one murderer who is 
accused by a trusted witness (who has been present at the crime scene). We consider 
two (mutually exclusive) versions of facts (e.g. collected by two investigating agents: 
John Shady and Henry Brilliant). To achieve that we define two new conglomerates 
(one for each agent).  

CREATE CONGLOMERATION M1 
FROM(  
 SELECT * 
 ADD johnShady IS  TrustedWitness 
 ADD (johnShady, tedInnocent) IS accuses 
FROM M 
) 

CREATE CONGLOMERATION M2 
FROM(  
 SELECT * 
 ADD henryBrillant IS TrustedWitness 
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 ADD (henryBrillant, markGuilty) IS accuses 
 FROM M 
) 

Having such defined conglomerates M1 i M2 we would like to analyze different 
scenarios. Therefore we create a new conglomerate M0 = M1 UNION M2. 

We may assume that henryBrillant is not a trusted witness: 

SELECT Murderer 
 ADD NOT TrustedWitness(henryBrilliant) 
 ADD Murderer EQ EXIST murdered {victim} 
 FROM M1 UNION M2 

We ask for a murderer. Therefore we define Murderer as a person who murdered a 
victim. The resulting conglomerate will return exactly one individual (tedInnocent) 
as an instance of Murderer concept. 

We may assume that markGuilty is a murderer 

SELECT TrustedWitness, NotTrustedWitness 
 ADD (markGuilty, victim) IS murdered 
 ADD NotTrustedWitness EQ NOT TrustedWitness  
 FROM M1 UNION M2 

In this case we can conclude that henryBrillant is a trusted witness (but this does 
not mean that johnShady is not a trusted witness). The conglomerate created within 
the query defines NotTrustedWitness concept (the complement of TrustedWitness 
concept defined in conglomerates M1 and M2). The conglomerate which is the result 
for this query will return a single instance of TrustedWitness concept and will return 
no instance of NotTrustedWitnesss concept. 

We may assume that johnShady was not present at the crime scene 

SELECT TrustedWitness, Murderer 
 ADD johnShady IS EXIST presentAt CrimeScene 
 ADD Murderer EQ EXIST murdered {victim} 
 FROM M1 UNION M2 

In this case we can conclude that johnShady is not a trusted witness and 
markGuilty is the murderer. To do this we define Murderer concept similarly to 
the second example.   □ 

More examples of KQL usage can be found in [6]. 
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5   The Architecture 

The techniques described above can be composed to create a comprehensive and 
uniform approach to creating large federated knowledge bases. In such a base every 
component is treated as a sovereign entity (conglomerate), so that it is possible to 
exploit its contents in its full variety. While the entities are sovereign, they are not 
independent, but organized in hierarchical structure of contexts.  

The SyNat project gives an opportunity to create such a federated base in a 
systematic way, and thus to validate the proposed approach. The notions of contexts, 
conglomerates, and the query language presented above are used in the following 
knowledge integration system (see Fig. 3). Data (pieces of knowledge) are stored in 
data (knowledge) sources1 (at the left-hand side of the figure). They are “pushed” 
(pre-loaded statically) or “pulled” (loaded dynamically, on demand) into 
conglomerates (ontology modules) of a knowledge base. Contents of each source are 
perceived by the rest of the system as autonomous conglomerates.  

The knowledge base is managed by a knowledge base management system called 
RKaSeA, the system developed at Gdansk University of Technology. The system, in 
its present stage of development, is equipped with the ability of handling the most 
important algebraic operations (intersection, projection, and selection), with the 
option of extending the range of operators by use of a specialized subsystem. The 
specialized subsystem takes advantage of L-(2)-representation of conglomerates 
(described in details in [28]; in a nutshell it gives the possibility of representing 
conglomerates in the form of sets of sentences), which enables use of standard 
inference engines for selected reasoning tasks. Another subsystem of RKaSeA is 
Knowledge Layer [29], fully integrated (by use of MCA—Maximum Coverage 
Algorithm—for reasoning from both internally stored ABoxes and external 
knowledge) with the reasoning mechanism and allowing for attaching external 
knowledge sources as separate conglomerates. The external knowledge sources may 
also be NORs (non-ontological resources). 

In the proposed architecture the pieces of knowledge are enriched with additional 
semantics. This enrichment is done by combining the knowledge from external 
modules with the selected fragments of integrated and contextualized Ontology of 
Science (Fig. 3). This name might be a bit misleading as we intend to include in this 
ontology also a choice of upper-level, commonly shared ontologies, primarily CIDOC 
[7] CRM. Such organization allows us to conduct an individualized method of 
integration of knowledge into the contextualized framework for each of the external 
conglomerates. It is also worth stressing that the system is flexible enough to easily 
accommodate new knowledge. Ontology of Science may contain “private” entities, 
added in personalized way by each user, such that use of them may improve the 
process of integration and tailor it for fulfillment of special needs of individual users 
and working groups of scientists.  

                                                           
1 During the first phase of development knowledge sources from the Polish Federation of 

Digital Libraries (http://fbc.pionier.net.pl) will be exploited. 
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Fig. 3. The architecture of a knowledge integration system with contextualized knowledge 
bases divided into conglomerates and queried using KQL 

Both external conglomerates and modules of Ontology of Science may be accessed 
by RKaSeA [8], that is able to interpret KQL queries issued by a user. The exact form 
of queries issued by the user is still subject to discussions. It is assumed though that 
the User Query Subsystem produces enough information to formulate KQL requests. 
Since the process of composing a query might be burdensome and difficult, we 
purport that it might be desirable to use some selected reasoning mechanisms to 
support it. This kind of reasoning is done over Ontology of Sources which holds 
meta-knowledge about the structure of the knowledge base. 

The proposed general architecture forms a basis for two more detailed scenarios of 
use of the system. In the first scenario we assume that the contents of external 
modules is well-known and standardized to conform to selected upper-level  
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ontologies and standards. In this scenario the primary role of the system focuses on 
selection of appropriate fragments of knowledge sources and on interpretation of 
queries issued by the users. In the second scenario we may not assume any initial 
level of conformance of the external source. In this scenario the system focuses on 
managing sources (with use of Ontology of Sources), selecting methods and 
procedures of integration, and maintaining uniform contextualized structure of the 
collection of managed external and internal conglomerates. 

6   Related Work 

In this section we present some related work concerning issues connected with 
integration of knowledge sources. In this section we describe two major approaches to 
modularization, and we also present some languages aimed at communication with 
knowledge bases. 

We can distinguish between two main approaches in this field: an inference 
approach and an algebraic approach. The former addresses the question of how 
knowledge collected in one source affects logical consequences inferred from another 
source. The latter proposes algebraic methods to separate needed fragments from 
given sources and then join them in an appropriate way in order to find a proper 
answer for a given question.  

The inference approach was firstly connected with the research field called 
ontology merging and then embraced issues addressed to the subject of 
modularization or contextualization of ontologies. 

Modularization (contextualization) of ontologies is recently a domain of intensive 
research. It was the subject of two large European projects: Knowledge Web 
(http://knowledgeweb.semanticweb.org/semanticportal/sewView/frames.html) and 
NeOn (http://www.neon-project.org/). There exist a lot of motivations to apply a 
contextual approach to representing knowledge. The most significant are (according 
to the NeOn deliverable D 3.1.1 [10]): 

1. Supporting different viewpoints. 
2. Dealing with temporal information. 
3. Dealing with inconsistent information. 
4. Personalization. 
5. Situation awareness in pervasive computing. 
6. Scalability. 
7. Ontology adaptation and views on ontologies. 
8. Matching pairs (groups) of ontologies. 

In the field of integration of knowledge from different and heterogeneous sources the 
results achieved during research on contextualization are very useful. Particularly the 
work on contextualization of logics is worth of mentioning. The examples of useful 
formalisms are, among others, modal logic ([11), the logic of demonstratives ([12]), 
and context logics ([13]). Obviously, all of them comply to the inference approach. In 
the environment of Semantic Web the most valuable is work connected with  
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Another technique is E-Connections ([17]). The main semantic difference 
comparing to DDL is that domains of modules are disjoint, so a relation between them 
is not needed. The technique allows to define roles connecting individuals from 
different domains. These special roles are called link relations. All link relations are 
gathered in the set E consisting of sets Eij of relations linking ontologies i and j. E-
Connections also defines the notion of distributed interpretation: 

 
M = ‚ (Di)1§ i§ n , (∏ 

Mi)1§ i§ n , (∏ 
Mij)1§ i,j§ n Ú 

 
where Di is the domain of i-th ontology, for i ∫ j Di ' Dj = ¯, and interpretation 
functions maps each concept A of i-th ontology into AMi Œ Di, each role R into RMi Œ 

Di μ Di, each individual a into aMi œ Di, and each link relation p ∈ Eij into pMij Œ 
DI μ Dj. 

During creation of an ontology containing link relations it is possible to use special 
concept constructs $p.Z, "p.Z, §np.Z or ¥np.Z, Z is a concept from j-th ontology, and 
n œ N. The semantics of such concepts is defined as follows: 

 
($p.Z)Mi = {a œ Di: $b œ Dj ((a, b) œ pMij - b œ ZMj)}, 

("p.Z)Mi = {a œ Di: "b œ Dj ((a, b) œ pMij ö b œ ZMj)}, 

(§np.Z)Mi = {a œ Di: |{b: ((a, b) œ pMij - b œ ZMj)}| § n }, 

(¥np.Z)Mi = {a œ Di: |{b: ((a, b) œ pMij - b œ ZMj)}| ¥ n }. 
 

Usage of these concepts allows for reasoning in the terms of i-th ontology within j-th 
ontology. If, for example, in j-th ontology the axiom D m C is defined, and in i-th 
ontology there exist axioms $p.C m G and H m $p.D, where p œ Eij, then in i-th 
ontology the axiom H m G holds. 

The both presented methods try to solve the problems with contextual reasoning, 
i.e. how should interpretations of modules affect each other, how to preserve 
decidability, soundness and completeness. Although very important, results of this 
work do not help with the problem that we call the problem of contextual designing. 
They offer no tools that could allow to express why contexts were created and what is 
their purpose. In contrast to them, our proposal, the SIM method, is an example of a 
framework for designing context-semantic knowledge bases, i.e. knowledge bases 
where contexts are explicit elements of conceptualization and affect the semantics of 
another members of the model. 

The second approach, the algebraic one, is based on the idea that all possible 
theories constitute a structure with the relationships between the elements describable 
by algebraic operation. In this approach we can distinguish two kinds of structures: 
syntactic and semantic ones. 

A prominent example of an algebra for syntactic structures is the method described 
by Mitra in [18] (also by Mitra and Wiederhold in [19]). An ontology module is  
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defined here as a set of sentences, namely RDF triples, so that every algebraic 
operation gives such a set as a result. 

The simplest use case for the algebra is integration of knowledge from two 
ontologies. To show how this algebra works in practice, we follow here a slightly 
modified example from [19] and assume that the two ontologies being integrated, O1 
and O2, describe respectively the domains of maritime vessels and cars (Fig. 4). 

To enable conduction of any algebraic operation on the two ontologies, we firstly 
have to define special rules, called articulation rules, that explain the relationships 
between terms in the ontologies. For our example we define two such rules: 

 
→ subClassOf(O1.Motorboat, CombustionVehicle) 
→ subClassOf(O2.Car, CombustionVehicle) 
 

These rules state that both a motorboat and a car are vehicles with a combustion 
engine. After defining the rules it is possible to perform binary operations on O1 and 
O2. There are three kinds of such operations: union, intersection and difference. 
Outcome of each operation is a set of sentences, defined as follows. We assume that 
O1,2 denotes the RDF graph obtained by “executing” the articulation rules (treated as 
production rules). Then (see Fig. 4): 

• the union of O1 and O2 is the union of graphs O1, O2 and O1,2, 
• the intersection of O1 and O2 is the graph O1,2, 
• the difference between O1 and O2 is the graph O1 from which all nodes present 

in O1,2 have been removed. 

The described algebra is relatively straightforward and convenient for describing 
different points of view (or even contexts, as Mitra and Wiederhold argue in [19]). 
Nevertheless, its commitment to syntax can be a source of major difficulties with its 
use for practical, large ontologies. The outcome of algebraic operations relies heavily 
on the exact form of the sentences used in the modules being integrated. If the same 
semantic information is expressed with two different sentences, the result can easily 
convey the intention of the user. Moreover, to use the algebra one has to define a set 
of articulation rules. These sets constitute a new kind of extraontological objects that 
have their own syntax and particularities and need to be managed and maintained by a 
user, which can be cumbersome. 

The aforementioned issues are not characteristic for the algebra by Mitra; on the 
contrary, they seem to be inherent for every algebra whose universe is based on 
syntactic form of sentences. This strongly suggests that semantic approach might be 
much more convenient for combining knowledge from different sources.  

No approach known to the authors of this paper goes as deeply into semantic 
structures as conglomerate algebra. However, in the algebra proposed by participants 
of the NeOn project (deliverables D1.1.3 [20] and D1.1.4 [21]), a module is treated 
essentially (when we neglect its interfaces and version information) as a theory (i.e. a 
set of sentences augmented with all conclusions). This allows us to treat this method 
as a semantic one, because a theory can be identified with an appropriate set of 
models. 
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often used for ontological purposes. As SPARQL is a query language, the syntax does 
not allow to enter changes into knowledge base. 

There are many languages designed for ontologies. DIG ([23], [24]), proposed in 
University of Manchester, is a language defined for maintaining ontologies defined in 
DL. OWL-QL ([25]), designed for Stanford Knowledge Systems Laboratory is a 
continuation of DQL—DAML Query Language. nRQL [26] is the query language for 
RacerPro. SAIQL [27] is developed in University of Koblenz-Landau and University 
of Aberdeen during the works on the NeOn project. None of these languages is able to 
deal with modular knowledge bases. A query is always addressed to one ontology. 
None of them is closed: queries cannot be nested in themselves, although the last 
one—SAIQL—returns as an answer a set of sentences forming a fully working OWL 
DL ontology rather than just substitutions of variables. 

7   Conclusions 

This paper presents the architecture and methods for building large federated 
knowledge bases. As the primary criteria for selecting methods of knowledge 
representation in such knowledge bases an ontology organization, capabilities of 
inference for a selected representation and a set of characteristics of an internal query 
language were selected. 

With respect to the ontology organization, we assumed that the adequate method of 
knowledge representation must provide: 

1. An appropriate structure of ontological modules 

─ with the ability to add new source modules and update ontology of science, 
─ with the ability to organize knowledge at various levels of detail, 
─ with the ability to dynamically create ontological modules when answering 

queries, 
─ with the ability to dynamically locate a set of modules containing information 

that can affect the answer to the query. 

2. Expressiveness of CIDOC CRM (SHIN(D), version Erlangen CRM). 
3. Capability of retrieving data from external sources using “push” and “pull” 

methods. 
4. Capability of adding sources incompatible with CIDOC CRM (changing 

perspective) in a way that preserves possibility of metadata conversion and 
unification to CIDOC CRM-compatible form. 

With respect to the inference capabilities, we assumed that the method of knowledge 
representation must provide: 
5. Capability of inference from combined modules (including these combined ad 

hoc) with a well-defined semantics (global semantics) while still maintaining the 
semantics of each module (local semantics). 

6. Capability of sound and complete inference from ontologies defined in 
description logic with minimal expressiveness of ALCHI(D). 

7. Capability of Open World Assumption aware inference. 
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With respect to the internal query language, we assumed that an adequate language 
must provide: 
8. Capability of processing information expressed in description logic with 

minimal expressiveness of ALCHI(D). 
9. Capability of binding information contained in different modules of varying 

granularity. 
10. Capability  of transformation of assertional knowledge (ABox) to terminological 

knowledge (TBox) and vice versa. 
11. Capability of nesting queries (i.e. using modules created ad hoc in further 

processing). 

These requirements imply that the basic feature of the presented solution is its 
modularity, and a non-modular methods are only a theoretical basis for the modular 
methods. One of the key distinguishing factors is the division of modular methods to 
semantic and non-semantic ones. The non-semantic methods emphasizes on locality 
and compatibility problems associated strongly with the inference. Although these 
problems are not irrelevant with respect to the proposed solution (see requirement 5), 
the emphasis here is put on the dynamic and efficient management of modules from 
the point of view of contextual features, especially of detail and scope (requirements 1 
and 5), but also perspective (requirement 4). This analysis led to exploiting in the 
presented solution the SIM method that allows automatic conclusions flow between 
modules (instances of contexts). In this way, knowledge bases built on the basis of the 
SIM method solve the detail and scope problem in a natural and effective way. 

The conglomerate-based method used in our approach combines the features of 
semantic and non-semantic approach. With the latter it has in common the great 
emphasis put on the management of the global semantics of modules. However, the 
space of modules in the conglomerate-based method has an algebraic nature. The 
actual semantics of this space must be imposed by a designer of a knowledge base by 
different means of expressiveness, outside the scope of conglomerate-based method. 
Hence, the proposed combination of the SIM and conglomerate-based methods work 
smoothly together. 

Although selecting a knowledge representation language is somehow independent 
on the choice of knowledge representation methods, it is easily seen that the choice of 
conglomerate knowledge base is tightly connected with  KQL as the internal query 
language. KQL, as based on closed algebraic structure, is the only one that provides 
nesting queries in a natural way (requirement 11). 

In conclusion we can state that none of the methods of knowledge representation is 
mature enough to meet all the requirements defined above. Using SIM and 
conglomerate-based methods together seems to simultaneously fulfill the 
requirements for the management of modules scope and details as well as perspective 
and offer a very flexible way to create a new ontological modules (by means of 
conglomerate algebra and KQL). So, next research and prototype implementation will 
be conducted in this direction.  
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Abstract. This paper presents preliminary implementation results of
the SVM (Support Vector Machine) algorithm. SVM is a dedicated math-
ematical formula which allows us to extract selective objects from a pic-
ture and assign them to an appropriate class. Consequently, a black and
white images reflecting an occurrence of the desired feature is derived
from an original picture fed into the classifier. This work is primarily
focused on the FPGA implementation aspects of the algorithm as well
as on comparison of the hardware and software performance. A human
skin classifier was used as an example and implemented both on AMD
AthlonII P320 Dual-Core2.10 GHz and Xilinx Spartan 6 FPGA. It is
worth emphasizing that the critical hardware components were designed
using HDL (Hardware Description Language), whereas the less demand-
ing or standard ones such as communication interfaces, FIFO, FSMs were
implemented in HLL (High Level Language). Such an approach allowed
us both to cut a design time and preserve a high performance of the
hardware classification module.

Keywords: Picture segmentation, FPGA, reconfigurable logic, SVM.

1 Introduction

This work is part of the Synat project embracing several initiatives aiming to
create a repository of images which are assigned a descriptive name according to
their contents. Such a database of tagged images will significantly reduce search
time since only picture tags will be processed instead of images so the process
will involve simple string operations rather than image recognition. It is worth
noting that such a database may also provide a mean to combat Internet threats
and crimes through an access to the large well classified repository of visual
information.

The project is a huge challenge due to an immense volume of data collected
over the past years denoted today as the Internet resources. Therefore the core
part of the undertaking is to design and implement a classification system which

R. Bembenik et al. (Eds.): Intelligent Tools for Building a Scient. Info. Plat., SCI 390, pp. 203–216.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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should be both reliable and fast. In order to achieve the high performance of a
search engine the most computationally intensive operations are to be ported
to hardware. Thus FPGAs due to their strongly parallel structure, huge logic
resources and growing processing speed [1] seem to be the best choice.

Image segmentation is a process which aims to separate a picture into sev-
eral regions based on objects or features of interest. A single SVM system may
embrace several modules trained to recognize different features so the unit as
a whole is capable of tracing multidimensional objects in terms of a number of
features.

It is worth emphasizing that a segmentation may also be regarded as a form of
data compression, the classfier accepts images and yields information regarding
objects which usually occupies much less memory resources than corresponding
original data.

There are plantiful image segmentation algorithms [2,3,4] and their number
is still growing to meet constantly rising demands of data analysis systems.
However, reliability and data processing speed are the factors which are at a
premium when it comes to a real life application of a given algorithm. SVM
meets both those criterions and therefore was chosen as a classification algorithm
for the project.

2 SVM Classifiers

Support vector machines were originally devised and described by Vapnik [5,6].
They are used for binary classification which means that there are exactly two
classes of objects (e.g. black and white rectangles) and a classification formula
is found in a training process of the classifier.

The SVM algorithm can be envisioned as a process of creating a hyperplane
which separates data in an n-dimensional space. It is conducted in an iterative
manner in which a selected plane is gradually adjusted to provide the optimal
so-called generalization margin. The following cases may occur:

– Input data is linearly separable and the SVM method guaranties that at
least one plane of the best separation margin exists and will be adopted

– A dimension incrementation is used to bring data to a space of more dimen-
sions space so a separation plane can be found

A feature space for 2D can be modeled as a sphere with its center and radius
(see Fig. 1).

The sphere is build upon a set of supportive vectors which constitute its
structure. A classification process of a priorly trained SVM maybe perceived as
probing whether a given point (input data) belongs to the sphere or it’s located
outside of it. In the first case a point is positively classified whereas in the second
one it’s considered to be an outliner.
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Fig. 1. N-sphere

3 A Choice of a Hardware Platform

It is very important to choose a proper architecture and appropriate data transfer
protocol since it affects the overall performance of the computational system. It
also may balk an effort invested in the development of the hardware algorithm.
Therefore the authors decided to review available FPGA platforms.

FPGAs have been developed since late 1980s, and have a lot of advantages
over processors. The most important ones are: massive parallel architecture,
reconfigurability, low energy consumption, ability to shape freely its internal
architecture.

Design and effective use of computing system based on FPGA is a difficult
task, as evidenced by the long history of such trials. The father of the concept of
using reconfigurable logic in computational systems is considered Erstina Ger-
ald, who first introduced a vision of a machine consisting of a number of repro-
grammable matrices in the 1960s. But the idea had not been fulfilled until the
late 80 century, when it first appeared as a reconfigurable computer Algotronix
CHS2x4, built with 8 CAL1024 units. Since then the continuing development of
modules, which in various ways integrate FPGAs in a computing system.

Existing HPRC (High Performance Reconfigurable Computing ) solutions can
be classified based on their integration with other computing nodes in the system.

1. Solutions based on FPGAs as the processor directly attached to a computa-
tional system. Usually such modules communicate over PCI or PCI Express
or Ethernet bus. Such an arrangement is most common in small systems
consisting of several nodes. A system bus bandwidth is often the limiting
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performance parameter of such solutions. Alpha-Data [7], Nallatech [8], Pico
Computing [9] cards can be given as example.

2. System with a dedicated point-to-point connection between FPGAs. This
solution has a great potential for parallelization and scaling algorithm. A
communication with the nearest neighbor is particularly effective. An exam-
ple of such a system may be a computer Maxwell [10]

3. Solution based on two-domain approach which divide FPGA part of the
system from CPU section. The advantage of this configuration is the ability
to communicate across of the all computational units within a system. It is
worth taking into account that overloading of a communication bus results
in a sudden drop in system performance. Cray XD1 computer can be stated
as an example of such a solution.

4. A system based on non uniform memory access. This approach allows for
virtually any data exchange between computing nodes in the system and
creates a challenge in the form of memory coherence. The best-known com-
mercially available solution of this type is SGI RASC [11], which utilizes
the NUMAlink (Non Uniform Memory Access link) bus to access the global
memory. The downside of this solution is unpredictability of data access
time, what could potentially create difficulties for algorithms for which this
parameter is critical.

5. The idea of populating CPU sockets with FPGAs. This approach can be
considered as a modification of the architecture described in section 2. An
example of such a system is the topology of the DRC coprocessor system
Accelium (Xilinx Virtex-5) [12]. This architecture allows for equal access of
processor and FPGA to the system resources. However, this has a significant
drawback, the occurrence of any error in the processing FPGA automatically
affects the stability of the whole system, in particular shared memory read
and write operations.

The project described in this paper will be launch on the 1, 4 and 5 architecture
since those platforms are available at ACC Cyfronet AGH.

The main research objectives from the hardware perspective are:

1. Implement a large part of the SVM algorithm in FPGA. Design a set of
hardware modules which constitute the SVM classifier.

2. Design of effective mechanisms for the inter-module data transfer.
3. Research on the possibility of an effective integration of the FPGA modules

within a single computational system using MPI, OpenMP or OpenCL. Such
an approach would significantly facilitate integrating of the building modules
within a system.

4 System Overview

A human skin classifier OC-SVM (One Class Supportive Vector Machine) was
implemented as a preliminary project which allows us to estimate performance
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and resource consumption for other classifiers. As a result of an experiment a
black-and-white image is generated which reflect human skin location in the
original picture which was fed into the classifier. A complete computational
procedure is composed of several steps:

– SVM vectors and τ generation (training of the classifier)
– Input image fetch (the step is different for hardware and software implemen-

tation)
– Image resize and normalization
– Classification
– Noise and skin-like objects filtration

4.1 The Classification Algorithm

The classification algorithm is given by the following formula:∑
i

αiK(Xx, Xi) ≥
∑

i

αiK(Xs, Xi) = τ (1)

where τ is the sphere radius, Xs and αi are supportive vectors derived in a
training process, Xx is an input pixel.

Regardless of a choice of vectors in right side of the equation 1 the result is
constant and equals τ . Each pixel fed into the classifier is compared against all
the support vectors in order to determine if it is located inside the sphere (see
Fig.1).

In this implementation a Gaussian computational kernel was used:

K = e−γ‖Xi−Xj‖2
(2)

where γ is a spread of the kernel.
If the (1) is met a given point is classified as belonging to the desired class.

For SVM classifies the best results are achieved when input data is normalized
(i.e. fall in the range [-1;1]).

4.2 Architecture of the Hardware Module

The computationally intensive routines were ported to hardware to offload the
GPP (General Purpose Processor) and to accelerate the computations. It was
possible due to several features of the algorithm which makes it well suited for the
FPGA implementation such as: fixed-point arithmetic, parallel structure (easy
to pipeline), narrow-range input argument. Consequently a series of hardware
units were designed which constitute the internal structure of computational
module as presented in Fig.2. All the modules are parameterized and pipelined
blocks which process a single input vector X every clock cycle. For a sake of the
software compatibility the base data format employed in the application is 32 bit
fixed-point (16 bits of both fractional and integer part) but it can be adjusted
to meet different precision requirements in the future. Each module is equipped



208 M. Wielgosz et al.

Fig. 2. Block diagram of the classification module

with the overflow signal which propagates across all the units composing the
classification module. Such an approach allows us to avoid corruptions of the
result just by simply examining the overflow output.

It is possible to connect several classification modules to form a parallel struc-
ture as it is depicted in Fig. 3. Furthermore, it is worth noting that support-
ive vectors (denoted as SV in Fig. 3) are fetched from an external memory
only once for the whole computations and therefore can be stored in the in-
ternal memory for all the computation. Moreover, the number of the support-
ive vectors as well as a is not large and usually not exceed tens, thus internal
BRAM memory suffice to accommodate those coefficients (e.g. for the human
skin classification only 17 supportive vectors are used). Increase of a number of
supportive vectors improves the classifier accuracy at the expense of the accu-
mulator throughput decrease (see Fig.2) which in turn affects an overall system
performance.

The classifier (presented in Fig. 2) yields one bit results which reflects an
occurrence of a feature of interest within an image. Therefore in order to take
a full advantage of an external bus throughput, classification results are com-
pacted into 32 bit bundles and sent to a host processor as such. Thereafter the
GPP transforms those binary values into pixels to form a black-and-white image
depicting the features of interest.
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Fig. 3. Block diagram of the multimodule structure

4.3 Exp Module

The exp() function described in this paper was designed in VHDL from scratch.
According to authors knowledge there are only few available libraries of fixed
point modules including exp() e.g. [13] but they do not meet design requirements
such as a parameterization range. Therefore the authors implemented their own
exp() module.

The exp hardware algorithm is composed of two steps: reduction of a calcu-
lation range and approximation of the function within a priory defined range.
It is based on a similar algorithm for floating point numbers [14] and the block
diagram of the module was presented in Fig.4.

After applying the following formula, the input argument is separated to in-
teger Xi and fractional Xf part. It should be noted that 2 × Xi can be easily
calculated employing a barrel shifter. Therefore the main problem is calculation
of exp(Xf ).

ex = eX/ln(2) (3)

A fractional part Xf = X - (�X/ln(2)� × ln(2)) is obtained according to Fig.4.
It should be noted that integer part is calculated employing base 2 (thus barrel
shifter can be used) but the fractional part is calculated employing base e (thus
a simply Taylor expansion can be used). It is worth emphasizing that the exp()
is a strongly declining function (the argument is always a negative number)
consequently a relatively small input value (absolute value) yields roughly zero
as an exp() result. For instance an argument larger than ln(216) =11.09 (which
integer part can be mapped on 4 bits)gives zero as the fractional part of the
exp() result is represented only on 16-bits. Therefore calculation of �X/ln(2)�×
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ln(2) can be conducted with the limited bit-width, which significantly reduces
hardware requirements of the 1/ln(2) and ln(2) multipliers. The fractional part
Xf is then bit separated into -the most Xmsb and less Xlsb significant part. The
Xmsb is fed to the LUT (Look-Up Table) memory. And the Xlsb is calculated
employing Taylor expansion.

Fig. 4. Block diagram of the exp() module

The complete exp() algorithm is given as follows:

ex = ex/ln(2) = 2xi · e(x−xi)/ln(2) (4)

eXf = eXMSB+XLSB = eXMSB · eXLSB = LUT (XMSB) · (1 + XLSB) (5)

The eXLSBevaluation is performed as a LUT operation which coefficients are
stored in a internal FPGA block memory denoted as a BRAM. The second part
of the equation - 1+XLSB was implemented as a short Taylor expansion. It is
achievable because XLSB is so small that the next term of the Taylor series, x2/2,
does not influence the result. The presented exp() implementation is fast and
consumes insignificant resources. Consequently a single FPGA can accommodate
several of such modules along with the other units.
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5 Implementation Results

The classification algorithm was initially implemented on GPP in C++ and the
OpenCV library was used. A set of 17 support vectors was generated which
described a human skin, each of which are 32bit RGB colors.

The figures below represent experimental results for the randomly chosen im-
ages. It can be noticed that the system wrongly classified some parts of the image.
Unfortunately the system often confuses bright objects with a human skin. One
way to improve the accuracy is increasing the contrast between an object and
a background. Similar result of accuracy improvement may be achieved when a
larger number of supportive vectors is employed but it is done at a expanse of a
loss of classifier’s generalization feature.

Fig. 5. Original image (before segmentation)

Time required to execute the following algorithm on GPP: AMD Athlon II
P320 Dual-Core 2.10 GHz (on a single core) for an image of 480x480 pixels
takes roughly 0.015s. Hardware implementation according to the formula (1)
(assuming that no input data fetch delay is introduced) can be calculated as fol-
lows: 17(SV M)×480(pixels)×480(pixels) ∼= 4×106 clock cycles. Consequently
theoretical processing time for 200 MHz equals 0.02s. Due to a low resources
consumption a single FPGA can accommodate several modules which boost a
performance several times.
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Fig. 6. Results of human skin segmentation with the proposed method

Fig. 7. Original image (before segmentation)
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Fig. 8. Results of human skin segmentation with the proposed method

The implementation results of the module on Xilinx Spartan 6 (XC6SLX75)
FPGA were presented in Tab. 1 and Tab. 2.

Table 1. Implementation results of the module building blocks (see Fig.2)

Module # 4-input LUT # flip-flops

Square module - A 660 (1%) 220 (1%)

Module - B 1953 (4%) 760 (1%)

exp() module 312 (1%) 277 (1%)

It is worth noting that a number of coefficients has a large impact on the
resources occupation. In this particular implementation the number of the coef-
ficient is three (R, G, B).

The classification module is a fully pipelined structure and it is capable of
working at the frequency of 200 MHz. Each module generates a single result every
n clock cycles where n denotes number of the support vectors employed. This
processing speed constrain results from the internal structure of the accumulator
(see Fig. 2) which requires n clock cycles to generated a single result.
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Table 2. Implementation results of the classifier module for different number of [j]
vector coefficients

Module # 4-input LUT # flip-flops

2 2689 (5%) 1048 (1%)

3 3377 (7%) 1311 (1%)

4 6319 (13%) 1834 (2%)

Fig. 9. Data transfer scheme between FPGA and the GPP

Initially the platform of choice was Pico M-502 equipped with two Spartan-
6 LX150 FPGA and 512 MB DDR3 of local memory but as the calculations
below show the data bandwidth is too low. The board is connected with GPP
via PCI-express x4 interconnect which allows for 1 GB/s data transfer in each
directions.

Support vectors along with α,γ,τ are generated on the host side (by GPP)
and are sent to the FPGA only once for the whole computations (see Fig.9).
The module implemented in the FPGA performs the classification for all the X
vectors and sends the results back to the host processor.

The data bus is 32 bits width and each vector consist of 32× 3 bits. However,
taking into account the range in which X vectors fall i.e.[-1;1], it can be noticed
that only 16 LSB bits are occupied. Therefore the amount of data to be transfer
over the data bus is reduced twice and it results in 16x3 bits. Nevertheless still
more than a single bus cycle is required to transfer a single x vector on Pico
platform.
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Time essential to process a single x vector is given by the following formula
(FPGA clocked at 200 MHz):

n · 5ns/NoM (6)

where NoM stands for the Number of Modules (classification modules) working
in parallel and n - denotes a number of support vectors.

Back-of-the-envelope calculations for the human skin classifier (17 support
vectors) show that in order to provide compatibility with HD (High Definition)
1080p (1920 × 1080 × 25) standard FPGA should process each pixel every 25
ns. It means that at least 4 parallel classification modules should be used (17 ×
5ns/25ns = 3, 4) which in turn requires an external bus throughout of 4,8 GB/s
(16b × 3 × 4 × 200MHz = 6B × 4 × 200MHz).

It turns out that in the case of Pico platform data throughput is a bottleneck.
Therefore the DRC AC2020 [12] will be used to implement the classifier. The
DRC platform is capable of achieving 9.6 GB/s of aggregated HT bus bandwidth.

6 Summary

In this paper preliminary implementation results of the selected parts of the fast
image segmentation were presented along with some performance analysis. Both
software and hardware approached were discussed with their critical aspects
such as bandwidth limitations and data precision. Furthermore several HPRC
platforms were described with a special focus of their architecture and inter-
module data exchange capabilities.

As a future work presented segmentation algorithm will be extended with
some additional functionality and implemented on the DRC platform [12].
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Abstract. The paper addresses the issue of searching for similar images in an 
information repository. The contained images are annotated with the help of 
sparse descriptors. In the presented research different color and edge histogram 
descriptors were used. To measure distances among images the sets of their 
descriptors are compared. For this purpose different similarity measures were 
employed. Results of these experiments, as well as discussion of the advantages 
and limitations of different combinations of methods for retrieval of similar 
images are presented. 

Keywords: color descriptors, edge histogram, graph matching, query-by-
example. 

1   Introduction 

Many applications in industry, entertainment and digital library require access and 
query of image data sets. This access can be performed using a text based queries 
(e.g. find images with a given tag). Another possibility is to access the image data 
base by using a reference image. In this approach, the user may want to find an image 
that is the same or similar in some way to the reference image (QbE – Query by 
Example). This type of systems is based, in most cases, on features extracted from the 
media. Sets of features are generally referred to as “descriptors” and their instances 
are called “descriptor values”. The descriptor values are the meta-data of the media. 
Over the past years several methods of QbE have been presented. For instance, the 
VICTORY project [1] is a good example of advanced research in the area of QbE – in 
this case focusing on search for 3D objects. Another example of software for images 
retrieval is a program called Picture Finder [2] which is a fast image retrieval library 
for image-to-image matching. Similarity is measured based on spatial distribution of 
color and texture features. It is especially optimized for fast matching within large 
data-sets. 

When developing a system for similar images retrieval, a question arises: which 
descriptors and which distance measures should be applied for the most accurate 
results. In this paper we address this question as well and try to discuss results of our 
research in the area of QbE. We examine several color descriptors, especially most 
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common variants of the SIFT (Scale Invariant Feature Transform) [3] descriptor as 
well as mpeg-7 [4] descriptors. Another aspect of content based images retrieval is 
choice of the most appropriate distance (similarity) measure [5]. This is a big 
challenge in the case of SIFT descriptor because it is composed of variable number of 
key points with assigned feature vectors. This representation enforces non-trivial 
approaches for descriptors matching. To address this problem, two possible methods 
of similarity measure for SIFT descriptors were examined. 

The rest of the paper is organized as follows: section 2 presents the image 
descriptors used in experiments, section 3 describes the similarity measures that have 
been applied, section 4 presents obtained results and also provides more information 
on possible further work. The last section provides conclusion with possible 
applications and insight into the further work on the topic. 

2   Image Descriptors 

This section presents a short description of image descriptors used in the experiments. 
These are: SIFT, OpponentSIFT, C-SIFT, Edge Histogram and Dominant Color. 

2.1   SIFT Descriptor 

SIFT is a descriptor that extracts so called key points in an image. Each key point has 
assigned a vector of features describing the distribution of local gradients in the 
nearest neighborhood of a given key point. The descriptor was invented by David G. 
Lowe [3] and is widely applied in digital image processing. The extraction procedure 
runs as described in the following steps. 

Constructing a Scale Space. It is a well known fact that real objects are meaningful 
at certain scale. This is why the SIFT descriptor employs the multi-scale approach for 
features extraction. It is important that when details are removed from an image, no 
false details are added to the image. This is achieved by using two-dimensional 
Gaussian filter, defined as follows: 

 
(1)

 
G x , y , 1

2 2 exp x2 y2

2 2
 

(2)

Scale space representation is created by taking the source image and then creating 
progressively blurred out images. There are five blurred images generated in this way. 
In the next step the source image is resized to half size and blurred images are 
generated again. Images of the same size form an octave. The SIFT algorithm uses by 
default 4 octaves. 

Laplacian of Gaussian Approximation. In the previous step, the scale space 
representation of the source image was created. In this step, the previously generated 
images are used to create another set of images, namely the Difference of Gaussians 
(DoG). In order to find good candidates for key points, it is necessary to extract 
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corner points form the source image. It is usually achieved by calculating the 
Laplacian of Gaussian (LoG) operator which is an estimate of the second order 
derivatives. However, calculating second order derivatives is computationally 
intensive. Therefore, to speed up the calculations, an approximation of the LoG 
operator is used. To generate LoG images, the difference between two consecutive 
scales is calculated (DoG). The difference of Gaussian images are approximately 
equivalent to the Laplacian of Gaussian. 
 
Extracting Key Points. In the previous two steps, a scale space representation was 
generated and the difference of Gaussians images were calculated. In this stage, the 
DoG images are used to find key points. The procedure of finding possible key points 
consists of two steps: localizing extremes (minimum and maximum) in DoG images 
and calculating sub-pixel location of these key points. The first step is performed by 
iterating through all pixels and checking their neighbors. In order to verify if a given 
pixel represents a local minimum or maximum, a comparison is done within the 
current image, and also the one above and below it (26 checks). A pixel is labeled as a 
key point if its value is less, or alternatively greater, of all values of its 26 neighbors. 
Key points are not calculated in the topmost and lowermost scales. The found pixels 
are approximated extrema because the real extrema usually do not lie on pixel 
exactly. Therefore, it is necessary to do sub-pixel approximation. This is achieved by 
applying the Taylor expansion of the image around the extreme point. 
Mathematically, it is described by the following equation: 

D x D DT

x x
1
2
xT

2D
x2 x

 
(3)

where D denotes the sub-image around the extreme point. 
 
Eliminating Low Contrast and Edge Points. Extreme points found in the previous 
stage generate many key points. Some of them lie in a region of low contrast or lie 
along an edge. Both these types of points are not meaningful as features. So, they are 
filtered out. For low contrast pixels, if the intensity of a pixel is below a certain level 
then this pixel is discarded. For edge points, the idea is to calculate two perpendicular 
gradients at the given key point. If both gradients are big enough (a corner point), the 
candidate pixel is marked as a key point. Otherwise, it is rejected. 

Assigning Key Point Orientation. In the previous stage, the legitimate key points 
have been found. In this step, an orientation is assigned to each key point. It is done 
by collecting gradients and their magnitudes around each key point. Then, the most 
significant gradients are found and they are assigned to the key point. Gradients are 
calculated using the following formulas: 

m L x 1, y L x 1, y 2 L x , y 1 L x , y 1 2
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(5)

where L(x,y) stands for pixel value. 



220 R. Frączek and B. Cyganek 

All further calculations are done relative to this orientation. This way rotation 
invariance is ensured. 

Having calculated gradients around the key point, a histogram is created. The 
histogram consists of 36 bins (each 10 degrees). Each gradient adds value 
proportional to its magnitude to the respective bin. A key point is assigned the 
orientation corresponding to the bin with the greatest value. 

Generating SIFT Features. In this stage a feature vector is assigned to each key 
point. To do this, a 16x16 window around the key point is used. This 16x16 window 
is broken into sixteen 4x4 windows. Within each 4×4 window, gradients are 
calculated. These orientations are used to generate an 8 bin histogram. Since there are 
16 sub-windows, the overall descriptor has 16x8=128 numbers. These numbers are 
normalized and form a feature vector. 

2.2   OpponentSIFT 

The OpponentSIFT descriptor works in the same way as standard SIFT descriptor. 
The only difference is that before the calculations, the source image is transformed to 
the so called opponent color space. The mathematical formula is as follows: 

O1 ,O2 ,O3
R G

2
, R G 2B

6
, R G B

3
 

(6)

The O3 channel represents the intensity information. The other channels represent the 
color information in the image. The opponent color space ensures both intensity 
change and intensity shift invariance. 

2.3   C-SIFT 

In the opponent color space, the O1 and O2 components still carry some intensity 
information. In order to overcome this drawback, the color invariants [6] were 
suggested as the input color space for the SIFT algorithm. The C-SIFT [7] uses the 
normalized opponent color space O1 / O3 and O2 / O3. As the result, the C-SIFT is 
invariant with respect to the light intensity. 

2.4   Edge Histogram 

Edge Histogram [8] is a descriptor that is a part of the mpeg-7 standard. This 
descriptor calculates spatial distribution of all edges in the image. The descriptor 
defines five types of edges: horizontal, vertical, 45 degrees, 135 degrees and non-
directional. The extraction procedure starts with partitioning the source image into 16 
square blocks. For each of these 16 blocks, the local histogram of edges is generated. 
The histogram is composed of five bins corresponding to the five types of edges. The 
overall descriptor is composed of 16*5=80 values. In order to generate local 
histograms, each of 16 blocks is divided into smaller blocks. The size of these small 
block depends on the source image resolution. To determine the edge type, each small  
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block is treated as if it were 2x2 pixel block. Then standard five directional edge 
detectors are applied. The block is assigned an edge type corresponding to the 
detector with the greatest response. 

2.5  Dominant Color 

Dominant Color is a compact descriptor that calculates representative colors and their 
percentages. The extraction procedure is based on the Generalized Lloyd Algorithm 
(GLA) [9] which is used to quantize colors with clusters merging. The descriptor is 
defined as F={{ci,pi}, i=1,...N}, where ci is a 3D dominant color vector, pi is the 
percentage of each dominant color and N is the total number of dominant colors in an 
image. 

3   Similarity Measures 

If we want to compare two images, we need to calculate a distance between two 
descriptors. In the reported experiments we have employed and tested two approaches 
for calculating the distance between two SIFT descriptors. 

Simple Graph Matching. Suppose we have the first SIFT descriptor of N key points 
and the second SIFT descriptor of M key points. The distance between these two 
descriptors is calculated in the following way. For each feature vector in the first 
descriptor the nearest (D1) and the second nearest (D2) feature vectors in the second 
descriptors are found. The distance between two feature vectors is calculated as the 
Euclidean distance. If D1/D2>1.5 then this match is acceptable. Otherwise, it is 
ambiguously matched and rejected as a correspondence. If the match is acceptable, 
then the distance between two feature vectors is added to the global distance between 
two images (descriptors). To ensure that the calculated distance has symmetric 
property (d(x,a)=d(a,x)), all feature vectors in the second descriptor are matched in 
the same way to feature vectors in the first descriptor. Finally, the global distance 
between descriptors is normalized by the number of matches. 

Histogram Based Distance. In this case the distance (similarity) between two images 
is measured by using the distance between histograms of the horizontal and vertical 
projections of the positions of the key points. The idea is depicted in figure 1. 

The distance between two images is the sum of distances of corresponding 
histogram for both images. For calculating the distance between two histograms (A 
and B), the Bhattacharyya [10] formula is used. 
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where ai and bi are the i-th elements of the A and B histograms respectively. 
This formula was chosen because it exhibits many advantages over other metrics 

[11] (e. g. this distance can be used regardless of the type of distributions). 
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Fig. 1. Histograms of key points localization 

Since SIFT descriptors provide not only location of key points but also 
corresponding scales, the modified distance was also used. The modification consists 
in taking into account only key points with the same scale parameter. This way, for a 
single image several histogram pairs are computed. Each pair corresponds to key 
points on a given scale. 

Edge Histogram Distance. In case of the Edge Histogram, the distance between two 
descriptors is calculated according to the following formula [12]: 

D=∑
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(8)

where hA and hB represent histogram values of image A and B respectively, hAg and 
hBg represent global edge histograms, hAs and hBs represent semi-global edge 
histograms. Both global and semi-global histograms are obtained from the local 
histograms. 
 
Dominant Color Distance. In this case, the distance between two image descriptors 
F1={{ci,pi}, i=1...N1} and F2={{bj,qj}, j=1...N2} is defined [13]: 

D(F1 ,F2)=1−∑
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N 1

∑
j=1
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where 
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The Td is the maximum distance used to determine whether two clusters are similar. 

4   Tests 

In order to verify the effectiveness of the presented descriptors as well as the 
similarity measures, the following experiment was carried out. First, the data base was  
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created. It consists of 1200 test images downloaded from the Flickr website with the 
accompanying user-generated keywords. All images in the database were divided into 
semantic categories, for example: cars, offices, flowers, scenery, sunset and cell 
phone. Each category comprises 200 images. 

For all images in the database, SIFT, C-SIFT and OpponentSIFT descriptors were 
calculated with default settings using the software provided by the authors of [14]. 
Edge Histogram and Dominant Color descriptors were calculated by using reference 
software provided by the mpeg-7 organization. In addition, a special program in C++ 
was developed which loads descriptors saved in files and performs the analysis by 
searching the most similar image to the given reference one. In order to determine 
which descriptors and which distances are most suitable for finding similar images, 
we have conducted an experiment whose goal was to measure the number of correctly 
identified similar images.. We have adopted the QbE approach which means that the 
most similar image is found on the basis of the input reference image rather than the 
description in a natural language. The result of searching the similar image is 
considered correct if the most similar image belongs to the same semantic category as 
the reference one. The obtained results are presented in tables 2 and 3. 

Table 1. Examples of images categories 

flowers office scenery 

 

 

 

sunset car cell phone 

   

In the case of histogram based similarity measure, it is necessary to determine the 
optimal number of bins. The idea is to measure the number of correct results with 
respect to the number of histogram bins. For this purpose, an experiment was carried 
out using key points calculated with the SIFT descriptor. The results are depicted in 
the figure 2. 
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Fig. 2. Percentage of correct results with respect to number o histogram bins 

Table 2. Results for color descriptors 

Descriptor/similarity 
measure 

Graph matching Histogram based 

Precision Recall Precision Recall 

SIFT 85,00% 83,50% 71,00% 68,40% 

OpponentSIFT 90,50% 90,00% 75,30% 69,70% 

C-SIFT 88,00% 86,50% 75,00% 68,90% 

Table 3. Results for Edge Histogram and Dominant Color 

Descriptor Precision Recall 

Edge Histogram 90,80% 87,60% 

Dominant Color 61,10% 59,30% 

 
Table 2 and 3 contain averaged results. Two metrics (precision and recall) have 

been used in order to analyze the performance of the descriptors. The best results 
were obtained using the OpponentSIFT descriptor with graph matching as the 
similarity measure. This measure yields better results than histogram matching in case 
of all examined descriptors. Both OpponentSIFT and C-SIFT tend to outperform the 
standard SIFT. The reason is that C-SIFT and OpponentSIFt are invariant to some 
deviations of the image parameters (e. g. lightness). Edge Histogram achieves similar 
performance as the OpponentSIFT. The downside of the OpponentSIFT is that it is 
much more computationally expensive than the Edge Histogram. Another problem 
with the OpponentSIFT is that graph matching measure is also very constitutionally 
expensive in comparison to the distance formula used for the Edge Histogram 
descriptor. Dominant Color is characterized by the poorest performance because this 
descriptor extracts only dominant colors without their spatial distribution. This result 
confirms that for the efficient similar images retrieval it is necessary to calculate the 
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spatial distribution of edges or key points. Although the Dominant Color yields poor 
results on its own, it can be used in the planned development as a part of the hybrid 
method which is supposed to combine information extracted by various descriptors. 
The further work will be focused on improving graph matching by employing more 
sophisticated algorithms. The whole system can also be optimized in terms of speed 
execution by employing parallel programming techniques. 

5   Conclusions 

The paper addresses the issue of finding similar images using different sparse image 
descriptors as well as various measures of their similarity. At the beginning the color 
and edge descriptors used for features extraction as well as the methods of their 
comparison were described. The second goal was to determine the best algorithms as 
well as to select the ones especially pertinent for hardware acceleration. Finally, the 
description of the test and results are presented. The obtained results indicate that the 
Edge Histogram with the OpponentSIFT descriptor, combined with the graph 
distance, are the most effective for selecting the similar images. 

The further work will be focused on implementing and testing the hybrid descriptor 
as well as hardware implementation of the SIFT descriptors. The hybrid method will 
aggregate information from different descriptors (e. g. OpponentSIFT, Dominant 
Color etc.). This method is expected to offer the end-user more options which can 
enable more customized search. Another aspect of the further development will 
include employing the hardware acceleration. It is especially important because 
calculating SIFT descriptors on a standard CPU can take a few minutes. Therefore, 
utilizing NVIDIA CUDA technology is planned to significantly reduce the descriptors 
calculation time. Another aspect is the execution speed of the graph  matching 
algorithm. It is computationally expensive because it executes many floating point 
comparisons. However, this comparisons are independent and therefore the algorithm 
will be parallelized in the next updates. 
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Abstract. In this paper, a sound restoration system conceived and en-
gineered at the Multimedia Systems Department of the Gdansk Univer-
sity of Technology is discussed with regard to the principles of its design,
features of operation and the achieved results. The system has been de-
signed so that: no special sound restoration software is needed to perform
audio restoration; no skills in digital signal processing are required from
the user; the process of online restoration employs automatic reduction
of noise, wow and impulse distortions.

Keywords: Automatic audio restoration, noise reduction, wow and
flutter, impulsive distortions.

1 Introduction

There is a widely supported claim that audio archives need to be explored faster,
restored more easily and preserved with greater efficiency. Moreover, currently
recorded or transmitted sound is quite often so much degraded that instant im-
provement to this negative aspect is seen by many digital library users as a
forthcoming must. However, new methods of automatic sound restoration based
on artificial intelligence and some selected techniques known from digital com-
munication enabled to create an audio restoration system which addresses all
the limitations of today’s solutions. In particular, these systems expose users to
the following disadvantages:

– users need a licensed software package installed locally on their computers,
– all audio material to be restored must be copied to a local hard disk,
– sound restoration usually is a burdensome and time-consuming process,
– effective sound restoration requires knowledge, experience and skills from

the users.

The proposed system overcomes the above drawbacks by offering the following
features:

– the cleaning software necessary to perform audio restoration resides on a
master server, and thus:
• restoration may take place from almost any localization in the world,

R. Bembenik et al. (Eds.): Intelligent Tools for Building a Scient. Info. Plat., SCI 390, pp. 227–242.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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• restoration takes the same time, no matter whether the audio material
is copied to a local or to a remote hard disk; both versions of the signal
– the original and the restored one – are archived independently;

– there are two modes of restoration:
• fully automatic online reduction of noise, “wow” (parasite frequency

modulation) and impulse distortions (no feedback monitoring necessary),
• semi-automatic mode – requiring some input from the user – usually

through setting up a few virtual controls to the user’s subjective prefer-
ences (feedback monitoring needed);

– no skills are required from the user in the fully automatic mode, and limited
knowledge on digital signal processing principles is sufficient in the semi-
automatic mode.

Due to their present limitations, sound acquisition, transmission, restoration and
archiving systems have required an innovative response from researchers, profes-
sional sound engineers, musicians, radio and TV broadcasters and private per-
sons. It may be expected that the demand for a straightforward access to sound
restoration and archives enhances along with the European integration. In turn,
as regards the material outcomes or tangible results, the system could provide
means for a trans-European information infrastructure supporting collection,
searching and navigation, processing and publishing the relevant information on
audio.

2 Online Sound Restoration System Concept and
Principles

The on-line sound restoration system that is being developed at the Multime-
dia Systems Department (MSD) provides a combination of a typical digital li-
brary software extended with the automatic sound restoration algorithms [1].
Owing to the website service, it is possible to upload and to restore or just
to watch/download the archival audio remotely via the Internet. Consequently,
the system introduces the possibility of uploading of end-users’ audio and ac-
companying information, and also offers a remote restoration of those uploaded
recordings according to the “on-demand audio restoration” concept. It is worth
noticing in this context that the archive resources of the online database include
also speech recordings whereas the digital archives proposed so far are oriented
mostly at storing music. This is because radio and TV stations and other au-
dio publishers are envisaged among the end-users, so that reportage, political
speeches, reports, drama performances etc. will be as much important as the
musical content of the audio archive. A variety of sound sources were studied
in context of audio restoration, namely old records, optical film and magnetic
tracks, magnetic tapes and life microphone recordings, vinyl records.

3 Speech Signal Processing Algorithms

Many archive recordings contain only speech signal e.g. speeches of politicians,
actors, musicians or movies dialogues. Since the speech frequency characteristics
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are highly different from the music characteristics, especially designed algorithms
should be used for the purposes of speech reconstruction. In this Section some
basic speech signal restoration algorithms were presented. Those are among oth-
ers: noise whitening and spectral expander. All of them modify the signal spec-
tra in order to reduce the noise and other distortions influence on the recorded
speech intelligibility. The presented algorithms could work in the automatic or
semi-automatic mode.

3.1 Noise Whitening (Speech Restoration Application)

The acoustic noise, and other additive distortions usually have non-flat ampli-
tude spectrum. The noise whitening algorithm equalizes the spectrum of the
signal, making it similar to the white noise spectrum. Noise whitening algorithm
works similarly to the automatic filter that enhances low level spectral com-
ponents and attenuates high level ones. Additionally, the so-called de-emphasis
operation is applied after whitening. This means that high frequencies are at-
tenuated according to a rule, so that spectrum of processed signal is similar to
the spectrum of speech signal, which has low energy in the high frequency range.
Whitening and de-emphasis enhance quality of the speech signal. This algorithm
is especially useful if constant “whistling” noise is present in the recording.

The algorithm starts with finding the part of the recording that contains
only noise and no speech signal. This part is segmented and the spectrum is
calculated for each segment. The noise estimate is calculated as a smoothed
(low-pass filtered) noise spectrum averaged in all segments. This estimate is
inversed and used in restoration of the speech signal. The block diagram of the
whitening algorithm is shown in Fig. 1.

The averaging of the noise spectrum is described by Equation 1:

Sxx(ω) =
∞∑

m=−∞
Rxx(m)e−jωm (1)

Equation 1 represents the power spectrum estimate. The power spectrum of the
stationary random signal x(n) is related to the autocorrelation by the discrete
Fourier transform. The autocorrelation of the signal can be calculated as the
inverted discrete Fourier transform expressed as:

Rxx(ω) =

π∫
−π

Sxx(ω)e−jωm

2π
dω (2)

Average signal power x(n), limited by the Nyquist frequency, is given by:

Rxx(0) =

π∫
−π

Sxx(ω)
2π

dω (3)

where the power spectral density (PSD) of the x(n) is defined as:

Pxx(ω) =
Sxx(ω)

2π
(4)
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Fig. 1. Block diagram of the whitening algorithm

Practically, the averaged spectrum is obtained by calculating the spectra of the
segmented signal, and segments may overlap and they may be time-weighted
using windows. The averaged signal spectrum is the average spectral energy
calculated from separate segments. The spectrum of each segment is calculated
using the discrete cosine transform (DCT). The averaged spectrum is addition-
ally smoothed using the moving average filter in the cepstrum domain (cepstrum
liftering) in order to avoid extreme variations of the spectrum magnitude.

3.2 Spectral Expander

The spectral expander algorithm enhances the signal intelligibility by increasing
the difference between the speech signal level and the level of noise and distor-
tions. It is assumed here that the noise is stationary. The algorithm works by
comparing the values of the observed noise level (in the noisy recordings) and
the reference level (in the noise pattern) in a number of frequency bands.

The concept of this algorithm is similar to the spectral subtraction method
[2,3]. The average spectrum of the signal is used to obtain the correction function.
Two expansion points that control the shape of the correction function provide
the input parameters of the algorithm: the 0 Hz point and the Nyquist frequency
point. The threshold function has the following form:
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f(n) =
(N − n) · a + n · b

N
· y(n) (5)

where y(n) is the average noise spectrum, N denotes the sample index for the
Nyquist frequency, a defines the expansion coefficient for 0 Hz, and b – the
expansion coefficient for the Nyquist frequency.

The spectral expansion algorithm is based on the assumption that the speech
signal level is much greater than the noise level and it is possible to determine the
threshold level that will enable noise reduction. The power spectrum of the signal
is computed using the FFT algorithm. Spectral components having level surpass-
ing the threshold value are not modified while those of magnitudes remaining
below the threshold are processed using the expansion transform expressed by
Eqs. 6 and 7:

Re{v(n)} =
|x(n)|
|f(n)| · Re{x(n)}, Im{v(n)} =

|x(n)|
|f(n)| · Im{x(n)},

for |x(n)| < |f(n)|
(6)

Re{v(n)} = Re{x(n)}, Im{v(n)} = Im{x(n)} for |x(n)| ≥ |f(n)| (7)

where: x(n) – source signal, v(n) – processed signal, f(n) – threshold function.
If the spectral components with level below the threshold were simply re-

moved, this would result in the discontinuous spectrum. The expansion pro-
cedure described above ensures the continuity of spectrum. If the second-order
threshold function is used, the dynamic range is doubled (e.g. increase from 6 dB
to 12 dB after the expansion is achieved).

The average noise spectrum is by default computed from the noise pattern
which should be selected from the recording by the user. The expansion coeffi-
cients could be set from range 0–100%. Optionally, a linear threshold function
may be used instead of the noise pattern, provided the reconstruction procedure
is to be done in the full automatic mode. The expansion coefficient value which
is equal to 0% means no signal modification, larger values mean that more dis-
tortions are removed from the signal, but at the same time the signal quality
may be deteriorated. The choice of expansion coefficient values should make a
compromise between noise level and speech intelligibility.

4 Audio Signal Processing Algorithms

Typical distortions that occur in many music archival recordings are: noise, im-
pulsive distortions (clicking), parasitic frequency modulation (the “wow” dis-
tortion) and signal clipping. In this Section some selected algorithms allowing
automatic reduction of those distortions are presented.

4.1 Automatic Noise Reduction

The automatic noise reduction (ANR) algorithm (Fig. 2) described here is
composed of three sub-algorithms: noise detection, whitening and spectral
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Fig. 2. Scheme of automatic noise reduction algorithm

subtraction [4,5,6,7,8]. The following Section presents the idea of the ANR and
describes its steps.

Noise Detection

The noise detection algorithm is based on frequency domain criteria: average
energy, concentration of spectrum energy and relative flatness of the spectrum
in consecutive segments.

Energy Criterion
The criterion is based on a comparison of the modified average energy (MAE )
of the spectrum of each segment in a frame (Eq. 8):

MAEi =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

2
3
AEi +

1
3
AEi+1, i = 0

0.5AEi + 0.25(AEi−1 + AEi+1), i = 2, ..., l−2

2
3
AEi +

1
3
AEi−1, i = l−1

(8)

where: AEi =
1
K

K−1∑
k=0

|Xi[k]|2.
Segments, the values of which are lower than the threshold, defined as:

ThMAE = min(MAE) + σ(MAE) (9)

are selected as representing the noise-print for further evaluation. Fig. 3 shows
an example of noise (Fig. 3a) and of sound (Fig. 3b) segments along with the
threshold (dotted line) for a single frame.
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Fig. 3. Energy criteria evaluation: the noise segment spectrum (a) and sound segment
spectrum (b). ThMAE threshold marked as a dotted line

Concentration of Spectral Energy
The evaluation of the spectral energy concentration is a step parallel to the
energy evaluation criterion calculating. The average magnitude of each segment
spectrum AM i is calculated according to the formula 10:

AMi =
K−1∑
k=0

|Xi[k]| (10)

then the mean value of it is computed. The spectrum concentration coefficient
(SCC) is equal to the number of spectral lines whose magnitude value is not
lower than mean value of AM. Segments whose SCC values are lower than the
average are considered to represent noise segments.

Flatness of Spectrum
Both algorithms discussed previously can detect noise segments with acceptable
correctness, however there are no standard values of thresholds qualifying a
segment as noise/sound and the presence of noise segment in each signal frame
is no guaranteed. Therefore, the third algorithm checking the flatness of segment
spectrum is used. The spectrum flatness measure (SFM ) is defined as follows:

SFMi = 10 log

⎛
⎜⎜⎜⎜⎜⎝

(
K/2−1∏

k=0

Pi[k]

)2/k

2
K

K/2−1∑
k=0

Pi[k]

⎞
⎟⎟⎟⎟⎟⎠ (11)
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where Pi[k] is the power spectral density of the i-th segment. As the SFM tells
only as how flat the spectrum is, the higher value of SFM, the flatter spectrum
is. Therefore a relative SFM(RSFM) was used as a measure of difference between
sound and noise segments. The RSFM is given by:

RSFMi = SFMi − REFSMPF (12)

where REFSMFM is the reference spectrum flatness measure, which is equal to
SFM of averaged spectra of segments whose SFM is higher than the average
MAE. The default threshold, experimentally determined, deciding whether the
segment represents the noise-print or not, is set to 2.5 [dB].

Adaptive Whitening Algorithm

In the ideal case designing the noise whitening filter means finding the filter
inversed to the colorizing one. It is assumed that the received signal passed the
colorizing filter before it is restored. In practice, it is only possible to estimate
the colorizing filter characteristics using a fragment of signal which fulfills the
following condition:

x[n] ≡ 0, n = i, ..., j, where i, j ∈ Z, i < j (13)

In effect the signal containing only noise, called the noise-print – NP[n], is ob-
tained. As the ideal magnitude characteristic of white noise is equal to |Sw(ω)| =
A01(ω) where A0 is a magnitude of white noise, 1(ω) is a function constant for
all ω, and the filtering operation in the frequency domain is defined as:

|Sc(ω)| = |Sw(ω)| |Hc(ω)| (14)

Hc(ω) is the frequency response of the colorizing filter. It can be assumed that
the magnitude characteristic of the noise-print is equal to the magnitude char-
acteristics of colorizing filter. In practice, as the operation is performed on the
finite signal and the spectrum of white noise is not constant for the full range of
ω (it has frequency-depending σ(ω) deviation), the characteristic of colorizing
filter has to be estimated in order to design a whitening filter.

In the whitening filter design algorithm the two sub-algorithms estimating
the magnitude characteristic of the filter were used. The first one is based on
averaging of the noise segment characteristics. The algorithm uses the Cheby-
shev window of 80 dB attenuation and the fixed length L = 51 for averaging
and the Savitzky-Golay filter for additional smoothing. The second algorithm is
an iterative Empirical Mode Decomposition (EMD) algorithm. The algorithm is
generally used for decomposition of the signal in the time domain into high and
low speed components, but here it proves its usefulness for estimating charac-
teristic of the filter. The last stage of the filter design is regulation of the filter
magnification. The gain of the filter is defined as:

A0 =

K−1∑
k=0

|NP[k]|2

K−1∑
k=0

|Hw[k]NP[k]|2
(15)
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where NP[k] is the DFT of the noise-print and Hw[k] is DFT of the whitening
filter.

Two basic scenarios can be defined when using the whitening algorithm for
audio signals. In the first case it is assumed that the signal and the additive white
noise are colorized with the same filter, in the second scenario, differently to the
previous assumption, it is considered that the signal is distorted with additive
color noise. In both scenarios the process of noise whitening can be considered
as the application of the whitening filter hw[n] which is, in the ideal case, the
inversion of the colorizing filter hc[n].

hc[n] ∗ hw[n] = δ[n] (16)

The idea of using the spectral subtraction algorithm for signal denoising was in-
troduced in the literature [2,3]. The proposed algorithm is based on the standard
denoising algorithm, but the spectral subtraction is preceded by the whitening
operation. The spectral subtraction provides inefficient method for the denoising
purpose, especially if white noise spectra (their magnitudes) differ considerably
from frame to frame. To increase efficiency of spectral subtraction a modifica-
tion of the whitening algorithm was introduced to match the spectra as much as
possible and simultaneously avoid adding distortions into signal. The whitening
algorithm is presented in Fig. 4.

Fig. 4. Adaptive whitening algorithm

The adaptation of whitening filter is performed in two steps. The first one
is modification of existing whitening filter core in the case the noise-print in
the current frame is detected, the second modifies the filter characteristics. The
spectral subtraction algorithm is widely used for removing noise from the signal.
The basic idea of the spectral subtraction operation is that using the noise-print
allows for reducing the level of noise in every segment of the signal. The operation
of spectral subtraction can be defined as follows:
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∀
i∈


Yi[k] = (|Xi[k]| − |NPi[k]|) ejϕ[k] (17)

where ϕ[k] = arg(X [k]).
As the spectral magnitudes of components cannot be negative, several ap-

proaches are used to eliminate a negative result of spectral subtraction. The
most common approach sets value of spectral line to 0 if the difference comes
out negative. The spectral subtraction algorithm that provides a part of the
adaptive whitening algorithm was implemented in the way described above.

4.2 Impulse Distortions Removing

Removing impulse distortions, also called declicking of the recorded sound, is
performed in two steps. In the first step impulse distortions – clicks – are detected
within a signal, which are going to be removed from the signal in the second step
[9]. Both stages are performed using artificial neural networks. The click detector
searches the signal for clicks and marks up distorted fragments. For this task a
neural dichotomizer was used. There are only two output classes for the classifier;
one for undistorted and one for distorted signal. Therefore, the network output
layer can consist of only one unit. For the purpose of training a set of samples
was selected. According to the presented assumption an error measure can be
defined as follows:

e =
m∑

i=1

(yi − z1)2 +
n∑

j=1

(yj − z2)2 (18)

where: e – mean-square error, m – number of non-distorted samples (class 1), n –
number of distorted samples (class 2), yi – output value for the i-th non-distorted
sample, yj – output value for the j-th distorted sample, zi – expected output
value for non-distorted samples (−1), z2 – expected output value for distorted
samples (+1). The error measure is minimized during training.

For the purpose of the distorted sample reconstruction a non-linear neural
predictor was used. The predictor processes a signal in both directions: forward
and backward. A predicted sample is added to the signal and the prediction is
repeated until the whole range of distorted signal is reconstructed. The neural
predictor was trained using a wide variety of undistorted music and speech sam-
ples. During the training network minimizes error measure defined as follows:

e =
n∑

i=1

(yi − pi)2 (19)

where: e – mean-square error, n – number of examples, yi – output value for the
i-th example, pi – training sample value i-th example. During reconstruction
neural predictor generates two series of estimated samples using forward and
backward prediction. This process can be described as the prediction function
xi = NP+{x, r}, non-linearly predicting sample xi using r previous samples of
indexes: i−1, i−2, ..., i−r, where r is the prediction order equal to the number
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of network input units. Therefore sample series xn as a result of a forward
prediction can be denoted as follows:

xn = NP+{x, r} (20)

A result of the backward prediction, sample series yn, can be denoted as follows:

yn = NP−{x, r} (21)

where: n = j, j + 1, j + 2, ..., k, j, k – markers of a distorted range. Thereafter,
both series are weighted and summarized according to the following formula:

zn = 0.5
[(

1 + cos
(

n − 1
k − j

π

)
xn

)
+

(
1 − cos

(
n − j

k − j
π

)
yn

)]
(22)

where: n = j, j+1, j+2, ..., k.
The neural predictor can also be used as a click detector. Detection of clicks is

performed by tracking the generated prediction error signal. The neural predictor
was trained using only undistorted samples, therefore while tracking distorted
signals an error increases significantly on distorted samples. Obtained results
prove, that developed declicking methods can successfully be applied as a sound
restoration tool.

4.3 Wow Distortion Reduction

Wow distortion often appears in many archival recordings. It is perceived as an
undesired frequency modulation (FM). The range of FM for wow includes be-
tween 0.5 to 6 Hz [10,11,12]. The distortion could be introduced to the recording
by the irregular velocity of the analog medium (tape, vinyl, wax cylinder) or
shrinkage of the tape (e.g. movie tape). Typically a wow reduction algorithm
is a combination of the wow characteristic determination algorithm and non-
uniform audio signal resampling. Distortion characteristic is described by the
pitch variation curve (PVC ) as:

PVC(torg) =
d[fw(torg)]

dtorg
(23)

where fw(torg) is the time warping function which transforms original time axis
torg to the distorted time twow axis. If the pitch is constant, then the PVC(torg) =
1. Other values of the PVC signify wow modulation.

Many techniques enable PVC determination were proposed in the literature
[13,14,15,16,17,18,19,20]. The idea of those algorithms is to analyze changes of
the audio signal component frequency. Signal components that are used in the
tracking process are: pilot tones (high frequency bias), power line hum, and audio
signal tonal components. It is assumed that the frequency of those components
was constant in the original recording, so that all detected changes are caused
by the wow distortion. Other group of algorithms were designed in order to work
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with the movie tape images. These methods assumed that the size of the movie
tape elements such as frame height, perforation hole size and distance between
successive perforation holes, are constant and the changes of the size detected
in the current image defines the PVC [21,22].

At the Multimedia Systems Department many innovative algorithms for the
PVC determination were developed [23,24,25,26,27,28], but not all of them allow
for automatic audio signal restoration. The algorithm that is almost fully auto-
matic and could be used for nearly every recording is the power line hum tracker.
Therefore, the hum tracker could be used in the online sound restoration digital
library subsystem. In order to overcome DFT constraints in the analysis time
resolution, the algorithm was based on the autoregressive method. In the Fig. 5
a block diagram of the hum tracking algorithm is presented. Since the algorithm
has to be resilient to noise and other distortions, thus at the beginning of the
algorithm the preprocessing step is carried out. To minimize the computational
complexity and the order of the autoregressive model the input signal is down-
sampled. Downsampling causes also elimination of non-hum tonal components
which could generate false detection errors. In the next step, in order to reduce
noise level, the signal is bandpass filtered. After the preprocessing the hum fre-
quency is tracked using an autoregressive model. This step is descried in details
in the earlier paper [29]. At the end the PVC is smoothed using the median and
the moving average filters.

Fig. 5. Block schema of the hum tracking algorithm

5 User Interface

To facilitate the automatic recording restoration, a special Web service was de-
signed. It enables a user to find recordings uploaded by other users (Fig. 6), and
to upload their own audio recordings (Fig. 7). A quality assessment (distortions
detection) and reconstruction process will be performed using the algorithms de-
scribed in Sections 3 and 4 during the upload process. The idea of the automatic
recording technical quality assessment and reconstruction is shown in the block
diagram, presented in Fig. 8. Since the restoration algorithms integration with
the website is not fully completed yet, therefore currently only sample original
recordings could be found using the website.
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Fig. 6. Web service GUI – results of audio searching in the online repository

Fig. 7. Web service GUI – form for the archival recording upload
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Fig. 8. Block diagram of the digital online library

As is seen in Fig. 8, in the first step of processing, all original files are saved into
a database. Those files are available for future use e.g. when more algorithms for
quality assessment will be added or in case the process of the distortion reduction
will not be of satisfactory quality.

In the next step distortion detectors are used to assess quality of the record-
ing. The detectors analyze noise level, clipping occurrence, impulsive distortion
location and they estimate the PVC. The restoration is carried out according to
the distortion assessment and the distortion thresholds set by the user. Every
type of distortion has its own measure threshold initiating the restoration pro-
cess. The restoration is performed in the following order: clipping elimination,
impulsive distortion removal, noise reduction, wow reduction.

6 Conclusions

The presented online sound restoration digital library subsystem is still under
construction. However, all presented algorithms were tested and high quality of
the restoration results was obtained with their application. Consequently, it is
expected that the final effect of this work will result in satisfactory quality, easy
to use and universally accessible tool for multimedia digital libraries.
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8. Królikowski, R.: Exploitation of Self-Organising Maps for the Reduction of Non-
Stationary Noise in Speech Signals. In: CD-ROM Proceedings of ICSC (Inter-
national Computer Science Conventions) Neural Computation 2000, May 23-26,
Berlin, Germany (2000)
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Abstract. This article describes a connectionist language model, which
may be used as an alternative to the well known n-gram models. A com-
parison experiment between n-gram and connectionist language models
is performed on a Polish text corpus. Statistical language modeling is
based on estimating a joint probability function of a sequence of words
in a given language. This task is made problematic due to a phenomenon
known commonly as the “curse of dimensionality”. This occurs because
the sequence of words used to test the model is most likely going to be dif-
ferent from anything present in the training data. Classic solutions to this
problem are successfully achieved by using n-grams which generalize the
data by concatenating short overlapping word sequences gathered from
the training data. Connections models, however, can accomplish this by
learning a distributed representation for words. They can simultaneously
learn both the distributed representation for each word in the dictionary
as well as the synaptic weights used for modeling the joint probability of
word sequences. Generalization can be obtained thanks to the fact that
if a sequence is made up of words that were already seen, it will receive a
higher probability than an unseen sequence of words. In the experiments,
perplexity is used as measure of language model quality.

Keywords: statistical language model, neural networks, multilayer
perceptron.

1 Introduction

Statistical language modeling is especially important for automatic speech recog-
nition and statistical machine translation where a language model is a crucial
component for searching in the excessively large hypothesis space. The litera-
ture on the topic and the following paper describe a novel, connectionist language
model which, in case of English, achieved better results than traditional, statis-
tical n-gram models. The purpose of language modeling is to reduce the search
space of the speech recognizer (decoder) by allowing only syntactically and se-
mantically correct word sequences to be decoded. This is commonly achieved by
two methods: formal grammars and statistical language models.

Grammars explicitly define which sequences are allowed. Algorithmically, they
are represented by a Finite State Automaton, which is defined using a formal
description often written in the Bachus-Naur Form (BNF) or some of its deriva-
tives. Statistical language models offer greater flexibility than formal grammars,
but at an increased uncertainty of the outcome.

R. Bembenik et al. (Eds.): Intelligent Tools for Building a Scient. Info. Plat., SCI 390, pp. 243–250.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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The task of the language model is to assign a probability to all the words in
a dictionary depending on the previous words in a sequence. Instead of defining
exactly which word sequences are allowed, they estimate the probability of a word
sequence using a model trained on a large textual corpus. Usually only a short
historical context is used, i.e. the model estimates only P (wt|wt−1) for bigram
and P (wt|wt−1, wt−2) for trigram language models. Given the sheer amount of
words in a dictionary for any reasonable application of this model (at least
several tens of thousands of words), even with such a small historical context,
these models are usually very large. Because of this, the corpora used for training
has to be unfeasibly large to make the model statistically significant and to deal
with this problem many heuristics and tricks have to be used to make the model
work well [9].

The goal of the work is to compare if the results with regards to connec-
tionist language models shown in the literature apply equally well to the Polish
language. Using a Polish language corpus, n-gram models are compared to the
new connectionist approach described in sections 3 and 4. Section 5 contains the
description and the results of the experiment comparing the two approaches.
Section 6 contains the conclusions described by the achieved results and future
research plans.

2 Dimensionality Curse

The language model must theoretically assign probabilities to all possible word
combinations. The amount of these combinations increases exponentially with
the amount of modeled words and length of the language model history. This
problem is known as the curse of dimensionality. The amount of combinations
is so large that the corpora, having even billions of words, contain only a small
subset of all the possible word combinations in a given language. The language
model trained on such data wouldn’t work so well without extra treatment,
because it would assign zero probability or an otherwise imprecise estimate to
all the word sequences not present in the corpus.

The maximum likelihood method of training depends on the probabilities of
word sequence (uni-gram, bi-gram, tri-gram, etc.) occurrences as measured from
training data. Brown at al. [12] show that for the language model used in their
experiments the maximum likelihood estimates will be 0 for 14.7 percent of the
3-grams and for 2.2 percent of the 2-grams in a new sample of English text.
Generally, as n increases, the accuracy of an n-gram model increases, but the
reliability parameter estimates, drawn from a limited training text, decreases.

The most often used solution to this problem is the reduction of accuracy
of prediction by decreasing the context length. Jelinek and Mercer [13] propose
interpolated estimation method that combines the estimates of several language
models so as to use the estimates of the more accurate models where they are re-
liable and, where they are unreliable, to fall back on the more reliable estimates
of less accurate models. Other often used methods are deleted interpolation
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[2] and backing-off [3]. The use of these algorithms guarantees that each word
sequence is going to have non-zero probability.

3 Connectionist Language Model

The connectionist models use a distributed representation of the items in the
history and make much better use of contexts than interpolated or back-off n-
gram models. They are much better in fighting the data sparseness problem,
but also have the advantage that the model size grows only quasi-linearly when
the context length is increased [14]. The general outline of the neural network
performance when used for language modeling is following: the neural network
calculates the contextual probabilities of words:

P (wt|wt−1, wt−2, . . . , wt−n) (1)

using a distributed representation for each word in the dictionary. In distributed
representation, each word is represented by a real number vector of certain
length, generally several dozen dimensions. The information about the word se-
quences is distributed over several independent components. One could say that
the neural network is a set of functions that transform the real valued vectors
representing the previous word sequence, into probabilities of the occurrence of
all the words in the dictionary. The probabilities of word occurrences in context
calculated by the neural network depend on the feature vectors given to the
input layer of the neural network. During the neural network training phase,
both the network weights and values for the features of individual words in the
dictionary are simultaneously set. The words that exist in the similar contexts
will have similar features. The features are not a result of clustering analysis,
but derived from automatic learning of dependencies between words using a gra-
dient descent algorithm [1]. Such distributed representation of words allows for
significant reduction in undesirable phenomena such as overtraining and overfit
of the model to the data [16,17,18].

4 Formal Description of the Connectionist Language
Model

The probability of the word sequence can be calculated when individual word
frequencies in the context of previous words are known:

P (w1, w2, . . . , wt−1, wt) = P (w1)P (w2|w1)P (w3|w1, w2) . . . (2)
. . . P (wt|w1, w2, . . . , wt−1, wt) (3)

Feed forward neural networks use a context of size n − 1, exactly as in the case
of traditional n-grams:

P (wt|wt−n+1, . . . , wt−1) (4)
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Its worth noting that when n equals 1, the model is known as unigram and
the probability of individual words is independent from context. A connectionist
language model uses a dictionary where each word is assigned a feature vector
C consisting of d real numbers representing the features of the given word. To
calculate the probabilities of words next in the sequence, the neural network is
fed a feature vector x consisting of a concatenation of the vectors:

C(wt) (5)

where wt denotes a word number t in the sequence. The formula:

x = C(wt−n), C(wt−n+1), C(wt−n+2), . . . , C(wt−n+(n−1)) (6)

describes the connection of n final feature vectors in the word sequence - context
of length n. The next step is to calculate the excitation of the feed forward neural
network. The output layer consists of as many neurons as there are words in the
dictionary plus one extra neuron which model the remaning words (i.e OOV or
Out-Of-Vocabulary words). The output layer uses a softmax activation function
[7]. The softmax function, described in formula 7, guarantees that the excitation
of each neuron will lie in the range [0..1] and that the sum of all excitations will
be equal to 1. This property allows interpreting the result of the neural network
computation as the probabilities of individual words. The probability of the word
represented by the neuron of index k equals:

P (wt = k|wt−n, wt−n+1, . . . , wt−n+(n−1)) =
enet k∑N
i=1 enet i

(7)

where net is the weighted sum of signals reaching the neuron, i.e. net value. Its
worth noting that calculating the probability of any word requires the calculation
of the weighted sum of signals for all the neurons of the network (the denom-
inator of the equation above) and multiple use of a computationally expensive
exponential function. In case of large vocabularies, such calculations may turn
out to be considerably slower than their n-gram counterpart. The neural network
is trained using a gradient descent algorithm in such a way as to minimize the
log-likelihood of the word sequence:

L(Θ) =
1
T

∑
t

log f(wt, wt−1, . . . , wt−n+1; Θ) (8)

where Θ are the parameters of the language model, that is the weights of the
neural network and word features. The gradient:

δL(Θ)
δΘ

(9)

can be calculated using the commonly known back propagation algorithm
[6,7,10,15] for the training of a feed-forward multilayer perceptron (MLP) neural
network. The algorithm needs to be modified, however, to calculate the gradi-
ent not only in the context of the synaptic weights, but also in the C matrix
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containing the feature vectors representing the individual words. The model can
be trained online, or using batch learning, e.g. by using 100 samples at a time.
It’s worth noting that unlike the synaptic weights, during an individual training
iteration the matrix C will have most of its features’ errors not calculated. Only
after a long training and many iterations will all the words have their features
modified.

5 Experiment

The fundamental problem of researchers endeavoring in the field of language
modeling for the Polish language is the lack of substantial amounts of text cor-
pora. The authors therefore decided to use the only corpus available, which
is the IPI PAN corpus [11] in his experiments, which is a substantially large,
morphosyntactically annotated corpus of general modern Polish language. The
corpus was created by Zespó�l Inżynierii Lingwistycznej w Instytucie Podstaw
Informatyki PAN as a part of projects of Komitet Badań Naukowych and statu-
tory research of IPI PAN. The IPI PAN corpus is the first publicly accessible
polish language corpus in the true meaning of the word corpus: it is a large,
containing 250 million segments, collection of polish texts, morphosyntactically
labeled, created according to modern standards and practices of large corpora
development.

The experiments were performed using the transcripts of the fourth term
session of the Polish parliament, which are a part of the IPI PAN corpus. Due to a
long time needed to train and test the model, the transcripts that were randomly
selected from the corpus of parliamentary meetings contained exactly 1005569
words. These were split into training (around 800 thousand words) and validation
and test sets (around a 100 thousand each). The division of the data was also
done randomly. In order to keep the dictionary size at an acceptable level and to
have a reasonable statistical presence of all the words in the dictionary, the words
that occurred in the corpus less than 9 times were not added to the dictionary
(this value was established empirically). The final dictionary consisted of 10570
words. Two experiments were performed: the first used a feed forward neural
network and the second was based on a traditional language model created using
SRILM [5]. SRILM is de facto standard for n-gram modeling and contains a set of
programs which support language model calculation and evaluation. It supports
various smoothing and discounting techniques (e.g. Knesser-Ney [4,8], Witten-
Bell, Good-Turing with individually adjustable parameters), large text corpora,
class-based and cache models, etc. Model quality evaluation is perplexity based
and can be computed counting all tokens in the test corpus or excluding end-
of-sentence tags. Language model training using SRILM toolkit is very fast -
for the experiment it took less than 1 minute on Pentium dual core processor.
The first experiment was based on a feed forward neural network that had 250
inputs (5 words with 50 features each), 100 neurons in the hidden layer and 10508
outputs. It’s worth nothing that the amount of outputs is larger by one than the
size of the dictionary. That is because the model requires and extra neuron to
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represent the words not in the dictionary - OOV. Each word in the dictionary
had a unique vector of 50 real numbers representing the feature vector fed to
the neural network. The initial values of the features were set to the range -0.01
to 0.01 using a random Gaussian distribution. The output layer used a softmax
activation function. The model was trained using a gradient descent algorithm
with parameter update momentum. The learning rate was set to 10−17 and
the momentum to 0.99. These parameters were set empirically. Each time the
parameters of the model were changed based on the calculated gradient, the
change from the last iteration is multiplied by the momentum parameter and
also added to the parameters. This is a known technique used to speed up the
teaching process when the error gradient is stable in the subsequent iterations.
Additionally, the usage of this technique increases the probability of escaping
the local minima of the error function, as claimed by the researchers [7,10]. The
training of the neural network based model took 16 days. The neural network
achieved a perplexity of 164, which is around 20% better than the traditional n-
gram model built using SRILM. Perplexity is a standard method for estimating
the amount of fit the model has with the data in the test corpus. The lower
the value, the better the model represents the underlying data. It has also been
shown by many researchers that lower values of perplexity mean higher accuracy
rates in speech recognition systems (e.g. [2]). Perplexity is calculated using the
following formula:

Perplexity = 2−
∑ N

i=1
1
N log2 p(xi) (10)

The table below shows the results achieved in our experiments. It is worth noting
that the context length was chosen as the optimum for their respective models:
a context of 5 words for the MLP based model and 3 for the n-gram model.
For n-gram models, larger contexts would require much more data than was
available. Models based on MLPs require, however, a slightly larger context to
function optimally. Similar results have been obtained by other researchers in the
field [1]. N-gram model has been computed for several discounting and smooth-
ing techniques giving similar results - perplexity on test data ranges from 193
to 194.

Table 1. Experimental results for the language model trained on the fourth term
session of the Polish parliament

Model Context Perplexity

SRILM 3 193
MLP 5 164

6 Conclusions

This paper showed a connectionist language model trained on the task of Polish
language. The results achieved by the authors for the Polish language are con-
sistent with the results for the English language described in the literature. The
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paper contains a general description of the connectionist language models. The
experiments performed by the authors show that connectionist language models
work better than traditional n-gram based models on the IPI PAN corpus.

Modeling of the context using a simple feed-forward network, also known as
the multilayer perceptron, is less elegant than using recurrent neural networks.
Feed forward networks have to observe the entire word context (i.e. several words
at once) at each time interval. This approach is not as efficient and elegant
because the increase of context also greatly increases the size of the network,
which makes it loose the generalization potential and slows down its performance.
In future works, the authors intend to use recurrent neural networks to eliminate
this problem.

Acknowledgments. This work is a part of the SYNAT project financed by the
Narodowe Centrum Badań i Rozwoju, contract no. SP/I/1/77065/10.

References

1. Bengio, Y., Ducharme, R., Vincent, P., Jauvin, C.: A Neural Probabilistic Lan-
guage Model. In: NIPS 2000, vol. 13, pp. 933–938; revised in J. Machine Learning
Research 3, 1137–1155 (2003)

2. Jelinek, F.: Statistical Methods for Speech Recognition. MIT Press, Cambridge
(1998)

3. Katz, S.M.: Estimation of Probabilities from Sparse Data for the Language Model
Component of a Speech Recognizer. IEEE Transactions on Acoustics, Speech and
Signal Processing 3, 400–401 (1987)

4. Kneser, R., Ney, H.: Improved backing-off for m-gram language modeling. In: In-
ternational Conference on Acoustics, Speech and Signal Processing, pp. 181–184
(1995)

5. Stolcke, A.: SRILM - An Extensible Language Modeling Toolkit. In: Proc. Intl.
Conf. Spoken Language Processing, Denver, Colorado (2002)

6. Duch, W., Korbowicz, J., Rutkowski, L., Tadeusiewicz, R.: Biocybernetyka i
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Preliminary version. IPI PAN, Warszawa (2004)

12. Brown, P.F., DeSouza, P.V., Mercer, R.L., Della Pietra, V.J., Lai, J.C.: Class-based
n-gram Models of Natural Language. Computational Linguistics 18, 467–479 (1992)

13. Jelinek, E., Mercer, R.L.: Interpolated estimation of Markov source parameters
from sparse data. In: Proceedings, Workshop on Pattern Recognition in Practice,
Amsterdam, The Netherlands, pp. 381–397 (1980)



250 �L. Brocki, K. Marasek, and D. Koržinek
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Abstract. Web service technology on the basis had to supply complete
and reliable system components. Nowadays this technology is commonly
used by companies providing results of their work to end users and hiding
implementation details. This paper presents a SOA-enabled platform —
Wiki-WS — that empowers users to deploy, modify, discover and invoke
web services. Main concept of the Wiki-WS platform is searching and
invocation of web services written by different workgroups in different
technologies deployed on different servers. Wiki-based web service code
modification allows engineers from any place to construct and to im-
plement components, which are mature and ready to use. Components
deployed in the platform cover different functionalities from various
knowledge domains. Service categorization done by users and by the
platform classification engine in the early deployment and every mod-
ification time tunes up future searching and usage decision processes.
Fundamental architecture components and user categories characteri-
zation are described in this paper. There is also included presentation
of sample scenarios of Wiki-WS usage and advantages derived from its
deployment.

1 Concept of a Service Platform

The assumption of web services technology was to provide IT engineers with
ready-made program components. Currently, this technology is commonly used
by a sector, which makes it accessible to clients against payment, but it does
not disclose the implementation details. Such services are created by hermetic
environments, which results in their imperfect character, and common problems
with integration and their reliability [1]. The study offers a platform, due to
which not only the web services technology will become popular, but also the
access to services will be more convenient as all of them will be collected in one
place.

SOA (Service Oriented Architecture) based development is one of the emerg-
ing approach in building scallable and flexible applications using reusable com-
ponents. Wiki-WS platform represents a base web services market. Services
developed on Wiki-WS are ready-to-use application building components. Due
to large granularity of function modules one of the Wiki-WS concept is to reach

R. Bembenik et al. (Eds.): Intelligent Tools for Building a Scient. Info. Plat., SCI 390, pp. 251–264.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. The concept of Wiki-WS platform

full free-form of services composition and easy components swapping. Published
sevice code and availability of modification would allow developers to execute
constant in time maintenance of simple components. In that way there will be
reduced effort that has to be put in the implementation of each individual sub-
modules.

Figure 1 illustrates the assumed functions which will be made accessible to the
user of Wiki-WS platform. Functions are divided into two subgroups: Wiki-WS
service development and Wiki-WS domain oriented applications. The first sub-
module allows users to work with single services published at Wiki-WS platform.
The second submodule is domain oriented, and is responsible for application
composition, testing, grouping and management functionalities.

The suggested platform is similar to the management system used by Wiki-
pedia, enriched with automatic classification of information. It is believed, that
the designed platform enables implementation and realization of web services.
The described platform was named Wiki-WS (prefix Wiki — from the engine, on
which the richest generally accessible source of knowledge repository was based
— Wikipedia), and it would enable user to freely provide the network with the
self-created fragments of code in a form of web services. Users, as in the case
of articles in Wikipedia, apart from possibility of providing self-created service,
can get the access to codes of different services, as well as they can modify them.
In the case of web services, introducing a code in a form of text itself would
be pointless if it could not be called. For this purpose, the service during its
introduction into the system is automatically implemented on the application
server operating in the programming language chosen by a developer (C#, Java,
PHP). After deployment of the service it is possible to modify it by the designer
and other system users by editing its code. The platform of that type will not only
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Fig. 2. Division of activities according to system users

be useful for programmers. Figure 2 presents activities that can be realized by
different users. This picture distinguishes the role of the mentioned programmer,
analyst and system designer, domestic user and online devices.

The collection of a big number of web services will enable to generate clusters,
or categories of web services by means of artificial intelligence algorithms. Such
classification of services would be useful for system analysts enabling the con-
struction of complex systems with the use of ready-made components. Therefore,
when creating the framework of a system, system analysts define components
of which it should be made. Additionally, they determine interaction occurring
between those components. Then system designers would have to choose devices
and individual services according to their qualitative measures, such as efficiency,
reliability, source and error frequency, illustrated with a use of indicator such as
MTTR (Mean Time To Repair), MTBF (Mean Time Between Failures). On the
basis of those measures an architect would decide on the method of user access
management methods, e.g. for systems requiring high level of security the ser-
vices must be provided by qualified working teams and based on devices with
high level of reliability. On the contrary, for basic use, it is satisfactory to select
a cheaper solution, with lower level of adopted qualitative matrices.

2 Wiki-WS Architecture

Figure 3 shows the architecture of the presented platform. It consists of compo-
nents responsible for communication with a user (services management, admin-
istration and verification, scenarios composition and calling) and of components
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which are a “core” of the platform (administration of servers, system collecting
information about services, and a system for services classification).

The platform itself enables users to implement, edit and control web services
introduced in any language of programming. The collected services are a subject
to cluster algorithms in order to create coherent groups of services belonging to
the same categories, therefore, realizing a similar functionality. Inference relating
to the belonging of a service to a certain group is based on the analysis of formal
and informal description of an individual service. The formal description is a
service code with comments, WSDL (Web Service Description Language) code,
OWL-S (Web Ontology Language for Services). The informal description should
be understood as a detailed description presented in a form of sentence equiva-
lents, and in a form of free description without details. The detailed description
additionally contains information in a form of tables relating to a device subject
to a service. The combination of formal and informal service description, after
rejection of redundant and insignificant information, creates a “reference space”
characteristic to a service, on the basis of which the belonging of a service to a
certain group is determined (Figure 4).

Such data set would enable to engage the most of known grouping algorithms
described in [5]. As an experiment, one would be able to choose algorithms and
descriptions allowing to achieve best search results. The services are additionally
evaluated in the scope of meeting qualitative criteria. The evaluation, after se-
lecting adequate weights, will constitute the basis for the created service quality
tree. This evaluation will be provided by programmers participating in designing
and modification process, as well as by the users. However, the target is that they
will be also a subject to automatic evaluation made on the basis of analyses of a
code, designers and the scope of detailed and accurate nature of the description.

It is worth emphasizing here that originally implemented service is marked
with certain key phrases, e.g.:

– [analyze],[clustering],[GAAC],
– [retrieve],[documents],[PDF],
– [organize],[ontology],
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– [access],[user],[management],
– [access],[interface],[query],[visual],
– [translate],[SPARQL],[SQL].

enabling to initially assign it to a certain category. It facilities grouping of services
and their selection for a certain system.

2.1 Service Development

The platform is initially dedicated to programmers of all kinds (low and high
level) who wish to share and make the collected knowledge available in a form
of web services. System users can be divided to:

– base users – implementing, improving services, providing description and
initial weights,

– verifying users – performing a function of moderators, verifying the validity
of services and descriptions,

– using users – e.g. system analysts,
– “info” type users – acquiring information about updates (e.g. home users or

on-line devices).

Depending on the type of a user, they are provided with certain functions of the
platform.

The life cycle of services provided by Wiki-WS service development module
is presented in Figure 5. Work organisation in this environment is similar to
organisation commonly used in Wikipedia.

Implementation of a Web Service. We assume that users have a code of a
web service implemented in a free language of programming and they are willing
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to share it within the frames of Wiki-WS system. In order to introduce a service,
a user provides the service code through web interface of Wiki-WS platform. The
user also defines authorization of other users, the default setting is that everyone
can edit the service code. Another assumption is that the users, similarly to
those of Wikipedia, will act in a reliable and honest way, but there is predicted a
subsystem that will support services reliability control by implementating review
policies.

The service is then automatically deployed on one of the servers, depend-
ing on technology and possible preferences of a user. After service introduction
a user provides its description in a formal and informal form. The scheme of
grouping process is presented in figure 6. A user provides service description
by means of informal language. This description is forwarded to a component
responsible for token extraction (key phrases). Those tokens, together with a
formal description, are used to create an ontological description of an individual
web service. The tokens and the whole of description in words is memorized
and kept in database. The database also stores all of the formal description in
a form of WSDL code and a source code. The internal UDDI (ang. Universal
Description Discovery and Integration) registry aims to help detection and inte-
gration of services implemented into a platform. Information supplied by UDDI,
the engine of database and ontological description, will constitute input data in
a form of reference space for grouping algorithms, presented in figure 4. As a
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Fig. 6. Process of service grouping

result of a whole process, we will acquire information on the group in which a
certain service should be included.

Edition and Evaluation. One of the key elements of the system is the ability
to edit a service code. Without it, the system would be nothing else than an
ordinary repository making hermetic, and often imperfect components available.
Due to the possibility of modification, the implemented services would evolve
to become mature and error resistant components ready to be used in target
systems. Edition is limited to making modifications of the source code, as it is
done in the case of articles introduced into Wikipedia, where there is a creator
of an article, editor and people verifying the article’s content. By assumption,
the service code can be edited by anyone, and by default it is implemented on
the basis of Open Source license. However, it is possible to limit the license by
limiting the accessibility to the source code to a certain group of people, in order
to derive possible financial benefits from it in the future, from distributed work-
ing units. In this way the groups of programmers would be created (distributed
companies) realizing a project in Wiki-WS, a team system working on a program
unit in order to sell it later. Wiki-WS system would constitute a perfect distri-
bution environment of such product. Coming back to the merits of the realized
platform, a user can edit service code and once again introduce it into a server.
The possibility of going back to the previous code version is necessary, a server
makes server svn or git available. If source changes, service is automatically de-
ployed with proper version number. Previous version of service is still available,
so applications that are already using it act in the same way. Additionally, each
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service has an individual entry in work and bug tracking system (bugzilla, trac).
Therefore, reporting errors and their repair by distributed teams of programmers
is simpler.

Composition. Composition of services into scenarios will be done by a target
user, i.e. analyst or home user, by means of a web graphical interface. It will be
done at two levels. In the first phase the service categories created on the basis
of algorithm classification will be used (e.g. service responsible for allowing the
entry, service responsible for changing illumination). A user at higher level of
abstraction would be able to model the system by creating scheme similar to
the one presented in Figure 8. After determination of such system “mock-up”,
a user will be able to make system more detailed by choosing certain service
implementations.

2.2 Domain Applications

The life cycle of applications developed using Wiki-WS domain oriented appli-
cations development module is presented in Figure 7.

   algorithm 
developement

 service 
matching

publishing to 
 community

 algorithm 
evaluation

Fig. 7. Life cycle of an algorithm in Wiki-WS platform

Wiki-WS application development module allows to design SOA based ap-
plications. User designs scenario in which algorithm modules should cooperate.
After generation of a algorithm framework the only problem left would be to
transform the communication flow defined by the analyst into a certain service
flow defined by means of languages used for description of scenarios. The de-
scription of existing languages (BPEL4WS, WF, WS-CDL, UML-S, Q) and their
selection for realization of individual undertakings is presented in article [3] [4].
Generated algorithms with matched web services are provided to the open usage
of community. After algoritm usage clients gives opinions and recommendations
which are taken into account in future algorithms improvements.
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3 Area of Platform Applications

Wiki-WS can be used in applications of any domain. This chapter presents Wiki-
WS examplary usage in digital libraries and in context oriented environments.

3.1 Searching Engine for Digital Library

Wiki-WS platform is designed to provide easy way to share technical experi-
ences between software experts. Allows software development based on services
that are constantly improved by different distributed workgroups. Granularity
of components (web services) lead to free-form algorithm composition and fully
automated processes of building scenarios from domain base components. For
digital libraries there is a lot of algorithms realizing different tasks that can be
put into Wiki-WS platform in order to be constantly improved, e.g. algorithms
responsible for:

– searching for documents,
– documents translation,
– searching for relevant information from document set,
– obtaining document description and metadata creation,
– document recommendation.

An examplary searching platform framework which is a result of system an-
alyst’s work is presented in Figure 8. It is assumed that simple digital library
would be divided into 5 submodules. Data retriever module is responsible for an-
alyzing information provided in various form of digital documents (e.g. finding
key phrases and constructing metadata of each document). Data organizer mod-
ule defines structures and storage platforms for data provided by data retriever
module. Data analyzer module using previously organized data prepares suitable
structures for searching algorithms. Data miner module contains set of algo-
rithms and low level query interfaces (e.g. ontology query languages (RDQL [9],
SPARQL [11], SeRQL [12]), database query languages like SQL) that are able
to retrieve data from data prepared by data analyzer module. Also contains
high-to-low level query translators (e.g. MDDQL [8] SPARQL-TO-SQL query
translator [10]). Access module provides interfaces for high level query languages
supporting users in easy-to-learn querying (e.g. VOQL [7]). Also contains mod-
ules responsible for user and access management. The main advantage of such
modular approach is that these modules may have many submodules that could
be used interchangeably in order to provide best searching systems dedicated for
many kinds of users.

3.2 Ubiquoitous Application

In the case of home users, it is assumed to combine the Wiki-WS system with
ubiquitous computing. An exemplary application can be as follows:

– a consumer buys a set of home ubiquitous computing, which consists of a
server, set of sensors and actuators,
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Fig. 8. Examplary scheme of search engine platform

– a consumer installs and configures a purchased product at home,
– a programmer implements a service providing interface of web service for a

new device,
– a programmer places service code in Wiki-WS system, apart from its descrip-

tion they provide a detailed description of a device, with which this service
interacts,

– a programmer determines authorizations and possible cost of offline service
usage,

– a consumer who wants to expand home system of ubiquitous computing
choses a service according to categories (e.g. services responsible for allowing
an entry),

– a consumer after choosing a service interesting for them buys a device (e.g.
RFID card reader), for which the service was implemented,

– a consumer graphically defines (similarly to system analyst) the usage sce-
nario for a new component in their ubiquitous computing system.

An exemplary system framework which is a result of system analyst’s work is
presented in Figure 9. The components used on this scheme would be a gener-
alization generated by means of clusterization of certain services. An exemplary
component could be the one responsible for enabling a person to enter a room.
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Fig. 9. Exemplary system scheme designed by a system analyst

By its assumptions the system should remain an Open Source one, therefore
enabling a free online usage of web services. However, a programmer can claim
financial benefits for offline usage of their service, only under condition that
other designers will not have the access to the code. The usage of the service,
e.g. in home ubiquitous computing system operating in offline mode, should
ensure higher system security, as it would not require constant access to the
Internet [2].

4 Future Work

The project provides the following research problems:

– selection of algorithms which dynamically classify different services,
– selection of factors which enable construction of service quality tree,
– selection of languages and methods of service description, both formal and

informal,
– graphical composition of scenarios from ready-made components on the basis

of their e.g. interfaces,
– performing scenarios and making automatic scenarios testing,
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Table 1. Comparison between SOA and Wiki-WS

SOA Wiki-WS
target better connection of a business

side of organisation with its IT
resources

real opening of web services
market

business application realizing operation on remote
calculation units

connecting technology of web
services with ubiquitous com-
puting

concentration defining a service that fulfils
user’s requirements

making efficient and reliable
web services in a form of com-
ponents available

implementation
details

hiding implementation details
from a user

introducing levels of accessibil-
ity to implementation details
(programmers, analysts, “info”
type users)

aggregation within the scope of working
units

in an open implementation en-
vironment

classification none with the use of artificial intelli-
gence algorithms

scenarios set of algorithms selection of the best algorithm
realization remote making consolidation of a code

to an offline form possible
evaluation none evaluation made automatically

or by users (programmers, an-
alysts, “info” type users)

reporting demand for
a product

none possible

service description for automatic tools both for automatic tools and or-
dinary users

implementation of
service on user’s unit

impossible possible

– consolidation of web services scenarios to applications working offline – used
e.g. in the home system of ubiquitous computing, mentioned before,

– ensuring efficiency, reliability and system safety,
– integration with other external systems, e.g. BeesyCluster [6]
– ensuring interoperability of web services generated by working groups (con-

sisting of the same programmers, of some of the same programmers, or of
different programmers),

– automatic generation of web services interfaces (in the case of selection of
an integrating component that should constitute a coherent whole together
with already existing services),

– ensuring universality of web service interface in order to intensify interoper-
ability,

– other problems relating to testing, describing, and effective system imple-
mentation.
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5 Conclusions

Common accessibility to such platform will contribute to the growth and popu-
larization of the market of open source web services. The programmers will make
their applications or their fragments available to a wide range of other program-
mers, so they could be improved (e.g. on the basis of Open Source license). The
idea of Wiki-WS system is based on SOA, but it improves and enriches it by
additional aspects, providing a new trend of web services which are “friendly” to
users of components with an open code. Differences between SOA and Wiki-WS
are presented in table 1.
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