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Preface

The series of the International Conference on Knowledge, Information and Cre-
ativity Support Systems (KICSS 2010) has been held annually since 2006. Start-
ing in Thailand (2006), the KICSS conferences have been held in Japan (2007),
Vietnam (2008), and Korea (2009). KICSS 2010, the fifth in the series, was held
in Chiang Mai, Thailand, during November 25–27, 2010. KICSS 2010 is a peer-
reviewed international conference in the areas of knowledge science, knowledge
engineering, information systems, and creativity support systems. It provides
an international forum for researchers as well as industry practitioners to share
their new ideas, original research results, and practical development experiences
from all knowledge science-related areas including creativity support, decision
science, knowledge science, data mining, machine learning, databases, statistics,
knowledge acquisition, automatic scientific discovery, data/knowledge visualiza-
tion, and knowledge-based systems. This year, we received 72 research papers
from various countries including Argentina, China, Colombia, India, Indonesia,
Iran, Japan, Korea, Malaysia, Poland, Thailand, and Vietnam. Every submission
was rigorously reviewed by two or three reviewers with a single-blind protocol.
The initial results were discussed among the reviewers and finally judged by the
Program Committee Chairs. The Program Committee members were deeply in-
volved in a highly selective process. As a result, only 25 papers (34.72%) of the
72 submissions were accepted as regular papers and 12 (16.67%) of them were
accepted as short papers. In addition, nine papers (12.5%) were accepted for
posters. Among these accepted papers, we selected papers with high quality to
include in this LNAI/LNCS volume. The criteria of selecting the papers are that
(1) the selected papers were recommended by the Session Chairs who listened
to the presentation and judged that they are suitable to include in the proceed-
ings, (2) not more than 32% of the submitted papers were selected, and (3) at
least 30% of its content is different from the original one. Finally, we included
23 papers in this volume.

We highly appreciate the Program Committee members and external review-
ers for their technical effort in providing straightforward scientific comments
and impartial judgments in the review process of KICSS 2010. Many thanks are
given to the keynote speaker and invited speakers. We thank Hiroshi Motoda, our
General Chair, for his useful guidance and great effort in various spectrums re-
lated to conference arrangement. We are also grateful to the committee members
who helped in the local arrangements, Ekkarat Boonchieng, Rattasit Sukhahuta
(Chiang Mai University, Thailand), Thepchai Supnithi (NECTEC, Thailand),
and Supot Maigunta (Rajamangala University of Technology Lanna, Thailand),
for their unlimited help toward the success of the conference. We would like to
give special thanks to Nattapong Tongtep for his help in the publishing process
of this Volume, and to Wirat Chinnan and Swit Phuvipadawat for their support
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with the KICSS 2010 conference website. Juniar Ganis, Jakkrit Techo, Nichnan
Kittiphattanabawon, Nongnuch Ketui, Nattapong Tongtep, Thawatchai Suwana
pong, Thatsanee Charoenporn, Ithipan Methasate, Tanatorn Tanantong, and
Eakasit Pacharawongsakda helped a lot in the organization of this conference.
While the arrangement of KICSS 2010 involved so many people, we would like
to express an additional thank you to the contributors who helped at KICSS
2010 but whose names cannot be listed.

We greatly appreciate the support from various institutions. The conference
was organized by the Sirindhorn International Institute of Technology (SIIT),
Thammasat University (TU, Thailand), and co-organized by the National Elec-
tronics and Computer Technology Center (NECTEC, Thailand) and the Japan
Advanced Institute of Science and Technology (JAIST, Japan). It was spon-
sored by the National Electronics and Computer Technology Center (NECTEC,
Thailand), the Thailand Convention and Exhibition Bureau (TCEB), and the
Air Force Office of Scientific Research/Asian Office of Aerospace Research and
Development1 (AFOSR/AOARD). Finally, we wish to thank all authors and all
conference participants for their contribution and support.

March 2011 Thanaruk Theeramunkong
Susumu Kunifuji

Virach Sornlertlamvanich
Cholwich Nattee

1 AFOSR/AOARD support is not intended to express or imply endorsement by the
U.S. Federal Government.
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Presentation Support System Providing the Function
of Promoting Comment Collection in Limited Time

Hui Cheng, Tessai Hayama, and Susumu Kunifuji

School of Knowledge Science, Japan Advanced Institute of Science and Technology
{niniparty,t-hayama,kuni}@jaist.ac.jp

Abstract. In recent years, the use of presentations as an efficient method for
communication has been proven to play a significant role in professional research
activities, especially from the standpoint of education and business in enterprises.
In these scenarios, this method is intended to clearly convey information from the
presenter to the audience in a limited time, and to garner active feedback from
the audience by means of human interaction. However, for the majority of pre-
sentations, it is difficult to stimulate the audiences to comment and discuss the
topic, as well as to receive sufficient comments in a limited time. For these rea-
sons, we have attempted to devise a system that provides a function for collecting
the maximum possible comments in a time-limited presentation. By increasing
the possibilities offered to presenters for handling such situations, and to remind
both the presenters and audiences of the pace of the presentation, we conducted
an experiment to prove that the approach used in our system is effective.

Keywords: presentation support system, meeting support with limited time,
comment collection, human interaction.

1 Introduction

In recent years, presentations have been used in every aspect of life as a method of
efficient communication. They have been proven to play a significant role in profes-
sional research activities, especially from the standpoint of education and business in
enterprises. In these scenarios, a method for clearly conveying the information from
the presenter to the audience in a limited time is needed. In addition, this method must
be designed to elicit active feedback from the audience. However, for the majority of
presentations, it is difficult to stimulate audiences to comment and discuss the topic, as
well as to receive sufficient comments in a limited time. Sometimes audiences intend
to communicate and comment with each other while watching the same content, how-
ever, they may miss presenter’s message if discuss during the time-limited presentation.
Therefore, how to cope with this issue is the subject in this paper.

Since the significance of obtaining information and comments from presentation,
lots of researchers are devoted to presentation supporting work. In Japan, there is a
workshop named “WISS”, one aim of this workshop is researching on-line chat sys-
tem in presentation for promoting discussion from 1997 and produced many excellent
researches. For example, Kurihara and his partners developed AirTransNote which con-
ducted a practical environment of realizing augmented classroom with wireless digital

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 1–12, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



2 H. Cheng, T. Hayama, and S. Kunifuji

pens[1] and Presentaiton Sensei which is a presentation training system using speech
and image processing[2]. In recent years, the majority of research studies on presen-
tation methods in the groupware field have changed to concentrate on increasing the
quantity of comments to promote discussion by using available media, such as mo-
bile phones and papers. Such as Kobayashi and Nishimoto’s system, which is an en-
hanced chat system crossing media[3]. Yet another example is from Doi, who designed
a lecture supporting system[4] on the basis of the annotation system CollabSticky[5]
to collect comments using various media. In this study, more available media, such as
mobile phones and papers, are utilized. In an anonymous environment, audiences feel
more comfortable in participating in the presentation. Davison’s system[6], for exam-
ple, provides a presentation support system for collecting comments in a convenient
input form by using parallel, non-oral communication channels. This type of design
can prevent strong personalities from dominating the discussion in an anonymous en-
vironment. Another example is Nishida’s system[7], considering the disadvantage of
an anonymous environment which has a high possibility of producing irresponsible
statements in conversations, Nishida developed a tool that can convert from an anony-
mous to a non-anonymous environment with the agreement of the other group members.
Compared with Davison, Nishida’s system has performed well in terms of collecting
comments and promoting discussion in a practical scenario. As time-limited factor, re-
searches on facilitating communication while watching real-time content are proposed,
such as Nishida’s “On-Air Forum” [8]. Altogether, until now, through the approach
of reducing an audience’s psychological burden and providing more media to stimu-
late the audience to join the discussion, the research studies on presentation support
systems have had a good effect. Nonetheless, problems remain, such as improving an
audience’s understanding and responding to the desire of audience members to imme-
diately write down their opinions on the presentation. More importantly, time limitation
of presentation has been neglected in previous research studies, particularly in seminars
on educational themes and product-development meetings. Therefore, it is essential to
carry out presentation research to increase the number of comments in a limited time.

In this study, we focus on the motivation of that audience can listen to the presen-
tation while sharing comments with other audiences, without too much mental burden,
and an audience to contribute comments in a limited time and the development of a
presentation support system that increases the number of comments in a limited time.
In this system, in order to create an environment in which audiences can express opin-
ions in a limited time, we have come up with the following two specific approaches for
obtaining the target:

1) the presenter handles the situation of fielding comments from the audience.
2) both the presenter and the audience are aware of the presentation process.

Through these approaches, we attempt to achieve the effect in which the presenter can
manage the audience’s commenting time to ensure that they have enough time to raise
comments. As a result, we have tested the system and it has reached a good effect on
achieving understand in presentation by the reflected consciousness and contributing
comments by using airtime.
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Fig. 1. Target presentation environment

1.1 Target Configuration of Presentation

The target presentation environment for this research study is as follows: 1) the presen-
ter uses a PC and projects a magnified slide image on a large screen, 2) every audience
member uses a PC, 3) each PC is connected to the network and 4) it is possible for the
audience members to send their comments to the screen at any time during the presen-
tation, as shown in Figure 1. An environment setting such as Figure 1 is generally used
in related research studies as Hatanaka’system[9] and Kobayashi’s system[10] and so
on. Also this kind of presentation has been frequently put into practical use in academic
conferences, educational scenarios and business in enterprises in recent years. Besides
presentation support, education support is also considered to be another target of this
research field.

1.2 Approaches

Our approaches for comment collection in a time-limited presentation are as follows:

1) The function of the presenter of handling the audience situation:
(a) Providing a possibility of handling a number of potential comments from the

audience.
(b) Providing a possibility of handling the most interesting contents in the presen-

tation.
2) The function of reminding both the presenter and the audience of the pace of the

presentation:
(a) Showing a timer and the page number of the current slide.
(b) Showing the quantity of potential comments.
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Fig. 2. Memo number editing bar for presenter

We observe that, in a real presentation situation, audience members write down
some simple keywords. These keywords are helpful in capturing intriguing ideas that
suddenly enter the audience member’s mind while listening. Meanwhile, during the
question time which is the last part of a presentation, audience members refer to these
keywords as a reminder for formulating their final comments and formal questions.

As shown in Table 1 and as mentioned above, in a common presentation scenario,
we try to take advantage of the simplicity of memos in order to develop a presentation
support system. The distinctive features of memos, such as clarity, brevity and time-
saving, help audiences capture their original ideas. These memos function as a reminder
for the audience members to recall their thoughts and formulate their final comments.

For the function of the presenter of handling the audience situation, memos written
by the audience members are captured and counted in a memo column. Viewing the
count in the memo column helps the presenter handle the audience situation. Based
on this number, the presenter can attempt to wait for the audience members to edit
comments. In addition, the memo column can also help the presenter capture the most
interesting contents in the presentation and make any necessary adjustments.

For the function of reminding both the presenter and the audience of the pace of the
presentation, our design includes a timer, slide numbers and the content of the memos
in order to assist the presenter in handling the balance of the presentation effectively.

2 System Implementation

2.1 System Description

In this system, by utilising the simplicity and clarity of the memos, we designed a
presentation environment that provides the number of contributions and facilitates the
collection of memos. We added some figure boxes that display on the presenter’s screen
in order to facilitate communication and reach a consensus regarding the degree of un-
derstanding between the presenter and the audience. These figure boxes include the
number and content of the audience members’ memo contributions, and a time distri-
bution showing a timer and the state of the slideshow.

As Figures 3 and 4 show, this system consists of two separate interfaces, for the
presenter and the audience, which are constituted of a data management section and a
server section.

Here, we introduce the system separately based on the viewpoints of the presenter
and the audience, respectively.
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Fig. 3. Interface for presenter

Fig. 4. Interface for audience

For the presenter, we designed two interfaces, as shown in Figures 2 and 3. Before
beginning the presentation, the presenter must upload the slide with the presentation
environment by using the view button (see Figure 3). We use extraction programming
to achieve an inset construction between ordinary PowerPoint software and this presen-
tation commenting system. In real usage, the presenter is required to set a number as
shown in Figure 2. This number reminds the presenter of the number of memos that
have arrived, then he or she will attempt to wait for the audience members to submit
comments by slowing down the presentation pace or by consciously putting the points
he or she intends to stress after the audience members’ submissions, and also provide
hints to the audience of the time for submitting comments. This number can be set ac-
cording to the number of audience members or the number of slides, as desired by the
presenter.
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During a presentation, through the use of the timer and the state of the slideshow
progress, the time-distribution function provides a hint to the presenter. In the mean-
time, the number of current memos implies the number of potential comments. This
number is displayed together with the content of the memos, with the intention of sig-
nalling the potential need to slow down the presentation. Here, we emphasise that the
memos which are sent by the audience members can be easily understood because they
consist of simple words. The number of current memos is revised when new memos ar-
rive. Also, when the number of current memos reaches a multiple of the number which
is set before the beginning of the presentation by the presenter, the background colour
changes from yellow to red, in order to gain the attention of both the presenter and
the audience members, and to remind the audience members that it is time to submit
comments.

For the audience members, we designed the memo column on the basis of the sce-
nario that the audience members record their ideas or questions on paper as usual. In this
way, any short content that they think of about the presentation can be written down in
the Text Box for posting memos. In addition, the memos which the audience members
have wrote down are sent to both the Your Memos column of the audience interface and
the Memos column of the presenter interface. When the number of memos becomes a
multiple of the number being set, together with the change in the background colour,
it reminds the audience of the timing of comment editing. At that time, the audience
members can edit the comment and send it to the Comments column by consulting the
memos accumulated in the left column.

According to the above design, the presenter uploads the slide before the begin-
ning of the presentation. When he or she clicks the Start button, the presentation starts.
Meanwhile, as the slides progress, the audience members contribute comments to the
relevant slide. In particular, the audiences can contribute their comments to the current
slide or to the last or next-to-last slide. By means of this design, we intend to provide
the audience members with the possibility of contributing comments to any slide. All
comments are displayed in the Comment column as Anonymous.

On the other hand, as the presenter proceeds with his or her slides using the presenta-
tion environment, he or she can be reminded of the state of progress of the presentation.
Therefore, the presenter can carry out a balanced presentation that does not exceed the
allotted time.

By means of the design introduced above, we intend that this presentation support
system can collect comments in a limited time and that it functions according to the
following three aspects:

1) By skimming over the memos (i.e. the contents of the memos), the presenter can
grasp the nature of comments from the audience members.

2) By skimming over the progress state which includes the timer and the progression
of slides, the presenter can manage the speed of his or her presentation, so as not to
exceed the allotted time.

3) By skimming over the numbers which are shown, the audience members can con-
tribute comments in a gathering time.
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Fig. 5. System construction

2.2 System Configuration

As shown in Figure 5, our system configuration consists of two kinds of clients and a
server. The interface section is implemented by Java GUI, the communication section
between the clients and the server by Java RMI and the database section by MySQL.
All data is controlled by the server.

In the logging section, the input user ID and password are sent to the server. After
the ID and password are authenticated by the database of the server, the interfaces ap-
pear separately, as shown in Figures 3 and 4. The audience members edit memos and
contribute comments as shown in Figure 4, and all the memos and comments are sent
to the server. Then, along with the time and user data, new memos and comments are
recorded in the database. Meanwhile, as new data, the new memos and comments are
sent to the presenter’s client system. After receiving the data, the new memos and com-
ments are shown in relevant columns. Furthermore, by utilising Microsoft PowerPoint
in this system environment, we use image-extraction programming to convert the slide
file into a JPG file. From the above, we obtain a system configuration which enables the
audience members to send memos and comments, and which shows them the interface
of the presenter client.

3 Experiment

3.1 Purpose and Procedure

In this study, we implemented a presentation support system to enable audience mem-
bers to easily comment on the presentation. We also conducted an experiment which
proved that the approach of our system is effective. Hereinafter, we summarise the ap-
proaches of our experiment as:

1) Whether the presenter can finish the presentation in the limited time.
2) Whether the audience can contribute comments by using the memo function during

the presentation time.
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3) Whether the presentation time can be managed properly by means of reminders of
the number of memos submitted.

We tested the first experimental approach by comparing the actual time that the pre-
senter spent with the limited time. Through analysing the history of the timing of both
the memos and comments, we attempted to check the feasibility of the second exper-
imental approach. As for the third approach, we investigated the relationship between
the time distribution of comments and the progression of each slide during the entire
presentation.

We attempted to carry out the experimental procedure twice. For experimenters, we
invited a master student who has experience as a presenter in academic conferences,
and some other master students who have experience as audience members in academic
conferences. In both the experiments, the presenter was required to use the same slides
which he or she had used in his or her academic conference experience. The time limit
was 10 minutes as in the real academic conference that he or she had experienced. At
the same time, we invited 17 audience members for the first experiment and another 10
members for the second one. In addition, to emphasise the test effects of the function
of handling the understanding of the audience members by the presenter, before exper-
iment B, we explained not only the instructions for using the system but also some tips
for promoting interaction, such as:

For the presenter, it is desirable to:

1) Finish the presentation in 10 minutes.
2) Provide some time for the audience members to contribute comments.
3) Discuss the contributed comments while the audience members are editing.

For the audience members, it is desirable to:

1) Contribute memos or comments of their thoughts during the presentation.
2) Contribute the meaning of comments clearly to make sure that other audience mem-

bers understand what they want to express.
3) Contribute as many comments as they can.
4) Contribute comments when the presenter is talking about the contributed com-

ments, and edit memos at any time.

In addition, we conducted a questionnaire survey after the presentation to gather data
on the experimenter and the usability of this system.

3.2 Results and Discussion

In this experiment, the first presentation was completed in 9 minutes and 54 seconds,
and the second one was completed in 9 minutes and 56 seconds. Both these timings
were close to the limit of 10 minutes (see Table 2). In addition, according to the results
of the questionnaire survey, we understood that the presenter could control the pace of
the presentation by reminders from the timer and the progress of slides. It is observed
that the function of displaying the timer and the presentation pace helps in supporting
the presenter complete the presentation in a limited time.



Presentation Support System Providing the Function 9

Fig. 6. Comment, memo and slide shift in the time-line of experiment A

Fig. 7. Comment, memo and slide shift in the time-line of experiment B

In both the experiments, for the presentations which dealt with the development of a
convenient page-turning tool for e-book, we received both the memo contributions and
the comment contributions(see Table 8). As shown in Figures 6 and 7, the audiences
submitted memos during the entire presentation, while comments were contributed al-
most always around the time when the slides were changed. Comparing the two exper-
iments, experiment A and experiment B, we observed that the comments contributed
by the audience members gathered around the presentation time in experiment B. Fur-
thermore, we compared the average number of comments per audience and observed
that the audience members contributed more memos in experiment A than in experi-
ment B, the approach of which was stepped up. However, from the average number of
memos (2.59 in A and 5.6 in B), a large margin was observed between A and B because
the comments were contributed around the presentation time and because more memos
were submitted in experiment B. Although we understood that there was not sufficient
time for the audience members to contribute comments, on the contrary, to a certain ex-
tent this proved that experiment B provided a possibility to make the audience pay more
attention when listening to the presentation; we plan to continue to conduct experiments
to prove this point. Based on the above analysis, we have come to the conclusion that
the memo function provides a possibility of intensively contributing comments using
the presentation time during page turning.
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Table 1. Differences between memo and comment

Memo Comment
To seize the fleeting ideas coming To add more information,

Purpose across the mind in the presentation observations or statements on the
by recording events or observations. basis of memo.

Characteristic Brief and clear. Complete and substantial.
As a reminder for audiences to help As a feedback to show audiences’

Function recalling the thoughts formulated opinion to other companions and
during previous listening. the presenter as well.
Having little influence for Having a comparatively great effect for

Influence audiences for audiences for
consuming short time. consuming long time.

Table 2. Number of comments, memos and audiences, and presentation spent time in experiment

Experiment Number of Number of Number of Presentation
comments memos audiences spent time

A 52 44 17 9:54
B 25 56 10 9:56

As is shown in Table 4 and Table 5, by analysing the timing of comment submission,
we understood that the proportion of the comments to the current slide in A is 71%
and that in B is 56%. These results prove that this system is effective in collecting
real-time comments. In both experiments A and B which use the same presenter and
the same slides, there are six slides which keep a margin on more than two comments

Table 3. Investigation of timing on comment submission

Experiment Comments of the Rate of Comments of the Comments of the two
current slide comments previous slide previous slide

A 37 0.71 9 6
B 14 0.56 3 8

Table 4. Investigation of timing on comment submission

Experiment Comments of the Comments of the Comments of the two
current slide comments previous slide

A 37 9 6
B 14 3 8

Table 5. Rates of comment submission

Experiment Rate of comments
A 0.71
B 0.56
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For e-book reader, turning over the pages is achieved by button operation at the present time.
Physical paging operation which is performed by paper medium in reading sentences is not
equipped. This system perceive the reader’s paging operation and synchronize with visual paging
expression by sticking transparent sheet and magnetism sensor on existing e- book reader. As a
result, reading from e-book reader is expected to be easier.

(a) Content of the experimental presentation

Memo examples Comment examples
Plastic? How to fix the plastic sheet on the touch panel?

Magnetic sensor? Why using magnetic sensor?
Different? Compare with other book-leader, what is different?

Physical operation? What’s Physical operation?
(b) Memo contributions and comment contributions

Fig. 8. Examples of presentation content, memos and comments

being submitted. Also, on five pages in the six slides, the presenter spent 17.6 seconds
on average which was perceived to be quite long. The above analysis proved that the
presenter can handle the pace of presentation consciously by means of reminders related
to the condition of comment submission of the audience members.

4 Conclusion and Limitation

The purpose of our paper is to determine the way of enhancing effective communica-
tion in a realistic presentation scenario. In order to achieve this aim, we focussed on
enhancing the motivation of audience members to contribute their comments in a lim-
ited time period. We developed a presentation support system which collects comments
in a time-limited way through memo contribution and collection. To prove the feasibil-
ity of this system, we conducted an experiment. We found that it was feasible, under
time-limited conditions, for both the presenter and audience to understand the progress
of the presentation. It was also viable to provide reminders of the pace of presentation
to both the presenter and the audience. Therefore, this presentation supporting system
effectively provides the possibility of submitting comments on the presentation in a
time-limited way. In this paper, we emphasise on to the way of increasing the quantity
of comments. In our future work, we will shift our focus of research on the ways to
increase the number of effective comments and to improve the quality of comments in
order to gather more useful feedback.
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Research (B) (20300046) from the Ministry of Education, Culture, Sport, Science and
Technology of Japan.
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Abstract. In Information Retrieval (IR), the similarity scores between a query 
and a set of documents are calculated, and the relevant documents are ranked 
based on their similarity scores. IR systems often consider queries as short 
documents containing only a few words in calculating document similarity 
score. In Computer Aided Assessment (CAA) of narrative answers, when model 
answers are available, the similarity score between Students’ Answers and the 
respective Model Answer may be a good quality-indicator. With such an 
analogy in mind, we applied basic IR techniques in the context of automatic 
assessment and discussed our findings. In this paper, we explain the 
development of a web-based automatic assessment system that incorporates 5 
different text analysis techniques for automatic assessment of narrative answers 
using vector space framework. The experimental results based on 30 narrative 
questions with 30 model answers, and 300 student’s answers (from 10 students) 
show that the correlation of automatic assessment with human assessment is 
higher when advanced text processing techniques such as Keyphrase Extraction 
and Synonym Resolution are applied. 

Keywords: Computer Aided Assessment (CAA), Information Retrieval (IR), 
Intelligent Text Analysis, and Natural Language Processing. 

1 Introduction 

With the advent of WWW and ubiquitous access to huge amount of information, 
research in Information Retrieval (IR) gained new momentum in the recent years. 
Several new techniques and tools are developed to aid the IR tasks. In the context of 
IR, the similarity scores between a query and a set of documents are calculated, and 
the relevant documents are retrieved and ranked based on their similarity scores. IR 
systems often consider queries as short documents containing only a few words. 
Similarity scores between documents are the indicators of relevance. In Computer 
Aided Assessment (CAA) of narrative answers, when model answers are available, 
the similarity score between the Students’ Answers (SA) and respective Model 
Answer (MA) may be a good indicator of quality. With such an analogy in mind, we 
applied basic IR and text analysis techniques in the context of automatic assessment, 
and discussed our findings. In this paper, we explain the development of a web-based 
automatic assessment system that incorporates 5 different text analysis techniques for 
automatic assessment of narrative answers using a vector space representation. 
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Online education is gaining widespread interest mainly because of the flexibility it 
offers in terms of scheduling, effective usage of teaching time and learning pace. 
Therefore, assessment of students’ understanding in the online environment is 
becoming a major concern. Many researchers are paying attention to how to improve 
the online assessment system and which techniques should be adopted in an online 
assessment system. Most online assessment systems resort to just True/False, 
Multiple Choice, and Fill-in-the-Blank type of questions due to their simplicity (direct 
matching).  How-ever, it is a general opinion in the field that such objective tests 
without narrative questions is not sufficient in fully evaluating the knowledge of a 
learner. Assessment of non-narrative answers is straight forward. However, the 
proposed online assessment system aims to integrate assessment of objective 
questions and narrative questions together to assess comprehensive knowledge and 
understanding of the learners. 

Automatic assessment of narrative answers is a field that has attracted attentions to 
online education community in the recent years. Several systems have been developed 
under academic and commercial initiatives using statistical, Natural Language 
Processing (NLP), and Information Extraction (IE) techniques. Some researchers also 
used clustering, semantic networks and other hybrid approaches [1]. In our research, 
we experimented with 5 different text analysis techniques (typically used for basic IR 
tasks) for automatic assessment of narrative answers using the vector space 
framework. We use Uni-gram, Bi-gram, TF.IDF, Keyphrase Extraction, and 
Keyphrase Extraction along with Synonym Resolution [2][3][4] to represent model 
answers and student’s answers as vectors; and then similarities between the model 
answer and the students’ answer are computed by using cosine similarity [5].  

The Web-based online assessment system integrates the assessment of both 
objective and narrative answers. The system is easy-to-use and modular in design - 
new assessment modules can be added easily and existing ones can be revised as 
necessary. The system allows teachers to set test papers manually, or automatically 
(according to specific criteria from a question-bank); and students to take the test 
online. The automatic assessment may be performed instantly using any or all of the 
proposed text analysis techniques. The automatic scores may also be validated and 
finalized by the teacher. 

2 Brief Overview of the Online Assessment System 

We focused on developing a Web-based online assessment system that is modular and 
easy-to-use for both teachers and students. The system is developed using ASP.NET 
and Microsoft SQL Server. Some key features of the system are explained in this 
section. 

Teacher: The teacher interacts with the system by entering questions along with their 
model answers. The teacher can also set the test paper, exam schedule and define the 
full marks for each question. For the assessment of narrative answers, the teacher may  
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choose one or more text analysis techniques. Currently, we incorporated 5 text 
analysis modules which will be discussed later. For certain approaches (such as 
Keyphrase Extraction), the teacher also needs to train a model automatically using 
available machine learning algorithms. 

 

Fig. 1. Similarity Scores of Student’s Answers Calculated for all 5 Proposed Techniques 

Student: The students have to register (or authenticate) themselves to take the test by 
giving their personal details (or password). Upon authentication, they need to choose 
from the available courses to get the relevant test paper and answer each question 
from the test online. The student sessions end with submission of their answers. It is 
possible to restrict the duration of a test. 

System: The system stores several crucial in-formation in the backend database, 
which include students’ information, course information, set of questions associated 
with each course, customized tests composed by the teachers (manually and 

Each narrative 
answer is compared 

with the Model 
Answer, and 
automatic 

assessment score is 
calculated using 5 

proposed  
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automatically). Automatic selection of test question from the so-called question-bank 
can be random or filtered by some criteria (such as level of difficulty).  

Based on the assessment techniques chosen, the system makes comparison 
between Stu-dents’ Answers (SA) and the respective Model Answers (MA); and 
calculates the cosine similarity score. Figure 1 shows the similarity scores of a 
narrative question using all five proposed techniques for Teacher’s perusal and 
validation. 

The online system also generates report for each test-taker which includes course 
and student information and score for that test as validated by the teacher. 
Nevertheless, the system archives historical data (e.g., students’ answers along with 
teacher validated scores), which may be further analyzed to augment the quality  
of automatic assessment through incremental and adaptive machine learning 
techniques. 

3 The Proposed Text Analysis and IR Techniques 

In this research, we experimented with five different text analysis and IR techniques 
for automatic assessment of narrative answers using vector space framework. They 
include Uni-gram, Bi-gram, TF.IDF weight of word, Key-phrase Extraction, and 
Keyphrase Extraction along with Synonym Resolution. We represented both model 
answers and student’s answers as vectors; and then similarities between the model 
answer and the students’ answer are computed by using cosine similarity. For each 
approach, some preprocessing was necessary. 

Document Pre-processing: The major preprocessing steps include tokenization, 
stop-word removal [6] and stemming [7]. For our experiment setup, document pre-
processing is performed before applying Uni-gram, Bi-gram and TF.IDF based 
approaches [8]. Additional preprocessing was not necessary for KEA based 
approaches since KEA has stemmer and stop-word removal built-in. For the 
Keyphrase with Synonym Resolution approach, we also use a thesaurus for synonym 
resolution. 

TF.IDF Weights: The TF.IDF weight is a weight often used in information retrieval 
and text mining in term weighting. The TF.IDF weight weighs each word (or phrase) 
in the text document according to how unique it is [9]. The similarity score between 
the query and the documents in a document collection shows how relevant a 
document is for that particular query. We also used TF.IDF weights1 in calculating 

                                                           
1  In the context of IR, IDF weighs rare terms highly, hence multiplied with TF. In the context 

of automatic assessment, where Model Answer is modeled as a Query against a set of 
Students Answers, apparently, TF/IDF weights (unlike TF.IDF) appear to be more 
appropriate (i.e., common terms should get more attention in an optimistic assumption that 
majority of students would be using similar terminologies to answer narrative question). 
However, in our experiments, we noticed that TF/IDF weights did not perform as expected 
perhaps due to the small document-set involved. 
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term weights. The similarity score between the model answer and a student answer is 
supposedly indicative to the quality of the students answer. 

In our experiment, the term frequency (TF) and inverse document frequency (IDF) 
weights are calculated using the following formula: 

Term Frequency (TF):               ,
,

,max
i j

i j
j i j

f
TF

f
=                                       (1) 

where fi,j =  frequency of term i in collection j. Collection consists of 11 documents (1 
MA and 10 SAs). 

Inverse Document Frequency (IDF):   log (1 )t
t

N
IDF

n
= +                                    (2) 

where N  =  11 documents consisting of  1 MA and 10 SAs; and nt  = the number of 
documents containing the term, t. 

Keyphrase Extraction Algorithm:  KEA [2] is a keyphrase extraction tool based on 
supervised machine learning techniques [3][4][10]. For the fourth and fifth approach 
in this experiment, we use KEA to extract key-phrases from MA and SA to make 
similarity comparison. 

KEA’s Keyphrase extraction algorithm has two phases. In the training phase, KEA 
creates a keyphrase extraction model for identifying key-phrases, using training 
documents (documents with manually assigned keyphrases). We use 50 documents 
from computer network domain to train KEA. Manually assigned keyphrases were 
available for these training documents. In the extraction phase, using the trained 
model, we extract keyphrases from the students’ answers and model answers. More 
details about KEA, including the features and algorithms can be found in [2][3]. In 
summary, KEA uses high level linguistic features and supervised learning with or 
without a thesaurus. Desired numbers of keyphrases to be extracted automatically can 
also be specified in KEA. 

The Vector Space Framework: The Vector Space Model (VSM) [5] is a flexible 
representation framework for documents and queries to be represented as vector of 
terms. Terms could be single word, bi-gram and key-phrase etc. Term vectors may 
contain Boolean term-weights (1 and 0 to represent presence or absence of a term) as 
well as complex weighting schemes (such as TF.IDF). The Boolean weighting 
scheme is not suitable for partial matching. Therefore, we used frequency-based 
weighting schemes; and the similarity between MA and SA vectors is measured using 
cosine similarity [9] as follows:  
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4 Experiments and Evaluations 

In our experiment, we used 30 narrative questions with 30 model answers (MA). A 
group of 10 students attempted all 30 questions and therefore, student’s answer set 
(SA) consists of a total of 300 documents. For the first three approaches (i.e., Uni-
gram, Bi-gram and TF.IDF), we preprocessed both MAs and SAs and represent them 
as respective MA and SA vectors. Similarity scores are then computed using co-sine 
measure. For the last two approaches (i.e., Keyphrase Extraction and Keyphrase with 
Synonym Resolution), we trained a KEA keyphrase extraction model using a set of 50 
domain-specific documents with manually annotated keyphrases. Keyphrase vectors 
for MA and SA are computed with or without synonym resolutions. As before, we 
measure cosine similarity between SA vectors with the relevant MA vector.  

For each 300 student’s answer, human assessments were available. The correlation 
between human assessment and automatic assessments using all 5 approaches are 
calculated using Pearson’s Correlation as follows: 

)()(

),(
),(

yStdDevxStdDev

yxCoVariance
yxnCorrelatio

×
=                                 (4) 

The correlations between human and automatic assessment for 30 questions using all 
5 automatic assessment approaches are presented in Figure 2. 

 

Fig. 2. Correlation of 5 Proposed Approaches with Human Judgment (30 Questions) 

As shown in Figure 2, the highest average correlation is achieved with KEA with 
synonym resolution. This is due to the fact that KEA uses high-level features and 
synonym resolution that captures differences in term usage. The correlation value for 
Uni-gram is relatively high. However, in a VSM representation (i.e., a bag-of-word 
representation), Uni-gram based assessment may be greatly vulnerable to abuse.  

In general, the TF.IDF weights for terms are accurately estimated from a huge 
dataset (collection), and therefore, from our experimental setup it is hard to make any 
justifiable comments about its performance in CAA due to small dataset used. Neither 
TF.IDF nor TF/IDF weight showed any better correlations. 
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Although it is not directly comparable, for reference purpose, we present a table 
showing the correlation values of other existing systems [11] and those of ours in 
Table 1. 

Table 1. Average Correlations of existing systems along with our proposed approaches 

System Techniques Correlation Language 

AEA 
LSA, PLSA 
or LDA 

0.75 English 

Apex 
Assessor 

LSA 0.59 French 

Automark 
Information
Extraction 

0.59 English 

IEMS 
Pattern 
matching 

0.80 English 

Jess 
Pattern 
matching 

0.71 Japanese 

MarKLt 
 

NLP, Pattern 
matching 
and statistics 

0.75 
 

English 
 

PEG 
Linguistic 
features 

0.87 English 

SEAR N/A 0.45 English 

Atenea 
Statistical, 
NLP and 
LSA 

0.56 English 

Uni-gram 
N-gram 
word 0.70 English 

Bi-gram 
N-gram 
word  0.69 English 

TF.IDF 
TF.IDF 
weight 0.66 English 

KEA 
Keyphrase 
Extraction  0.77 English 

KEA with 
Synonym 

Keyphrase+  
Synonym 0.82 English 

The average correlations of our approaches are listed at the bottom 5 rows of Table 
1 (c.f., Fig. 2). The average correlations for all 5 approaches are significant in 
comparison with the existing systems. The proposed approaches are rather straight-
forward implementation of IR techniques for CAA task to justify our key assumption 
about the similarity between IR and CAA tasks. Therefore, based on our experimental 
result, we argue that it is worthy to investigate the proposed approaches further using 
additional refinements deemed suitable for the purpose of automatic assessment. New 
algorithms using other IR techniques (e.g., Latent Semantic Analysis) can also be 
tried. In our implementation of the online assessment sys-tem, each technique is 
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implemented as a separate module that is easy to revise. Moreover, it is also easy to 
incorporate new assessment modules in the system due to its modular architecture. 

5 Conclusions and Future Work 

We experimented with a set of 30 narrative questions and 300 students’ answers using 
5 different automatic assessment techniques. The average correlations between human 
assessment and automatic assessments for each approach are comparable with those 
of the existing systems. We observe that KEA with Synonym Resolution yields the 
highest correlation. For automatic assessment it is necessary to integrate high-level 
linguistic features. Similar observations are also prevalent in Information Retrieval 
tasks. The advances in natural language processing will certainly have implications in 
modeling IR as well as Computer Aided Assessment of narrative answers.  

The online assessment system outlined here is based on a modular design. 
Therefore, the existing approaches can be easily augmented further. New approaches 
can also be integrated with ease. Moreover, the online assessment system allows us to 
archive historical data (students’ answers along with human validated grades). For 
TF.IDF weighting scheme a larger dataset is desirable. Furthermore, supervised 
machine learning algorithms on such historical datasets may help us exploring some 
adaptive assessment algorithms in future. The idea behind relevance feedback 
mechanism employed in some IR systems is to take advantage of human relevance 
judgments as feedback in reformulating the query for better retrieval results. In the 
context of CAA, such feedback mechanisms should be experimented with the help of 
the teacher-validated historical dataset. 

It should also be noted that automatic assessment is thus far not a substitute of 
humans with computers, but an aid to help the teachers to cut down their time or to 
cross-check their own assessment which may be prone to inadvertent human errors or 
omissions. The online automatic assessment system we developed is therefore 
practical and useful. We wish to refine our algorithms to incorporate some high-level 
linguistic features using state-of-the-art natural language processing and machine 
learning techniques [12][13]. 
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Abstract. An approach to create a slide-data reuse system is to provide
minimum information needed from a slide page to meet users’ needs. Pre-
vious techniques for slide data processing have not handled each piece
of information within a slide page accurately: some ruled out figures or
tables, and some yielded meaningless text strings in which incomplete
short sentences were connected. Thus, it is necessary to recognize the
role of each piece of information to select strongly related pieces of infor-
mation, and then to display them properly. In this paper, we describe a
method that extracts relevant information from a slide page for effective
search.

Keywords: Human Interface, Information Extraction, Presentation
Slide, Information Searching.

1 Introduction

The widespread use of electronic presentations is increasing the number of slides
that businesses accumulate. Since these slides are often stored and reused as
e-learning or web content, data stored on slides are rapidly becoming one of
industry’s most important information resources. Therefore, it is necessary to
develop a practical method for reusing these data.

One approach to create a slide data reuse system is to provide minimum
information needed from a slide page to meet users’ requirements. If possible,
a slide search engine should provide a list of results including more slide pages
with more legible slide information, so that users can easily find slide data that
meets their requirements.

Previous studies of techniques for slide searching have mainly examined search
algorithms and methods of presenting the search results in research domains such
as database engineering and educational engineering. For example, Min[5] devel-
oped a method of aligning a paper’s sections and its slide pages and proposed
using sentences from a paper with a corresponding slide page image in each
search result. Guo et al.[2] developed a slide search system using image retrieval.
Yokota et al.[6] and Okamoto et al.[7] developed a multimedia database system

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 22–31, 2011.
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for educational materials. Their systems provide a slide search function that
uses text data within a slide page as an index for lecture video-clip retrieval.
Because previous techniques for slide data processing have converted pieces of
information within a slide page into simple character string(s) or a page image,
systems adopting these techniques could not deal accurately with the pieces of
information. Thus, an approach is needed that recognizes the role of each piece
of information, selects strongly related pieces of information, and then displays
them properly. Some systems ruled out figures and tables within a slide page,
and some yielded meaningless text strings consisting of connected incomplete
short sentences.

In this paper, we describe a method that extracts relevant pieces of infor-
mation from a slide page for effective slide information searching. The proposed
method presents the extracted pieces of information according to certain presen-
tation regions with the objective of providing data on the content of each slide
page accurately and compactly.

2 Approach

We consider a typical keyword search system in which a keyword is input and
slide pages including keyword-matched sentences are output as items on a list
of search results. In this section, we explain information included in a slide page
and then describe our approach, which extracts relevant pieces of information
from a slide page.

2.1 Information within a Slide-Page

A slide created by presentation software includes information consisting of prim-
itive objects, such as text, pictures, lines, and basic diagrams. The primitive
objects are categorized as the title, body text, figures, tables, and decorative
elements, which provide a basic representation that supports understanding.

Slide pages usually include a title that summarizes the content; objects other
than the title are laid out for easy understanding of the content. The layout
generally represents relationships between the pieces of information within a
slide page using position and distance. For example, indentation is often used to
represent a hierarchical relationship between objects; the same phrases can be
seen differently, for example, as a sentence or as a part of a figure, depending on
their positions. The meaning of an incomplete sentence may be clarified by the
sentence’s relationship with other piece(s) of information.

2.2 Toward Extracting Relevant Pieces of Information

As described above, information within a slide page is generally laid out in
basic categories such as title, body text, figures, and tables. The layout is for a
large-scale display. Certain pieces of information should be extracted from a slide
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Slide-Page Title
Sentence 1

Sentence 2
[Figure] phrase1, phrase2

Reduced-Size Image 

of a Slide-Page N lines Selected from 

Information Within a Slide-Page}
Region for presenting
 an image

 Region for presenting
 text information

Fig. 1. Proposed interface for information presentation of a slide page

page and then restructured considering the layout on the page and the size of
the display region.

In this restructuring, the relationships between the extracted pieces of in-
formation must be maintained, because it often is difficult to understand an
isolated piece of information within a slide page. Providing other piece(s) of
related information can support understanding.

When information within a slide page is presented, it must be legible. It is
almost impossible to present all information within a slide page in a small region,
especially figures and tables. The piece of information most strongly associated
with user requirements should be maintained as legible as possible. Also, it is
often useful to estimate the content of a slide page from certain characteristics
of the page, such as the amount of information it contains and the design of the
page. Thus, the extracted pieces of information should include legible text and
make users aware of such meta-information.

3 Proposed Method

We propose a method that extracts information from a slide page according to
the size of the presentation region and presents the extracted information in
an interface. We explain the information presentation interface and information
selection method in sections 3.1 and 3.2, respectively. In addition, we explain
the benefits of the proposed method.

3.1 Information Presentation Interface

We propose the interface shown in Figure 1 to present pieces of information from
a slide page.

This interface includes regions for presenting an image and for presenting text.
The region for presenting an image is assigned a reduced-size image of a slide
page. The image size is determined by the number of lines of text in the other
region. The region for presenting text is assigned selected pieces of information
from within the slide page. The title sentence of the slide page is assigned to
the first line, and to the remaining lines, pieces of information described by the
attributes “sentence,” “figure,” and “table” are assigned. If information with the
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attribute “sentence” includes a long character string, the number of characters
is reduced by a rule: if a retrieval key phrase is included, a certain number
of characters around the key phrase are clipped; otherwise, a certain number
of characters from the beginning are clipped. Information with the attribute
“figure” or “table” is replaced by an attribute name (“[Figure]” or “[Table]”) at
the head of the line and a character string is included after the attribute name.
Thus, information in character strings included in the region can remain legible.
In addition, pieces of information in the region are presented using indentation
to clearly represent the relationships between them.

In the next section, we explain a method for selecting certain pieces of infor-
mation from a slide page while maintaining the relationships between them.

3.2 Information Selection Method

The information selection method calculates the selection priority of pieces of
information within a slide page and then selects a certain amount of information
from a slide page according to the priority. We believe that not only retrieval key
phrases but also other piece(s) of related information should be selected to facil-
itate accurate understanding of information. We use the relationships between
pieces of information as revealed in the layout structure to select such informa-
tion. We consider that piece(s) of information in upper level of the structure from
target information support to discern the context that the target information is
used in. And also, pieces of information in the lower level of the structure from
the target information may support to reveal details of the target information.

The procedures for information selection are as follows.

– Step 0) As preprocessing, structure pieces of information within a slide
page extracted using a structure extraction tool[3], which assigns attributes
such as “title,” “sentence,” “figure,” and “table” to each object within the
slide page, and then arranges each object in a hierarchical structure. The
root node of the hierarchical structure is assigned to the object with the
attribute “title.”

– Step 1) Select a piece of information in the highest level of the hierarchy
from among those that include the retrieval key phrase. As pieces of infor-
mation are selected, the selection order priority is to the right.

– Step 2) Focus on information in the next lower level in the hierarchy.
2-1) Select the rightmost piece of information from those one level below
each piece of information selected in the previous step.
2-2) Select the rightmost piece of information from those one level below
each piece of information not selected in the previous step.
2-3) Repeat the selection process of step 2-2 until selections are made at
one level below all piece(s) of information selected in the previous step.

– Step 3) Select piece(s) of information through the root node of the structure
from the piece of information that includes retrieval key phrase, if the piece
of information including retrieval key phrase is not in the root node.

– Step 4) Go back to position of information focused in step 2 and then repeat
the selection process of step 2 until no information remains to be selected.
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Sentence1-1 Sentence1-2

Sentence2-1

Structure of information within a slide-page

Figure1
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Examples of output [N:  number of the selected piece(s) of information]

Sentence1
Title
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Figure1
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Sample of  a slide-page
Title

Can Computers beat Humans at Chess?

N=3
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N=4

Can Computers beat Humans at Chess?
Chess Playing is a classic AI problem
Conclusion:

N=5

Can Computers beat Humans at Chess?
Chess Playing is a classic AI problem

Conclusion:
Points Ratings, Human World Champion,Deeep Blue

YES: today’s computers can beat even the best human

YES: today’s computers can beat even the best human

Fig. 2. Examples of the application of the proposed information selection method

– Step 5) Select unselected piece(s) of information at the hierarchical level of
step 1. If pieces of information are selected, the selection order priority is to
the right.

– Step 6) Repeat steps 2, 3 and 4 until no information remains to be selected.

The selection order of this method indicates selection priority. A certain number
of pieces of information within a slide page are extracted, and the relationships
among them are retained according to the selection order.

Figure 2 shows examples illustrating the application of the information selec-
tion method. In the first step, using the slide information structure extraction
tool, information within a slide page is represented as a hierarchical structure,
the root of which is assigned to the piece of information with the attribute “Ti-
tle.” In step 1, “Title,” which includes the retrieval key phrase, is selected. Step
2 focuses on pieces of information one level below the “Title” hierarchy; “Sen-
tence1” is selected in step 2-1, and “Sentence2” is selected in 2-2. Since the piece
of information including retrieval key phrase is assigned to the root node. step 3



Piece of Information Extraction from Presentation Slide Page 27

Fig. 3. Inteface for evaluating a slide-page content based on WTP and EU

is skipped. Step 4 goes back to focus point of the structure focused in the step 2
and then focuses on pieces of information in the next level in the hierarchy, and
the procedures of step 2 are performed; “Sentence2-1” is selected in step 2-1 and
“Figure1” is selected in step 2-2. Then step 2 is applied again, focusing on pieces
of information in the next level in the hierarchy. The procedures of step 2 are
performed; “Sentence1-1” is selected in step 2-1, and “Sentence1-2” is selected in
step 2-2. Since there is no information in the next level of the hierarchy to select,
steps 5 and 6 are skipped, and information selection is complete. The resulting
selection priority for selecting pieces of information from the slide page is in the
order “Title,” “Sentence1,” “Sentence2,” “Sentence2-1,” “Figure1,” “Sentence1-
1,” and “Sentence1-2.”

3.3 Expected Effects

We expect the following results of applying the proposed method to slide data.

– Because slide page images as well as text data are presented, users are aware
of the presence of figures/tables and the amount of information within each
slide page, and hence, they can grasp the content more accurately.

– Because a piece of information including a key phrase is presented along
with related information, maintaining the relationships between the pieces
of information, users can understand text more easily.

4 Experiment

4.1 Purpose and Procedures

The proposed method provides information for more accurate understanding of
the content of a slide page in a certain area on the screen. In our experiment,
we investigated the usefulness of the proposed method by comparing it with
the presentation of simple text. The comparison was achieved by evaluating the
content of each slide page. If the presentation method provides a more accurate
understanding of slide page content, the content presented by the method can
be evaluated more accurately. Thus, we calculated the correlation between the
evaluation values assigned to the content of each slide page as acquired by each
presentation method and those assigned to the original slides. The larger the
correlation is, the more effective the presentation method is for correct under-
standing of the content.
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（a) Interface for original slide-page evalution. （b) Interface of using simple text presentation.

（c) Interface of adopting the proposed method. （d) Interface of adopting text presentation with
  indention. 

IE IE

IE IE

RI

RI RT

RT

RT

IE: Interface for evaluating, RI: Region of presenting slide-page image, 
RT: Region of presenting text

Fig. 4. System interfaces for each the presentation method used in the experiment

We consider that an effective measure is useful for evaluating a slide page’s
content, since pages include characteristics such as layout and design. We adopted
an evaluation measure based on “willingness to pay (WTP)” and “experience
utility (EU)[4].” As in a previous study[1], we prepared a text box for entering a
payment value and a slider bar for indicating an evaluation value. Users evalu-
ated the content of a slide page using these methods to indicate WTP and EU,
as shown in Figure 3. The WTP values of each evaluator were standardized us-
ing the following fomula after all slide pages were evaluated to reduce differences
between payment values for the evaluators.

WTP(i) �→
WTP(i) −WTP(topicA)

s(topicA)
. (1)

Here, WTP(i), ¯WTP(topicA), and s(topicA) indicate WTP value of slide-page i,
average WTP value of slide-pages of topicA, and WTP standard deviation of
slide-pages of topicA, respectively. The EU values used a slider labeled between
-100 and 100.
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Table 1. Correlations between the slide evaluation values of each presentation method
and those of the original slide

Simple text Text presentation Presentation of
presentation based on indention proposed method

CORREL∗ WTP 0.46 0.50 0.56
EU 0.34 0.35 0.42

∗ Correlation with the original slide evaluation value.

Slides were evaluated by sixteen graduate students who often search for infor-
mation using the Internet. To choose slides for the evaluation, we collected from
the Internet 20 slide files each on the topics of grid computing, crowd computing,
electronic books, and YouTube. Twenty slide pages for each topic were selected
from among the slide files based on the following characteristics: differences of
positions within a slide page that includes a retrieval key, inclusion of a figure or
table, inclusion of an indented layout, and amount of textual information within
a slide page. Before they evaluated the slide data, we explained to the evaluators
that there was no time restriction and that each representation of a slide page
should be evaluated for its value as material regarding the four topics. The eval-
uators used the system interfaces for each presentation method shown in Figure
4 to evaluate the content of each slide page. We also included a presentation
method using only a text layout based on indentations to confirm the usefulness
of presentation layout characteristics. Each evaluator provided data regarding
each topic using the three presentation methods and the original slide page, in
such a way that topics and presentation methods were counterbalanced as far as
possible. The evaluation of each slide-page for each method was averaged values
which some evaluators provided. The size of the presentation region included in
each interface was set to four lines, which is standard for typical search services.

4.2 Results

The correlations between the slide evaluation values for each presentation method
and those for the original slide were calculated as shown in Table 1. The pre-
sentation of the proposed method yielded the largest correlations for both WTP
and EU among the three presentation methods. Therefore, it is useful to present
both text information with a specific layout and a reduced-size image of a slide
page to provide a compact presentation that accurately conveys the content of
the page.

To investigate effects of the proposal method in the detail, we analyzed slide
type with large difference between evaluation of the original presentation and
each presentation method. The numbers of a slide page which have positive
and negative difference between the original presentation and each presentation
method in the WTP are shown in Table 2.

In the experiment, slide pages including figure/table and those including more
amount of information than the extracted information were more correctly eval-
uated by presentation of the proposed method than the other two. And also,
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Table 2. Number of a slide page which have positive and negative difference between
the original presentation and each presentation method in the WTP

Slide type STP TPI PPM

A) Including figure/table. 9 8 1
B) Including layout-indent. 14 10 10
C) Including more amount of information
than the extracted information. 15 14 9
D) Including information, being matched by retrieval
key phrase, with attributes except “Title”. 13 13 10
E) C and D 10 8 8

STP: Simple text presentation, TPI: Text presentation based on indention,
PPM:Presentation of propsed method

slide pages including layout-indent were more correctly evaluated by presenta-
tion of the proposed method and text presentation based on indention than the
simple text presentation. Thus, it is useful of our approach to provide data on
the content of each slide page accurately and compactly. On the other hand, it
is not such effective to apply the proposed method to slide pages that include
more amount of information than the extracted information and include infor-
mation, being matched by retrieval key phrase, with attributes except “Title”.
We should be going to develop a novel approach for improving that.

5 Conclusion

We proposed a method that extracts relevant pieces of information from slide
pages to promote efficient searching of information on slides. The proposed
method provides a presentation interface that consists of two regions: one for
presenting a reduced-size image of a slide page and one for presenting indented
text information selected by our information selection method. The experiment
showed that our approach provides a compact presentation that facilitated more
accurate understanding of the content of slide pages.

In our future work, we will investigate the effects of the proposed method in
more detail by gathering more experimental data. Also, we will develop a ranking
algorithm for slide information searching based on the experimental data.
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Abstract. Constructing hypotheses is a principal work for academic re-
searchers to constitute knowledge. Hypotheses often contain uncertainty,
might conflict with each others, and might be revised by discovery of new
witnesses. Therefore researchers are heavily loaded with the management
of hypotheses. In order to support such activities we propose a graphical
model for representing hypotheses, under the recent situation that mate-
rials for academic researches are distributed in digital manners, e.g. dig-
ital libraries and WWW. We also propose how to construct and manage
hypothesis graphs based on our model. It is well-known that graphs are
suitable to represent knowledge and many works treating knowledge as
graphs have been presented. Previous researches proposed methods how
to construct and manage hypotheses automatically, while our present
work is aimed at supporting researchers so that they can construct and
manage graphs based on semantics with uncertainty. In this paper, we
define the syntax and the semantics of hypothesis graphs in our model
and present methods to support researchers in the construction and man-
agement of hypothesis graphs with a system implemented the methods.

Keywords: Graphical Representation of Hypotheses, Construction of
Hypotheses, Supporting System, Knowledge Representation.

1 Introduction

Constructing hypotheses is one of the central works for academic researchers, in
particular, researchers in Humanities. Constructed hypotheses constitute knowl-
edge in academic researches. Materials of academic researches are documents
and objects, and hypotheses have been represented in the form of documents
in natural languages. Recently materials of academic researches are distributed
in digital manners, for example, in digital libraries and on WWW. The final
aim of our work is to provide a new form for representing hypotheses which is
suitable to use materials represented in digital manners and is also suitable to
be exchange in some digital materials, e.g. homepages in WWW.

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 32–43, 2011.
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In this paper we propose a model of representing hypotheses in graphs (in the
sense of Computer Science), and call it the Reasoning Web Model (the RW model
for short). We employ the form of graphs because it is known that graphs are
suitable to represent knowledge in Computer Science. For example, knowledge
represented in the Semantic Web model can be regarded as graphs and are useful
for representing and exchanging knowledge in WWW. The RW model is similar
to Semantic Web but is for representing reasoning while Semantic Web is for
representing meaning of documents.

We also propose how to support researchers in constructing hypotheses and
managing them with demonstrating a system called Hypothesis Management
System. In the Artificial Intelligence area many researches have been proposed
for treating knowledge represented in graphs, e.g. Truth Maintenance System[1]
and Bayesian Networks[4]. Compared with them, the RW model is proposed
with aiming at revising hypotheses based on both semantics and parameters
representing confidence. In this paper, we give the syntax and the semantics
of graphs based on the RW model, and treat how to support constructing and
managing the graphs, but do not treat how to automatically construct the graphs
from data like in Bayesian Networks.

This paper is organized as follows: Section 2 gives a running example of a hy-
pothesis and the graph representing it. The system to support constructing and
managing the graphs is also shown. Section 3 gives the formal syntax of hypoth-
esis graphs, and their semantics. Section 4 shows how to support constructing
and managing the graphs by using some previous works in the Machine Learning
area. We explain our conclusion and future works in Section 5.

2 Hypothesis Graphs and Hypothesis Management
System

In the RW model every hypothesis is represented as a graph, and called a hy-
pothesis graph. We start with giving a simple example of a hypothesis and its
graphical representation.

Example 1. Let us consider a case that a researcher has obtained digital photos
of a handwritten notebook written in around the end of the 19th century. He
knows that it was written by a famous mathematician, and would like to decide
when it was written. He constructed the following hypothesis:

I found letters in the notebook and guessed it denotes “ABC” which is
the title of a book. By searching in a digital library, I know a book titled
“ABC” was published in 1870. So, I conjecture that the notebook was
written after 1870. In addition, I know the author of the notebook died
in 1890. I conclude the notebook was written in years from 1870 to 1890.

This hypothesis is represented as a hypothesis graph in Fig. 1. In the figure, every
rectangle represents a node, every round rectangle represents a set of nodes which
we call a form, every arrow represents a link and every text drawn in a node
represents a label. Note that the picture named “A digital library” is just for
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Fig. 1. A hypothesis graph representing a hypothesis in Example 1

representing how he obtained the information about the book “ABC” and is not
an element of hypothesis graphs.

In hypothesis graphs, each form represents some object and each node in the
form represents some attribute of the object. The form and the node are assumed
to be named for the object and the attribute respectively. In this paper, we do
not distinguish a form or a node and its name. Each label is a text in some
natural language and the set of labels attached to a node represents a value of
the attribute which the node represents. Each link represents reasoning which
derives some property of the attribute of the target node based on grounds as the
values of source nodes. In addition, each real number in parentheses represents
a degree of confidence or certainty of a label or a link. In Fig. 1, the node named
“the contents of the notebook” represents that the notebook object contains
letters “ABC” and the link e1 represents a reasoning which derives the contents
based on the picture of the notebook object.

Our Hypothesis Management System which illustrated in Fig. 2 implements
the method of managing hypotheses based on the semantics of hypothesis graphs.
Users of this system can construct and manage their own hypothesis graphs
through interactive operation on the system.

3 Syntax and Semantics of Hypothesis Graphs

3.1 Syntax

We define the syntax of hypothesis graphs in the RW model1 as follows.

Definition 1. Let V be a set of nodes. A link is a pair e = (U, v) where U ⊆ V
and v ∈ V . The set U is denoted by src(e) and the node v is denoted by tgt(e).
Every element of src(e) is called a source node of e and tgt(e) is called the target
node of e. For a set E of links, a sequence v0, v1, ..., vn of nodes is a path if

1 The definition here is a modification of our previous work[3].
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Fig. 2. A view of Hypothesis Management System

for every i(1 ≤ i ≤ n) there exists a link (U, vi) ∈ E such that vi−1 ∈ U . If
v0 = vn, n �= 0, the path is called a cycle. A hypothesis graph is a pair 〈V,E〉
where E is a set of links which has no cycle.

Definition 2. For a hypothesis graph 〈V,E〉, let F be a family of subsets of
V satisfying that

⋃
f∈F f = V and that f ∩ f ′ = ∅ for f, f ′ ∈ F , f �= f ′. Each

element of F is called a form.

Definition 3. Let Λ be a finite set of labels. We assume that V ∩ Λ = ∅. Each
node v ∈ V of a hypothesis graph 〈V,E〉 is given some labels and the set of
labels of v is denoted by L(v) ∈ 2Λ. We assume that L(v) ∩ L(v′) = ∅ if v �= v′.

Definition 4. In a hypothesis graph 〈V,E〉, every label l ∈ ⋃
v∈V L(v) and

every link e ∈ E are given a real number in the range (0, 1] and we call the
number confidence. The confidence of a label l is denoted by conf(l) and the
confidence of a link e is denoted by conf(e).

3.2 Semantics of Nodes

In a hypothesis graph 〈V,E〉, for every node v ∈ V we assume that there exists
the domain D(v) which any value of the attribute of v must be contained. We
also assume that for every node v ∈ V , if a subset X ⊆ L(v) satisfies some
property, then any subset Y ⊆ X also satisfies the same property. For every
label l ∈ L(v), we assign a subset I(l) of D(v).

Definition 5. Let val(v) be the subset of D(v) defined as val(v) =
⋂

l∈L(v) I(l).
We call val(v) the value of the attribute which v represents.

This definition means that the value of the attribute of v is decided with L(v)
and that each l ∈ L(v) represents a certain kind of property of the attribute.
Entire property of an object is represented by labels of each node in the form
representing the object.

Confidence of the property represented by a label l is represented by conf(l)
and we intend that the higher conf(l) means the more certain on the property.
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I (“after 1870”)
I (“before 1850”)

I (“after 1870”)
I (“before 1890”)

the true year when the notebook was written

(a) (b)

D(                           )
“the year when the

notebook was written” D(                           )
“the year when the

notebook was written”

Fig. 3. Interpretation of a value of node

For every node v ∈ V , we assume that there exists a fact in val(v). Based
on this assumption, we interpret a condition val(v) = ∅ as an occurrence of
contradiction on the node v.

Example 2. In the hypothesis graph shown in Fig. 1, there is a notebook object
and the node named “the year when the notebook was written” represents the
year when the notebook object was written. Since L(“the year when the notebook
was written”) = {“after 1870”,“before 1890”}, the value of the node can be
interpreted as years from 1870 to 1890 as shown in Fig. 3(a) and is not empty.
Therefore we can conjecture that the fact, the true year when the notebook was
written, is in the value. Moreover, from the confidences of the labels, the property
represented by “before 1890” is more certain than the property represented by
“after 1870”. However, if we assume that a label “before 1850” takes the place
of the label “before 1890”, the value is empty because it should be interpreted
as years from 1870 to 1850 as shown in Fig. 3(b). We cannot obtain the true
year assumed to be in the value, and this is contradiction.

Based on the semantics of nodes, we define contradictions of nodes as sets of
labels. For the definition, we introduce an upper family and a lower family. A
family S of subsets of S is an upper family on S if X ⊆ Y and X ∈ S =⇒ Y ∈ S.
The family S is a lower family on S if X ⊇ Y and X ∈ S =⇒ Y ∈ S.

Definition 6. In a hypothesis graph 〈V,E〉, each node v ∈ V is given an upper
family N (v) on L(v) and we define P(v) as 2L(v) \ N (v). Note that P(v) is a
lower family on L(v). We call each element of N (v) a contradiction of v and a
hypothesis graph 〈V,E〉 is valid iff N (v) = ∅ for every node v ∈ V .

Example 3. In the assumption given in Example 2 that replacing “before 1890”,
a set { “after 1870”, “before 1850”} is a contradiction of “the year when the
notebook was written”. This contradiction continues even if this node has more
labels. So a set of contradictions is an upper family.

3.3 Semantics of Links

We define relation between labels and links. In a hypothesis graph 〈V,E〉, we
assume a mapping cnsq : { e ∈ E | tgt(e) = v } → L(v) for each link e ∈ E and
call cnsq(e) the consequence of e.
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Fig. 4. Interpretation for validity of links

Definition 7. For each label l ∈ ⋃
v∈V L(v), a set Sup(l) is defined as follows:

Sup(l) =
{ { e ∈ E | cnsq(e) = l } if { e ∈ E | cnsq(e) = l } �= ∅,

{ ie} otherwise,

where ie is an imaginary link not in E and cnsq(ie) = l. For any imaginary
link ie, we define that src(ie) = ∅, tgt(ie) ∈ V , cnsq(ie) ∈ L(tgt(ie)) and
conf(ie) ∈ (0, 1]. E+ denotes the union of E and the set of imaginary links.

This definition means that every label l is derived as a consequence of a reasoning
e ∈ Sup(l). Imaginary links represented as arrows with broken lines in Fig. 1 are
defined to make this semantics well-defined for all labels. In the following of this
paper, a hypothesis graph means 〈V,E+〉.

The confidence of a reasoning which e represents is represented by conf(e)
and we intend that the higher conf(e) means the more certain on the reasoning.

Example 4. In the hypothesis graph shown in Fig. 1, e3 represents the reasoning
that the notebook must have been written before the author’s death. This rea-
soning is represented as follows: src(e3) = {“the year of the author’s death”},
tgt(e3) = “the year when the notebook was written” and cnsq(e3) =“before
1890”. Moreover, the confidence 0.9 of e3 represents that the researcher who
made the reasoning represented by e3 thinks the reasoning is almost certain.

Now, we give an assumption relating to e3 that the author of the notebook died
in 1850. Under this assumption, the labels “1890” and “before 1890” are replaced
by “1850” and “before 1850” respectively in the hypothesis graph in Fig. 1. The
assumption is called contradicting assumption, and intends the contradiction on
the node “the year when the notebook was written” as shown in Fig. 3(b).

We define the validity of a link as the relation with each value of source nodes.

Definition 8. Every link e ∈ E is assumed to have a subset req(e, v) ⊆ D(v)
for each v ∈ src(e) and e is valid iff val(v) ⊆ req(e, v) for every v ∈ src(e).

Example 5. Let e1 and e2 be links and a node vs having labels l1, l2 and l3 be
a source node of both. Suppose that a situation of subsets on D(vs) is shown in
Fig. 4. This situation means that removing l1 or l3 makes e1 invalid and that
removing any label makes e2 invalid.

Similar to the definition of contradictions, we define grounds of links as sets of
labels attached to source nodes based on the definition of the validity.
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Definition 9. In a hypothesis graph 〈V,E+〉, every e ∈ E is given upper families
G(e, v) on L(v) for each source node v ∈ src(e). We call an element of G(e, v) a
ground of e on v.

Using this definition, we define a set of labels which is essential to the validity
of a link. For the definition, we introduce some notations. For a family S of sets,
the set of minimal sets in S is denoted by minS and the set of maximal sets in
S is denoted by maxS. We also introduce a definition from Satoh et al.[5].

Definition 10 ([5]). For a family S of subsets of a finite set, a hitting set H of
S is a set such that for each X ∈ S, X ∩H �= ∅. A hitting set M of S is minimal
if there exists no other hitting set H of S such that H ⊂ M and the family of
minimal hitting sets of S is denoted by MHS(S).

Now we define a set which is essential to the validity of a link.

Definition 11. For every e ∈ E, a subset G ⊆ L(v) is an essential ground if
G ∈ MHS(minG(e, v)) where v ∈ src(e).

Example 6. In Fig. 4, both { l1, l3 } and { l1, l2, l3 } are grounds of the link e1, and
MHS(minG(e1, vs)) = { { l1 } , { l3 } }. Let us go back to Example 5. Removing
one essential ground of a link makes it invalid.

3.4 Causes and Contradictors

Based on the definitions above, we define a cause of deriving a consequence as a
set of links.

Definition 12. For every label l ∈ ⋃
v∈V L(v) in a hypothesis graph 〈V,E+〉, a

family C(l) of subsets of E+ is recursively defined as follows:

1. Sup(l) is an element of C(l).
2. For every e ∈ Sup(l) such that e ∈ E, a set Sup(l) ∪ ⋃

l′∈G C(l′) is also an
element of C(l) where G is an essential ground of e.

We call an element of C(l) a cause of l.

This definition means that each cause of a label is a set of links which is a set
of reasonings needed to derive a consequence represented by the label.

Example 7. In Fig. 1, causes of the label “after 1870” are {e2}, {e1, e2}, {ie2, e2},
{ie3, e2} and {ie1, e1, e2}.
In our definitions, a contradiction is a set of labels and causes of labels are sets
of links. So we define a cause of a contradiction as a set of links and we call the
cause a minimal contradictor.

Definition 13. Let a set { l1, l2, ..., ln } be an element of MHS(minN (v)) and
M be an element of MHS({ C(l1), C(l2), ..., C(ln) }). A minimal contradictor of
v is a subset of E+ such that

⋃
X∈M X . The set of minimal contradictors of v is

denoted by MC(v).
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Example 8. In Fig. 1 with the contradicting assumption following Example 4,
minimal contradictors of the node “the year when the notebook was written”
are { e2 }, { e1, e2 }, { ie2, e2 }, { ie3, e2 }, { ie1, e1, e2 }, { e3 } and { ie4, e3 }.
We extend this definition for nodes as follows.

Definition 14. Let V be a set of nodes { v1, v2, ..., vn } and M be an element
of MHS({MC(v1),MC(v2), ...,MC(vn) }). A minimal contradictor of V is a
subset of E+ such that

⋃
X∈M X . The set of minimal contradictors of V is

denoted by MC(V ).

4 Management of Hypothesis Graphs

4.1 Construction of Hypothesis Graphs

We consider a situation that a user constructs a hypothesis graph on Hypothesis
Management System (HMS for short).

Any hypothesis graph 〈V,E+〉 starts with V = ∅ andE+ = ∅. For constructing
a hypothesis graph, the user is allowed to do the following actions:

Adding a new link: The user can add a new link e �∈ E+ to 〈V,E+〉. Before
adding e, if tgt(e) �∈ V , the user adds tgt(e) to V . If cnsq(e) �∈ L(tgt(e)), the
user adds cnsq(e) to L(tgt(e)). After adding e, the user updates Sup(cnsq(e))
by adding e to Sup(cnsq(e)) for HMS and if e is not imaginary, inputs
minG(e, v) where v ∈ src(e) to the system.

Removing an existing link: The user can remove any link e ∈ E+ from
〈V,E+〉.

In addition, we assume that for any v ∈ V , the user can judge whether a subset
X ⊆ L(v) is an element of N (v) or not.

Then, HMS responds to the actions by executing the following processes:

When a link is added, HMS checks whether or not any contradiction occurs
on any node, and if any contradiction occurs, the system revises the hypoth-
esis graph by removing all links of a minimal contradictor to remove the
contradiction.

When a link is removed, If Sup(cnsq(e)) = { e } for the removed e, HMS re-
moves cnsq(e) from L(tgt(e)) and removes every link e′ such that { cnsq(e) }
is an essential ground of e′. Note that this process is executed when e was
removed by either the user or HMS, so this is recursive.

4.2 Enumerating Minimal Contradictions

We formulate the method how to check whether or not any contradiction occurs
as enumerating minimal contradictions. Suppose that, for a hypothesis graph
〈V,E+〉, HMS is given L(v) of every node v ∈ V and can ask queries whether
or not any subset X ⊆ L(v) is an element of N (v) to the user. Enumerating
minimal contradictions is enumerating all elements of minN (v) for given v ∈ V
and minN (v) �= ∅ means occurrences of contradictions on v.
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In order to enumerate them, we adapt an algorithm developed in [5]. Let Π
be a set and S+ be a lower family on Π . We define S− = 2Π \S+, then S− is an
upper family on Π and assume the oracle (in the sense in Machine Learning, and
the user of HMS here) knows S+. Then, the algorithm is givenΠ and enumerates
elements of maxS+ by asking queries whether or not any subset X ⊆ Π is an
element of S+ to the oracle.

Let X be the complement of a subset X of S. For a family S of subsets of S,
S denotes {X | X ∈ S }. Since N (v) is an upper family on L(v), N (v) is a lower
family on L(v) and minN (v) equals to maxN (v). If the algorithm is given L(v)
and the user knows N (v), the algorithm can enumerate all elements of maxN (v)
by asking queries whether or not any subset X ⊆ L(v) is an element of N (v) to
the user. Then, HMS can obtain elements of minN (v) by calculating maxN (v).

4.3 Enumerating Minimal Contradictors

We formulate the revision of a hypothesis graph as enumerating minimal con-
tradictors. In a hypothesis graph, a cause of contradictions is a subset of links
defined as a minimal contradictor. Therefore, HMS can remove the contradic-
tions by removing all links in the minimal contradictor and their consequences.

Suppose that for a hypothesis graph 〈V,E+〉, HMS is given L(v) and minN (v)
of every v ∈ V , minG(e, v) of every e ∈ E and v ∈ src(e) , Sup(l) of every
l ∈ ⋃

v∈V L(v). Enumerating minimal contradictors is enumerating all elements
of MC(V ). In order to enumerate them, we adapt an algorithm developed by
Uno[6] to HMS which enumerates elements of MHS(S) for a given family S.

Computing C(l) is achieved by a process based on the definition of C(l). An
element of C(l) is already given as Sup(l). Other elements of C(l) can be obtained
in a recursive manner based on the definition. Because every hypothesis graph
is acyclic, this recursive process stops.

In order to calculate MC(v), HMS needs elements of MHS(minN (v)) and
elements of MHS({ C(l) | l ∈M }), where M is an element of MHS(minN (v)).
Given minN (v), HMS can enumerate minimal hitting sets by Uno’s algorithm.
Then HMS can obtain all elements of MC(v) by calculating

⋃
X∈M ′ X where M ′

is an element of MHS({ C(l) | l ∈M }). Similarly, HMS can enumerate minimal
contradictors of V by calculations.

4.4 Management of Confidences

Certainty of a hypothesis should be related to the structure of its graphical
representation. So confidences in a hypothesis graph should be managed when
the graph is changed.

On HMS, every confidence of a link is given by the user when the link is
added but every confidence of a label is automatically given by calculation. A
confidence of a label l derived by a link e is calculated as conf(l) = conf(e) ×
g(conf(l1), ..., conf(ln)) where li (1 ≤ i ≤ n) is an element of

⋃
v∈src(e) minG(e, v)

and g is a function which combines confidences of the labels. In this paper,
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Table 1. The relation of hypothesis graphs

the notebook the book the author

〈V, { ie1, ie2, ie3, ie4, e1, e2 }〉 notebook 1 book 1 author 1

〈V, { ie1, ie2, ie3, e1, e2 }〉 notebook 1 book 1 author 2

〈V, { ie1, ie2, ie3, ie4, e1, e3 }〉 notebook 2 book 1 author 1

〈V, { ie1, ie2, ie4, e1, e3 }〉 notebook 2 book 2 author 1

〈V, { ie1, ie3, ie4, e1, e3 }〉 notebook 2 book 3 author 1

〈V, { ie1, ie2, ie3, ie4, e3 }〉 notebook 3 book 1 author 1

〈V, { ie2, ie3, ie4, e3 }〉 notebook 4 book 1 author 1

Table 2. The relation of the notebook

the picture of
the notebook

the contents of
the notebook

the year when the
notebook was written

notebook 1 jpg files (1.0) ...“ABC”... (0.7) after 1870 (0.42)

notebook 2 jpg files (1.0) ...“ABC”... (0.7) before 1850 (0.72)

notebook 3 jpg files (1.0) null before 1850 (0.72)

notebook 4 null null before 1850 (0.72)

Table 3. The relation of the book

the title of
the book

the year when the
book was published

book 1 ABC (0.9) 1870 (0.9)

book 2 ABC (0.9) null

book 3 null 1870 (0.9)

Table 4. The relation of the author

the year of the
author’s death

author 1 1850 (0.8)

author 2 null

we do not describe calculation manner of g in detail2. Roughly speaking, the
calculation is like calculation of joint probability ( but precisely not ). Anyway,
the calculation of confidences is executed one by one along in directions of links
and a consequence is more certain if a link deriving it is more certain or is based
on more certain labels.

4.5 Managing Hypothesis Graphs in Parallel

One of the minimal contradictors of V is sufficient to revise contradictions of a
hypothesis graph 〈V,E+〉. So some different valid hypothesis graphs can emerge
from the revision. HMS maintains all of these valid graphs. Note that differences
among hypothesis graphs which HMS maintains are only sets of links. In other
words, the differences of these hypothesis graphs can be represented as differences
of objects which forms represent.

In order to maintain hypothesis graphs, we use a relational database. We pre-
pare two types of relations, a relation of hypothesis graphs and several relations
of forms. In the relation of hypothesis graphs, rows are for hypothesis graphs and
columns are for objects and every element in the relation is the key for the tuple
2 We describe the detailed calculation manners of confidences in [2].
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global: hypothesis graph 〈V, E+
1 〉, ..., 〈V, E+

n 〉; set check1, ..., checkn;
add link(e, 〈V, E+

i 〉)
for each 〈V, E+

j 〉(1 ≤ j ≤ n)

if ver(f, E+
i ) = ver(f, E+

j ) for all f � v where v ∈ src(e) then

add e to 〈V, E+
j 〉;

add tgt(e) to checkj ;
return;

end
Fig. 5. An algorithm adding a link to hypothesis graphs

in a relation of a form. In a relation of a form, rows are for objects, columns are
for nodes and every element is a set of labels of a node in the form.

Example 9. The invalid hypothesis graph in Fig. 1 with the contradicting as-
sumption has seven minimal contradictors, { e2 }, { e1, e2 }, { ie2, e2 }, { ie3, e2 },
{ ie1, e1, e2 }, { e3 } and { ie4, e3 }. So there are seven valid hypothesis graphs after
revision by removing each of them. We show the relational database for these
valid hypothesis graphs in Table 1-4.

Maintaining some graphs on HMS, the user assumed to add or to remove only
one link to one hypothesis graph at a time, and might have to do the same
action to different hypothesis graphs. HMS supports the user in constructing
and managing hypothesis graphs in parallel.

Definition 15. In a hypothesis graph 〈V,E+〉, a subset X ⊆ E+ is a version
of a form f , if X = { e ∈ E+ | tgt(e) ∈ f }. A version of f in 〈V,E+〉 is denoted
by ver(f,E+).

Definition 16. A form f is common to hypothesis graphs 〈V,E+
i 〉 and 〈V,E+

j 〉
if ver(f,E+

i ) = ver(f,E+
j ).

Because the property of an object is based on labels derived by links, if a form f
is common to 〈V,E+

i 〉 and 〈V,E+
j 〉, then the object represented by f in 〈V,E+

i 〉
and f in 〈V,E+

j 〉 are same. Moreover, if a new link will be valid in 〈V,E+
i 〉 and

for every source node v, ver(f,E+
i ) = ver(f,E+

j ) where f � v, then the link will
be valid also in 〈V,E+

j 〉. Based on this observation, HMS automatically adds a
link to some hypothesis graphs if the link is valid in the graphs. In removing a
link from a hypothesis graph, HMS does not anything to other graphs based on
our policy of removing no links as long as any contradiction occurs.

We show an algorithm making the user add a link to some hypothesis graphs
at a time in Fig. 5. This algorithm is given a new link e and a hypothesis graph
〈V,E+

i 〉 which the user is constructing and adds the link to some hypothesis
graphs. In the algorithm, checkj is a subset of V which is related to hypothesis
graph 〈V,E+

j 〉 and checkj memorizes nodes which need to be checked whether
or not any contradiction occurs. When the user changes a hypothesis graph
under construction from 〈V,E+

i 〉 to 〈V,E+
j 〉, at first HMS enumerates minimal

contradictions of every v ∈ checkj . If any contradiction occurs, HMS enumer-
ates minimal contradictors and revises 〈V,E+

j 〉. Note that if revision is done for
〈V,E+

j 〉, HMS newly maintains revised graphs instead of 〈V,E+
j 〉.
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To support the user in constructing a valid hypothesis, HMS shows the re-
lational database to the user. With the relational database, the user can easily
compare the hypothesis graphs about values of nodes or confidences of labels.

5 Conclusion and Future Works

We have introduced a graphical model by defining hypothesis graphs and their se-
mantics. We have also proposed how to construct and manage hypothesis graphs.
With hypothesis graphs, researchers can represent relations between grounds
and consequences of reasoning. The semantics of hypothesis graphs enables us
to provide a method for revising hypothesis graphs by removing contradiction.
We have implemented HMS to support constructing and managing hypothesis
graphs. Users of HMS can obtain valid hypothesis graphs if the users correctly
recognize contradictions occurring on their own hypothesis graphs and input the
contradictions to the system.

In academic researches, researchers often collaborate with each other for con-
structing a hypothesis. In such cases, researchers not only agree but also ague
with each other about the hypothesis. In our future work, we should improve
our system so that it may support the argument between researchers. For this
improvement we should reveal points of the argument based on analysis of dif-
ference between hypothesis graphs conflicting with each other. Another subject
would be constructing a framework for the argument. It would be also a sub-
ject correcting differences of tendency concerning confidences among researchers
in the case a researcher observes a hypothesis graph constructed by another
researcher. The differences of the tendency come from that the degree of confi-
dences depends on subjectivity of each researcher. To this subject, it may be a
solution normalizing confidences based on statistical analysis of the tendency.
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Society”, and Grant-in-Aid from JSPS.
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Abstract. This paper introduces an approach for improving Thai text
inputting via virtual keyboard on touch screen mobile phones. We pro-
pose a technique for character candidate selection to choose the most
proper character sequence. The proposed approach consists of two main
parts i.e. candidate character generation based on touch area, and tri-
gram model for candidate selection. The candidate generation is used
to acquire more than one character per one touch. We define the area
nearby the touch point as a touch area. The area is defined based on the
statistics collected from various users. The characters within the touch
area are considered as a set of candidate characters. The candidates are
weighted based on their distances from the touch point. Then, the char-
acter trigram model is applied to select the combination of characters
with the highest probability suggested to user. In order to evaluate the
performance of the proposed technique, we evaluate the word-level ac-
curacy of the words generated by the proposed technique and the words
generated by combining the characters with the shortest distances from
the touch point. Our technique yields better performance. It produces
the results with the accuracy of 93.29% in character level and 66.67% in
word level, while the accuracy is 83.48% in character level and 48.33%
in word level when the nearest characters are selected.

Keywords: virtual keyboard, touch screen mobile phone, word selec-
tion, candidate selection, distance-based candidate generation, trigram
model.

1 Introduction

Nowadays, a number of mobile phones equipped with touch screen is significantly
increased. Most of them are equipped with two widely-used types of touch screens
i.e. resistive and capacitive touch screens. In the former type, its panel composes

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 44–55, 2011.
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of two metallic, electrically conductive layers separated by a narrow gap. When
an object presses down, two layers become connected and shot circuit at that
point. The controller then calculates resistance so as to know which point is
touched. This type allows any kind of object to touch, but it does not allow
multi-touch. While the capacitive touch screen panel consists of insulator coats
with transparent conductor. When part of human bodies directly touch on the
screen, distortions of electrostatic field occurs and its controller will calculate the
touch points. This type allows multi-touch, but it restricts only human bodies
touch.

Virtual keyboard is an important input method of the touch phones. Focusing
on Thai language, it has more alphabets than English. This causes more problems
when we display Thai keyboard on the limited touch screen area. Keys are
displayed very close to each other. Even if the standard keyboard layout for
Thai language splits all 88 letters into two layers, it still has a lot of buttons per
layer. Each button becomes a very small area. Especially on capacitive touch
screen type, mostly human finger always larger than the button. This makes it
hard to accurately touch on the intended position. This problem causes a lot of
errors, and decreases efficiency of Thai text entry on mobile phones.

This paper focuses on reducing the typing error. With very close distance
between each character position on small keyboard area, users may not be able
to touch the exact area of the character that they want to type. However, based
on an assumption that user tries to touch on the exact area. Even they miss the
character; the wrong position should be close to the right area. This characteristic
is applied in our approach that the characters nearby the touch point are selected
as the candidate characters. This should provide a high possibility that the right
character is one of the candidates. Another assumption in this paper is that most
of words that users type are common words widely used in various documents.
So, we grade the candidates with a statistical language model training from a
Thai corpus in order to find out the best candidate with the highest probability
and suggest to user.

We scope only the performance in term of correctness of our algorithm by
ignoring the processing time between each keystroke. So, we use mobile phones
only for collecting input data. Then, input data are fetched to process on com-
puter.

This paper composes of five sections. Next, we explain the background of
this paper and other related works. Distance-based candidate generation and
candidate selection are described. Then, Section 5 shows the experiment method
and the results. Finally, we conclude the paper and show our future direction in
Section 6.

2 Background

Designing new layout for virtual keyboard is one way to improve performance of
text entry. For example, Bi et al. [1] and Zhai et al. [9] introduced a new layout
for English language while Sarcar et al. [7] proposed new Indian keyboards. The
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problem of new layout is that it is hard to make most of users become familiar
with.

We intend to improve performance of Thai text entry based on the standard
keyboard, Thai Kedmanee keyboard layout, the most well-known Thai keyboard
layout, rather than create new layout.

There are many researches proposed for improving text input methods on
standard layout of each language. Potipiti et al.[6] addressed an approach to
reduce the number of keystrokes on physical keyboard. For Thai users that have
to type bi-lingual document i.e. English and Thai, they introduced intelligent
keyboard with 2 main properties. The first one is a technique for language identi-
fication that automatically switches language without pressing language-switch
button. The other approach is key prediction without pressing shift key for Thai
language. Both functions use character trigram probabilistic model compare
probability between English word and Thai word for Language Identification
and compare probability between Thai character with shift key and without
shift key for Key Prediction. Brewster and Hughes [2] used pressure of finger
touch on touch phone to separate between lowercase and uppercase of English
language instead of using shift key. Soft press means a lowercase and hard press
means an uppercase letter.

Another way to reduce keystroke is to make a short form of words. Shieber and
Baker [8] reduced keystrokes of typing in English by abbreviating input word to
short form. They abbreviated by dropping all vowels and consecutive duplicate
consonants. Kristensson and Zhai [4] used geometric pattern as a model to do
word prediction on soft keyboard using stylus. They trained model by drawing
lines between letter key center points in lexicon word, and doing the same thing
but with input point sequence to create input pattern. Then, match input pattern
against legitimate pattern of word to find out what the most match word.

MacKenzie and Zhang [5] introduced eye typing technique in English lan-
guage. User typed by gazing at on-screen keyboard on computer screen via eye
tracking equipment. Fixation algorithm used to determine which button receives
eye-over. They considered character button nearby eye-focus position as candi-
dates. Combining with knowledge of previous character and language model,
they can predict which button user should type. This technique suitable for low
accuracy input method. Trying to touch on button that smaller size than user
finger is one kind of low accuracy method. So, this paper applies this technique
to typing on touch screen.

3 Distance-Based Candidate Generation

Keyboard buttons on virtual keyboard have smaller size than users finger so
it is hard to touch on the right position. But, characters that users want to
type should nearby their touch point. Bases on this hypothesis, we consider all
characters close to touch point as candidates. With too small area, it may not
cover the right character that user wants to type. Whereas, with too large area,
it gets a lot of candidate characters that affect the processing performance with
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insufficient resources in mobile phone devices. Although this paper does not
consider processing time as the factor yet. But, in our future work, we plan to
implement our algorithm running on device. Suitable touch area should be the
area that most people touch on. So, we find out which area those users mostly
touch on each character. We use the distribution of touch points to identify the
suitable area of each key. We create character sequence by shuffling all of Thai
alphabets and some special characters that exist on standard Thai keyboard.
It composes of 88 characters. All the 88 characters are split into two keyboard
layers. Each layer consists of 44 characters. Both layers have the same layout
therefore it has only 44 unique positions. We let 20 users typing that sequence
in their style, no specific hand of fingers that user have to use. After that, we
get 40 coordinates of each character position.

Fig. 1 shows standard keyboard layout with distribution of 44 distinct char-
acter positions.

Fig. 1. Distribution of touch point of each character position

3.1 Touch Area

We can find the mean distance and standard deviation for each position.

d̄c =
∑nc

i=1 dci

nc
, (1)

SD(dc) =

√∑nc

i=1(dci − d̄c)2

nc − 1
(2)
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where
dci is distance between touch point and center point position c,
d̄c is average distance of position c,
nc is number of touch point of position c.

After we obtain the average distance and SD of each position, we find the average
distance and the average SD for all key positions with the following equations.

d̄ =
∑44

c=1 d̄c

44
, (3)

SD(d) =
∑44

c=1 SD(dc)
44

(4)

The suitable radius should cover average distance and most of its distribution.
Therefore, we set the radius as the following equation.

r̄ = d̄+ 2SD(d) (5)

However, the radius should not be larger than maximum distance. This equation
shows maximum radius it should be.

rmax = max
c

(d̄c + 2SD(dc)) (6)

In Section 5, we conduct experiments with various sizes of the radius i.e. 25, 27,
29 (r̄), 31, . . . , 43 (rmax) to find out the most suitable radius..Furthermore, if
we consider the distribution of touch points in x and y axes separately, we will
find another interesting thing. The distribution on x axis is not biased to the
left or right side for most character position. But, most of the distribution on y
axis is biased down side as shown in Table 1.

Table 1. Average radius and SD on y axis reference with center point of each row

Keyboard row d̄y SD(dy)

1st 15.15 7.71

2nd 10.64 7.29

3rd 7.03 7.12

4th 7.95 7.64

The top row is the most shifted down while the lower rows are slightly shifted.
Based on this distribution, the center point of each key button may not be a
good reference point. So, we propose a new reference point by averaging the
y values of each row. Then, 16, 11, 7 and 8 pixels are the shift down distance
from center point of button of the top to bottom rows, respectively. We call it
as center of distribution keyboard layout and call the ordinary layout as center
of button keyboard layout.
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3.2 Candidate Weight

Each candidate character covered by touch area have a different weight depend-
ing on its distance from the touch point.

wc = 1 − dc

r
(7)

where
wc is distance weight of candidate character c,
dc is distance of character c from touch point,
r is radius of touch area.

This weighting scheme is applied based on the concept that user intends to touch
the point as close as possible. The character with smaller distance from the touch
point, gains higher weight. This value is used to weight the probability of the
character obtained by the language model. The character with lower probability
may win the higher one if it has higher distance weight.

4 Candidate Selection

N-gram model is widely-used technique in language processing. The more num-
ber of n, the more correctness of statistic model is produced and the more system
resources are used to process, too. The high number of n cannot apply in this re-
search because of the limited resource on mobile device. Then, trigram which has
n equal to three is selected to create character level language model by obtain-
ing the statistics from a Thai corpus named BEST2010 [3] created by NECTEC.
This corpus consists of more than 5 million words.

From a sequence of keystrokes, we generate a set of candidate sequences. Each
candidate concatenates all possible candidates to create all possible character
sequences. The character sequence that has higher probability than any other
sequence is presented to user as the most appropriate word. The probability for
each character sequence is calculated based on the character trigram model with
the distance weight as shown in the following equation.

P (c1c2...cn) =
n∏

i=1

P (ci|ci−2ci−1)wi (8)

Where
P (c1c2...cn) is probability of each character sequence,
P (ci|ci−2ci−1) is probability of character ci follow by character ci−2ci−1,
wi is distance weight of character ci.

The flowchart of proposed methods is shown in Fig. 2.



50 S. Janpinijrut, C. Nattee, and P. Kayasith

Fig. 2. Flowchart of proposed methods

5 Experiments

There are many touch screen phones available in the market. Android phone
becomes a hot new trend and is growing up faster. HTC Magic is Android phone
that we use in our work. Its resolution is 320 × 480 pixels. Its default operating
system is Android 1.6. CN Thai keyboard layout is chosen to be experiment
keyboard.

Most applications on touch screen phone allow rotatable; change orientation
of use, including text input method. But, we focus only on portrait orientation
layout that has smaller keyboard area than landscape orientation.

Each character on keyboard is represented by the center point of its button
as shown in Fig. 3. The distance between the center points of two horizontally
adjacent characters is 27 pixels. While the distance between the center points of
two adjacent rows is 55 pixels.

We randomly choose 80 words and 20 words from the corpus to be a training
set and a test set respectively. Both sets consist of words with high, medium
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(a) Shift-off layout

(b) Shift-on layout

Fig. 3. Center point of keyboard button

and low frequency as well as long, medium and short word length in the same
average number of each set.

With the training set, we conduct the experiments using various radiuses and
two kinds of keyboard layouts mentioned in the previous section. We let six users
type all training set words in their style on the mobile phone, word by word, to
get 480 coordinate sequences. Every coordinate sequences are processed by our
algorithm to get all possible character sequences with its probability. Then, we
select the character sequences that have most probability as the output words.
We match 480 the obtained words against the correct words to find out the
accuracy in character and word levels. In character level, we match and count
the number of characters in words, and we match word by word in word level.



52 S. Janpinijrut, C. Nattee, and P. Kayasith

(a)

Fig. 4. Percent correctness in character level of various radius and layout

(b)

Fig. 5. Percent correctness in word level of various radius and layout

Fig. 4 and 5 show the accuracies at the different radiuses in character and
word levels respectively.

In character level, the proposed method works well. It yields around 93 – 95%
of correctness for most of the radiuses. The performance in word level drops to
63 – 73% since we applied only the character trigram model, it makes sense that
its mechanism work well in character level. However, the method did not apply
any statistics or information related to words. We plan to apply the language
model in word level to improve correctness in the future works.
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Table 2. The correctness of different word frequency

Frequency Method Character level (%) Word level(%)

Low
Proposed 90.51 47.62
Ordinary 88.72 52.38

Medium
Proposed 95.08 73.81
Ordinary 81.97 38.10

High
Proposed 95.46 80.56
Ordinary 85.35 55.56

Table 3. The correctness of different word length

Length Method Character level (%) Word level(%)

Short
Proposed 81.61 52.38
Ordinary 89.66 69.05

Medium
Proposed 93.00 66.67
Ordinary 83.00 40.48

Long
Proposed 97.71 83.33
Ordinary 85.42 33.33

Considering the center of button and the center of distribution keyboard lay-
ers, both yields not much difference in the result. But in overall, the center of
distribution is slightly better than the ordinary center.

For the size of radius, the radius that is shorter than r̄ yields a quite low
accuracy when it is compared to the others. Both figures show that the suitable
radius should be between 29 and 35 pixels. We then select the radius of 35 pixels
because it has the highest percent of correctness of all radiuses in character level.

Finally, we conduct the experiment on the rest 20 random words in the test set
to find out the actual performance of our algorithm against the ordinary typing
method. The correctness of the ordinary method in character level is 54.43%
and 48.33% in word level. While our algorithm perform 93.29% and 66.67%
in character and word level respectively. This result shows that our algorithm
provides the improvement in the text entry accuracy and the performance may
increase if we introduce the language model in word level.

We also have more detail about these results. We separately consider the test
set in two viewpoints i.e. word frequency aspect and word length aspect. These
results show in table 2 and 3 respectively.

Words appear in corpus more than 1,000 times, between 100 to 1,000 times and
less than 100 times are considered high, medium and low frequency word group,
respectively. The proposed method provides more accuracy while the frequency
is increase. On the other hand, the frequency does not affect the performance of
the ordinary method because it only bases on the distance, it does not use any
frequency information.

For the word length aspect, the short word length group has two to six charac-
ters per word while the medium word length group has seven to eleven characters
per word and the long word length group has twelve to sixteen characters per
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word. The proposed and ordinary methods both base on the distance so the
main different of these two methods is the language model. More character in
word makes more information we can obtain from the model thus longer word
length yields higher performance of the proposed method on both character and
word level.

6 Conclusion and Future Works

This paper uses distance-based candidate generation and character trigram model
to reduce error from text input method via virtual keyboard on mobile phones
by word selection. We compare two kinds of keyboard layout. One is center of
button keyboard layout. The other is center of distribution keyboard layout. The
results show that the later layout is better. We found that the best radius is 35
pixels. Our algorithm performs better than the ordinary method about 1.7 times
in character level and 1.38 times in word level.

For the future works, we plan to implement our algorithm on a real device
in order to evaluate the processing time. We also plan to improve performance
of candidate selection by including the language model in the word level into
candidate selection method. By introducing the concept of word, it would yield
a better performance. Furthermore, we aim to do word completion so as to reduce
the number of keystrokes which is the main problem of using Thai keyboard.

In market, there are many brands and models of touch-screen mobile phones.
Each model has difference screen size. Thus we plan to apply these proposed
methods on various screen size of mobile phone.
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Abstract. In the handwriting recognition, the baseline detection is one
of the preprocessing processes. It is important for the efficiency of the
handwriting recognition. For Thai language, a Thai word composes of
vowels and tones located on above or below the consonants. This is dif-
ferent from other languages. Therefore, detecting the baseline of Thai
handwritten words becomes a challenging task. In this paper, we pro-
pose a new approach to detect the baseline of Thai handwritten words
using PCA algorithm. The principle of this method is to remove the
outliers from words before conducting PCA algorithm to find the base-
line direction. For finding the outliers, the proposed method finds the
centroid of the handwritten word using three different methods includ-
ing the mean method, the median method and the middle method. We
evaluate the performance of the proposed technique using a real world
dataset collected from various Thai natives. From the experiments, the
mean method is the best among the three methods. Then, we compare
the performance of baseline detection between the mean method and the
ordinary PCA approach. The result shows that the proposed approach
outperforms the ordinary PCA approach. The number of words which
the proposed approach is able to detect baseline more accurately is 21
from 30 words.

Keywords: Baseline detection, on-line, Thai handwriting recognition,
PCA.

1 Introduction

Writing is one of basic communication skills of human which is used generally
to communicate or record information.

Nowadays, pen-based input devices such as tablets, personal digital assistants
(PDAs), etc play an important role in human life. Using a pen is more convenient
than using a keyboard or a mouse in some situations. For example, in the class,
the student may take note of the lecture; therefore using a pen is faster and
easier than using a keyboard. Moreover, a pen can be used everywhere because
it is small-sized and portable.

For this reason, there are many research works about pen-based input devices.
Due to the development of these devices, the handwriting recognition is one of
basic software components which becomes important.

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 56–67, 2011.
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Handwriting recognition is an ability of computer to translate handwritten text
corresponding to the printed characters. It can be divided into on-line and off-line
recognition. For the on-line recognition, the input data is a sequence of the (x,y)-
coordinates which represent the movement of pen tip, while the input data of the
off-line recognition is an image of handwritten text. Palmondon and Srihari [6]
describe the process of both on-line and off-line handwriting recognition.

In most of handwriting recognition systems, the preprocessing is an important
process because handwritten words have many variations such as baselines, size,
etc. Jaeger et al. [4] describe the preprocessing process of the on-line handwriting
recognition which consists of several steps, i.e., computing baselines, normalizing
size, smoothing, etc.

Since the baseline is utilized for the other steps in the preprocessing process
such as normalizing size or deriving features, the baseline computation becomes
an essential step. It is the main technique implemented in both on-line and
off-line recognition.

In other languages, many methods have been proposed for baseline computa-
tion. For example, the baseline detection methods for the on-line handwritten
text [1], [2], [3], [8] are used in English and Arabic languages. These methods are
not suitable for Thai language because the structure of Thai words is more com-
plicated. In Thai words, there are consonants, vowels, tones and special symbols.

For this reason, we propose a new baseline detection approach for on-line
cursive Thai handwritten word based on PCA algorithm.

In this paper, we organize as follows: Section 2 describes background and
related works including baselines of Thai word and baseline computation ap-
proaches. The details of the proposed approach are described in Section 3. The
experiments and results are presented in Section 4. Section 5 discusses the re-
sults and the performance between the proposed approach and the basic PCA
approach. The conclusion and future work are presented in Section 6.

2 Background and Related Works

2.1 Baselines of Thai Handwritten Word

In other languages, the baselines of word are different from Thai language. For
example, in English language [4], the baselines have four lines as shown in Fig. 1.

Fig. 1. Baselines of English handwritten word

In Thai language, there are 44 consonants, 17 vowels, four tonal symbols and
two punctuation marks [5]. Thus, the baselines of Thai handwritten words can
be separated into four-line levels [7] or five lines as shown in Fig. 2.
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Fig. 2. Baselines of Thai word

Because Thai language has the tonal symbols which are located on the upper
line above the upper vowel line level, the baselines of Thai word are different
from other languages.

2.2 Baseline Computation Approaches

Several methods of baseline detection for on-line and off-line handwriting recog-
nition have been proposed for many languages. In this paper, we focus on meth-
ods which are suitable for on-line handwriting recognition.

The Histogram-Based Method
This method is to find the baseline borders of words using the vertical den-
sity histogram [1]. The baselines which are detected by this method are four
horizontal border lines as shown in Fig. 3.

The advantage of this method is robust and easy to implement. But it is suit-
able for words which have straight lines and long words. Moreover, the histogram
method is not useful for pure cursive handwritten text.

The Local Minima Selection-Based Method
The purpose of this method [8] is to detect the minima points which are used
to compute the linear regression formula in order to identify the direction of the
baseline. The process of this method can be shown in Fig. 4.

This method has two advantages: it is easy to implement and it is suitable
to be used for on-line handwritten text. However, this method has a limitation
because it is suitable for handwritten text which has a lot of curve lines.

The PCA-Based Method
Principal Component Analysis (PCA) is a technique to find directions with great-
est variation. PCA can be used to determine the baseline direction [3],[2]. The
process of this method consists of four steps:
1) Perform the PCA for pixel distribution.
2) Determine baseline estimate direction.
3) Rotate data according to the direction and calculate the rotation angles.
4) Apply horizontal projection to detect the vertical position of the baseline.

This method is affected by the slope or the skewed, that is, before performing the
PCA algorithm it needs to remove the slope or the skewed of the handwritten
word. In addition, this method cannot detect baseline of short words or sub
words. However, this method is easy to implement.
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Fig. 3. Baseline of English word

Fig. 4. Overall process of the local minima selection method

From the three methods, they are basically not suitable for Thai handwritten
words. In the first method, the histogram-based method requires handwritten
text which has a lot of straight lines but Thai words do not have. Thus, this
method is not suitable for Thai words. In this paper, we will find the baseline
detection method for on-line cursive handwritten word since the histogram-based
method does not work well with cursive handwritten text.

The local minima selection-based method needs handwritten text that has a
lot of curve lines at the top and bottom. This does not match to the shape of
Thai characters. It therefore does not work well with Thai handwritten words.

In the PCA-based method, it is easy to implement but it is sensitive to the out-
liers, so it cannotwork with Thai handwritten text. Since Thai word has many out-
liers such as vowel and tone that are affected baseline detection of the PCA method
so that we propose a new method of baseline detection based on PCA algorithm.

3 The Proposed Approach

The proposed approach consists of six main steps as shown in Fig. 5. From
all steps, some steps can be grouped into one process. Thus, the algorithm of
baseline detection can be divided into three main processes, i.e., data acquisition,
PCA computation, and finding and removing the outlier groups.

3.1 Data Acquisition

The data of Thai handwritten word is captured in form of (x,y)-coordinates
representing the movement of the pen tip on the tablet. A stroke is a sequence
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Fig. 5. Overall baseline detection

of (x,y)-coordinates while the pen tip is touching the tablet surface. In order to
detect the baseline of the word, we first use centroid of each stroke (cx, cy). It is
calculated based on a bounding box of stroke using the following equation.

(cx, cy) =
(
xmax − xmin

2
+ xmin,

ymax − ymin

2
+ ymin

)
(1)

where (cx, cy) is a coordinate of a centroid point, xmax is a max value of x-
coordinates, xmin is a min value of x-coordinates, ymax is a max value of y-
coordinates, and ymin is a min value of y-coordinates.

These centroid points are used in PCA computation to find a direction and
rotate data.

3.2 PCA Computation

PCA is used to find the direction of the baseline. In the proposed approach, the
centroid points of all strokes are used in PCA computation that is different from
the existing technique for baseline detection that uses all points of data for PCA
computation. There are three steps in PCA computation:

1) Perform PCA on these centroid points.
2) Define a direction of baseline by PCA eigenvector.
3) Calculate the rotation angles and rotate data according to the direction.

3.3 Finding and Removing the Outlier Groups

The outlier group is a set of outlier points which may interfere with the baseline
detection using PCA technique, such as the centroids of Thai vowel strokes
located on above and below the consonants. We assume that the outlier point
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is a point which is away from the centroid point of the stroke sequences. In this
approach, we first remove all outlier points from data before conducting PCA
computation, so that we can find the direction of baseline more accurately.

For computing the distance, we will consider only the y value on y axis because
we assume that the outlier points are the vowels or the tones that are located
upper or lower of the consonants. Thus, the distance between centroid points of
all strokes and the centroid point of data can be denoted as follows.

Di = |C − Ci| (2)

whereDi is the distance between the centroid point of all strokes and the centroid
point of the stroke sequences, C is the y-coordinate value of the centroid point
of the stroke sequences, and Ci is the y-coordinate value of the centroid point of
each stroke.

To compute the centroid point of the stroke sequences, we propose three meth-
ods that are, (1) the mean method, (2) the median method and (3) the middle
method. We use these methods in order to find the centroid point of the stroke
sequences that can provide removing the outliers accurately. The mean method
is to calculate the centroid point of the stroke sequences from the mean value of
all points. The mean is a way to summarize many data and ease to use but it is
sensitive to the outliers. For the median method, the centroid point of the stroke
sequences is computed from the median value of all points which is the middle
number of a set of data. The median is more robust in the presence of the out-
liers than the mean. However, it has some disadvantages, i.e., it does not take all
the data into account. In the last method, the middle method, we use a bounding
box to calculate the centroid point of the stroke sequences as the equation (1). In
this method, it does not consider all the data that is, it considers only the min and
the max value of whole data. For this reason, it gives the middle value which is be-
tween the min and the max value. When the centroid point of the stroke sequences
is defined, the distance is calculates as the equation (2).

To find the outlier groups, we will find the median of height which is calculated
from height of all strokes and compare with Di. In this paper, we will assume
that if Di is greater than α of the median of height, this point is the outlier point
(the α is a value obtained from the experiment for Thai handwritten words). The
process of finding the outlier groups is shown as Fig. 6.

Fig. 6. Process of finding the outlier groups
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Fig. 7. Baseline detection process flow

From all above processes, the process flow is shown in Fig. 7.
There are three main processes including data acquisition, PCA computation,

and finding and removing the outlier groups.
Firstly, the data acquisition is processed then the second process and the

third process will be repeated until one of the four conditions is true. The four
conditions can be described as follows:
1) If the number of centroid points of all strokes is less than two points (Nc <

2): this condition is used to check the number of centroid points before the
next PCA computation because the input data for PCA computation should
be greater than one point.

2) If the difference of angle in each rotation is less than δ degree (diffa < δ):
this condition is used to check the difference between the baseline direction
which is just detected and the previous baseline direction (the δ is a value
obtained from the experiment for Thai handwritten words).
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3) If the number of the outlier groups is equal to zero (Ncg = 0): this condition
is used to check there are no outlier groups to remove.

4) If the number of the rest centroid points of all strokes is less than two points
(Nrc < 2): this condition is used to check if the outlier groups are removed,
the number of the rest of centroid points must be greater than one point in
order to use in the next PCA computation.

The first two conditions are checked after the PCA computation finished. After the
process of finding the outlier groups finished, the condition 3) and 4) are checked.

4 Experiments and Results

In order to evaluate the performance of the proposed approach, we conduct ex-
periments based on the collected dataset and compare the performance between
the proposed approach and the basic PCA method.

The dataset is created by collecting Thai words from a Thai corpus named
BEST2010 [9] provided by NECTEC. We select only words with length between
7–14 characters. We randomly choose 30 words. After that, the data is written
by 10 Thai natives. Each writer writes 30 words. Firstly, the data is recorded
in form of the straight word. Then, we rotate data using 10 different angles
including 5, 10, 15, 20, 25, -5, -10, -15, -20 and -25 degrees. Finally, we get data
having different start angles. The start angle of the straight word is assumed to
be 0 degree and the rotated data have the start angle according to the angle
which is rotated. Here, the number of all data is 3,300 words.

For the experiments, we first set the value of α in the process of finding and
removing the outlier groups as 55% and the value of δ in the process of PCA com-
putation as 0.1. These values come from the preliminary experiment. Then, we
run the proposed technique varying the methods for finding the centroid point of
the word into three methods: mean method, median method and middle method.
We compare the performance of our technique with the basic PCA method on
these data in order to detect the baseline. After the baseline is detected, the
error angle is calculated from the following equation.

ErrorAng = |StartAng +RotateAng| (3)

where ErrorAng is the error angle of each word, StartAng is the start angle of
data and RotateAng is the summation of rotation angles that comes from PCA
computation.

For example, if the start angle of data is 15 degrees then the data is rotated
two times into two angles that are, -14.04 and -0.6 degrees respectively. Thus,
the summation of rotation angles is -14.64 degrees and the error angle is equal
to 0.36 degrees that is calculated as the equation (3).

Table 1 shows the average error angles of each word from 11 angles and 10
writers using four baseline detection methods. In Table 1, the star (*) marks the
least error angles of each word.

Fig. 8 shows the example results of baseline detection. The original word which
is rotated into 10 degrees is shown as Fig. 8(a). Fig. 8(b), 8(c), 8(d) and 8(e)
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Fig. 8. Example results of baseline direction from four baseline detection methods

Table 1. The error angle of each word using four baseline detection methods

Word The Proposed methods Basic
No. Mean Medain Middle PCA

1 1.898 1.989 2.328 1.193*

2 1.175* 1.180 1.514 1.381

3 1.764 1.789 1.694 1.641*

4 2.299 2.188* 2.337 3.526

5 1.739 1.707 2.744 1.322*

6 7.748 7.775 9.665 4.623*

7 1.047* 1.145 1.957 1.234

8 1.756* 1.925 3.401 1.813

9 2.248* 2.609 2.886 3.173

10 1.537 1.481* 1.565 2.194

11 1.842* 1.962 3.694 1.954

12 2.718 2.576 4.432 2.101*

13 1.765 1.731 1.794 1.591*

14 1.956* 2.160 2.296 3.035

15 0.928 0.920 0.903* 1.116

16 1.361 1.319* 2.734 1.915

17 2.501 2.461* 3.730 2.590

18 1.214 1.193* 1.194 1.229

19 6.275 5.679 7.375 3.515*

20 1.825 1.849 1.548* 1.839

21 0.927 0.925 0.916* 0.981

22 1.123* 1.264 1.731 1.250

23 1.347 1.208* 2.163 1.308

24 2.060* 2.236 2.331 2.712

25 1.806* 1.957 4.440 2.204

26 1.867 1.821* 2.398 2.405

27 1.298* 1.365 1.578 1.723

28 1.110 1.040* 1.676 1.565

29 1.046* 1.055 1.166 1.445

30 2.652 2.831 2.767 1.878*

are the results of baseline detection from using the mean method, the median
method, the middle method and the basic PCA method respectively.
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5 Discussion

After we got the average error angles of each word using four baseline detection
methods, we use the average error angles to measure the performance of each
method. To measure the performance of four methods, we assume that the angle
of the real baseline is 0 degree. The error angle will be 0 degree when the data can
be rotated into the straight word that is the baseline can be detected precisely.
Thus, the performance can be measure from the error angle. If the error angle is
less, the performance of baseline detection will be good. In each word, we assume
that the method which has the least error angle is given one efficient score.

From Table 1, we count the number of words which has least error angles of
each method. The number of words is the efficient scores of each method.

Firstly, we compare the efficient scores of three proposed methods in order to
find the best method for detection the baseline. Table 2 shows the efficient scores
of three proposed methods from 30 words. From Table 2, the best method for
detection the baseline is the mean method which has 14 efficient scores from 30
words. Then, the mean method which is the best method will be compared to
the basic PCA method. The efficient scores of the mean method and the basic
PCA method from 30 words are shown as Table 3.

In Table 3, the performance of the mean method is better than the basic
PCA method because it has 21 efficient scores which are higher. From Table 4,
the median method has 18 efficient scores which are higher than the basic PCA
method so that its performance is better. From Table 5, the efficient scores of the
basic PCA method are higher than the middle method. Thus, the performance
of the basic PCA method is better.

From all words, we can classify into three groups including one-level, two-level
and three-level. With the mean method, the average error angles of each level
from all words can be shown as Table 6. In Table 6, the number of levels in a
word affects to the performance of the baseline detection. That is, if the number
of levels in a word increases, the performance of baseline detection will decrease.

Although the mean method is the best method among the three proposed
methods, it may not detect the baseline of all words correctly. In some words,
the baseline can be detected by the basic PCA method more accurately. In Fig. 9,
we will show the example word from 30 words that the mean method can detect
the baseline more accurately than the basic PCA method. In Fig. 9, the straight
word is shown in Fig. 9(a) and the results with baseline using the mean method
and the basic PCA method are shown in Fig. 9(b) and 9(c) respectively. In
Fig. 10, we will show the example word that the basic PCA method can detect
the baseline better than the mean method. From Fig. 10, the straight word is
shown as (a) and the results of baseline detection using the mean method and
the basic PCA method are shown in (b) and (c) respectively.

In this case, the first baseline direction of word may affect to the next baseline
detection that is, if the first baseline has more slope, the word will be rotated
according to that baseline that is the word is rotated in wrong direction. Thus,
the next baseline detection may be wrong too.
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Table 2. The efficient scores of three proposed methods

Mean Method Median Method Middle Method

Score 14 12 4

Table 3. The efficient scores of the mean method and the basic PCA method

Mean Method Basic PCA Method

Score 21 9

Table 4. The efficient scores of the median method and the basic PCA method

Median Method Basic PCA Method

Score 18 12

Table 5. The efficient scores of the middle method and the basic PCA method

Middle Method Basic PCA Method

Score 12 18

Table 6. The error angles of each level in all words from the mean method

One-level Two-level Three-level
(1 word) (21 words) (8 words)

Error angle 0.927 1.674 3.093

Fig. 9. The example word that the mean method provides better performance than
the basic PCA method

Fig. 10. The example word that the basic PCA method provides better performance
than the mean method

6 Conclusion and Future Work

This paper has proposed a new approach to detect the baseline of Thai hand-
written word based on PCA algorithm. For recording data, we use 30 Thai words
which are selected randomly from Thai corpus name BEST2010 from NECTEC
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and these words are written by 10 Thai natives. Then these words are rotated
into 10 angles. Thus, the number of all data is 3,300 words.

In the experiment, it is to find the best baseline detection method of three
proposed methods, i.e., the mean method, the median method and the middle
method. Then, we compare the performance of the proposed method with the
basic PCA method.

From the experimental results, the mean method is the best baseline detection
method among the three proposed methods. It has 14 efficient scores which
are greater than two methods. Then, the performance of the mean method is
compared with the basic PCA method. The result is the mean method can detect
the baseline more accurately than the basic PCA method.

However, the proposed method cannot detect the baseline of all words cor-
rectly because it is affected by the first baseline detection. Moreover, this method
cannot used to detect the short word such as one word because it is the limitation
of the PCA algorithm. We plan to improve this in our future works.
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Abstract. Accounting information systems have improved conventional infor-
mation control. Due to corporate meltdowns, corporate governance has come 
under greater scrutiny to improve practices of managing, retrieving and extract-
ing accounting information within organizations. This paper introduces a 
framework for an ontology-driven accounting information system as a mean to 
share information in line of common agreement. The proposed approach contri-
butes to weakening of asymmetric information and information transparency 
problems.  

Keywords: AIS, Ontology, Corporate Governance, Semantic Web. 

1 Introduction 

Corporate governance practices have come under increasing scrutiny for more than a 
decade. It is broadly defined as rules and incentives by which the management of a 
firm is directed and controlled so as to maximize profitability and long-term value of 
the firm to shareholders, while taking into account the interests of other stakeholders 
[3]. Corporate governance has been called for to raise the level of shareholders pro-
tection since several corporate meltdowns and frauds such as Enron, Tyco, and 
WorldCom, which has led to obliteration of billions of dollars of shareholder wealth, 
loss of thousand of jobs, and record-breaking bankruptcy filings. As a result, the Sar-
banes-Oxley (SOX) Act of 2002 was quickly passed by the Congress in the United 
States [18]. The New York Stock Exchange and the NASDAQ (National Association 
of Securities Dealers Automated Quotations) stock market have proposed new listing 
standards that require companies to improve their corporate governance [18]. SOX 
Section 404 (known as SOX 404) requires public companies to report adequate com-
pany’s internal control over financial reporting. Auditors need to verify manage-
ment’s reports and provide reports on the effectiveness of the internal control system. 
SOX 404 addresses the need of investors to have confidence in the financial reports 
issued by a company and also the process and control that are integral part of produc-
ing these reports.  
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Information Technology (IT) plays an important role in the financial reporting and 
it has become an integral part of companies’ internal control systems. It provides day-
to-day operations and is used to perform more functions from input devices to sophis-
ticated financial management planning and processing systems. Business transactions 
of most companies are routinely processed electronically [15]. Companies have faced 
with greater expectation to provide more accurate, visible, and timely information 
while ensuring the privacy and security of their corporate information assets are pro-
tected. Sonde [24] argues that Accounting Information Systems (AIS) have not met 
expectations of organizations because information is not easily accessible.   

Modern AIS use the World Wide Web (WWW) technologies. The Web has be-
come the channel of information disclosure and making accounting information wide-
ly available to external users. In particular, from corporate governance perspective, 
this leads to asymmetric information problems where one party has more or better 
information than the other. Moreover, the diverse range of Web users may result in 
users not having a common understanding of accounting and financial terminologies 
used.  

Furthermore, financial Web resources in the existing Web environment are mainly 
published for mass media. This is generally not a context-sensitive approach. For 
example, when a researcher uses keywords to search in an online financial database 
(generally the keywords are considered to be “valid” keyword in the domain of 
search), the results of the query often do not match as intended. The current Web 
contains vast amount of financial information resources, such as trading summary, 
financial reports and stock prices. Making these resources available in a more struc-
tured way is one of the goals of our long term project efforts 

This study aims to support and improve quality of accounting information by inte-
grating ontology in the AIS. Ontology approach provides a common domain to enable 
users to have further access to financial and accounting information of their targeted 
corporations with a clear understanding of the domain among all the parties con-
cerned. Thus it opens the alternative information channel to weakening the asymme-
tric information problem and information transparency problems. 

2 Literature Review 

2.1 Corporate Governance 

The concept of corporate governance is difficult to define because it potentially cov-
ers a large number of different economic phenomena. Traditionally, corporate gover-
nance is associated with a principal (owner or shareholders or sometimes investor) 
and an agent (manager) relationship; shareholders employ managers to manage firms 
to maximize shareholders’ benefits [23, 17]. Corporate governance depends on corpo-
rate governance system as well as its associated mechanisms such as information 
transparency and disclosure requirements.  The quality of transparency and informa-
tion disclosures can contribute to the effectiveness of shareholders’ protection system  
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[16]. Information of the firm disclosed to shareholders should be complete, adequate, 
reliable, creditable and timely. The information usually includes financial situation, 
list of major shareholders and board of directors, governance structure, and the firm’s 
objectives and its policies. Positive and negative information should be disclosed 
regularly. However, such information should not confuse or mislead users because 
shareholders as well as investors require such information for decision making and 
evaluation of performance of management. 

In addition, quality of transparency and information disclosure significantly de-
pends on accounting and auditing standards as well as financial systems.  It has been 
documented that international accounting standard is needed to contribute to higher 
quality of transparency and information disclosure in the firm. In addition, indepen-
dence of auditing and good financial reporting systems should be called for. This is 
because these systems can ensure information disclosed to shareholders and other 
investors is reliable and adequately credible [19, 2, 16]. For example, in the United 
States and United Kingdom the accounting standards are set by professional bodies of 
accountants, who ultimately understand the rules. In some countries, such as Thail-
and, there is an inadequate number of well-qualified accountants and auditors as well 
as professional self-regulatory body [1, 21]. In 1999, the Stock Exchange of Thailand 
(SET) required all listed firms to establish audit committee to be responsible for ex-
amining the quality and reliability of the firm’s financial reports.  

Ontology defines the domain of interest and domain of conceptualization. It works 
as a standardized list of vocabularies to enable users in the domain, in this case users 
of accounting information system, to communicate with each other with the same 
language. This way we propose that ontology can minimize asymmetric information 
problems. For corporate information disclosure, the ontology can be used by users to 
navigate the information repository of an organization in an effective manner. 

2.2 Accounting Information Systems 

AIS provide financial information to monitor and manage organizational resources 
together with conventional accounting controls: inputs, processes and outputs [13]. 
Thus study of AIS is important because it covers not only the principle but also prac-
tice of accounting with the design, implementation and maintenance of AIS.  Enter-
prise resource planning (ERP) is an example of IT system that uses IT to perform 
business functions from input devices to sophisticated financial management planning 
and processing systems. It focuses on how information is exploited in AISs to pro-
duce value added supports in business.  

Financial data have been represented in computing systems such as AISs and ERP, 
operated by automated procedures like eXtensible Business Reporting Language 
(XBRL), and then integrated into business settings. This is an important feature that 
can provide answers to questions such as “Why did the revenue fall very quickly in 
the last two weeks?”, ‘What will happen to the stock prices?” To support the above 
examples of business queries, Artificial Intelligence (AI) techniques can be applied to  
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formalize many interesting financial data to analyze information such as using tech-
nique of data mining and supporting decision making using decision support system 
in AISs. However, this way of utilizing financial data is still not flexible enough to 
accommodate the need of AIS. 

Kabak and Beam [14] explain that there is a need of two dimensions of account-
ing. The first dimension is a traditional way of recording and presenting information 
for financial reporting purposes. The second dimension is a way of relating to man-
agement’s question that may need a different way of presenting information. For in-
stance XBRL is introduced to answer electronic communication between business and 
financial data reporting. The initial idea was to propose a mechanism that can tackle 
non-standardization of controls, continuation of controls, fraud detection, and lack of 
transparency of transaction changes. With XBRL taxonomies, it can incorporate busi-
ness rules and add data layer validation. Data validation is the process of checking if 
the data satisfy certain criteria. For fraud detection, validation takes place at the data 
layer instead of at the application layer. As XBRL supports continuous auditing, inter-
faces between different systems can be standardized. This way an Embedded Audit 
Module (EAM) can also be standardized. EAM is an integrated part of auditing tools 
to monitor specific transactions. A study conducted by Premuroso and Bhattacharya 
[20] shows that there is greater transparency to corporate governance and operating 
performance by adopting the XBRL format. Thus XBRL endorses standardized data 
format to exchange data. In turn, it promotes standardized controls, standardized test-
ing, and improves audit processes. However, XBRL is mainly used as a means to 
exchange data between applications and maps between current systems. It is still li-
mited as a business reporting language not as a financial analytical language. 

One of the challenges in the development of AIS is the difficulty in representing 
knowledge domain explicitly. A domain expert often finds it is very difficult to ex-
pressively describe his or her domain knowledge to the system engineer. Thus the 
need to build better and interoperable interpretation approach is essential to solve the 
ambiguity problem in knowledge representation. There is also a need to share mean-
ing of terms in a given domain by an individual or the community. In order to effec-
tively deploy a shared term or terminology, a clear understanding of the domain needs 
to be agreed by the community of practice. In other words, a way to conceptualize the 
given domain by the community has to be published and broadly agreed among the 
interest groups. This approach ensures situations where misunderstanding and misin-
terpretation of conceptual modeling in terms of taxonomy will not occur. This is 
known as an ontological approach.  

2.3 Ontology 

The term ontology is defined as “a formal explicit specification of a shared concep-
tualization” [11, p.2], or “a formal specification of a shared conceptualization” [6, 
p.28]. Primarily, ontology works like a standardized list of vocabularies that allows 
everyone to communicate with each other in a common language and common under-
standing of terminologies [11]. A key idea of constructing ontology is to share com-
mon understating of domain knowledge.  For example, a/c is used to indicate an  
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account, and this terminology is well-understood to everyone in the accounting and 
finance discipline. However there are other concepts or representations that can be 
associated with the term a/c such as bank or financial credit account. In this case a/c 
has a similar meaning it is associated with, we call this the synonym. Ontology seeks 
to demonstrate a clear understanding of the domain of interest for well structured Web 
resources in the Semantic Web environment. The Semantic Web is described as an 
extension of the current Web in which information is given well-defined meanings 
(known as Web ontology), and enable computers (in particular software agents that 
behave like personal assistants) and people to work in a cooperative manner [4].  

3 OntoAIS  

OntoAIS (Ontology-driven Accounting Information System) aims to develop a well-
formed conceptual model of the financial data obtained from the SET. Then we have 
applied an ontological re-engineering approach to build our own ontology. With the 
well-formed conceptual model of the financial data, we produce a reliable query 
processing module which can be integrated into a Web server through simple n-tier 
client-server architecture. The end-user query can be widened or narrow-downed to 
specific concepts such as daily transactions by a particular investor of the trading 
summary. The former information is already available in the SET and the latter is also 
available within the SET that maintains details in a semi-structured format.  

In brief, the client accesses ontological information available on an application 
server that is built with the SPARQL query. It uses its own ontology that has a com-
mon semantic source. SPARQL is the query language for RDF (Resource Description 
Framework) as well as OWL (Web Ontology Language) [26]. The semantic source 
maps the concepts and their relationships about the SET. A database server stores 
additional information such as instances of the concepts (known as classes of ontolo-
gy) and value of their attributes (known as properties of the classes). 

 

Fig. 1. Ontology-driven accounting information system on the Semantic Web environment 

3.1 Ontology Development 

Consider a trading summary ontology that we have developed for the SET. Figure 2 
shows tabulated information about the trading summary on Monday, 12 April 2010 
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from the SET. Firstly, it can be noticed that there is an ambiguous term called ‘Type’ 
as it can refer to a type of investors or investment or investment sources. Next, we 
assume that the term ‘Net’ refers to the value obtained by subtracting the value in 
‘Buy’ from ‘Sell’. The term ‘Unit’ refers to million Thai currency (Baht). The term 
‘more>>’ refers to forwarding current page to other page for additional available in-
formation. In the following page, our first question is answered as ‘Type’ instead 
refers to ‘Investor Type’ however there are still more unanswered questions such as 
the meanings of ‘Buy’, ‘Sell’ and ‘Net’. It is also unclear whether % means an in-
crease in a percentage or decrease in a percentage based on daily, weekly or monthly. 
In the ‘Net’ column, it shows - with a red color and + with a green color. We assumed 
that it means - for loss and + for profit.  In other words, it may be easy for human 
users to understand these terms of Buy, Sell and Net. However it is not clear in situa-
tion where it is machine processable. 

 

 

Fig. 2. The trading summary on Monday, 12 April 2010 from the SET 

In summary, early finding shows that financial information is presented in the 
form of the current WWW that may mislead the machine users. In particular, such 
information can be referred asymmetric information problem in corporate governance 
as it confuses or not useable for non-financial experts. 

3.2 Ontological Engineering 

A large number of ontologies have been developed by different researchers using 
different methods, methodologies, languages and tools. This set of efforts is referred 
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to as ontological engineering [10, p.5]. In particular, we will discuss the Uschold and 
King’ method that consists of the following four phases: 1) identify purpose and 
scope, 2) building the ontology, 3) evaluation, and 4) documentation [8]. 

 

Fig. 3. Illustrated Uschold and King’s method (Source: Gómez-Pérez et al. 2004 p.115) 

The first phase of identifying purpose and scope includes clear understanding of 
possible uses and intended uses of the ontology. It may include identifying the rele-
vant terms on the domain. Our finding shows that the SET has six categories on its 
website: About SET, Companies / Securities Info., Prices & Statistics, Products & 
Services, SET News and Supervision & Regulations. Each category has several subca-
tegories. For example, About SET has Mission & Vision, SET Overview, Corporate 
Reports, SET Holidays, Job Opportunities and Map to SET. Our current approach 
focuses on a self-adaptive development to deal with the dynamic requirements and 
continual user involvement. Once we have an idea of what we want to know, we start 
to list the important terms that we need. These include basic concepts, properties (cha-
racteristics of a concept) and relationships. It is a repeated process when there are 
inconsistent, duplicated or missing concepts. 

The second phase of building the ontology consists of three activities: capture, 
coding, and integrating existing ontologies. Ontology capture includes identifying key 
concepts and relationships in the domain of interest, producing precise unambiguous 
text definitions for such concepts and relationships, identifying terminology that re-
fers to such concepts and relationships, and reaching an agreement. Ontology coding 
involves specifying the ontology by placing the underlying representational terms, 
choosing a presentation language, and writing the code. Integrating existing ontolo-
gies refers to joining all or part of existing relevant ontologies together. Thus, we 
construct concepts by starting from categorizing different terms according to their 
relations in the ontology. A key idea of constructing such an ontology is to share 
common understating of domain knowledge, in this case the SET. Figure 5 shows an 
example of the SET ontology constructed for this research. To construct the Stock 
Exchange Thailand (SET) ontology, Protégé editor is used. Concepts (also known as 
classes) are built by categorizing different terms according to their relations in the 
ontology. Figure 4 shows a graphical representation of the SET ontology that speci-
fies the concepts of SET related information, services and products for decision sup-
port in financial practices, and sharing of accounting data within the organization. 
There are over 100 defined concepts of the SET ontology. For instance, the concept of 
Stock has 11 sub-concepts. Each sub-concept of Stock is disjoint. This means it must 
belong to an industry only. That is, company α that is classified as the Technology 
industry cannot be classified as a Resources industry at the same time.  
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Fig. 4. SET ontology with partial information 

The third step of evaluation refers to “the correct building of the content of ontol-
ogy, ensuring definitions… in the real world” [8, p.3]. In this step, it includes evalua-
tion of each individual definition and axiom, a collection of definitions and axioms 
imported from other ontologies, and definitions that can be inferred using other defi-
nitions and axioms [9]. For illustration purposes, we will use the trading summary as 
shown in Figure 2.  

Figure 5 shows ontological information of the trading summary in the SET ontol-
ogy. In Figure 5 we can infer several facts from these relationships. All classes are 
subclasses of Thing. For example, there are three subclasses: SET, By Date and Inves-
tor. Each subclass has several subclasses of its own. For example Investor Group 
consists of Buy, Sell and Net. Investor consists of Local Institutions, Proprietary 
Trading, Foreign Investors and Local Individuals. In Web Ontology Language 
(OWL), we say that the subclasses of Investor are disjoint; that is there is no instance 
that belongs to another subclass. These relationships can help us to do reasoning. For 
example the property hasValue of Buy tells us that if we want to prove 2,426.79 mil-
lion Baht, we know that it has value 2,437.43 million Baht. The property hasValue of 
Sell is 4,864.22 million Baht. Thus, we can conclude that the property hasValue of 
Net. A simple SPARQL query can return the result. The query consists of two parts: 
the SELECT clause identifies the variables to appear in the query results, and the 
WHERE clause provides the basic graph pattern to match against the data graph (See 
Figure 6). 
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SET
Transaction

Investor Group

Investor

Local Institutions

Proprietary Trading

Foreign Investors

Local Individuals

Buy

Sell

Net

hasValue, %, Unit

hasValue, %, Unit

hasValue, %, UnitSell - Buy

By Date

Name
by

conceptualized,
agreed,
formalized vocabularies

 
Fig. 5. Ontological information of the Trading summary in the SET ontology 

hasValue, %, Unit

hasValue, %, Unit

hasValue, %, UnitSell - Buy

Name The Stock Exchange of Thailand

2,437.43, 6.92%, M. baht  

4,864.22, 13.81%, M. baht  

2,426.79, -, M. baht  

by

SELECT ?sell ?buy
WHERE 
{ 

?sell <http://www.set.co.th/ontology/1.0#sell> ?sell .
?buy <http://www.set.co.th/ontology/1.0#buy> ?buy 

}

Sell Buy
2,437.43 4,864.22
…  

Fig. 6. Example ontological information of the trading summary in the SET ontology 

The fourth step of documentation includes setting up guidelines for documenting 
ontologies so that it addresses problems of inadequately documented existing know-
ledge bases and ontologies such that the fundamental concepts are defined in the  
ontology. For instance, we had not considered the term ‘company’ in our initial ex-
amination as it is not a part of the SET. However, we have to define it in our ontology 
to allow contact details of the company to be asserted, which are not available from 
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the SET. Therefore, we have decided to include company as a term of interest as well 
as properties associated with company. 

4 Conclusion 

It is essential to improve disclosure of financial information such as managing, re-
trieving and extracting accounting information within organizations, as a mean of 
sharing information in line of common agreement in practice. This way, the system 
not only provides clear understanding of terms but also unambiguous definitions of 
complex concepts and classifications. Moreover, users have access to financial and 
accounting information of their targeted corporations for corporate performance and 
trends. This study demonstrated improved quality of financial information by integrat-
ing ontology in the AIS. Thus it contributes to weakening the asymmetric information 
and information transparency problems in corporate governance practices. 

In future research, we will investigate OntoAIS as a way to monitor fraud in the 
business.  
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Abstract. Less than a half of hepatitis C patients respond to the cur-
rent therapy by peg-interferon combined with ribavirin, and the genomic
basis of those drug resistance remains unknown. It is recognized that the
emerging challenge in the development of therapies for hepatitis C is new
functions and mysteries of hepatitis C virus (HCV) non structural 5A
(NS5A) protein. Different from current studies using small experimental
samples to analyze relations between the HCV NS5A region and the re-
sponse to interferon/ribavirin therapy, we introduce a data mining-based
framework that exploits the largest available HCV database. This paper
focuses on the methodology and early results of analyzing NS5A data.

1 Introduction

Hepatitis C is an infectious disease affecting the liver, caused by the hepatitis
C virus (HCV) [1]. The worldwide prevalence of HCV infection is estimated to
be approaching 200 million people. HVC persists in the liver of about 85% of
infected people and the persistent infection can be treated with medication. In
the evolution of HCV treatment, most early studies were naturally based on
using standard interferon (IFNα) and later pegylated interferon (PEG IFNα).
Whereas treatment with IFNα alone achieved only modest success, the addition
of the antiviral agent ribavirin (RBV) greatly improved responses. However,
more than a half of the infected individuals with chronic disease do not achieve
sustained clearance of hepatitis C virus [2], [3], and the genetic basis of resistance
to antiviral therapy is unknown [4].

To optimize current therapeutic strategies and to develop new therapies, a
deep understanding of the mechanism of resistance to IFN and ribavirin will
be essential [6], [7]. It is also well recognized that “the clinical success of HCV-
targeted drugs will depend on their ability to suppress all viral variants as well
as prevent the emergence of resistant viruses” [8].

HCV has length of approximately 9,600 nucleic acids that encodes a single
polyprotein (Figure 1), consisting of structural proteins (Core, E1, E2, p7) and
nonstructural proteins (NS2, NS3, NS4A, NS4B, NS5A, NS5B). In the devel-
opment of therapies for hepatitis C, the research has focused predominantly

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 79–90, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. The HCV Open Reading Frame [5]

on inhibitors of the viral enzymes NS3 protease and the RNA-dependent RNA
polymerase NS5B, but recently on new functions and new mysteries of NS5A
protein [2], [3]. NS5A is known as the protein most reported to be implicated in
the interferon resistance [9]. Indeed, NS5A has emergently attracted tremendous
attention in the HCV field and presents a very promising target for anti-HCV
therapy.

In an effort to understand the relation between NS5A and IFN/RBV therapy,
numerous studies have been performed, typically [3], [7], [4], [6], [2], [5], [10].
Some general mechanisms of NS5A resistance to IFN and ribavirin have been
described and surveyed in [9], [11], [12]. However, this field is controversial and
deep understanding of inhibitions remains unknown [11].

Different from most work on this problem, which is usually based on a small
number of experimental samples, we introduce a data mining-based approach
to discovery of the relationship between NS5A and the response to IFN/RBV
therapy. By exploiting a large amount of unlabeled NS5A sequences and link
them with available labeled NS5A sequences, we target to detect new and signif-
icant relationships between NS5A and IFN/RBV therapy. This paper presents
our proposed framework and early results on data encoding and analysis.

2 Background

2.1 NS5A Protein

The non structural protein 5A (NS5A) has RNA-binding activities. Figure 2
shows the linear representation of the NS5A proteins where the grey zones are
sites of interest, having name and amino acid positions. The typical functions of
NS5A include:

1. NS5A interacts with IFN cellular antiviral pathways and thus inhibits the
IFNα activity, typically either binding and inhibiting the IFNα-inducible
double-stranded RNA-activated PKR (Protein Kinase R) or interacting with
the IFN pathway in a PKR-independent manner [9], [11].

2. The mutations in the NS5A resist the IFN therapy. The 40 first amino acids
of the PKR binding domain are of high level of variability, called Interferon
Sensitivity Determining Region (ISDR), involve in sensitive/resistance to
IFNα in HCV genotype 1b. However, recent studies have questioned the
existence of an ISDR in NS5A and identified another domain of 27 amino
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Fig. 2. Linear representation and the main interesting domains of NS5A protein [9]

acids in length, called V3 domain, that shows a high quasispecies diversity
relating to the success of the IFN-based therapy [9].

Among the viral factors examined, viral genotype seems to be the most impor-
tant predicting factor [9].

The HCV NS5A protein is also viewed in three domains, designated domains
I, II and III, which are separated by low complexity sequence blocks of repetitive
amino acids (LCS I and II). Domains II and III are more variable among HCV
genotypes. Recent studies showed that domain II contains the PKR and the
HCV NS5B binding domains and domain III could influence RNA replication
[13]. Some open research questions can be raised:

– Concerning the role of NS5A in RNA replication, most replication pheno-
types mapping to the domain I of NS5A. What is the remained enigmatic
role of the domains II and III (DI, DII and DIII) in the HCV lifecycle [3]?

– Can V3 region be a more accurate biomarker than the ISDR region [10]?
– The larger size of NS5A samples may be necessary for understanding its role

in the therapy outcome of HCV 1a/1b infection [4]. How to deal with it
when NS5A data related to IFN/RBV therapy responders/non-responders
are limited?

2.2 Interferon and Ribavirin

Interferons are a group of small proteins made by the human body in response to
viral infections. IFN therapy is thought to work by stimulating processes within
cells which help to slow down the reproduction and growth of the virus. These
processes can increase the body’s immune response to the virus so that you can
fight the infection more effectively.

Most of early clinical trials used conventional interferon IFNα, and more re-
cent clinical trials used pegylated interferon alpha (PEG-IFNα) [14]. PEG-IFNα
is able to stay in the circulation for longer as it is less likely to leak out into
other tissues and it is also filtered and removed by the kidneys at a slower rate.
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Ribavirin is a drug that has activity against some viruses. The way it works in
hepatitis C is not completely understood. Taking ribavirin alone is not effective
against HCV infection in the long term. When ribavirin is used in combination
with the drug interferon, researchers have found that about twice as many people
as those using interferon alone show a long term clearance of detectable HCV
from the blood.

The general mechanisms of resistance to IFNα and ribavirin and in particular
NS5A and IFNα resistance and many questions are open to uncover are described
in [12]:

– No significantly different virologic response rates between HCV subtypes
were reported.

– It must be assumed that additional mutations outside the NS5A gene but
within other genes of the HCV ORF are important for determinations of
IFN sensitivity.

– Nothing is known about the frequency of UA and UU dinucleotides before
and during IFN based therapy in correlation with HCV RNA clearance.

3 Discovery of Relationships by Data Mining

3.1 The Project Framework

Figure 3 describes our project framework to achieve the research target. The
key idea is to exploit the large amount of unlabeled data to find interesting
patterns in the NS5A sequences then detect their relations to IFN/RBV ther-
apy by labeled data. To this end the framework consists of three steps. First
is to encode the original NS5A sequences into the forms that can be exploited
by various data mining methods. Second is to find interesting sequential pat-
terns in both detected clusters or individual sequences and from different views,
specially from the domain knowledge on NS5A and its resistance to interferon
and ribavirin. Third is to link those patterns to labeled sequences for detecting
expected relations. The essence of this step is to develop new semi-supervised
learning methods that can exploit limited volume of labeled data by the connec-
tion to the findings in unlabeled data. The steps are not necessarily sequential
but can be mixed in appropriate schemes.

3.2 The Datasets

Two kinds of data related to IFN/RBV therapy:

– Unlabeled dataset (in terms of two groups of response and non-response pa-
tients): About 5000 NS5A sequences belonging to 6 genotypes of which the
genotype 1 divided into subtypes 1a, 1b and and 1c, and the genotype 2
divided into subtypes 2a and 2a. These data were taken from the database
of Nagoya City University and GenBank.
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Given:

1. Un-labeled data: About 5000 sequences of NS5A proteins each belongs to one geno-
type or known subgenotype.

2. Labeled data: About 270 NS5A sequences each from one of either IFN/RBV re-
sponder or non-responder.

3. Domain knowledge about mechanism of resistance to IFN/RBV.

Find: Relations between NS5A and IFN/RBV therapy responders or non-responders.

Method:

1. Encoding the NS5A sequences:
(a) Non-transformed sequences.
(b) Transformed sequences, by

i. k-gram with different k.
ii. active motifs.
iii. descriminant patterns

2. Find the relations in terms of interesting subsequences in NS5A sequences of given
genotypes or in groups of unlabeled sequences obtained by clustering. The interest-
ingness is investigated in different views such as:
(a) Criteria in sequence analysis such as common longest/shortest subsequences,

closed and maximal frequent subsequences.
(b) High discriminant and covering ability patterns.
(c) Relations to the resistance mechanisms of IFN/RBV or domain knowledge on

NS5A.
3. Find the relations in terms of connection analysis results of unlabeled data (step

2) and labeled NS5A sequences by appropriate semi-supervised learning methods.

Fig. 3. Framework for discovering knowledge on NS5A and IFN/RBV therapy

– Labeled datasets: One is NS5A sequences of non-response (134) and response
patients (93) to IFN/RBV therapy from Los Amalos HCV database [15]
and the other is 40 NS5A response and non-response sequences of subtype
1b under preparation by the physicians at Graduate School of Medicine,
Chiba University.

The followings are examples of two NS5A V3 regions and two NS5A ISDR regions
in HVC sequences of subtypes 1a and 1b, respectively:

STSGITGDNTTTSSEPAPSGCPPD (1a)
ESSAADSGTATAPPDQPSSDGDAG (1b)

PSLKATCTANHDSPDAELIEANLLWRQEMGGNITRVESEN (1a)

PSLKATCTTHHDSPDADLIEANLLWRQEMGGNITRVESEN (1b)

It can be easily observe that while sequences in two subtypes are mostly different
at each position in the V3 region, they are almost identical in the ISDR region.
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3.3 Encoding the NS5A Sequences

Targeting to fully exploit the NS5A sequences we tend to use different analysis
methods which requires different input formats. Generally, two kinds of data
formats are needed. First is the original sequences without any processing that
is appropriate for sequence analysis methods. Second is transformed sequences by
different methods that convert the original sequences into other representation
spaces, mostly vector spaces.

Denote by S = {S1, S2, . . . , Sn} the set of n sequences. A pattern P is a
subsequence of one or more sequences in S. Denote by m(P ) the set of all
sequences in S each contains P as a subsequence. For a set of patterns PS =
{P1, P2, . . . , Pq}, a sequence Sj is matched by PS if it is in m(Pi) for at least
one Pi ∈ PS.

The frequent occurrence of the same pattern in biological sequences usually
indicates that the sequences biologically related (i.e., they contain similar mo-
tifs), and it is assumed that these important regions are better conserved in
evolution. These patterns are possibly related to an important function of a set
of sequences, and are important factors in sequences classification.

Extracting Different Datasets. In order to analyze and compare the unla-
beled data and labeled data as well as response and non-response to IFN/RBV
therapy, according to the analysis purpose we extract different datasets for the
labeled and unlabeled data, accordingly:

– The ISDR region of 40 amino acids in length,
– The V3 region of 27 amino acids in length,
– The domains I, II and III have 213, 93 and 111 amino acids in length,
– The full NS5A sequences.

k-Gram. The k-grams extraction can be done in a O(m × n× k) time, where
m is the maximum length of a sequence, n is the number of sequences and k
is the motif length. The k-grams are used in two cases: one is to transform the
sequences into vectors of k-grams (with their frequency), and the other is to use
k-grams to detect significant patterns in the NS5A sequences.

Active Motifs. This method enables to extract the commonly occurring motifs
whose lengths are longer than a specified length, called active motifs, in a set of
biological sequences. The activity of a motif is the number of sequences which
match it within an allowed number of mutations. The motifs extraction is based
on the construction of a Generalized Suffix Tree (GST).

Coverage and Discriminant Patterns. Given n sequences each belongs to
one of K classes C1, C2, . . . , CK . Denote by mCi(P ) the subset of sequences in
class Ci that match P .
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Given:

1. Un-labeled data: NS5A sequences in the V3, ISDR regions and domains I, II, III
of HCV subtypes 1ac (1559 sequences) and 1b (1191 sequences).

2. Labeled data: NS5A sequences in the V3, ISDR regions and domains I, II, III
of HCV subtypes 1ac (87 sequences) and 1b (79 sequences) each is from either
IFN/RBV response or non-response patients.

Find:

1. α-coverage patterns characterizing subtypes 1ac and 1b, given α(0 < α < 1).
2. β-discriminant patterns characterizing response and non-response sequences in sub-

types 1ac and 1b, given β(0 < β < 1).

Procedure:

For each dataset from the V3, ISDR regions and domains I, II, III (L denotes the
length of each region):

1. For k = 1, 2, . . . , L, find all:
– α-coverage patterns for subtype 1ac.
– α-coverage patterns for subtype 1b.

2. For k = 1, 2, . . . , L, find all:
– Shortest β-discriminant patterns for response and non-response sequences in

subtype 1ac.
– Shortest β-discriminant patterns for response and non-response sequences in

subtype 1b.

Fig. 4. Algorithm for finding α-coverage and β-discriminant patterns

Definition 1. A pattern P is a α-coverage for class Ci if |mCi
(P )|

|Ci| ≥ α for a
given parameter α (0 < α < 1).

Definition 2. A pattern P is a β-discriminant for class Ci if |mCi
(P )|

|m(P )| ≥ β for a
given parameter β (0 < β < 1),

Note that the coverage for a class of a pattern measures its frequent occurrence
in the region, or in other words, its conservation in evolution. If pattern P1 is
a subsequence of a pattern P2, then we have m(P2) ⊆ m(P1), i.e., the coverage
of P1 is larger and the discrimination ability of P1 is smaller than those of
P2, respectively. Given an α-coverage pattern P , the most informative pattern
related to P in terms of coverage is the longest α-coverage pattern containing P .
Alternatively, given a β-discriminant pattern P , the most informative pattern
related to P in terms of discrimination is the shortest β-discriminant pattern
contained in P .

3.4 Find Interesting Subsequences in NS5A Sequences

Figure 4 describes our algorithm to find interesting subsequences in terms of
α-coverage patterns for HCV subtypes 1ac and 1b and β-discriminant patterns



86 S. Kawasaki et al.

Table 1. α-coverage patterns with high values of α found in V3 and ISDR regions

V3 region ISDR region

Type 1ac 1ac 1ac 1b 1b 1b Type 1ac 1ac 1ac 1b 1b 1b
R NR UL R NR UL R NR UL R NR UL

# Seq. 14 73 1559 30 49 1159 # Seq. 14 73 1559 30 49 1159

TGD 14 63 1232 0 0 3 AEL 14 73 1482 1 0 5
STS 14 72 1519 0 0 2 DAE 14 73 1520 1 0 5
TSG 14 73 1532 0 0 4 ELI 14 73 1466 0 0 6
SGIT 10 36 1146 0 0 1 NHD 11 73 1440 0 0 11
GSSS 12 72 1457 0 0 2 PSLK 14 73 1513 20 43 2
SSST 12 72 1465 0 0 3 DSPD 11 73 1476 23 43 2
TSSE 11 40 955 0 0 2 HDSP 11 73 1471 23 42 2
CPPD 10 69 970 0 0 2 IEAN 11 48 1274 21 44 3
TSGI 10 46 1230 0 0 2 ADL 0 0 19 22 42 1111
GTA 0 0 1 23 41 1045 DAD 0 0 17 22 41 1112
PDQ 0 0 1 18 39 917 TRH 0 0 0 17 23 654
PDQ 0 0 1 18 39 917
SGTA 0 0 1 23 39 1037
GTAT 0 0 1 22 40 1010
ATAP 0 0 2 18 39 1060
TAPP 0 0 2 18 39 1055
TATA 0 0 1 18 39 992
SDDG 0 0 0 15 13 992
DDGD 0 0 0 13 9 992
DGDA 0 0 0 12 15 992

for response and non-response sequences in these subtypes. The algorithm is
applied to extracted data of V3 and ISDR regions, domains I, II, and III.

Some results are reported and analyzed as below where many motifs found
with α = 0.98 and β = 0.95 or β = 0.85.

α-Coverage Patterns in Subtypes 1ac and 1b. Table 1 shows many 0.98-
coverage patterns in subtypes 1ac and 1b found from the V3 and ISDR regions,
respectively. In these tables, the cells in the first three rows at columns 2-3 and
columns 5-6 indicate the number of response sequences (with label “R”) and
non response (with label “NR”) of subtypes 1ac and 1b, respectively. Those in
columns 4 and 7 indicate the number of available sequences without informa-
tion of IFN/RBV therapy (with “UL” stands for unlabel). Each row from the
fourth row shows information of one pattern found. The first column shows the
subsequence found. The columns 4 and 6 show the number of sequences in un-
labeled data (1ac UL and 1b UL) that match the patterns (key information).
The columns 2, 3, and 5, 6 show the number of R and NR sequences in groups
1ac and 1b, respectively. For example, the pattern “AEL” in Table ?? matches
1482 out of 1559 1ac sequences, and 5 out of 1159 1b sequences. Among 1482
1ac sequences that contain “AEL”, 14 are response ones and 73 are non response
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Table 2. β-discriminant patterns with high value of β in the V3 and ISDR regions

V3 region ISDR region

Type 1ac 1ac 1ac 1b 1b 1b Type 1ac 1ac 1ac 1b 1b 1b
R NR UL R NR UL R NR UL R NR UL

# Seq. 14 73 1559 30 49 1159 # Seq. 14 73 1559 30 49 1159

PSG 2 57 455 0 0 5 ANH 1 61 649 0 0 3
GCP 2 63 592 0 0 1 CTA 1 61 673 4 3 47
SGC 2 66 678 0 0 1 TAN 1 61 653 0 0 3
APSG 1 57 392 2 0 2 AAN 0 25 87 0 0 0
NTTA 0 29 69 0 0 0 IAA 0 25 84 0 0 0
EPAS 0 9 300 0 0 0 LIA 0 25 85 0 0 0
PDC 7 0 28 0 0 0 WNQ 0 25 0 0 0 0
DDT 5 0 204 0 0 2 ESES 0 24 6 0 0 0
GDD 5 0 249 0 0 7 DAN 0 0 1 3 0 3
PPDC 7 0 9 0 0 0 LVD 0 0 0 3 0 1
SEPT 4 0 67 0 0 0 VDA 0 0 0 3 0 1
EPTP 4 0 35 0 0 0 CTTH 0 0 10 2 15 317
DQA 0 0 0 2 12 264
QSA 0 0 0 1 11 277

ones (all of 87 available labeled 1ac sequences). Among 79 available labeled 1b
sequences, only 1 response one contains “AEL”.

β-Discriminant Patterns in Subtypes 1ac and 1b. Table 2 shows the
0.95-discriminant patterns in subtypes 1ac and 1b found from the V3 and ISDR
regions, respectively. The table cells have the same meaning of those in Table
1. In these tables, the key information is on the columns 2, 3 or 5, 6 depending
on the pattern is for 1ac or 1b. For example, in Table 2, the pattern “PSG”
discriminates NR sequences from N sequences of 1ac with estimated accuracy
ratio is 57/59 = 0.96 (thus a 0.95- discriminant pattern). It does not match any
labeled sequences of subtype 1b. Moreover, the pattern appears in 455 out of
1559 1ac UL sequences, and only in 5 out of 1150 1b UL sequences. The subse-
quences “PSG”, “GCP”, “SGC”,“APSG”, “NTTA” and “EPAS” are typical for
NR sequences in 1ac, while “PDC”, “DDT”, “GDD”, “GDD”, PPDC”, “SEPT’
and “EPTP” are that typical for R sequences in 1ac. We can find only two
0.85-discriminant patterns “DQA” and “QSA” for NR sequences in 1b.

The last row in Table 2 (in the right part) shows the shortest pattern con-
taining subsequence “TTH” that can distinguish the NR from R sequences with
accuracy of 0.88. Note that the ISDR regions of 1ac and 1b are different at only
4 positions, “TAN” in 1ac versus “TTH” in 1b and “E” versus “D” at the po-
sition of 17th. The subsequence “TTH” is a 0.98-discriminant pattern for 1ac
and also with large coverage (0.71-coverage pattern for NR 1ac sequences) while
subsequence “TTH” is the core of a 0.88-discriminant and 0.21-coverage pattern
for R 1b sequences).
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Table 3. The 0.95-discriminant patterns in the domain I and domains II-III

Domain I Domains II and III

Type 1ac 1ac 1ac 1b 1b 1b Type 1ac 1ac 1ac 1b 1b 1b
R NR UL R NR UL R NR UL R NR UL

# Seq. 14 73 1559 30 49 1159 # Seq. 14 73 1559 30 49 1159

EYP 1 58 846 0 0 1 AAN 0 25 86 0 0 0
LHE 1 58 848 0 0 39 LWN 0 25 0 0 0 0
RVD 1 18 20 0 0 3 NQE 0 25 0 0 0 0
CDF 0 20 4 0 0 0 WNQ 0 25 0 0 0 0
MWD 0 14 1 0 0 0 SES 0 24 6 0 0 7
CDF 0 20 4 0 0 0 SKV 0 24 6 0 0 15
APP 0 0 2 0 7 9 KNP 0 0 0 8 0 31
DYA 0 0 0 0 7 7 NPD 0 0 0 8 0 40
KNP 0 0 0 8 0 31 WKN 0 0 0 8 0 31
NPD 0 0 0 8 0 40 GEI 0 0 1 7 0 11
WKN 0 0 0 8 0 31
SGT 11 59 1241 6 0 8
WSG 11 59 1247 6 0 3
DSH 0 0 42 6 0 71
GDS 0 0 42 6 0 72
SNM 0 0 2 0 7 213

It can be observed from these two tables:

– There are more discriminant patterns with larger coverage for NR sequences
in 1ac than those for R sequences.

– Some discriminant patterns can be found for R sequences in the V3 regions
but with smaller coverage.

– There are less discriminant patterns found in the regions V3 and ISDR for
R or NR sequences in the subtype 1b, and they also appear less frequent
(small coverage).

When applying the method to datasets extracted from the domains I, II and III
we could find a number of 0.95-discriminant patterns for subtype 1ac, and more
importantly a number of 0.95-discriminant patterns for subtype 1b as shown in
Table 3.

3.5 Linking Subsequences Found and Resistance Mechanisms to
IFN/RBV

We have introduced some simple ways of exploiting the large volume of unlabeled
data to investigate the labeled sequences. Based on various interesting patterns
found in subsection 3.4, the three directions can be pursued:
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– Investigate the partnership of detected motifs in NS5A and IFN cellular
antiviral pathways (especially JAK-STAT and PKR pathways).

– Investigate the partnership of detected motifs and mutations in NS5A to
IFN resistance.

– Develop new semi-supervised learning methods to exploit better unlabeled
sequences in linking with labeled data.

3.6 Discussion

The obtained results in this work is primitive but already allow us to have some
observations for further investigation.

– It is more difficult to find discriminant patterns for R sequences than NR
sequences.

– The V3 region is shorter (24 amino acids) and has more different amino acid
pairs than the ISDR region (40 amino acids). It was also suggested that the
V3 regions can be a more accurate biomarker [10]. However, the results in
Table 2 (right part) provide many significant patterns in the ISDR region.

– Discriminant patterns found in domains II and III show that they can also
play a significant role in the relation between NS5A and IFN/RBV therapy.

This work on resistance mechanisms of NS5A to interferon/ribavirin therapy
will be combined with other two ones in our project aims at providing molecular
basis for reaching higher performance of hepatitis therapy, says, higher than
current 50%. The other two include the interplay between epigenetic factors in
HCC progression and the RNA interference in silencing hepatitis viruses.

4 Conclusion

We have presented the framework and early results obtained in our project.
The target is to detect the relationship between HCV NS5A protein and the
interferon/ribavirin therapy effectiveness. These results are promising as they
contain many patterns that were not known previously. To our best knowledge,
this work is the first one making the link between unlabeled sequences to labeled
sequences to solve the problem, and also analyzing the NS5A sequences with
advanced data mining methods.

Much work to be continued. One is to complete the work described in the
framework and used the discovered patterns to link to the IFN pathways and
mutations to make clear the NS5A mechanisms of IFN/RBV resistance. The
other is to establish semi-supervised methods that allow exploiting unlabeled
data to solve problem often done with label data.
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Abstract. As combination of information extraction and relation anal-
ysis, constructing a comprehensive summary from multiple documents is
a challenging task. Towards summarization of multiple news articles re-
lated to a specific event, an ideal summary should include only important
common descriptions of these articles, together with some dominant dif-
ferences among them. This paper presents a graph-based summarization
method which is composed of text preprocessing, text-portion segmen-
tation, weight assignment of text portions, and relation analysis among
text portions, text-portion graph construction, and significant portion
selection. In the process of portion selection, this paper proposes two
alternative methods; inclusion-based and exclusion-based approach. To
evaluate these approaches, a set of experiments are conducted on fifteen
sets of Thai political news articles. Measured with ROUGE-N, the result
shows that the inclusion-based approach outperforms the exclusion-based
one with approximately 2% performance gap (80.59 to 78.21%).

Keywords: Thai Text Summarization, Multiple News Summarization,
Graph-based Summarization.

1 Introduction

Nowadays a gigantic number of news articles are produced in any language all
over the world. Not an exception, we can also find a large pile of Thai news
articles online. The situation of having too much information make us difficult
to find needed information and requests us a long time to read many related news
issues before catching the occurring events. Especially it is usual to find news
articles relating to an event, from several sources with similar and different facts.
To solve this problem, it is necessary to study an efficient and effective method
to make a summary from multiple written Thai news articles. The expected
summarization gives a short comprehensive description of the similarity and the
difference among related news.

In this paper, we present a graph-based summarization method which is com-
posed of text preprocessing, text-portion segmentation, weight assignment of

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 91–102, 2011.
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text portions, relation analysis among text portions, text-portion graph construc-
tion, and significant portion selection. In the process of portion selection, this
paper proposes two alternative methods; inclusion-based and exclusion-based
approach. Both approaches are evaluated with a set of Thai political news arti-
cles and measured with ROUGE-N. Section 2 describes related works on multi-
document summarization and two alternative methods are presented in Section
3. In Section 4, we show experimental settings and results. Finally, conclusion
and future work are given in Section 5.

2 Related Works

In past decades, summarization has been recognized as an interesting application
in the field of natural language processing (NLP). In an earlier period of sum-
marization research, several works placed interest on scientific documents and
proposed various paradigms to extract salient sentences from texts by making
use of features like word and phrase frequency [1], position in the text [2] and key
phrases [3]. In general, two main summarization approaches are extraction-based
and abstraction-based methods. The extraction-based methods [4], [5] and [6]
usually involve a process to assign weights for each processing unit, mostly sen-
tence unit or phrase unit. In fact, many approaches differ on the manner of their
problem formulation. Various researchers published their work concentrated on
newswire data. Many approaches are developed under different problem setting
for summarization. One of the important issues in summarization is how to eval-
uate the obtained summary. As an early stage of multi-document summarization,
Radev and his colleagues [7], [8] and [9] proposed centroid-based techniques to
generate a composite sentence from each cluster. Radev and Barzilay [7] and
that of Barzilay et al. [9] formulated summarization as a clustering problem. To
compute a similarity measure between text units, they are mapped to feature
vectors that are represented by a set of single words weighted by some weighting
system such as TF-IDF. Goldstein and Carbonell [10] combined query relevance
with information novelty as the topic and made a major contribution to topic-
driven summarization by introducing the maximal marginal relevance (MMR)
measure. Mani [11] presented an information extraction framework for summa-
rization as well as a graph-based method to find similarities and dissimilarities
in pairs of documents. In this approach, it is possible to specify on maximal
number of common and different sentences to control the output. This method
uses these structures to actually compose abstractive summaries, rather than to
extract sentences from the text.

3 Inclusion- and Exclusion-Based Summarization

This section illustrates four main parts involved in the summarizing process,
(1) text preprocessing, (2) node weight assignment, (3) edge weight assignment
and (4) candidate paragraphs selecting. Their details are gave in subsections as
follow in Fig. 1.
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Fig. 1. The process of inclusion- and exclusion-based summarization. Thus, DOS is
defined the different of summation of document weight.

3.1 Text Segmentation

As a text segmentation, the document related discovery proposed in [12] is ap-
plied to find a set of related news. For this purpose, three main types of news
relations are classified based on the relevance, of new events: (1) ”completely
related” (CR), (2) ”somehow related” (SH) and (3) ”unrelated” (UR). A CR
relation is detected when two new documents mention a same story. For SH
relation, it is a kind of relation which has only somewhat closely related. The
relation of UR is defined as a relationship of having absolutely unrelated in their
events between news documents. In this work, we consider only a CR relation on
Thai news articles and solve the problem on multi-document summarization. The
problem of Thai language is even worse since the Thai language has no explicit
sentence boundary and no clear definition. Therefore, paragraph segmentation
only uses the HTML tags <p> (a new paragraph) and <br> (line-break) tags.
Finally, words are segmented with the maximal matching algorithm [13]. This
algorithm first generates all possible segmentations for a sentence and then se-
lects the one that contains the fewest words, which can be done efficiently by
using dynamic programming technique.

3.2 Node Weight Assignment

Before assigning the edge weight, the weight of text-portion is measured by a
statistical method. This method evaluates the importance of words, paragraphs
and documents. Generally, TFIDF (Term Frequency times Inverse Document
Frequency) is a well-known as weighting words in document. By this work we
slightly modified TFIDF to find important words in a paragraph later called
TFIPF (Term Frequency times Inverse Paragraph Frequency) for calculating
weights. Formulations of node weight assignment can be summarized as follows.
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Let D be a set of news articles where D = {d1, d2, d3, ..., di}, and CRD =
{d1, d2, d3, ..., dm} ⊂ D with m news articles is called a completely related news
articles set. Given di represents the i-th order document, the document di has
a set of paragraph pij where {pi1, pi2, pi3, ..., pij} ∈ di and pij is a j-th order
paragraph in the document di. According to the paragraph pij in the document
di has a set of word wijk where {wij1, wij2, wij3, ..., wijk} ∈ pij . The word weight,
W (t)(wik) is used to focus on important words appearing in both documents and
paragraphs. Let t be the member of iterations and wik represents word wk in
the document di. Before calculating the weight of a particular word wk, the
initial word weight and paragraph weight is assigned as W (0) (wik) = N(wik)

N(wi)

and W (0) (pij) = 1
Pi

respectively. Let N(wik) is the total number of a word wk

that occurs in the document di and N(wi) is the total number of all words in the
document di. While the total number of paragraphs appears in the document di

is given to Pi.
W (t+1)

w (wik) = N (di) ×W (t) (wik) . (1)

The frequency of a particular wordwk appears in the document di asW (t+1)
w (wik).

Given N(di) is the total number of a particular word appearing in the i-th doc-
ument. While the weight of a particular word wk appears in the paragraph pj

in the document di as W (t+1)
p (wik) that will be assigned as

W (t+1)
p (wik) = P (di) ×

∑
pij∈di

N(wijk) ×W (t)(pij), (2)

where P (di) is the total number of paragraphs appears in i-th order document,
N(wijk) is the total number of a particular word wk appearing in the paragraph
pj of the document di.

TF (t+1) (wik) =

√
W

(t+1)
w (wik) × W

(t+1)
p (wik), (3)

where TF (t+1) (wik) is the expected frequency of a particular word wk appearing
in both of the document and paragraph as Equation 1 and 2. Let IDF (t+1) (wk)
be inversed document frequency represented by the following formula:

IDF (t+1) (wk) = log

⎛
⎜⎝1 +

∑
d∈D

W (t)(d)∑
di∈D

W (t)(di)

⎞
⎟⎠ , (4)

such that wk ∈ di. Given IDF (t+1) (wk) represents by the summation of docu-
ment weight W (t)(d) in corpus divided by the expected summation of the docu-
ment weight where word wk occurs in the document di and in corpus D. Here,
the initial document weight W (0)(d) is assigned as the total of documents in
the corpus where W (0)(d) = 1

|D| . Then the word weight will be assigned with
Equation 3 and 4 using the following formula:

W (t+1) (wik) =
TF (t+1) (wik)∑

w∈di

TF (t+1) (w)
× IDF t+1 (wk) . (5)
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The word weight W (t+1) (wik) has the value between 0 and IDF . After assign-
ing a word weight in the document di, an inverse paragraph frequency IPF is
calculated as follows.

IPF (t) (wik) = log

⎛
⎜⎝1 +

∑
p∈di

W (t)(p)∑
pj∈di

W (t)(pj)

⎞
⎟⎠ , (6)

such that wik ∈ pj , where IPF (t) (wik) is assigned with the summation of the
paragraph weight W (t)(p) in the document di and the summation of the para-
graph weight W (t)(pj) that has a word wi occurring in the paragraph pj and in
the document di. Then the paragraph weight is calculated by using the following
formula:

W (t) (pij) =
∑

wik∈pj

W (t) (wik)×IPF (t) (wik) . (7)

All words in this paragraph pij are summed up. The paragraph weightW (t) (pij)
is calculated by the summation of the multiplication of the word weight in this
paragraph W (t)(wik) and an inverse paragraph frequency IPF (t) (wik) using
Equations 5 and 6. Before calculating a document weight, we need to find the
location weight Wloc by linear formula,Wloc (pij) = −0.1×j+1.1;. Let j is the j-
th paragraph. This formula is firstly generated on the random news articles and
weighed by human, and then plotted graph. The location of paragraph indicates
the important information in the new articles.

W (t) (di) =
∑

pij∈di

W (t) (pij)×Wloc (pij) . (8)

All paragraphs in the document di are summed up. The document weightW (t)(di)
is calculated by the multiplication of the paragraph weightW (t)(pij) in the para-
graph pj and the location weight Wloc(pij) that paragraph pj occurs.

Finally, the document and paragraph weight is normalized by the two follow-
ing formulas:

W (t+1) (di) =
W (t)(di)∑

d∈D

W (t)(d)
, (9)

W (t+1) (pij) =
W (t) (pij)∑

p∈di

W (t)(p)
. (10)

The node weight assignment will be iterated until the difference of summation
of the document weight (DOS) is less than threshold 0.5.

3.3 Edge Weight Assignment

Conceptually selecting candidate paragraph with Graph-based summarization in
multiple news articles from a similarity relation graph, where a node corresponds
to a paragraph in sets of news articles and an edge corresponds to an indirect
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Fig. 2. An example of a similarity relation graph

relation of a paragraph to another paragraph. The edge weights display the
similarity between two paragraphs in a set of completely related news articles.
They are calculated by cosine similarity as the following formula:

sim(pij , qij) =

n∑
k=1

wpijk × wqijk√
n∑

k=1

wp2
ijk

√
n∑

k=1

wq2ijk

, (11)

where pij and qij are vectors of < wpij1, wpij2, ..., wpijk > and < wqij1, wqij2 ,
..., wqijk >, respectively. Given wpijk and wqijk are the word weights of a word
wk occurring in the paragraph pj in the document di. Then a term by paragraph
matrix is generated with rows of the word weights and columns of the paragraphs.

3.4 Inclusion-Based Approach

The inclusion-based approach starts from selecting the most important text por-
tion and then add the second most important text portion the semantics of which
is not overlapped with the first selected text portion. By this approach selects the
candidate paragraph from multiple news articles. Algorithm 1 shows a pseudo
code of inclusion-based approach to analyze the similarity between paragraph
and another paragraph. A set of node weight(paragraph weight) is given as S,
and then we set the average paragraph for selecting candidate paragraphs. The
average paragraph in each CR news is calculated by the ratio of number of para-
graph and number of document and then multiply with 0.5. To initialize the
node with a maximal weight wmax from the set S. We consider the neighbouring
nodes which connect with the maximal node, and then find the maximum ratio
of the neighbouring node weight and both of the included and non-included edge
weight. Before this neighbouring node is added into the inclusion graph G, it
is assigned to the maximal node. Then we iterate to consider the neighbouring
nodes again until the total of nodes is equal the average of a paragraphs Pavg .
Finally, the inclusion graph is returned to the candidate summaries.
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Algorithm 1. Inclusion-based approach

Input: Number of paragraphs np, documents in related news nd,
Node Weight w and Edge Weight e
Output:The candidate paragraphs in Graph G
1 : create Graph S with all node weight w and connect with edge weight e
2 : calculate the average of paragraphs per related news article Pavg =

np

nd
× 0.5

3 : set the initial node wmax to the maximum node weight in S
4 : do
5 : insert(G, wmax)
6 : delete(S, wmax)
7 : foreach all nodes wi ∈ S do
8 : foreach all nodes wj ∈ S are connected with wmax do
9 : calculate the summation of edge weights ei,j

10: calculate the average of edge weight avg(ei,j)
11: foreach all nodes wk ∈ G are connected with wmax do
12: calculate the summation of edge weights ei,k

13: calculate the average of edge weight avg(ei,k)

14: winew =
wi×avg(ei,j)

avg(ei,k)

15: if winew is the maximum weight then
16: wmax = wi

17: until the total of nodes is equal Pavg

18: return G

3.5 Exclusion-Based Approach

Exclusion-based approach finds the maximal of common paragraphs content
in the related news articles and omits the maximal of similarity between two
paragraphs. The summary from multiple news articles can be constructed when
we omit useless paragraphs. Algorithm 2 shows a pseudo code of exclusion-based
approach. A set of node weight(paragraph weight) is given as G, and then we set
the average paragraph for selecting candidate paragraphs. To initialize the node
with a minimal weight from the set G. We consider the neighbouring nodes
which connect with the minimal node, and then find the maximum ratio of
the neighbouring node weight and both of the excluded and non-excluded edge
weight. Before the edge of this neighbouring node is omitted from the exclusion
graphG, the neighbouring node is assigned to the minimal node. Then we iterate
to consider the neighbouring nodes again until the rest total of nodes is less than
or equal the average of a paragraphs Pavg. Finally, the rest nodes in exclusion
graph are returned to the candidate summaries.

4 Experiment

4.1 Experimental Setting and Evaluation Criteria

For significant portion selection, we investigate and compare the performance of
both approaches when the selected candidate paragraphs are considered as the
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Algorithm 2. Exclusion-based approach

Input: Number of paragraphs np, documents in related news nd,
Node Weight w, Edge Weight e and Empty Graph S
Output:The candidate paragraphs in Graph G
1 : create Graph G with all node weight w and connect with edge weight e
2 : calculate the average of paragraphs per related news article Pavg =

np

nd
× 0.5

3 : set the initial node wmin to the minimum node weight in G
4 : do
5 : delete(G, wmin)
6 : insert(S, wmin)
7 : foreach all nodes wi ∈ G do
8 : foreach all nodes wj ∈ G are connected with wmin do
9 : calculate the summation of edge weights ei,j

10: calculate the average of edge weight avg(ei,j)
11: foreach all nodes wk ∈ S are connected with wmin do
12: calculate the summation of edge weights ei,k

13: calculate the average of edge weight avg(ei,k)
14: winew =

ei,j

wi×ei,k

15: if winew is the maximum weight then
16: wmin = wi

17: until the rest nodes is equal Pavg

18: return G

correct answers. Precision, recall and F-measure are used in the evaluation are
as follows:

Precision =
|Pref ∩ Psys|

Pref
. (12)

Recall =
|Pref ∩ Psys|

Psys
. (13)

F −measure =
(α+ 1) × recall× precision

recall+ (α× precision)
. (14)

where Pref and Psys denote the number of paragraphs appeared in the reference
summary and in the system summary, respectively. For F-measure, the experi-
ments use F1 (i.e., the value of α is 1).

In addition, Recall-Oriented Understudy for Gisting Evaluation (ROUGE)
[14] is used for the evaluation. ROUGE calculation is based on various statisti-
cal metrics by counting overlapping units such as n-grams, word sequences, and
word pairs between systems which generate summaries correlating with those
extracted by human evaluations. ROUGE-N is included in the summarization
evaluation package, distributed by National Institute of Standards and Technol-
ogy (NIST). ROUGE-N is an N-gram recall between an automatic summary and
a set of manual summaries, which is calculated as:
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Table 1. The output paragraphs selection from human and system summaries

Set of Number Number Number Reference System summaries
CR of paragraph of word of output summaries Inc.-based Exc.-based

News in document in paragraph paragraphs approach approach
1 3(3,2,3) 1(61,85,54) 2 (2-1, 2-2) (2-1, 2-2) (2-1, 3-2)

2(132,85,54)
3(27,118,54)

2 3(6,9,8) 4(67,167,187,160,138,105) 4 (6-3, 5-5, (4-3, 6-3, (4-3, 4-2,
5(30,127,37,113, 4-3, 4-4) 4-2, 4-4) 6-3, 5-5)

70,126,29,146)
6(11,73,180,115,70,

160,144,104)
3 3(7,4,5) 7(44,56,95,99,100,92,57) 3 (9-3, 8-2, (8-1, 9-4, (8-1, 8-2,

8(218,149,59,62) 9-5) 8-2) 9-3)
9(9,65,204,148,79)

4 3(4,5,2) 10(11,10,175,36) 2 (12-1, 12-2) (12-1, 10-3) (12-1, 10-3)
11(25,50,75,72,45)

12(114,59)
5 3(7,4,5) 13(44,56,95,99,100,91,57) 3 (15-3, 14-2, (14-1, 15-4, (14-1, 14-2,

14(218,149,59,61) 15-5) 14-2) 15-3)
15(9,65,204,148,79)

6 3(4,3,4) 16(12,22,141,37) 2 (16-3, 17-3) (17-2, 16-3) (17-2, 16-3)
17(38,123,42)

18(30,95,47,39)
7 3(8,18,14) 19(7,51,80,201,222 7 (19-4, 19-5, (19-4, 21-1, ( 21-1, 19-4,

,157,133,122) 19-6, 19-7, 19-5,19-8, 19-5, 19-8,
20(37,56,15,72,32,44,57, 19-8, 21-1, 19-6,21-10, 19-6, 21-3,

50,66,66,38,66,81,42, 19-2) 21-3) 19-3)
44,46,56,65)

21(117,91,134,11,78,69,
58,122,75,134,12,86,95,33)

8 3(7,7,10) 22(11,150,59,312, 4 (22-4, 23-5, (22-4, 23-7, (22-4, 23-7,
95,162,117) 23-6, 23-7) 22-2, 23-4) 22-2, 23-4)

23(72,143,32,229,
118,159,203)

24(40,88,84,85,101,103,
161,67,104,49)

9 3(6,10,10) 25(34,94,95,79,156,86) 4 (25-2, 25-3, (25-5, 26-6, (25-5, 27-9,
26(34,70,46,78,61, 25-5, 25-6) 27-9, 25-2) 25-2, 26-6)

47,45,83,73,35)
27(26,70,46,78,60,

47,45,83,73,35)
10 3(5,4,4) 28(27,100,20,39,88) 2 (30-3, 28-5) (30-3, 29-4) (30-3, 29-2)

29(12,133,39,88)
30(5,47,142,42)

11 4(3,5,4,4) 31(144,68,78) 3 (31-1, 31-2, (31-1, 32-3, (33-2, 31-1,
32(27,103,71,54,28) 31-3) 34-2) 32-3)

33(44,128,71,53)
34(56,118,71,54)

12 3(5,6,7) 35(57,208,179,101,78) 3 (37-3, 35-3, (35-2, 36-4, (36-4, 35-3,
36(9,36,146,197,98,88) 35-4) 37-3) 37-3)

37(14,5,210,85,
101,129,115)

13 4(4,3,4,3) 38(29,76,67,57) 2 (39-1, 40-3) (39-3, 41-1) (41-1, 41-3)
39(104,69,83)

40(27,72,63,92)
41(90,62,98)

14 3(4,2,4) 42(29,64,52,63) 2 (43-1, 43-2) (43-1, 42-4) (43-1, 43-2)
43(150,113)

44(29,64,52,63)
15 3(4,3,2) 45(14,49,158,88) 2 (47-1, 45-4) (47-1, 46-2) (47-1, 46-2)

46(36,160,87) 47(161,86)
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ROUGE −N =

∑
S∈{ReferenceSummaries}

∑
gramn∈S

Countmatch (gramn)

∑
S∈{ReferenceSummaries}

∑
gramn∈S

Count (gramn)
. (15)

4.2 Experimental Results

The experiment is to compare two alternative approaches; inclusion-based and
exclusion-based approaches. Table 1 showed the selected paragraphs from man-
ual and both approaches summaries. The detail of sets of CR news are also
displayed the number of documents, paragraphs and words. For example, the
first set of CR news has three documents; the document no.1 contains three
paragraphs and each of them consists of 61,85 and 54 words, respectively.

From Table 1, the number of words in paragraph of the inclusion-based ap-
proach was less than the exclusion-based approach in five sets and greater than
the exclusion-based approach in four sets. The number of output paragraphs are
calculated from the average of paragraphs in related news and multiply with 0.5.
Our approaches have to find the different and common of content, so that the
output summaries are selected at least two paragraphs.

In addition, Table 2 showed the comparison of f-measure of both approaches,
both approaches could achieve the similar performance in eights sets of CR
news. The inclusion-based approach performed better than the exclusion-based

Table 2. F-measure Comparison between inclusion-based and exclusion-based ap-
proaches

Set The Inc.-based Exc.-based
of number approach approach

CR of output
News paragraphs P(%) R(%) F(%) P(%) R(%) F(%)

1 2 100.00 100.00 100.00 63.31 82.20 71.53
2 4 89.38 84.52 86.88 89.38 84.52 86.88
3 3 74.90 88.51 81.14 67.95 89.20 77.14
4 2 60.33 83.91 70.19 60.33 83.91 70.19
5 3 74.90 88.51 81.14 67.95 89.20 77.14
6 2 64.34 89.73 74.94 64.34 89.73 74.94
7 7 90.43 97.33 93.75 90.12 90.30 90.21
8 4 77.74 85.46 81.42 77.74 85.46 81.42
9 4 96.71 86.64 91.40 96.71 86.64 91.40

10 2 76.49 93.85 84.28 57.14 76.92 65.57
11 3 71.91 73.38 72.64 70.59 73.72 72.12
12 3 59.09 81.29 68.43 59.09 81.29 68.43
13 2 75.19 79.05 77.07 75.19 79.05 77.07
14 2 89.80 66.42 76.36 100.00 100.00 100.00
15 2 62.87 76.89 69.18 62.87 76.89 69.18

Average 77.60 85.03 80.59 73.51 84.60 78.21
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approach in six sets while the exclusion-based approach was good measures in
only one set. In the inclusion-based approach, we found that precision mea-
sure achieve 77.60% and recall measure achieve up 85.03%. While the exclusion-
based approach has 73.51% in precision measure and 84.60% in recall measure.
The inclusion-based approach can achieve up to 80.59% and the exclusion-based
approach can achieve up to 78.21%. As a conclusion, the performance of the
inclusion-based approach is better than the exclusion-based approach.

5 Conclusion and Future Work

This paper presented a graph-based summarization method to use the sets of
Thai political news articles as resources for extracting the candidate summary.
Four main steps of summarization in this work are as follows. First, preprocessing
is performed to extract the sets of news article relations and remove all unnec-
essary significant symbols. Then, text-portion segmentation is used to separate
an original article into paragraph and word unit as sources for assigning node
weight. Second, node weight assignment is used to find an appropriate weight
of a word, a paragraph and a document. Third, edge weight assignment find
similarity between two paragraphs represented an edge of nodes. Finally, in the
process of portion selection, we use two alternative methods; inclusion-based ap-
proach and exclusion-based approach. In the first approach, the most important
contents are added. We considers the differential contents as finding the maximal
of average weight between node weight and edge weight, and including the sum-
mary. In the second approach, exclusion-based approach focuses on the common
contents as finding the minimal of average weight between node weight and edge
weight, and excluding the summary. By comparing the result of inclusion-based
and exclusion-based approach, the evaluation use ROUGE-N [14] compare with
manual evaluation Using fifteen sets of Thai political news articles obtained from
an allnews database and classified in completely related type of news relations
based on the relevance of news events as a process to discover news article rela-
tion [12], two proposed methods were shown to be a powerful way to select the
candidate paragraphs and comparison to human judgement. By experiment, the
result shows that the inclusion-based approach outperforms the exclusion-based
one with approximately 2% performance gap (80.59 to 78.21%). As a future
work, we plan to improve the inclusion- and exclusion-based approach by iter-
ation of node and edge weight after insertion or deletion nodes. Towards this
work, we need to consider the performance of selecting the summary between
two approaches in multiple news articles.
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versity Project of Thailand Office of Higher Education Commission, as well as
the National Electronics and Computer Technology Center (NECTEC) under
Project Number NT-B-22-KE-38-54-01. We would like to thank to all members
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Abstract. Nowadays, hyperspectral image software becomes widely used.   
Although hyperspectral images provide abundant information about bands, their 
high dimensionality also substantially increases the computational burden.  An 
important task in hyperspectral data processing is to reduce the redundancy of 
the spectral and spatial information without losing any valuable details. In this 
paper, we present band selection technical using principal components analysis 
(PCA) and maxima-minima functional for hyperspectral image such as small 
multi-mission satellite (SMMS). Band selection method in our research not only 
serves as the first step of hyperspectral data processing that leads to a 
significant reduction of computational complexity, but also a invaluable 
research tool to identify optimal spectral for different satellite applications.  In 
this paper, an integrated PCA and maxima-minima functional method is 
proposed for hyperspectral band selection. Based on tests in a SMMS 
hyperspectral image, this new method achieves good result in terms of robust 
clustering.  

Keywords: Band Selection, Principal Components Analysis, PCA, Satellite 
image, Maxima-Minima Functional. 

1 Introduction 

Satellite application in which such fast processing is needed is the dimension 
reduction of hyperspectral remote sensing data. Dimension reduction can be seen as a 
transformation from a high order dimension to a low order dimension. Principle 
Component Analysis (PCA) is perhaps the most popular dimension reduction 
technique for remotely sensed data [1]. The growth in data volumes due to the large 
increase in the spectral bands and high computational demands of PCA has prompted 
the need to develop a fast and efficient algorithm for PCA.  In this work, we present 
on an implementation of maxima-minima functional with PCA dimension reduction 
of hyperspectral data. For this paper, hyperspectral data was obtained from the Small 
Multi-Mission Satellite (SMMS) [2] which has a ground pixel size of 100m x 100m 
and a spectral resolution of 115 channels, covering the range from 450 nm to 950 nm. 
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We focus on a collection of data taken in June 12, 2010 in the northern part of Amnat 
Charoen province, Thailand. The data consists of 200 x 200 pixels by 115 bands of a 
total size of 8.86 Mbytes. Figure 1 shows the color composites image. 

 

Fig. 1. The Color Composite Image One 

In this paper, the research interest is focused on comparing the effects of integrated 
PCA and maxima-minima functional method (PCA-MM) of band selection on the 
final clustering results for hyperspectral imaging application. In the following 
sections, the various methods in this research, including PCA, maxima-minima 
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functional, and the proposed integrated PCA-MM, are described, and the 
experimental results are presented later. 

2 Methods 

2.1 Dimensionality Reduction 

Nowadays, hyperspectral image software becomes widely used. Although 
hyperspectral images provide abundant information about bands, their high 
dimensionality also substantially increases the computational burden. An important 
task in hyperspectral data processing is to reduce the redundancy of the spectral and 
spatial information without losing any valuable details. Therefore, these conventional 
methods may require a pre-processing step, namely dimension reduction. Dimension 
reduction can be seen as a transformation from a high order dimension to a low order 
which eliminates data redundancy. Principal Component Analysis (PCA) [1], [3], [9], 
[10] is one such data reduction technique, which is often used when analyzing 
remotely sensed data. The collected hyperspectral image data are in the form of three 
dimensional image cube, with two spatial dimensions (horizontal and vertical) and 
one spectral dimension (from SMMS spectrum 1 to spectrum 115 in this study).  In 
order to reduce the dimensionality and make it convenient for the subsequent 
processing steps, the easiest way is to reduce the dimensions by PCA. 

2.2 Background on PCA 

PCA is a widely used dimension reduction technique in data analysis. It is the optimal 
linear scheme for reducing a set of high dimensional vectors into a set of lower 
dimensional vectors. There are two types of methods for performing PCA, the matrix 
method, and the data method. In this work, we will focus on the matrix methods. To 
compute PCA, we follow the general 4 steps given below [1]:  

I. Find mean vector in x-space 
II. Assemble covariance matrix in x-space 
III. Compute eigenvalues and corresponding eigenvectors 
IV. Form the components in y-space 

It has been previously shown that only the first few components are likely to contain 
the needed information [4]. The number of components that hold the majority of the 
information is called the intrinsic dimensionality and each data image may have a 
different intrinsic dimensionality. PCA condenses all the information of an "N" band 
original data set into a smaller number than "N" of new bands (or principal 
components) in such a way that maximizes the covariance and reduces redundancy in 
order to achieve lower dimensionality as shown in the figure 2.  
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Fig. 2. PCA is a dimension reduction technique 

2.3 Maxima and Minima 

One more technique was integrated in our research, maxima and minima[5], known 
collectively as extrema, are the largest value (maximum) or smallest value 
(minimum), that a function takes in a point either within a given neighborhood (local 
extremum) or on the function domain in its entirety (global or absolute extremum). 
More generally, the maxima and minima of a set (as defined in set theory) are the 
greatest and least values in the set as shown in the figure 3. To locate extreme values 
is the basic objective of optimization. 

 

Fig. 3. Maxima and minima 

Main features that classify the different objects should be extracted and preserved. 
The optimal bands is accordingly defined as the bands that not only maintains the 
major representation of the original data cube, but also maximally preserves features 
that separate different object classes [6]. Since the PCA method does not necessarily 
guarantee that the resulting transformation will preserve the classification information 
among different object classes, a maxima and minima method is proposed in this 
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study to achieve a better performance to satisfy the optimal band selection criteria. 
We think that maxima and minima value can use preserved features that separate 
different object classes. Maxima and minima value can calculate and explain as 
shown in session 2.3.1-2.3.4. 

2.3.1 Theorem on First Derivative Test  
Let f (x) be a real valued differentiable function. Let be a point on an interval I such 
that f '(a) = 0. 

(a) a is a local maxima of the function f (x) if 
i) f (a) = 0 
ii) f(x) changes sign from positive to negative as x increases through a. 
That is, f (x) > 0 for x < a and f (x) < 0 for x > a 
(b) a is a point of local minima of the function f (x) if 
i) f (a) = 0 
ii) f(x) changes sign from negative to positive as x increases through a. 
That is, f (x) < 0 for x < a, f (x) > 0 for x > a 

2.3.2 Working Rule for Finding Extremum Values Using First Derivative Test 
Let f (x) be the real valued differentiable function. 

Step 1: Find f '(x) 
Step 2: Solve f '(x) = 0 to get the critical values for f (x). Let these values be a, b, 

c. These are the points of maxima or minima. 
Arrange these values in ascending order. 
Step 3: 
Check the sign of f'(x) in the immediate neighbourhood of each critical value. 
Step 4: 
Let us take the critical value x= a. Find the sign of f '(x) for values of x slightly 

less than a and for values slightly greater than a. 

(i)  If the sign of f '(x) changes from positive to negative as x increases through 
a, then f (a) is a local maximum value. 

(ii)  If the sign of f '(x) changes from negative to positive as x increases through 
a, then f (a) is local minimum value. 

(iii) If the sign of f (x) does not change as x increases through a, then f (a) is 
neither a local maximum value not a minimum value. In this case x = a is 
called a point of inflection. 

2.3.3 Theorem on Second Derivative Test 
Let f be a differentiable function on an interval I and let a is a member of I. Let f "(a) 
be continuous at a. Then 

i)  'a' is a point of local maxima if f '(a) = 0 and f "(a) < 0 
ii) ' a' is a point of local minima if f '(a) = 0 and f "(a) > 0 
iii) The test fails if f '(a) = 0 and f "(a) = 0. In this case we have to go back to the 

first derivative test to find whether 'a' is a point of maxima, minima or a point 
of inflexion. 
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2.3.4 Working Rule to Determine the Local Extremum Using Second Derivative 
Test 

Step 1 

For a differentiable function f (x), find f '(x). Equate it to zero. Solve the equation f 
'(x) = 0 to get the Critical values of f (x). 

Step 2 

For a particular Critical value x = a, find f "'(a) 

(i) If f ''(a) < 0 then f (x) has a local maxima at x = a and f (a) is the maximum 
value. 

(ii) If f ''(a) > 0 then f (x) has a local minima at x = a and f (a) is the minimum 
value. 

(iii) If f ''(a) = 0 or infinity, the test fails and the first derivative test has to be 
applied to study the nature of f(a). 

2.4 PCA-MM 

At the band selection stage, several projection-based methods are studied, including 
principle components analysis (PCA), maxima and minima function (MM), and 
integrated PCA-MM methods. We integrated PCA- MM method which is follow as  

X Band Selected = PCA of Band ∩ MM of Band       (1) 

Let we take two sets PCA of band and MM of band, (∩ = intersection) PCA of band 
∩ MM of band, is the set of band selected such that the behind statement is true for 
the entire element x: X is a band member of band selected if one means if X is a band 
member of PCA and X is a band member of MM. 

 

Fig. 4. The intersection set consists of elements common to two sets is a PCA-MM 

This paper presents a PCA-MM method, which can effectively reduce the 
hyperspectral data to intrinsic dimensionality as shown in the figure 5. 
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Fig. 5. Overall of our band selection technical 

In the PCA-MM, we divide step into 2 parts and combine the results by intersection. 
In the following sections, the clustering results over the original and the resulting 
reduced data have been compared. 

3 Result 

In this section, we present and compare the experimental results obtained by applying 
each of the techniques, and then evaluating its effectiveness in clustering. 

3.1 Experimental Setup 

3.1.1 Hyperspectral Data 
For this paper, hyperspectral test data was obtained from the SMMS imaging. For 
experiments we focus on a collection of data taken in June 12, 2010 in the northern 
part of Amnat charoen province, Thailand. The data consists of 200 x 200 pixels by 
115 bands. 
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3.1.2 Unsupervised Classification Method 
The experiments performed in this paper use the simple K-mean from the WEKA 
software package [7], [8]. The simple K-Mean is the common unsupervised 
classification method used with remote sensing data. The effectiveness of the K-Mean 
depends on reasonably accurate estimation of the k cluster for each spectral class. 

3.2 Experimental Results 

In this paper, the PCA-MM is performed using the two techniques described above. 
While performing the PCA, we have performed 3 experiments as shown in the figure 6. 

 

Fig. 6. Result images 

Table 1. Show comparison PCA, PCA-MM, Original image by Simple K-Mean clustering 

 

4 Cluster 
115  band    

Original image 

4 Cluster 
10 band reduce  

by PCA 

4 Cluster 
10  band reduce  

by PCA-MM 

Cluster1 22677 (34%) 22677 (35%) 22677 ( 34%) 

Cluster2 1974 (3%) 1398 (2%) 2093 (3%) 

Cluster3 20294 (30%) 20302( 31%) 20185 (30%) 

Cluster4 20590 (31%) 21158( 32%) 20580 (31%) 

All cluster 100% 100% 100% 
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From the experiment, it was found that clustering using PCA combined with 
maxima-minima functional gives the  nearest result with 115  band original image and 
can reduces numbers of attribute from 115 down to 10 attributes. These selected 
attributes were used as input for clustering algorithms. Table 1 shows the percent 
clustering obtained for various classes for an example experiment. It can be noticed 
that the differences in clustering between original image and PCA-MM techniques are 
very closed. Because features from maxima and minima functional can use preserved 
features that separate different object classes and, both the representation information 
and class specific information are included.  

Table 2. Show comparison PCA, PCA-MM, Original image by Simple K-Mean clustering 

 
7 Cluster 
36  band     

Original image 

7 Cluster 
7  band reduce  

by PCA 

7 Cluster 
7 band reduce 
by PCA-MM 

Cluster1 489 ( 8%) 675 (10%) 608 (9%) 

Cluster2 1299 (20%) 1343 (22%) 1362 (21%) 

Cluster3 927 (14%) 760 (12%)  742(12%) 

Cluster4 572 (9%) 598 (9%) 586 (9%) 

Cluster5 1315 (20%) 1504 (23%) 1504 (23%) 

Cluster6 1043 (16%) 627 (10%) 881 (14%) 

Cluster7 790 (12%) 928 (14%) 752 (12%) 

All cluster 100% 100% 100% 

One more experiment was tested a proposed band selection on the statlog (landsat 
satellite) data set from UCI databases [9]. The database consists of the multi-spectral 
values of pixels in 3x3 neighbourhoods in a satellite image, and the classification 
associated with the central pixel in each neighbourhood. One frame of Landsat MSS 
imagery consists of four digital images of the same scene in different spectral bands. 
Two of these are in the visible region (corresponding approximately to green and red 
regions of the visible spectrum) and two are in the (near) infra-red. Each pixel is an 8-
bit binary word, with 0 corresponding to black and 255 to white. The spatial resolu-
tion of a pixel is about 80m x 80m. Each image contains 2340X3380 such pixels. 
These data contain 6435 in-stances. Each instance consists of 36 band attributes. The 
proposed process was implemented on java environment, and tested on CPU 2.80 
GHz Intel(R) Core 2 Duo processor with 1 GB of RAM. From table 2, it can be 
noticed that the differences in clustering between original image and PCA-MM 
techniques are very closed. Following the results of the experiment are shown in 
Table 2. 

4 Conclusions 

Hyperspectral image software becomes widely used. Although hyperspectral images 
provide abundant information about bands, their high dimensionality also substantially 
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increases the computational burden.  Dimensionality reduction offers one approach to 
hyperspectral image (HSI) analysis. In this paper, we present band selection technical 
using principal components analysis (PCA) and maxima-minima functional for 
hyperspectral image such as small multi-mission satellite (SMMS). We tested the 
proposed process on satellite image data such as small multi-mission satellite (hyper 
spectral) for unsupervised classification. We compared this classification results 
between original images and PCA-MM by clustering. The experimental results show 
that the differences in clustering between original image and PCA-MM techniques are 
very closed.   Because features from maxima and minima functional can use preserved 
features that separate different object classes and, both the representation information 
and class specific information are included. A result of this research was developed to 
provide users have been selected band for hyperspectral image. The out-come of this 
research will be used in further steps for analysis tools in hyperspectral image 
processing. 

Acknowledgments. The authors would like to thank TGIST. The financial support 
from Thailand Graduate Institute of Science and Technology (TGIST) is gratefully 
acknowledged. The scholar student ID is TG-22-11-53-005D and the grant number is 
TGIST 01-53-005. 

References 

1. Richards, J.A.: Remote Sensing Digital Image Analysis: An introduction. Springer, 
Heidelberg (1986) 

2. Small Multi-Mission Satellite (SMMS) Data,  
http://smms.ee.ku.ac.th/index.php 

3. Agarwal, A., El-Ghazawi, T., El-Askary, H., Le-Moigne, J.: Efficient Hierarchical-PCA 
Dimension Reduction for Hyperspectral Imagery. In: 2007 IEEE International Symposium 
on Signal Processing and Information Technology, December 15-18, pp. 353–356 (2007) 

4. Kaewpijit, S., Le-Moige, J., El-Ghazawi, T.: Hyperspectral Imagery Dimension Reduction 
Using Pricipal Component Analysis on the HIVE. In: Science Data Processing Workshop, 
NASA Goddard Space Flight Center (February 2002) 

5. Maxima and Minima,  
http://www.tutorvista.com/content/math/calculus/ 
application-derivatives/maxima-minima.php 

6. Cheng, X., Chen, Y.R., Tao, Y., Wang, C.Y., Kim, M.S., Lefcourt, A.M.: A novel 
integrated PCA and FLD method on hyperspectral image feature extraction for cucumber 
chilling damage inspection. ASAE Transactions 47(4), 1313–1320 (2004) 

7. Bouckaert, R.R.: WEKA Manual, WAIKATO University, pp. 1–303 (January 2010) 
8. Kirkby, R., Frank, E.: Weka Explorer User Guide. University of Waikato, New Zealand 

(2005) 
9. Frank, A., Asuncion, A.: UCI Machine Learning Repository. University of California, 

School of Information and Computer Science, Irvine, CA (2010),  
http://archive.ics.uci.edu/ml/support/Statlog 

10. Jackson, J.E.: A User Guide to Principal Components. John Wiley and Sons, New York 
(1991) 

11. Jolliffe, I.T.: Principal Component Analysis. Springer, Heidelberg (1986) 



T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 113–124, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Structuring Invention Knowledge  
to Creatively Solve a Technological Problem 

Itsuo Makino and Takaya Yuizono 

School of Knowlege Science, Japan Advanced Institute of Science and Technology,  
Asahidai 1-1, Nomi-City, Ishikawa-Prefecture, Japan 
{makino1000,yuizono}@jaist.ac.jp  

Abstract. We have proposed structuring invention knowledge to effectively 
solve a technological problem. Our structuring method comprises steps for de-
termining indispensable constituent elements of an apparatus to form an essen-
tial construction thereof, for a plurality of times, from a current apparatus up to 
the first model thereof respectively. The invention knowledge structure will 
form a cylindrical invention space for making an invention. Experiment results 
have revealed that structuring invention knowledge is thought to be possible for 
patent workers. When an invention space was formed by a series of essential 
constructions thereof, the participants produced technological ideas of higher 
values in terms of five evaluation items such as practicality and feasibility. Fur-
ther, when a series of essential constructions were completely conducted in the 
invention space, there were produced ideas of higher evaluation values in terms 
of practicality and productivity. 

Keywords: creative problem solving, patent systems, invention, knowledge 
structure. 

1 Introduction 

In the present societies, there are various kinds of problems to be solved [1]. Technol-
ogical problems are often included in social problems. There are cases in which when 
a technological problem is solved, the social problem will be solved. 

Patent Systems have been established in many countries such as in Japan and the 
United States for advancing technologies. As one of the features of the Patent Sys-
tems, as seen in the United States that the Patent System provides a pioneer invention 
with broader scope of protection as compared to the one of an improvement invention 
[2],[3],[4]. As another feature of the Patent System, patent applications filed at the 
Patent Offices will be made public. Thus, it is also considered that Patent Systems 
encourage people to utilize patent publications to make other inventions. 

Some problems require us to develop a highly sophisticated technology such as a 
control device for controlling the movement of a space satellite so that a pioneer in-
vention is made. There are also some problems requiring us to make improvement 
inventions. Such improvement inventions can be made by referring to existing patent 
publications and adding a new and small technological development thereto. 
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Our attention is directed to patent knowledge and particularly to constructions of, 
for instance, an apparatus varying in time to make new improvement inventions.  

Our objective is to propose structuring invention knowledge to form an invention 
space so that a technological problem will be efficiently and effectively solved.  

2 Related Works 

2.1 Creative Problem Solving Methods 

Various kinds of creative problem solving methods are introduced in the Handbook of 
Creativity such as the Brain Storming Method [5],[6]. Some methods are directed to 
produce technological ideas. It has been known Theory of Inventive Problem Solving 
(TRIZ) invented by G. S. Altshuller for producing inventions to solve technological 
problems [7],[8]. Good patented inventions were analyzed to know processes how the 
inventions had been made. A vast number of patents were analyzed to invent TRIZ. 
But, the patents were used to devise the methodology of TRIZ. It classifies problems 
to be solved into five layers. The first layer includes problems to be solved by using 
knowledge individuals own. The second layer includes problems to be solved by us-
ing knowledge organizations own. The third layer includes problems to be solved by 
using documents or information in the one industrial field. With the fourth layer of 
problems, knowledge another industrial field is used to produce a new concept to 
solve a problem. The fifth layer relates to develop a fundamentally new system. TRIZ 
is effective for the second, third and fourth layers of problems. Our approach pro-
posed in this paper is effective for the first, second and third layers of problems.  

It has been known Theory of Equivalent Transformation Thinking invented by Ki-
kuya Ichikawa about sixty years ago [9]. This theory uses analogical thinking. Es-
sence or feature of the base is determined and then transformed into the target.  

TRIZ and the theory do not, however, teach ways to discover problems to be 
solved.  

2.2 Patent System 

An approach was proposed to creatively solve a problem using knowledge in patent 
databases. The approach was directed particularly to a way how to find relevant pa-
tent information to solve a technological problem [10]. While, our invention know-
ledge structure proposed in this paper directs attention to the constructions of, for 
instance, an apparatus for making an invention. The construction of the apparatus can 
be obtained from a patent publication. Further, a series of essential construction con-
cepts or constructions selectively formed along a time axis will structure invention 
knowledge to provide a three-dimensional invention space for making inventions. 

The invention protection model and the concept equivalent thereto as shown in Fig. 
1 were proposed respectively by Makino in 1987 and Judge Rich for the United States 
Court of Appeals for the Federal Circuit [3],[4].  
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Figure 1 shows a model diagram explaining how an invention is protected or eva-
luated in the United States. A small blue circle k1 represents an embodiment of an 
invention. An outer red circle K1 represents the broadest scope of protection obtaina-
ble by an inventor with respect to the prior art which is shown in white outside of the 
red circle.  

 

Fig. 1. Invention Protection Model 

3 Structuring Invention Knowledge  

We propose structuring invention knowledge to form a three-dimensional invention 
space in which obvious or implicit problems will be discovered and which will be 
useful for solving a technological problem to produce an invention.  

Our attention is directed to constructions of an apparatus which vary in time in 
forming an invention space. The invention space is formed based on constructions of 
an apparatus. The cylindrical invention space for making an invention is considered 
compatible and integrated with the invention protection model shown in Fig. 1. 

Differences between constructions of an apparatus are also important information 
which will enable one to make an invention. 

It will be easily understood whether the resultant invention can be protected by the 
patent law and system, since the invention space is integrated with the invention pro-
tection model in Fig. 1. It is expected that the integration will promote making inven-
tions. Hereinafter, our method as applied, for example, to an apparatus will be ex-
plained.  

Flow diagram for the proposed method is shown in Fig. 2. Essential constructions 
each having indispensable constituent elements of an apparatus are selectively formed 
from the current apparatus up to the first model to structure invention knowledge or to 
form an invention space. Based on the structured invention knowledge and other in-
formation, a technological problem will be discovered, which will lead one to make 
improvement or new-use inventions. Attention is directed to constructions of an appa-
ratus and differences therebetween. 



116 I. Makino and T. Yuizono 

 

Fig. 2. Invention Process 

Figure 3 shows an invention space. It also shows how the three-dimensional inven-
tion space is formed and the relationship between structuring invention knowledge 
and the invention space. It also shows the relationship between the structuring inven-
tion knowledge and the method to protect an invention. The invention space shown in 
Fig. 3 is related to the invention protection model shown in Fig. 1 in forming some 
constructions of an apparatus. 

Referring to Fig. 3, four concentric circles are provided as K1, K2, K3 and K4 
showing generalized or abstracted conceptual constructions. The circumference of a 
first red circle K1 is determined by five indispensable constituent elements A, B, C, D 
and E for an apparatus currently used. The generalized conceptual construction K1, 
for instance, is obtained by generalizing a construction of an apparatus comprising 
constituent elements a, b, c, d and e shown in Fig. 3. The circumference of a second 
green circle K2 is obtained by generalization and determined by four indispensable 
elements A, B, C and D for an apparatus manufactured at an older time instant. In the 
same way, the circumferences of a third purple circle K3 is obtained by generalization 
and determined by indispensable constituent elements A, B and C. The circumfe-
rences of a fourth yellow circle K4 is obtained by abstraction with respect to the circle 
K3 and determined by indispensable constituent elements B and G. 

A three-dimensional invention space is made in a form of cylinder. The cylinder is 
determined by the circle K3 at the top, the circle k1 at the bottom and the circumfe-
rence of the circle K3. At first, the present construction of a product is analyzed to 
determine indispensable elements thereof (k1), and then generalized to cover another 
example of product which functions in the same way as the present product (k1). The 
present construction of a product will be generalized also along a time axis up to the 
construction of the concept of the first product (K3) which was first put on the mar-
ket. Between the present construction of a product (K1) and the construction of the 
product concept (K3), another generalization based on the present construction  
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thereof is made at a time instant on the time axis (K2). In the same way, another gene-
ralization may be made along the time axis as required.  

The invention space is formed by structuring invention knowledge or based on con-
structions of an apparatus. Within the imaginary cylinder, it is expected that problems 
to be solved will be discovered and thus, inventions will be made.  

 

Fig. 3. Invention Space 

4 Experiments  

Participated are members of Intellectual Property Subcommittee in Kansai Electronic 
Industry Development Center (hereinafter referred to as KEC). The members have 
been engaged in jobs relating to patents such as assisting engineers to make inven-
tions or filing patent applications at the Japan Patent Office, in electronics companies 
or a patent office from ten to thirty years. The members are not required in the com-
panies or office to make inventions or to produce technological ideas. 

4.1 Forming an Essential Construction Concept of an Apparatus 

Tests were made on Karaoke apparatuses to see whether participants can form an 
essential construction, i.e., determine indispensable constituent elements of a Karaoke 
apparatus (hereinafter referred to as Karaoke). There were used a single Karaoke de-
veloped and used on the market for the first time and a so-called network-type Ka-
raoke having units such as a server storing musical data, and a client comprising a 
display, computer and an operational panel which are mutually connected. We re-
ceived from six participants experiment results and completed questionnaires. 
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4.1.1 Experiment Procedure 
1. Participants are required to determine and describe indispensable constituent ele-

ments of a single Karaoke and a network-type Karaoke.  
2. With the network-type Karaoke, participants are required to read Japanese Un-

examined Patent Application No. 1993-165483 (hereinafter called as “the patent 
publication”). Then, the participants are required to describe indispensable consti-
tuent elements of the network-type Karaoke to provide the construction thereof. 

3. With the single Karaoke, participants are required to describe the construction 
thereof by referring to the patent publication. 

4. We asked all the participants,  
4a. to read through the patent publication from the beginning to the end thereof, 
4b. to underline portions they cannot understand, 
4c. to determine and describe indispensable constituent elements of a network-type 

Karaoke generalized with respect to the single Karaoke, 
4d. to describe the construction of a single Karaoke by referring to the patent publica-

tion, 
4e. to measure times needed to do the assignments described in 4a, 4c and 4d respec-

tively, and 
4f. to answer the questionnaire. 

4.1.2 Essential Construction Concept of Karaoke 
The six participants described constructions of the network-type Karaoke and single 
Karaoke. 

The construction of the network-type Karaoke is represented as ‘k1’ in Fig. 3. The 
essential construction concept of the single Karaoke is represented as ‘K3’ in Fig. 3. 

An example of the essential construction of network-type Karaoke is shown as in 
the following. The example is described by one of the participants. 

 
 
 
 
 
 
 
 
 
 

4.2 Effectiveness of the Proposed Method 

Participated are eight members of the KEC, who are different from the participants 
for the Karaoke experiment. An experiment was made on a vending machine with 
unwanted sound reducer to see the effectiveness of our proposed method for structur-
ing invention knowledge to produce technological ideas. We received from the eight 
participants experiment results and completed questionnaires. 

A karaoke system comprising a plurality of terminal devices connected to a 
network, and a server connected to the network and comprising a memory for 
storing a plurality of kinds of songs each of which having text image data and 
accompaniment data and a communication control means for enabling each 
terminal device to be communicated separately, wherein 

the terminal device comprises a display unit for displaying images, a sound 
producing unit for outputting sounds, and an image display process means for 
outputting the song text image data received through the network to the sound 
producing unit. 
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4.2.1  Experiment Procedure 
The eight participants are divided into two groups. All of the eight participants are 
allowed to make searches to refer to any kinds of information and documents. The 
first group used the proposed method to produce ideas, while the second group pro-
duced technological ideas in their own ways without using the proposed method. Re-
levant assignments to produce ideas were conducted in companies the members of the 
groups belong to or in their homes. 

To the first group 

We explained our proposed method to the first group for structuring invention know-
ledge to produce technological ideas. We presented the first group with an unexamined 
patent application publication No. 2009-237719 with its title “A vending machine with 
feedback-type active sound reducer” and the questionnaire. We asked the members of 
the first group to read the publication, and to make any kinds of inventions such as 
improvement or small ones, to solve problems they may have or discover. 

To the second group 

We presented the second group with a letter explaining the experiment method and 
the unexamined patent application publication No. 2009-237719 and the question-
naire. We asked the members of the second group to read the publication, and to make 
any kinds of inventions such as improvement or small ones, to solve problems they 
may have or discover.  

4.2.2  A Plurality of Essential Constructions of Vending Machine with Un-
wanted Sound Reducer 

The four participants of the first group described a plurality of essential constructions 
of a vending machine with unwanted sound reducer. 

As an example, the following shows a series of constructions formed by a partici-
pant of a vending machine with unwanted sound reducer. 

 

Construction of current machine: 
A vending machine with unwanted sound reducer comprising: a compressor 

for adjusting temperature, a microphone for detecting unwanted sounds, a speak-
er for producing control sounds, means for generating control signals to generate 
control sound signals, detection means for detecting unwanted sounds above a 
predetermined level, and a controller for controlling the means for generating 
control sound signals in response to an output from the detection means. 

Construction concept 1: 
  A vending machine with unwanted sound reducer comprising: a compressor for 
adjusting temperature, a microphone for detecting unwanted sounds, a speaker 
for producing control sounds, and means for generating control signals to gener-
ate control sound signals. 

Construction concept n: 
An unwanted sound reducer comprising: a microphone for detecting unwanted 
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5 Results 

5.1 Essential Construction Concept of an Apparatus 

Evaluations on the essential constructions of the network-type Karaoke and single 
Karaoke were made by three evaluators, Student A, Student B and Teacher E, who 
have electronics or mechanical backgrounds. 

The essential construction reference of the network-type Karaoke had been drafted 
by the author. The constructions thereof described by the participants were compared 
with the concept reference respectively so that evaluations were made as Table 1 in 
the following. 

The construction reference of the single Karaoke apparatus had been drafted by the 
author. The constructions thereof described by the participants were compared with 
the concept reference respectively so that the resultant average values were obtained 
as Table 1 in the following. 

It is seen that the average values for the network-type Karaoke are high. While, the 
average values for the single Karaoke is lower than the ones. 

Table 1. Evaluation on Karaoke 

Evaluator  Student A Student B Teacher E  

 Average Value  
 for network-type 

81 72 78 

 Average Value  
 for single-type  

64 55 61 

5.2 Effectiveness of Invention Knowledge Structure 

Evaluation on a plurality of the constructions of the vending machine with unwanted 
sound reducer were made by three evaluators, Student A, Student B and Teacher E, 
who had understood well the function and the construction of the machine used for 
the experiment. 

A plurality of the construction references of the vending machine with unwanted 
sound reducer had been drafted by the author. Each of the constructions of the  
vending machine described by the participants was compared with the construction 
reference so that an evaluation was made. An example of the evaluation is shown as 
Table 2 in the following. The evaluation relates to the constructions described by a 
participant belonging to the first group. 

sounds, a speaker for producing control sounds, and means for generating control 
signals to generate control sound signals. 

Abstraction: 
An unwanted sound reducer for reducing unwanted sounds by using sounds 

having 180 degrees out of phase with respect to the unwanted sounds. 
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Table 2. Evaluation on a Series of Essential Construction Concepts 

Evaluator 
Current 

Construction 
Construction 

concept 1 
Construction 

concept n 
Abstracted 

concept 

Student A 100 100 88 83 

Student B 93 90 50 33 

Teacher E 100 100 50 67 

Ten technological ideas were presented by the four participants A, B, C and D in 
the first group. While, eighteen ideas were presented by the four participants E, F, G 
and H in the second group. 

Each idea is evaluated by the three evaluators with one of three, “F” having 5 
points, “J” having 3 points and “K” having 1 point. For each idea presented, evalua-
tion values given by the three evaluators are summed to be a total value in terms of 
six items as Originality, Practicality, Feasibility, Productivity, Inclusiveness and In-
sightfulness. It is to be noted that the evaluation items are taken from “Creative Cog-
nition” by R.A. Finke et al [11]. 

Evaluation comparison between the first and second groups is made and its result is 
shown as Table 3 in the following.  

There are shown average values of the ideas presented by the first group using our 
proposed method and by the second group producing their ideas in their own ways. A 
t-test is made on evaluation values. 

As a result of the t-test and as seen in the Table 3, the ideas presented by the first 
group using our proposed method are more advantageous or preferable than the ones 
presented by the second group producing their ideas in their own ways in terms of 
five evaluation items as practicality, feasibility, productivity, inclusiveness and in-
sightfulness.  

Table 3. Idea Comparison between First and Second Groups 

Evaluation 
item  

Origi-
nality  

Practi-
cality * 

Feasi-
bility * 

Produ-
ctivity* 

Inclu- 
siveness*

Insight-
fulness* 

First G. with 
Proposed 
Method  

9.8  13.0  11.8 12.4  12.2  12.2  

Second G.  
without the 
Method  

10.7  8.4  9.0  7.9  8.7  9.1  

                                                   T-test:*p<0.05  
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Evaluation comparison between the participants AB and CD in the first group is 
made and its result is shown as Table 4 in the following. 

The table reveals that the ideas presented by participants A and B who conducted 
the proposed method completely are more advantageous or desirous than the ones 
provided by the other participants C and D who conducted parts of the proposed me-
thod in terms of three evaluation items. 

Table 4. Idea Comparison in First Group 

Partic-
ipants  

Origi-
nality  

Practi-
cality  

Feasi-
bility  

Produ-
ctivity 

Inclu-
siveness 

Insight-
fulness  

A, B 9.5 15.0 10.5 15.0 15.0 11.5 

C, D 10.0 11.7 12.7 10.7 10.3 12.7 

6 Discussion 

6.1 Essential Construction Concept of an Apparatus 

With the Karaoke test result, it is considered that the participated patent workers 
could form essential construction concepts. They obtained high evaluation values with 
the network Karaoke. Some of the participants had some difficulty in forming a con-
struction of an imaginary apparatus with a single Karaoke. The average values for the 
network-type Karaoke are much different from the single Karaoke. It is considered 
that this difference comes from how the essential constructions of apparatuses were 
described for the respective apparatuses. With the network-type Karaoke, the partici-
pants could read the patent publication and understand the construction and operation 
of the network-type Karaoke and derive indispensable constituent elements of the 
apparatus. While, with the single Karaoke, the participants had to devise the construc-
tion of and to make a single Karaoke by themselves by referring to a network-type 
Karaoke. Some of the participants could cope with the assignment. But, the others 
could not. Some of the participants have some difficulty in forming a construction of 
the first model thereof. It is thought that the difficulty can be resolved, if they under-
stand and recognize a similarity between the way to form an essential construction of 
an invention and the way to obtain a broader scope of protection thereon. In filing, for 
instance, a U.S. patent application, a patent worker is required to draft a patent claim 
for obtaining broader scope of protection for an invention. This job to draft a claim is 
similar to making an essential construction of the single Karaoke. Thus, it will be 
possible for patent workers to form an essential construction concept. 

6.2 Effectiveness of Invention Knowledge Structure 

With Table 3 for the first group using the proposed method and for the second group 
not using the method, it is thought that the first group structured invention knowledge 
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to form the cylindrical invention space, and found relevant knowledge, information 
and technological problems in the invention space. It is thought that the invention 
space helped the participants of the first group to produce ideas of higher evaluation 
values in terms of five evaluation items such as practicality and productivity. It is to 
be noted that eight technological ideas out of the ten ideas presented by the first group 
relates to vending machines with unwanted sound reducer. We think that attention of 
the participants is directed to constructions of the apparatus and that these eight ideas 
are produced in the invention space determined by the plurality of the constructions 
formed. 

With Table 4 for the first group having the four members A, B, C and D, it is 
thought that as the number of the formed constructions of the apparatus increases, 
differences between the constructions will be recognized and the invention space will 
be filled with more relevant knowledge and information so that the participants will 
obtain deeper understanding of the apparatus. As a result, the members A and B 
formed the whole invention space could produce technological ideas more preferable 
than the ones provided by the members C and D in terms of Practicality, Productivity 
and Inclusiveness. 

7 Conclusion 

It is thought that the proposed structuring invention knowledge to form an invention 
space is effective for making improvement inventions. We think that our invention 
space method will assist ones to make inventions. 

It is considered that the patent workers participated can form essential constructions 
of an apparatus.  

When the proposed invention space is used, there will be produced technological 
ideas of higher evaluation values in terms of five out of six evaluation items such as 
practicality, feasibility or productivity. 

Further, when the whole imaginary invention space is formed, there will be pro-
duced ideas of higher evaluation values in terms of practicality, productivity and in-
clusiveness. 

For future work, we are going to make the same tests on students to have more re-
levant data. With the experiments, participants were patent professionals. 

We have structured invention knowledge for making improvement inventions. We 
are going to make researches to find how well the invention space will work in mak-
ing pioneer inventions as well. Further researches will be made to devise business 
model inventions or patents leading to innovations. 
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Abstract. Nowadays, multimedia data, especially image, are of increasing num-
ber. Content-based image retrieval system is becoming an important tool to assist
user in managing his/her collection of images. This work presents a development
of an image search system for a particular image database containing various
types of images. We present a study of visual descriptors for this database and
a simple strategy to speed-up the retrieval process. We also present a relevance
feedback technique based on semi-supervised learning technique. Experimental
result of the proposed system seems promising.

Keywords: Image retrieval, visual descriptor, relevance feedback.

1 Introduction

Nowadays, multimedia data, especially image, are of increasing number. Multimedia
management systems, both storage and retrieval systems, are thus important for user.
Basic image search system relies on image description or text that appears near image
to index and then to retrieve using text query. This approach gives reasonable result
for mixed media data like web page. However, for an image database a content-based
image retrieval (shorten as CBIR hereafter) is needed.

CBIR system extracts some visual descriptors from image and used them to index
and to compare images in the retrieval process. Existing CBIR systems (e.g. [1,4,5]) dif-
fer principally in the choice of visual descriptors used. It should be noted that the choice
of features also depends on the type of images present in the database. For this work,
we are interesting in developing a CBIR system for a heterogeneous image database.
Indeed, we are given a set of images of various types such as drawing with pencil,
ink, or water color, photography images of people, building, archaeological site, mural
painting, etc. Figure 1 shows some of the images from the database. An objective of
this work is to study the visual features for this heterogeneous database.

Besides, visual descriptors no matter how sophisticated they are still cannot cover
all notion of similarity for all users. Therefore, this work also investigates the relevance
feedback mechanism for image retrieval. Indeed, the relevance feedback is considered
in a semi-supervised learning framework. Graph-based technique is used to filter images
that could correspond to user requirement.

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 125–133, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Example of images in the database

In the following, Section 2 describes the study of different visual descriptors used
in this work. Section 3 presents a strategy used to speed up the retrieval process. Sec-
tion 4 presents the relevance feedback mechanism used and Section 5 concludes this
work.

2 Visual Descriptors

The given database is composed of 21667 images which can be roughly classified in
two main groups namely color images and grayscale images. This classification can
be done using the average difference between the maximum and the minimum values
of the three channels (RGB) for each pixel. Using this simple rule, we can identify
4120 color images and 17457 grayscale images. From visual inspection, one can see
that grayscale images are more textural than color images. Therefore, different visual
descriptors are used for these two groups.

2.1 Color Descriptor

Colorspace. The most fundamental color descriptor is the color histogram. Given 2
color histograms x and y, the similarity between them is measured by the histogram
intersection:

HI(x, y) =
m∑

i=1

min{xi, yi} (1)

with m the total number of colors or bins. This similarity measure is used to retrieve
similar image with respect to the query image.

Two classical colorspaces were considered in this work namely Red-Green-Blue or
RGB colorspace and Hue-Saturation-Value or HSV colorspace. Figure 2 show search
results from RGB colorspace compared to those obtained from HSV colorspace. For
each result, the top left image is the most similar image to the query. Note that in all
cases, the most similar image is exactly the query image. Figure 2 show results obtained
from different number of bins, i.e. 3×3×3, 4×4×4, 5×5×5, and 8×8×8 bins. From
these results, one may see that for low number of bins, the results from HSV colorspace
are visually better that that of RGB colorspace. As the number of bins increases, the
results from both colorspace become more and more similar with, however, a slight
advantage for HSV colorspace. As a consequence, the HSV colorspace will be used in
the following.
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3 × 3 × 3 bins
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HSV
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RGB

HSV

Fig. 2. Comparison between RGB colorspace and HSV colorspace

Number of Bins. In previous experiment the same number of bins is used for all chan-
nels H, S, and V. However, different channels in HSV colorspace has different meaning.
Thus, they should have potentially different importance. Figure 3 shows example of
search results obtained with different number of bins for H, S, and V channel. The total
number of bins is kept constant, and we varied the relative important of each channel by
assigning more or less bins to them. From these results, it is still unclear what is the op-
timal configuration of this histogram. Therefore, in the following, the color histogram
in HSV colorspace with equal partition for each channel will be used.

Spatial Information. Color histogram alone can capture only the relative frequency of
each color in the image, but cannot describe how these colors are distributed in the im-
age. This kind of information requires additional knowledge about spatial distribution
of colors in the image. In [3], the authors proposed a notion of coherence. A pixel is
considered as coherent, if it is spatially connected of a large group of pixels having the
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8 × 8 × 8

16 × 4 × 8 16 × 8 × 4 4 × 16 × 8

8 × 16 × 4 4 × 8 × 16 8 × 4 × 16

8 × 8 × 8

16 × 4 × 8 16 × 8 × 4 4 × 16 × 8

8 × 16 × 4 4 × 8 × 16 8 × 4 × 16

Fig. 3. Search results using HSV colorspace with different number of bins nh× ns× nv where nh
is the number of bins for the H channel, ns for S channel, and nv for V channel

same color. For each color, the number of coherent pixels and the number of incoherent
pixels are kept as color coherence vector or CCV. The authors proposed using norm-1
distance to compare two CCV. In term of memory requirement, this feature requires the
double of normal color histogram.

The idea of coherence is interesting, but their calculation requires computing con-
nected components for each color. Also noted that, both coherent and incoherent pixels
are used in final description. One may deduce then that the incoherent pixels do contain
information about the similarity between image as well. Besides, the CCV does specify
the number of incoherent pixels but do not describe how incoherence are they. From
this observation we propose a new spatial information based on histogram of difference
between color of each pixel and the average color in local window centered at that pixel.
For instance, only the hue value of is used for computing this difference. Integral im-
age technique [6] is adopted to rapidly compute the average hue in local window with
complexity independent from the size of local window.

Figure 4 show example of images retrieved by color histogram of 512 bins (a), and
by color histogram and histogram of spatial hue difference using different window’s
size; 4x4 (b), 10x10 (c), and 20x20 (d). The spatial hue difference is quantized into 18
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(a) (b) (c) (d)

Fig. 4. Example of images retrieved by color histogram (a), and by color histogram and histogram
of spatial difference with different window’s size; 4x4 (b), 10x10 (c), and 20x20 (d)

bins. From these results, one may see that the retrieved images look globally similar but
the one retrieved with the spatial hue difference seems locally close to the query image
as well. The results obtained from the window’s size 4x4 seems slightly better than the
other. Hence, in the following the color histogram of 512 bins with histogram of spatial
hue difference quantized into 18 bins with local window of 4x4 will be used resulting
in a set of 530 features as visual descriptor for color images.

2.2 Grayscale Descriptor

The most simple visual descriptor for grayscale images is the histogram of grayscale
levels, similar to the color histogram for color images. This descriptor describes the
color aspect of image but not the texture of the considered image. To describe texture,
two types of visual descriptor are often used in literature namely the Gabor descriptor
and the local binary pattern or LBP [2].

Gabor descriptor is obtained by passing the grayscale image into a bank of Gabor
filter of different orientations and different scales. The sum of absolute values from
the each filter response is used as feature. In this work, 4 orientations and 4 scales
are considered leading to a feature vector of 16 dimensions. For a large area containing
several textures, a single Gabor feature vector may not be suitable. Therefore, the image
is partition into 3x3 grids, and a Gabor feature vector is computed for each area in
addition to the global Gabor feature vector. In total a feature vector of 160 dimensions is
used to describe a grayscale image. Euclidean distance is used to compare two images.

LBP descriptor is a histogram of LBP codes obtaining by comparing the grayscale
value of each pixel to that of its 8 neighbors. This comparison results in 8 binary values
which can be converted into an integer between 0 and 255. Followed the suggestion
in [2], the 36 rotation invariant LBP codes are considered in this work. As for Gabor
descriptor, a global LBP histogram and 9 LBP histograms computed from 3x3 area of
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the image are used. In total a feature vector of 360 dimensions is used to describe a
grayscale image.

Figure 5 show example of images retrieved by grayscale histogram (a), Gabor de-
scriptor (b), and LBP descriptor (c). In every cases, the top-left image retrieved is
matched with the query image. From these results, one can see that the LBP feature
yields more satisfactory result in most cases. As a consequences, in the following we
shall use the LBP descriptor to describe grayscale images.

(a) (b) (c)

Fig. 5. Example of images retrieved by grayscale histogram (a), Gabor descriptor (b), and LBP
descriptor (c)

3 Speed up the Search

The speed of the retrieval process depends on the number and the type of operations that
are used to compare image descriptor. With the selected descriptors, 530 operations
on float are needed in order to compare two color images while 360 operations on
float are needed for grayscale images. As the size of database could be increased in
future, it become interesting to prepare the retrieval system to handle large dataset. A
simple technique to speed up the search is to partitioning the images into cluster, then
to consider only images belonging to the same or the nearby cluster as the query image.
In this work, self-organizing map (SOM) is used to clustering images. Figure 6 shows
the 8x8 nodes SOM obtained from color images (a) and from grayscale images (b).

Given the above color SOM (respectively grayscale SOM), each color image (re-
spectively grayscale image) can be encoded into a 64-bit string by first setting all bits
to 0. Then compute the node whose prototype is closest to the considered image, and
set this node and its neighbors to 1.

In the retrieval process, images whose binary string is close to the binary string of
the query image, in the sense of Hamming distance, are first selected. These selected
images are then sorted using the visual descriptor as usual. Using this simple strategy,
the number of candidates can be reduced to 100 images or less for color images and to
about 300 images for grayscale images without losing the accuracy.
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(a) (b)

Fig. 6. SOM obtained from color images (a) and from grayscale images (b)

4 Relevance Feedback

Even if the selected visual descriptors seem to perform well in our preliminary test, dif-
ferent users may be satisfied by the search result differently. To increase the satisfaction
of the user, a relevance feedback mechanism is considered. Indeed, user is allowed to
give a feedback on each retrieved image, whether he/she likes it or not. Then the system
processes this feedback in order to retrieve images which could better satisfy the user.

The simplest method to do the relevance feedback consists in modifying the query’s
feature vector to get close to feature vector of images that user likes and to move away
from the images that user dislikes. The same adaptation is used to construct SOM can
also be applied here. Then the retrieval can be done using this modified query’s feature
vector. Figure 7 (a) shows images that have been retrieved by the system. Images that
are marked in green are labeled like by user while all other images are disliked. Figure
7 (b) shows images obtained by modifying the original query’s feature vectors using
the first round’s relevance feedback. One can observe that the images that user likes
get better rank, and the newly retrieved images do appear similar to what user likes.
However, there are still some retrieved images that appear to be erroneous.

To better analyze the relevance feedback information, one can consider it as a semi-
supervised learning problem. In fact, we have a large number of unlabeled images and a
small set of images labeled by user either like or dislike. Semi-supervised learning tech-
niques can be used to propagate these labels to all images in the database automatically.
A graph-based semi-supervised learning technique [8] is used in this work. Indeed, if
we consider the probability P (like|i) for each image i = 1, ..., n in the database. This
probability can be updated as follow

P (like|i)(t+1) =
∑

j∈Neighbor(i)

P (like|j)(t)P (j|i) (2)

where P (like|i)(t) is its estimation after t iterations, and P (j|i) ∝ SIM(i, j).
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(a)

(b) (c)

Fig. 7. Images that have been retrieved in first round (a). The images that user likes are marked in
green, all other images are disliked. Figure (b) shows images obtained by modifying the original
query’s feature vectors using the first round’s relevance feedback. Figure (c) shows images ob-
tained by using graph-based semi-supervised learning followed by the modified query’s feature
vector.

After the convergence, the images are sorted in decreasing order of P (like|i) and
the value at position n × n+

n++n− is used as a threshold value, n is the total number
of images, n+ is number of images that user likes and n− is the number of disliked
images. All images having probability above this threshold are retained and resorted in
decreasing order of similarity to the modified query’s feature vector. Figure 7 (c) shows
images retrieved by this relevance feedback mechanism. One can see that these images
do correspond to user desired better than the images retrieved using modified query’s
feature vector alone.

5 Summary and Conclusion

We have presented the development of an image search system. In this development, we
focus on three aspects in particular namely the selection of visual features, the speed
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of the retrieval process, and the relevance feedback mechanism. For visual features, we
have proposed a new method to integrate spatial information into color feature. Exper-
imentally, this additional information is proved to be useful to capture spatial informa-
tion of color in the image. The comparison between the proposed method and existing
method such as CCV is currently under investigation. We have also proposed a simple
method to encode images into binary string to speed up the retrieval process. Indeed,
our first objective of constructing SOM is for visualizing the database’s images. Its use
for binary encoding is a by-product of the SOM construction. There are other tech-
niques that can be used for better converting the feature vectors into binary strings such
as spectral hashing [7]. This will be further investigated in our future work. Finally, we
have developed a relevance feedback mechanism based on a semi-supervised learning
technique. This allows improving the accuracy of the retrieval system.
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Abstract. Timely problem solving services for people all over to every corner 
of society is one of main purposes in ubiquitous computing society. People 
should timely share awareness and useful knowledge with context in order to 
take suitable actions in emergency time etc. We call such relevant knowledge 
“Evolved knowledge.” We propose a methodology in order to represent evolved 
knowledge with context and to distribution it to the people by success network. 
We also discuss what kinds of evolved knowledge with contexts is useful in a 
region and how evolved regional knowledge should be timely transmitted and 
expanded to the people corresponding to the change of environments in a long 
time period. Effective network architecture for switching knowledge between 
“foreground” and “background” in a context based on autonomous context node 
is also discussed.  

Keywords: success network, action list in a context, evolved regional know-
ledge, knowledge distribution, and autonomous context node. 

1 Introduction 

Timely solution services for people all over to every corner of society based on the 
observations by sensor networks and human is one of main purposes in ubiquitous 
computing society.  Knowledge by both experts and a person with well experiences 
should be timely transmitted to the people corresponding to user’s context and dy-
namic change in the environment. Expanding useful knowledge over different regions 
is also important for the people in order to take effective actions in emergency time.   

We propose a methodology of distribution and expansion of such evolved know-
ledge and to both residents and visitors corresponding to the dynamic change of envi-
ronments in a certain long time period. We also discuss a network architecture that is 
suitable for such adapting knowledge distribution based on an autonomous context 
node and reflection node. 

2 Useful Regional Knowledge and Context 

Timely knowledge distribution in a region is very useful. We suppose that there are 
two major types of contents; (a) happy content and (b) contents for avoiding risk. 
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(a) Happy content depends on user’s preference that dynamically changes while tak-
ing actions. (b) is very important since people must survive in a serious case. People 
all over to every corner of the society should know the indispensable knowledge to 
avoid the risk in a serious case like tsunami. Knowing the solution of a problem is 
important but it is not enough to solve the whole case since the case often has the 
other problems. In such a case knowing the context is more useful than knowing a 
part of problems with solutions. A person can take a good action chain corresponding 
to the target context.  
 

■User’s positions for contents can be classified into (1) to (4). 

(1) Easy information access. Enjoy accesses to content for a pleasure. 
(2) Deep emotion. Be impressed by a work of art or a structure etc. 
(3) Action improvement. Take better actions based on timely awareness in a context. 
(4) Breakthrough in crisis. Acquire knowledge for safe life: how to take refuge, how 

to find an available hospital for a baby, etc. 

Users all over the world usually acquire the same information like ranking informa-
tion by Internet search engines in the position (1). Context becomes more important 
for (2), (3) and (4) than (1). The main reasons of this are (a) to (f). 

(a) A variety of meaning. Experts and a person with rich experiences describe a 
variety of meaning in a short description. Users can easily understand neither all of 
them nor their relationships in a short time period when they encounter the problem. 
(b) Deep meaning. Human can understand deep meanings step by step based on 
his/her background knowledge and experiences. Experts explain lots of possibility 
with rich background knowledge and experiences. They also prospect typical results.  
(c) Change of value based on a context. Values of knowledge change and even 
important knowledge switches to the other one because of the change in the context. 
(d) Switch of the key functions occurs based on the change of the context.  
(e) Quick actions. The best quick actions for an emergent issue should be easily 
understood and taken by everyone in every corner of the society. 
(f) Continual actions without carelessness in a certain long time. Adequate actions 
should be continually taken in a certain long time period. A sensor network system 
keeps observing lots of targets and the environment for 24 hours. Human sometimes 
misunderstands that the environment becomes safe. 

2.1 Context and Human Actions 

Anyone in every corner of society should be able to timely acquire suitable awareness 
and knowledge for his/her context [8] by easy terminals such as Internet TV, digital 
signage and electronic book like iPad. Context can be clear by lots of sensors in a 
certain time period. “Managing long duration” is indispensable not only for the obser-
vation but also for distribution of useful knowledge in the ubiquitous computing  
society since human can neither watch lots of targets for a long time nor timely distri-
bute essential knowledge to lots of people in a certain time period.    
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Adapting Context 
Foreground, Action-list 

(Pre-conditions |    Multi-view (Bias)  
       Post-condition)    Nature, Human 

Background  (Pre-･･･)      Attention 

・RegionMap    ・Duration  ⇒Guides for people in every corner of society 

Fig. 1. An image of structure of AC 

(1) Definition of Adapting Context 
Adapting Context (AC) consists of nine attributes: Name, Region-map, Duration, 
Foreground, Background, Pre-conditions, Post-condition, Action-list, and Multi-view. 
All attributes are described in text, voice, image, animation and movie. AC describes 
thought, instinct, state of mind and emotion both in a virtual reality space and in the 
real space. Name is also a trigger of an image of AC (Refer to Fig.1). 

Adapting-Context ::= Name | Region-Map |Duration | Foreground | Background |  
Pre-conditions | Post-condition | Action-list | Multi-view,  Region-Map ::= | Place | 
Position | Relationship | Time | Region-risk | Region-environments | Potential | Depth 

Pre-conditions ::= Direct-conditions    | Background-conditions 
Action-list ::= (AID | Action | Place | Position | Relationship | Time | Risk | Environ-

ments |  Potential | Depth)*,  
Environments ::= Spatial | Social,  Depth ::= Future-extension | Source | Worst-case,  
Multi-view ::= (Bias | Expand | Adapting-Context)*  
 

An adapting context has a tar-
get region and its map in order to 
share essential knowledge. Dura-
tion means not only the exact 
time but also irregular occur-
rences in certain long time pe-
riod. Examples of the duration 
are occurrence after five mi-
nutes, repetitions, and by 3rd 
September 2010. AC describes 
not only “Foreground” but also 
“Background.” Foreground describes about main targets. Background describes about 
the second targets or a background. Pre-conditions describe a change of environments 
in “Direct-conditions” with “Background-conditions” that is a kind of indirect cause of 
the context. The clear description of relationship between Direct-conditions and Back-
ground-conditions is important to understand detailed context and to decide the order of 
actions. Background-conditions also describe preparation for actions. Action-list de-
scribes a list of actions with Place, Position, Relationship, Time, Risk, Environment, 
Potential and Depth. Time describes not only the adequate time but also both interval 
time between actions and a certain time period. Easy actions are chosen in case of weak 
relationship. Potential describes a possibility or an easy job for human’s ability [9]. 
Multi-view shows a set of targets in order to expand adapting knowledge in emergency 
time and to extend pleasure for a target person and to avoid risks. Bias is used to adjust 
user’s prejudice and to choose an appropriate knowledge. A visitor has a prejudice. 
Suitable AC should be chosen corresponding to the conditions which is described in 
Pre-conditions and Multi-view.    

Example 1. An AC in case of typhoon. A farmer wishes to go to his/her field in 
order to check either the safety net of crops like apple or the water in a paddy field 
avoiding the danger in a typhoon. The check of the crops is described in Foreground. 
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Avoiding the risk in the typhoon is described in Background when he/she goes to the 
field.  

■An example of the description of a AC 
ContextEx1 ::= Fieldwatch-in-typhoon, Crop-map-typhoon, 02-Sep-2010to03-Sep-2010, 
(“Check crops and the fields”: 1, 2, 3, 4),  
(“Keep safety in a typhoon by yourself”:11, 12, 13, 14) 
[{(“If the typhoon would neither be so strong nor have heavy rain”)}, {(“If you can not 
ensure your safety), (If you feel some danger)}], 
[(1, Walk to the field, Ground, Agriculture area, Owner, Typhoon, 40%, Hill, Strong 
typhoon 60%, familiar), (2, Check the field, Field, Near the field, Owner, Typhoon, 40%, 
Hill, Strong typhoon 60%, familiar), (3, Check crops, Field, in the field, Owner, Typhoon, 
50%, Hill, Strong typhoon 70%, familiar), (4, Come back to the house, Agriculture area, 
Owner, Typhoon, 60%, Hill, Strong typhoon 80%, familiar), (5, Record the damaged 
objects and the reason, ･･･), 
(11, Never walk close to water, Ground, Agriculture area, Owner, Typhoon, 80%, Hill, 
Strong typhoon 90%, familiar), (12, Never walk in the water, Ground, Agriculture area, 
Owner, Typhoon, 80%, Hill, Strong typhoon 90%, familiar), (13, Keep a distance from 
the water area, ･･･), (14, Find a safe route, ･･･), (15, Come back in the center of a 
safe road in the safe route, ･･･), (16, Call 119 (911), ･･･) , (17, you must not go outside 

and stay in a house, ･･･) , (18, You must go to a safe building, ･･･)], 
[expand(Agriculture-area, Paddy, Riverside, Mountain, Fisherman-area →  Fruit, 
Beach side, Town, Ria (saw-tooth) coastline area), {D:/video/video & picture in the field}]. 

(2) Context in high context culture 
People usually share lots of embedded meaning and context in short expressions in 
“high context culture” [1, 2]. Such sharing allows a person to avoid some troubles 
and to effectively complete a job. Context is especially useful in a highest context 
culture. They say that “People that have eaten rice in the same iron pot can easily 
share a context with little information” in Japan. People can highly share AC in a 
region in high context culture and can mutually suppose the intention of the other 
person with neither efforts nor skill in communication in the high context culture. 

Example 2. Collaboration based on a context in an emergency time 
A farmer looks up the course and the change of strength of typhoon when a typhoon 
suddenly comes for the farmer’s fields of apple. The other farmer who is sharing the 
context in an emergency time calls in order to check the stock of safety nets for pre-
venting apples falling from trees without saying anything together. 

2.2 Success Network and Adapting Contexts 

Context becomes more important in “low context culture” than in “high context cul-
ture” [1]. “Success network” represents major success stories with AC in a region that 
have a list of actions in the AC for the success (Refer to Fig. 2). It guides users to the 
success. A success network consists of two layers (i) success context layer and (ii) 
success creation layer. 
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(i) Success context layer (SC layer): 
In “success context layer” success 
network represents a list of actions in 
an AC for a great success. Success 
context layer allows a user to know a 
local knowledge and specific actions 
that are chosen for both a target region 
and a specific situation in order to 
solve the local problems. Success net-
work can describe useful thought, 
instinct, emotion, and collaboration in 
a region. It also has meta-data related 
to user’s preferences and user’s bias 
for a target since users including visi-
tor in a region usually have a different 
culture and different bias. 

(ii) Success creation layer (SR layer): 
Success creation layer in Success net-
work has meta-data related to time 
information, clue, bias and key information in order to timely improve success chains 
in SC layer. User’s bias for a target issue changes both recognition of an encountered 
context and decision of solution. SR layer also manages switching from foreground to 
background corresponding to an emergent change in environments like a strong ty-
phoon. 

3 Evolved Knowledge in a Region   

Internet users can easily acquire simple information like ranking information via the 
search engines. However they can not often acquire indispensable information in 
order to avoid risks and to solve problems because of the flood of information in the 
Internet. Two kinds of knowledge services (A) aware-ness service in a context and 
(B) timely solution service in a context in regional environments should be timely 
distributed to people all over to every corner of the society based on their background 
knowledge. Major relevant knowledge for the services can be classified into five cat-
egories (i) General knowledge, (ii) Deep knowledge, (iii) Predictable knowledge, (iv) 
Scheduled knowledge and (v) Adapting knowledge.     

3.1 Distribution in Knowledge Service 

(1) Distribution of predictable knowledge in a region in certain time period 
The regions can be mainly classified into (a) geometric and cultural region and (b) 
region of a field. Predictable knowledge is indispensable for human since human must 
sleep and work busy. Success network timely distributes such knowledge in a target 
region. 

 
Fig. 2. An image of success network with con-
texts and context node with active 
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Example 3. Flood by sudden heavy rain (region (a)) 
People who enjoy camping in a sand bank in a river sometimes fall in sleep there 
although they know about flood by sudden rain at night. The success network can 
timely inform them the flood when it detects sudden rain in near mountain in place of 
human. The people can survive the information by a mobile terminal. 

(2) Distribution of scheduled deep knowledge in a long time period 
People all over to every corner of the society should know the indispensable know-
ledge to avoid the risk in a serious case like tsunami. Natural disaster is a complex 
system and has lots of problems. In such a case knowing the context is more useful 
than knowing a part of problems with solutions. A person can take a good action 
chain corresponding to the target context. Useful knowledge should not only timely 
make a user be aware of problems but also show how to solve them corresponding to 
the progress of the user in a long time period. Regional knowledge should also repeat-
edly be supplied to all users in a target region at an adequate time. 

Example 4. TSUNAMI. A tsunami, also called seismic wave, can travel great dis-
tances very quickly without losing much of its force at speeds of up to 500 miles per 
hour. In this way, a tsunami can cause great damage. As well, a tsunami's height in 
open water may only be a few feet, but its height can increase greatly in shallower 
water near land. Success network transmits not only quick refuge from tsunami on the 
hilltop in the first tsunami but also the deep knowledge scheduled in a long time pe-
riod fifty minutes to all users that live in the beachside in a saw tooth coastline. The 
deep knowledge is “Both second and third tsunami are bigger than the first tsunami 
even if the first tsunami would be small. People should stay in the hill area.” 

(3) Adapting knowledge: Switch from Foreground to Background in a context 
A person has an original aim in “Foreground” in an AC. However he/she can not help 
switching from the aim in Foreground to an aim in Background corresponding to the 
change of environment in an emergency time and should takes quick actions. 

Example 5. Switch in case of strong typhoon 
Watching the crops in the field is in Foreground in example 1. However it should 
suddenly move into “background” when a typhoon becomes too strong. “Keeping the 
safety in the strong typhoon” should become a new foreground for the person and 
“watching crops” move in the background for him/her. Foreground and Background 
switch each other because of the bad weather (refer to Fig 3).The knowledge system  

 
AC                Foreground 
Check crops & field    Keep the safety 
Switch          

Keep the safety           Check crops & field
                         Background 
Small typhoon                Strong typhoon 

AC              the change in environment 
             Switch               

Solution method          Ability  
     - The best solution? 
     - A solution adapt for a situation? 
   Evolved knowledge  

Fig. 3. Switch foreground and background Fig. 4. Switching solution corresponding to 
the change in environments 
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Evolved Knowledge (Shared          
Consciousness) 

General knowledge & Consciousness 

Unconsciousness 

Collective unconscious 
 

Fig. 5. An image of Evolved Knowledge 

with sensors should let him/her be aware of the switch corresponding to the emergent 
change of conditions of the environment in a certain time period (refer to Fig. 4) 

An example of switched context of ContextEx1 is described in SwitchEx1. 
SwitchEx1::= Fieldwatch-in-typhoon, Crop-map-typhoon, 02-Sep-to03-Sep-2010,  

(“Keep safety in a typhoon by yourself”:11, 12, 13, 14), 
(“Check crops and the fields”: 1, 2, 3, 4), 
[{(“If you can not ensure your safety), (If you feel some danger)}, {(“If the typhoon 
would neither be so strong nor have heavy rain”)}], Action-list, ･･･ 

The success network distributes suitable knowledge to people all over to every 
corner of society in target areas corresponding to the change of environments. 
The change can be automatically detected by lots of sensors in sensor networks 
in the ubiquitous computing environment. 

3.2 Evolving Knowledge and Expanding Evolved Knowledge   

People can acquire a basic law in expli-
cit knowledge and utilize it in case that 
a causal relationship is clear. We call 
such knowledge “General knowledge” 
(Refer to Fig. 5). Human sometimes 
unconsciously chooses a behavior and 
shares such unconsciousness with the 
other persons. Carl Gustav Jung found 
that human naturally has collective 
unconsciousness that might be a base of symbiotic relationship between human [4, 3]. 
Human has been evolved from the ape for a very long time and acquired the ability of 
sharing a variety of knowledge based on genetic evolution and using letters. A person 
with well experiences has ability to timely solve problems even in complex systems 
like natural phenomenon. Genetic evolution for a long time and accumulation of ex-
perience made the ability [7]. However human can easily solve real time problems by 
sharing evolved context AC that are timely transmitted to people all over to every 
corners of the society in the internet. Not only explicit knowledge but also some im-
plicit knowledge including intuition could be timely shared for a regional change. We 
call the knowledge in such contexts “Evolved Knowledge”. Human can evolve a 
shared consciousness by this new methodology faster than genetic evolution.   

(1)How to create and use evolved knowledge 
Experts and any persons with well experiences can describe knowledge for a target 
region. The users access the knowledge with the voted points by mobile phone and 
digital signage terminal etc. The experts review and choose highly ranked evolved 
knowledge that users take actions in a certain long time period in their environments. 
Important knowledge is also updated by the experts. The users can access both best 
solutions and special case solutions in the evolved knowledge. The knowledge  
distribution system periodically throws away useless knowledge based on the voted  
points etc. 
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(2)How to expand adapting knowledge – trigger and basic mechanism 
Serious situation happens in lots of region in a dynamic change by natural phenome-
non etc. The kind of problem changes by trouble factors. Heavy rain and strong wind 
causes many kinds of damages. These problems have relationships each other based 
on the characteristics of typhoon etc. 

The change in the environment should be detected by not only sensor networks but 
also decision of actions for the change by a person with well experiences or an expert. 
The detection is done by not only the evaluation in multiple check points but also 
considering the experiences and intuitions by experts. 

Success network expands adapting knowledge by five mechanisms (a) to (e).    

(a) Context condition. When a person that knows the condition in context ensures 
that it becomes true he/she transmits the adapting knowledge to the others.  
(b) Sensor information. When a sensor detect that the conditions become true the 
system automatically expand the adapting knowledge.   
(c) Resident decision. When a resident ensures that the conditions become true 
he/she sends the context to the system. The system expands the knowledge. 
(d) Expert decision. When an expert supposes that the condition becomes true he/she 
sends the context to the system in order to expand the adapting knowledge. 
(e) Rescue team decision. When a rescue team finds that the conditions become true 
during his work it sends the context with typical actions to the system. 

Multi-view in a context defines such relationships so as to expand adapting know-
ledge. 

4 Network Affordance with Active Reflection Node and Context 

Easy multimedia knowledge should be timely distributed to people all over to every 
corner in a region even in emergency time. Lots of accesses to the large volume of 
such knowledge concentrate in a certain time period in emergency time. Such concen-
tration of massive accesses causes a bottle neck of the Internet access. We propose 
new network architecture in order to effectively distribute indispensable regional 
knowledge and context to the people even in emergency time.  

An “active reflection node (ARN)” [5, 6] sends a message to itself via a “context 
node” that corresponds to a target context (Refer to Fig. 6, Fig. 2). “Context node” is 
a kind of slow node to slowly transmit knowledge in the context. It has a region-map, 
views for a target field and many kinds of sensor data. A context node autonomously 
plays roles (1) to (5). 

 

(1) Estimating the risks based on information from many kinds of sensors,    
(2) Gathering supplemental information and solutions for the newest environments  
(3) Merging a target context and the supplemental information into a new context as a 

part of solution 
(4) Transmitting a merged solution with a schedule to the ARN 
(5) Forgetting useless knowledge in few access 
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ARN

CN

PC node
Active
Reflection
Node

Context Node

Small  
first wave

Big second
wave,
Keep staying

P

PP  

Fig. 6. An image of roles by 
context node and active reflec-
tion node  

ARN can quickly access the knowledge in 
text nodes. The ARN transmits the merged solution 
to all users in the region as a “Network Affordance” 
according to the defined schedule. This architecture 
reduces the communication outside of the region and 
allows users to quickly acquire evolved knowledge 
even in emergency time. It also saves the energy 
consumed by the outside servers.  

A context node can easily be added correspond-
ing to a context in a new focus.  
 

Example 4-2. TSUNAMI People forget the risk of tsunami and come home in case 
Example 4 since they feel easy in case that the first tsunami was small. A bigger wave 
by the roll back of tsunami also happens in case of a strong earthquake like the Indian 
earthquake. Success network should distribute a message “Both second tsunami and 
third tsunami are bigger than the first one (refer to Fig. 6). Everybody should stay in 
the hill area for 50 minutes” within 5 minutes after the first tsunami in the target  
regions. 

The context node can merge actions with messages for a problem and ARN should 
timely transmit the merged solution to people all over to every corner of a region step 
by step in certain long time period according to the change of environments. People 
can easily access the relevant knowledge by choosing an emergency button in a mo-
bile terminal, an Internet TV and a digital signage. 

The ARN and context node architecture manage solutions in a long time period 
corresponding to the local characteristic in a region. The architecture should have four 
kinds of long time period transmission. (1) Emergency oriented transmission, (2) Sign 
oriented transmission, (3) Sensor oriented transmission, and (4) Due date oriented 
transmission. 

5 Conclusions  

We propose “success network” based on regional contexts for solution services that 
has action-lists for people all over to every corner of society in order to timely ac-
quire evolved knowledge and to take adequate actions for emergency etc. in certain 
long time period. We also discuss evolved knowledge that can cope with the change 
in environment detected by either sensor networks or a few kind of human with 
deep knowledge. Such evolved knowledge plays an important role of network af-
fordance.  

“Context node and active reflection node” architecture in order to effectively 
transmit evolved regional knowledge to people all over to every corner in regional 
society is also discussed. The architecture needs some experiments in order to eva-
luate the efficiency in the Internet even in emergency.  
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Abstract. Learners’ interests may be changed through learning activ-
ities in their courses. We focus on changes in their interests; we think
that this information is useful to monitor learner interests, and modify
the lecturers’ instructional strategies. Our aim is to establish ontological
approaches to reveal these changes. In this paper, we propose a way to
collect concept maps and analyze learner interests, and show results of
the experiments.

Keywords: Ontology, concept mapping, analysis method, learner
interests.

1 Introduction

One of important experiences in higher education is a communication between
students and their supervisors concerning students’ research ideas. Throughout
the cognitive apprenticeship starting with those communications, students learn
their supervisors’ acuity of vision (e.g. good judgment about what is important,
his/her ability to find the problem domain which will become important in the
future), attitude as a researcher, and exacting evaluation criteria. Through the
communication learners refine their own interests.

On the other hand, learners’ interests may be changed through learning ac-
tivities. The changes may be caused by either positive or negative feedback from
their past learning activities. One of the most important aspects to evaluate
learning activities is to clarify how the learning experiences affect the learners’
interests or how well-motivated and well-oriented their learning is.

We focused particularly on lecture attendance; lectures were one of the learn-
ing activities. In addition, we closely observed the data about how learner in-
terests changed after the lectures, which lectures affected learners, and how the
changes and the lecture were related. There are two reasons for focusing on
these questions. The first reason is that the data are helpful for lecturers to ad-
just their instructional strategies. For instance, using this information shows how
lectures they presented affect learners. The second reason is that the data are
useful for learners to control and monitor their learning strategies. Learners can
obtain this information, to distinguish which lecture is better for own interest
refinements. However, although methods for describing interests were known, we

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 144–154, 2011.
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did not have a method for objectively analyzing interest changes. Therefore, we
aimed to establish a technique to clarify learner interest changes.

The method we developed is based on concept maps and ontological engi-
neering studies [1]. Concepts maps, as defined by Novak, are graphical tools for
organizing and representing knowledge[2]. In this study, we introduced concept
maps as a medium to express learner interests and lecturer intentions. Method-
ologies for the analysis of concept maps have been proposed in various ways using
the bi-directional approaches of quantity and quality (e.g., [3]; [4]). We wanted
a new approach, with a qualitative method of analysis, to render the details of
each anecdotic data item in a concrete form. We thus constructed an ontology
as the foundation for analysis. In this paper, we will explain the analysis method
we have been developing, showing the development process of our method.

At the current stage of our research, we have collected most data in the form
of hand written paper sheets, and applied the analysis method to the data semi-
manually. Our ultimate goal is to build an IT environment for instructors to
analyze learners’ interests.

2 Outline of Our Approach

In this section, we briefly mention how we approach learner interest changes.
In the method, we use the three kinds of concept maps shown in Table 1. The
difference between (1) and (2) represents the change in learner interests. The
goal of this research is to enable analysis of the potential relation between (3)
and the change (See Figure 1). In this paper, we use the terms, “learner interest”,
“concept map” and “ontology”, in the following senses.

Learner interest: a learner’s interest that is specific or not. If learner interest
is specified, it is concretized as a form of purpose. e.g. research purpose “I want
to make theory.”

Concept map: a diagram expressing learner interests and lecturer intentions
Ontology: the system of concepts, which becomes a criterion for comparing

concept maps
The method we established combines a method to collect concept maps (in

Section 4.3) and a method to interpret the concept maps (in Section 5.1).
At the first, we developed a method to collect concept maps as analyzable

data, and we made a method to interpret the three points, (1) central-content

Table 1. The Three Kinds of Concept Maps

Concept Map Explanation

(1) Learner interests before lectures Each learner is requested to express her interest
as a concept map before lecture

(2) Learner interests after lectures When lecture completed, each learner is requested
to express her interest as a concept map

(3) Lecture contents Each Lecturer is requested to express instruc-
tional goal of her lecture as a concept map
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Fig. 1. An Overview of the Analysis Method

in learner interest, (2) the level of concreteness of their interest (hereinafter,
interest-concreteness), and (3) reconciliation between a learner’s interest and a
lecturer’s intention, using the information obtained from the concept map data
and the ontology we developed. We conducted experiments (Section 4.2), and
we referred to the experimental data to establish the method. We describe how
the ontology and concept maps perform in the method, in the next section.

3 Concept Mapping and Ontology

3.1 Concept Map in This Study

Concept maps are intended to represent meaningful relationships between con-
cepts in the form of propositions. Employing concept maps can reinforce learner
understanding and learning, because creating a concept map allows one to vi-
sualize key concepts and summarize their relations to other concepts [5]. The
concept maps in our studies are expressive diagrams of lecturer intentions and
learner interests. It is possible to comprehend learner interests before/after a
learning activity, and lecturer intentions for lectures they presented.

3.2 The Ontology in This Study

Ontologies are defined as an explicit specification of a conceptualization [6]. Con-
structing an ontology enables consistent relationships between concepts based
on consideration. An ontology is a system of concepts to analyze concept maps
in our study. An analysis based on ontology has the following two aspects:
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1. The first aspect is to enable the clarification of the central-content of concept
maps (links of the most important keywords in a concept map) obtained from
learners/lecturers.

2. The second aspect is to enable comparing the different levels of abstraction of
keywords between learners and lecturers in concept maps, e.g., a link between
communication and support, and a link between informal communication
and support.

Furthermore, these aspects were useful in making the design of concept maps
much simpler. If we can regulate the abstraction of keywords using ontology, we
do not have to think about how to regulate keywords on concept maps, and if
we can consider the meaning of links on concept maps using ontology, we do not
need both learners and lecturers to specify the meaning of each link.

The ontology we made is divided into two parts by two major features, shown
below:

1. Ontology about purposes (the Purpose-Concept Ontology)
This works as the criterion for analysis of the central-contents of learner
interests and lecturer intentions. This is a system of concepts about their
purposes, such as wanting to know about something, or wanting to make a
theory of something.

2. Ontology about the domain (the Domain-Concept Ontology)
This works as the criterion for analysis to coordinate the degree of abstract-
ness of keywords, and to consider the meaning of links on concept maps
learners and lecturers have made. This is a system about concepts on the-
ories, methodologies, and objects of research in the academic domains they
belong to, e.g., SECI-model, which is one knowledge-creating-method.

4 Study Design and Results of Experiments

4.1 Study Subjects

Subjects were selected from master course students at the School of Knowl-
edge Science, JAIST (Japan Advanced Institute of Science and Technology).
Knowledge science is a cross-disciplinary research field between information sci-
ence and social science. We expected that these learners’ interests would change
much more than those of learners from other fields, because the faculty often
face difficulties in following up on the students’ research interests changes.

4.2 Outline of Experiments

We carried out experiments as follows:

1. Preliminary-experiment
The purpose is to find a better way to gather concept maps about learner
interests and lecturer intentions.



148 M. Nakazawa and M. Ikeda

2. Main experiments
The purpose is to gather data to establish a method of concept map inter-
pretation for analyzing the change of learner interests.
(a) Experiment with learners

The purpose is to collect data of learner interests before learning activi-
ties (i.e., before attending lectures in Quarter 1-2).

(b) Experiment with learners
The purpose is to collect data of learner interests after learning activities
(i.e., after attending lectures in Quarter 1-2).

(c) Experiment with lecturers
The purpose is to investigate teaching intentions for the lectures given.

The details of the experiments are shown in Table 2.

Table 2. Details of the Experiments

Type of experiments Study subject # of people Duration of experiment

Pre M2 7 25 to 80 min/person

Learners Before M1 before learning activities 31
Main Learners After M1 before learning activities 31 30 to 60 min/person

Lecturers — Lecturers of 1-2 lectures 12 Avg. 35 min

∗ M stands for master course, e.g. M1(M2) means 1st(2nd) year students in Master Course program.

4.3 Procedures of Main Experiments

We set procedures of the main experiments, referring to the results of preliminary-
experiment as follows:

1. We asked subjects (learners and lecturers) to write 10 keywords about knowl-
edge science. Especially, in the experiments with lecturers, the emphasis was
to focus on what they expressed to learners through their lectures.

2. We asked the subjects to evaluate the importance of the 10 keywords written
in Step 1, on a scale of 1-10. (10 being most important.)

3. We asked subjects to write about what they wanted to accomplish at the
School of Knowledge Science in the form of short sentences.

4. We then gave a work sheet for making a concept map to each subject. We
had prepared four keywords, (theory, tool (methodology), object, and phe-
nomenon) on that sheet. We asked subjects to write the 10 keywords they
wrote in Step 1, on the sheet, and to link the keywords that they thought
were related (including the four new keywords). We recommended to the
subjects that the number of links be five or less for each word.

5. Finally, we asked subjects to add 10 new keywords, then set and link the
keywords.

We collected the data on importance in Step 2 to discuss the procedures for pre-
editing (see 5.1.1). At the same time, we gathered the data on short sentences in
Step3 to establish a procedure of analyzing learner interest changes (see 5.1.2).
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Fig. 2. An Example of Concept Map (Raw Data)

4.4 Results of Experiments

Figures 3 and 4 shows examples of the data collected by experiments using the
procedures described in the previous section. A study subject drew this map after
taking coursework. He effectively used the four nodes we prepared. The nodes
of ergonomics and the decision-making processes directory linked to theory are
deeply related to the lecture he attended.

Thus that experimental procedure gives us valuable information to consider
the relation between learner interest and lecture contents. However, we need
data to interpret data to get the information from concept maps.

How can we interpret this data? How can we reduce interpretation-variation?
We make a method for data interpretation to answer these questions.

5 Our Analysis Method

In this section, we introduce the analysis method we established, and an instance
of the application of the method. We review the information obtained using the
method.

5.1 Procedure of Analysis

We set the analysis procedures as follows:

1. To gather the concept maps
2. To pre-edit the concept maps
3. To analyze the changes of learner interests based on ontology
4. To analyze influences of lectures on learner interests, based on ontology

As Step 1 has already been mentioned, in this section we describe Steps 2, 3,
and 4.
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Fig. 3. An Example of Experimental Results

Fig. 4. S27’s Interests before and after lectures

Pre-editing. Pre-editing highlights the traits of concept maps applied to the
rules that we set. For example, we rearrange the nodes on concept maps to
simplify links, and categorize them based on ontology into three domains, i.e.,
theory, methodology and object. Furthermore, we assigned specific meanings to
borderlines among the categories, since such borderlines are likely to evolve into
important links, which each have unique meanings requiring specific relations
among the categories. Hereinafter, those borderlines assign specific meanings
are called Highlighted Links. This step, based on ontology, enables us to apply
the next step to concept maps. We show Figure 5 as data after the step. In Figure
5, each keyword clearly belongs to one of three domains, such as “simulation is
a method” or “network externality belongs to theory.”

At Step 3 of analysis, we compare the learners’ concept maps before and after
lectures obtained from the pre-editing shown in Section 5.1.1, as shown below:
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Fig. 5. The Purpose and Methods Relation Table

1. We view the output of pre-edit, and consider the changes of learner interests
based on the Purpose-Concept Ontology and the Domain-Concept Ontology.

2. We look at the concreteness of learner interests by using the “Purpose and
Methods Relation Table.” The Purpose and Methods Relation Table sum-
marizes relations, such as, if we want to accomplish A, we have to obtain
knowledge about B-technology. Figure 6 shows a part of this table. We can
seriously consider details of changes by using this table; it shows how much
methods change depending on purpose.

Through this step, we clarify the features of learner interests, the level of their
interest-concreteness, and the relation central-content in their interest and each
keyword. We compare the features of the data before and after attending lectures.

Getting information through this step, enables learners to understand the
degree of their interest-concreteness, and their lack of knowledge.

We describe a specific embodiment of this step, in Section 5.2.

Analyzing Changes as Influenced by Lectures. In Step 4 of this procedure,
we focus on the organization of Highlighted Links of the learner maps. The links
are highlighted by the pre-editing, expressing central-content in learner interests.

Fig. 6. A Part of the Purpose-Concept Ontology
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Additionally, we view the organization of Highlighted Links of the lecturers’
maps. We look for indirect or direct relationships between learner and lecturer
organization of Highlighted Links (for example, the indirect matching through
is-a relation). Output of this step is helpful for lecturers, because this information
shows how a learner incorporates lecture contents into his/her interests.

We describe a specific embodiment of this analytic procedure, in Section 5.2.

5.2 The Case of S27: Interest Changed from Economics to
Computer Science

Analysis of the Change in Learner’s Interest. Figure 5 is the data obtained
from the pre-edit of (before and after lectures) concept maps from a learner
(Subject 27, hereinafter S27). We analyzed changes using the Purpose-Concept
Ontology (Figure 7). Although the actual ontology has more detailed concepts
and attributions, we show some essential parts of the ontology for analysis here
to keep the viewing understandable.

The central-content of S27’s interest before taking the coursework is “I want
to make a theory,” as shown in Fsigure 7. The purpose “I want to make a theory”
was included in “I want to conduct research”, especially “I want to carry out
XX.” (Figure 7, in this figure, lines express “is-a” relations).

Learner research-purposes are made up of constructive-concepts, including
theory to be used as the basis, methodology to be applied, region of interest for
research, and originality. For example, Figure 8 shows the instance of the concept
“I want to make a theory.” That instance materialized to suit the purpose of S27.
In this way, we can clarify learner’s purposes by concretizing purpose-concepts
using domain-concepts.

Moreover, we can reveal the techniques and knowledge learners should learn,
by matching methods to purpose. For example, we can see that the degree of
change is greater when a learner switches from the purpose of “I want to make a
theory” (Figure 6(A)) to “I want to make an environment” (Figure 6(B)), rather
than when the learner changes from the purpose “I want to make an information

Fig. 7. The Instance of “I want to make a theory”
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system” (Figure 6(C)) to “I want to make an environment”, by using the Purpose
and Methods Relation Table. This is because the former changes are dramatic
and involve almost all constructive-concepts except review of the literature and
summarizing the results, while the latter change is much less dramatic.

Using this information, learners can understand not only their own change in
purpose, but also new things that must be done for that purpose.

Analysis of Influence of Lectures. We refer chiefly to the Domain-Concept
Ontology, in this step. Using the ontology that summarizes the keywords in an
academic domain, we are able to comprehend by matching at different abstrac-
tion levels, as well as simple matching of keywords. In the case of S27, he wanted
to apply theories of ergonomics or the theory of decision-making processes to
knowledge-creating or awareness, after the lectures. (See Figure 5.) The ontology
shows that the decision-making processes is a cognitive theory. ((A) in Figure
9.) At the same time, knowledge-creating and awareness are kinds of individ-
ual thinking processes. There are varying models of the definition of individual
thinking processes. In the Wallas’ model, there are four stages in the thinking
process, with the 3rd stage as illumination. (See (B) in Figure 9.) The idea of
illumination in Wallas’ formula is a synonym for awareness obtained from S27.
The decision of S27 to apply decision-making processes theory to knowledge-
creating and awareness may have been influenced by the lecturer’s intention,

Fig. 8. A Part of the Domain-Concept Ontology
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which was to apply the theories of cognitive science to human behavior, such as
thinking or knowledge-creating.

This information is useful for lecturers. For example, when there are a lot of
learners who want to make an information environment, and who are influenced
by the lecturers’ intention, which is to apply knowledge-creating to cognitive
theories, e.g., S27 in Figure 5, the lecturer may think “I will tell not only about
the analysis of the knowledge-creating process based on cognitive theory, but also
about examples of implementations for computer environment of the analysis.”

6 Conclusion

In this paper, we introduced an analysis method using concept maps based on
an ontological engineering approach.

Through establishing this technique, we got some findings, summarized below,

1. We can get data about learner interests and lecturer intentions, using concept
maps.

2. We can compare and interpret the central-content of learner interests and
lecturer intentions in concept maps, using the Purpose-Concept Ontology.

3. We can analyze the details of learner interests more than the content in con-
cept maps, using the ontology we developed, and the “Purpose and Methods
Relation Table.”

4. We can coordinate the degree of abstractness of keywords, thus we can see
indirect matching of the links between learners and lecturers.

If we provide feedback on this information to lecturers and learners, they can
refine their lecture contents or interests. The future task is to improve this pro-
cedure through more analysis of learners’ concept maps. We are aiming at the
construction of a computer environment that is able to replicate the analysis
results obtained by using this analysis method.
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Abstract. Generally patient data in healthcare environments exist in
relational databases. Classification of echocardiographic images is an im-
portant data mining task that helps hospitals without transferring the
data in any form. This paper proposes a novel method to accomplish
this task using näıve Bayesian model via SQL. The proposed method
has two phases. The first phase builds a knowledge base using many nor-
mal and abnormal subjects and the second phase uses this knowledge to
categorize an unseen subject into appropriate class. The image features
such as cardiac chamber dimensions (specifically Left Ventricle - LV),
Ejection Fraction, Mitral valve (MV) orifice area, etc., are computed
by first segmenting the image by employing advanced image processing
techniques. For instance, to segment echo images we employ an efficient
SQL based Fast K-Means algorithm combined with a greedy active con-
tour algorithm for accurate boundary detection. Additional features such
as textural, statistical, and histogram are computed and added to the
classifier model by analyzing color Doppler echo images to strengthen
the classifier accuracy. Our SQL based näıve Bayesian classifier model is
built with 7 schema, simple yet efficient SQL queries and thus providing
an accurate classification of patients as normal or abnormal. The model
is trained with 112 patient data and we believe that the clinical decision
is simplified and can happen on-the-fly. Experimental results presented
in this paper show an increased accuracy of 87.48% against the other
state-of-the art segmentation and classification methods reported.

Keywords: Echocardiographic image, Näıve-Bayseian Classification,
K-Means, Segmentation, SQL, Active Contour.
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1 Introduction

Most data in real enterprises exists in multiple relational databases each with
well designed schema. Classification being one of the most popular predictive
data mining tasks, we need practical algorithms that can directly be applied on
existing medical databases [9]. Echocardiography is one of the popular techniques
in human heart diagnosis for the study of heart abnormalities. Classification lies
at the core of many knowledge discovery and data mining (KDD) applications
whose success depends critically on the quality of the classifier [10]. Bayesian
classifiers stand out for their robustness, interpretability, and accuracy [1]. It is
a useful tool to support the assessment of individual risk of relapse or progression
in patients diagnosed with brain tumor undergoing RT postoperatively [13].

Fig. 1. Block diagram of the proposed system

Our work mainly focuses on classifying 2D and Doppler echo image modal-
ities into normal or abnormal based on several domain specific attributes [3]
[6] computed specifically for this purpose. There are two phases involved in our
work. The first phase is to analyze the echo images by applying Fast K-Means
SQL algorithm followed by active contour (“snake”) for segmenting the various
objects (Left Ventricle, Right Ventricle, etc) [2] [4]. This quantification in turn
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helps us to extract relevant features such as LV diameter, LV height, LV area, LV
volume, etc. A similar set of features are computed for other cardiac chambers:
Right Ventricle, Left Atrium, and Right Atrium. These features constitute the so
called feature vector for classification. The said quantifications are applicable for
2D echo images and on the other hand color Doppler images require a different
type of analysis and feature extraction.

Color Doppler imaging is mainly used as a qualitative tool for diagnostic
assessment of vessel stenosis or occlusion [3]. Sonographers and physicians cur-
rently rely on their expertise to evaluate and interpret the images. We believe
that the introduction of image understanding techniques can simplify and stan-
dardize the analysis of the images. To achieve the same, a new approach is
employed. This is called as pixel classification method which is simple, fast, and
accurate [6]. After identifying the color segment in the Doppler image, the quali-
tative features that are clinically useful for classification such as energy, entropy,
contrast, skewness, kurtosis, etc., are computed. Figure 1 shows the outline of
the proposed classifier model.

In the second phase we compute the posterior and priori probabilities to build
the training database on the näıve Bayesian theorem. This is accomplished with
the consolidated feature vector (computed in the first phase), a set of DBMS
tables, and a series of SQL statements. With this training table, it is easy to
classify any unseen patient data with utmost one join.

The rest of the paper is organized as follows: Section 2 presents the earlier
works done in this area. Section 3 describes various methods to extract qualita-
tive and quantitative features of 2D and color Doppler images. Section 4 presents
our proposed Bayesian model explaining schema design, algorithms, and SQL
queries. The experimental set up and results (classifier accuracy) are covered in
Section 5 and conclusions with improvements are discussed in Section 6.

2 Previous Work

K-Means algorithm was used for biomedical image segmentation using adaptive
techniques and morphological operations by Jierong Cheng, et al [2]. Three al-
gorithms were proposed by Carlos Ordonez using DBMS SQL and C++ and
demonstrated how K-Means can be of practical importance for clustering large
data sets [4]. However, his work was more generalized and less efficient than
our method. In our work, the basic concept of SQL based implementation is
adopted. Moreover it is customized for echo images and its segmentation with
careful selection of k value.

For LV boundary tracing, automatic and semi-automatic methods were pre-
sented by Jierong Cheng [2]. These authors use Watershed algorithm for seg-
mentation. One of the main drawbacks of this method is over segmentation. For
echo image segmentation, we need to identify precise segments, say LV, RV, LA,
RA, etc., and not the other areas, because each of these objects will later be
used for quantification purpose. Any error caused will have direct impact on the
deviation from the normal values suggested by ASE and [8].



158 S. Nandagopalan et al.

Though many authors have contributed on analysis of 2D echo images, only
few authors had thrown light over color Doppler image segmentation. Ashraf A.
Saad [3] presented a novel technique for segmenting blood vessels in ultrasound
color Doppler images based on shape decomposition. Their method uses color
Doppler images as binary images, but in our case we try to accurately extract the
color segment. Two authors Carlos and Anne Denton contributed on Bayesian
classifiers using SQL and P-tress [7] respectively. However, approaches and the
goal of these methods were totally different. For example, in their method the
data was first clustered and then the classification was carried out.

3 Feature Extraction of 2D and Color Doppler Echo
Images

In the first phase the 2D echo image is median filtered to remove the speckle
noise and then segmented using a fast K-Means algorithm of [4]. The traditional
K-means algorithm is implemented by setting k = 3 (since we are interested
in knowing myocardial, endocardial, and epicardial boundaries) and with set of
SQL statements that computes Euclidean distance more efficiently. The outcome
of this step is an image with just three colors: black, white, and gray. This
transformed image has uniform intensities in their respective color regions, thus
proving an efficient way to trace the boundaries of LV, RV, etc.

(a) (b) (c)

(d) (e) (f)

Fig. 2. Image Quantification: (a) original image - four-chamber view (b) segmented
image (c) LV boundary (d) Sobel edge detected (e) final image (f) quantification

Next step is to mark the ROI on a particular object, say for example LV,
which is marked as the initial contour. This initial contour quickly converges
due to uniform pixel value and stops as soon as it reaches the boundary [5]
based on active contour model.

ESnake =
∫

C

α(s)Econt(s) + β(s)Ecurve + δ(s) ds (1)
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This automatic tracing is achieved finding energy minimal as per equation 1.
The parameters α, β, and γ are used to balance the relative influence of the
three terms. We set α = 1.5, β = 1.0, and γ = 1.5 to avoid bad tracing. A series
of image processing and geometric methods are applied to quantify and obtain
the features of cardiac chambers (see Figure 2.)

Next stage involves finding the edges of this object using Sobel edge detector
operator (Figure 2(d)). This image is thresholded to remove the noise in the
neighboring regions of the edge (T = 184). The final image shown in Figure 2(e)
is the result of adding 2(a) and 2(d).

The dimensions of LV such as area, diameter, height, volume, EF, etc., are
computed by approximating the object as an ellipse [8]. For example, to find the
volume of the LV, we use the formula,

V =
(0.85 ×A2)

L
(2)

where A is the area and L is the major axis. Here L is nothing but the dis-
tance (d) between p1(x1, y1) and p2(x2, y2),where p1 = ( (min x+max x)

2 ,min y)
and p2 = ( (min x+max x)

2 ,max y). Using Euclidean space, the distance d =√
(x2 − x1)2 + (y2 − y1)2. Since the LV object is traced automatically, the num-

ber of pixels inside this object gives the area. Alternatively, we can compute the
area by first finding the width, W of the ellipse using m = (p1+p2)

2 and extrapo-
lating on either directions. Then the formula shown in equation 3 gives the area
of LV. However, the first method gives a better result.

A = 0.7854× L×W (3)

To compute the ejection fraction, we must know the volume of LV at end of
diastole and systole. Then ejection fraction is calculated with the formula as
shown in equation 4.

EF =
(EDV − ESV )

EDV
× 100% (4)

Here, EDV is the volume at end of diastole and ESV is the volume at end
of systole. For the other cardiac chambers the same formulae can be applied,
because these cavities also resemble ellipse shape.

To extract qualitative features of Color Doppler images we propose two algo-
rithms that could segment the color image efficiently. The first one is called as
Color Doppler K-Means (CDKM) algorithm (extension of [6]) which identifies
only the color pixels by setting a predetermined threshold value. Next we pop-
ulate the NACData table from NAData table for further processing. When L =
0, it is a color pixel, else it is grayscale as shown below:

Update NAData set(L) = (
Case When (R = G and R = B) or (Abs(R-G) <= 16)

or (Abs(G-B) <= 16) Then 4 Else 0 End);
Insert into NACData (
Select i,x,y,R,G,B From NAData Where L = 0);
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The second algorithm is called as Pixel Classification (PC) and is much faster
than the previous method as no distance computation is carried out. It scans
through the entire image and checks each pixel whether it belongs to color or
grayscale based on the threshold logic as explained already. Only pixels that are
identified as color are stored in the output image and the rest of the pixels being
marked as black as shown in Figure 3. Figure 3(a) shows the original image and
Figure 3(b) is after extracting color pixels (note that the rest of the pixels are
black).

(a) (b) (c) (d) (e)

Fig. 3. Color Doppler image processing (a) original image (b) segmented image (c)
binary image (d) Sobel edge (e) final image

Next to trace the boundary of this color segment, we automatically set the
initial contour points at four corners of the image. After approximately 150 iter-
ations, the contour settles on the boundary of the color segment. This happens
very fast because of the uniform gradient from the initial contour position up
to the boundary of the segment. This object, now, is analyzed for computing
quantitative measurements and various textural, histogram, and statistical fea-
tures [6]. In case if the color segment is present in more than one location of the
image, the largest color segment is considered for analysis.

4 SQL Based Näıve Bayesian Classifier

Baye’s Theorem provides a mathematical method that could be used to calculate,
given occurrences in prior trials, the likelihood of a target occurrence in future
trials. According to Bayesian logic, the only way to quantify a situation with an
uncertain outcome is through determining its probability [13]. A simple Bayesian
classifier, näıve Bayesian classifier, has comparable performance with decision
tree and selected neural network classifiers [11].The main focus of our work is to
deploy Bayesian classifier in database tables and SQL queries. This involves two
phases: training phase and prediction phase of any new patent.

Let D be a training set of tuples with n samples. Each tuple has three cat-
egories (c) ‘L’‘/’‘C’‘/’‘H’, and m classes C1, C2, ..., Cm as their associated class
labels. Assuming l attributes for each tuple and X = (x1, x2, ..., xl), the aim of
classification is to derive the maximum posteriori, i.e., the maximal P (Ci | X).
This can be derived from Bayes’ theorem as shown in equation 5.

P (Ci|X) =
P (X |Ci)P (Ci)

P (X)
(5)
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Assuming that the attributes are conditionally independent (that is, P(X) is
constant), we have

P (X |Ci) =
n∏

k=1

P (xk|Ci) = P (x1|Ci) × P (x2|Ci) × ...× P (xl|Ci) (6)

For our problem, only the following attributes are considered: LVLD (LV Length
Diastole), LVWD (LV Width Diastole), LVVD (LV Volume Diastole), LVVS (LV
Volume Systole), EF (Ejection Fraction), LVAD (LV Area Diastole), LVAS (LV
Area Systole), and BC (class label.) The normal values for these parameters are
taken from [8] and discretized as C/L/H meaning ‘Correct’, ‘Low’, and ‘High’
respectively which signifies the severity of the disease.

4.1 Training and Prediction Phase Schema

In order to implement this phase and compute priori and posterior probabilities
we use 7 tables. The detailed schema is as follows: EDT (PID, LVLD, LVWD,
LVVD, LVVS, EF, LVAD, LVAS, BC), ACLASS (PID, CAT), ECLASS (ATTB,
CAT), EPC (CLASS, C, PCI), EPX (ATTB, CAT, CLASS, XC), EPXI (ATTB,
CAT, CLASS, XC, PR), EFP (CLASS, PR). Table 1 gives a detailed tabular
structure along with the dimensions for the proposed model. Here n, l, m, c
represent the number of sample images in EDT, number of attributes, number
of classes, and number of categories respectively. To follow a generalized design,
two tables AClass (number of categories for each attribute) and EClass (each
attribute and its associated categories) are populated using relevant SQL queries
from EDT.

Table 1. Database Table Structure

Sl. No. Table name and Attributes Size

1 EDT n× l

2 ACLASS (id, cat) c

3 ECLASS (attb, cat) c× l

4 EPC (class, c, pci) m

5 EPX (attb, cat, class, xc) l × c× m

6 EPXi (attb, cat, class, xc, pr) l× c× m

7 EFP (class, pr) m

8 Target r× l

Let us describe the purpose of each of these tables. Table EDT contains the
feature data of all patient images considered for training with attributes PID,
LVLD, LVWD, LVVD, LVVS, EF, LVAD, LVAS, and BC. The table EPC stores
class prior probability, whereas EPX stores the count of tuples grouped by each
class, category, and class. To store posterior probability and subsequently as
training table, we use a separate table EPXi. Thus, this table contains the prob-
abilities for all combinations of categories making it as eager learning model.
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With the training table (i.e. knowledge base), the class labels of sample data
in the Target table (attributes are same as EDT with BC initialized to ’U’)
can easily be computed. For this we use EFP table and from this table, we
retrieve the class corresponding to the maximum probability and update BC as
Normal or Abnormal (i.e., ’N’ or ’A’) in the Target table. This means all the
new patient data in Target table will be classified. Further, this table can be
used for measuring the accuracy of the proposed model.

4.2 SQL-Bayesian Algorithms

An important step in our research work is how to write the SQL queries. Con-
sidering the DBMS tables shown in the previous section and the Baye’s theorem
SQL queries are written to compute posterior and class probabilities.

Algorithm SQLBayesianClassifier(EDT)
[Training Phase]
Step 1: [Extract attributes from EDT for each c]

EClass = AClass * EDT
Step 2: [Find class probability P(Ci), where i = 2]

EPC = EDTgroup(bc)
Step 3: [Initialize EPX probability with 0]

EPX = EClass * EPC
Step 4: [Update EPX with count of tuples]

for i = 1 to l do
UPDATE EPX = EDTi * EPX

Step 5: [Compute P (X | Ci) of all combinations]
EPXi = EPC * EPX

End.

Algorithm SQLBayesianPrediction(EPXi, Target)
[Prediction Phase]
Step 1: [Compute probabilities w.r.t X]

EFP = EPXi * Target
Step 2: [Compute P (X | Ci)

Update EFP = EFP * EPC
Step 3: [Normalize the probabilities]

Update EFP = EFP * EFP
End.

The algorithms for for training and prediction phases are shown above. Steps
1 to 5 of the first algorithm (SQLBayesianClassifier) computes the probabilities
for each class of every attribute and stores it in EPXi table. This trained data
from EPXi is joined with an unknown sample X (single tuple) from Target table
and the result of this gives two probabilities; one for normal and another for
abnormal. The larger of these two probabilities is stored in EFP and further
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normalized to get the final class label. This is shown in the algorithm SQL-
BayesianPrediction.

4.3 SQL Queries

We show only imperative queries in this section. For each attribute (total number
of attributes is 7) there are 3 categories and two class labels. Therefore, the table
EPX is updated and contains a total of 42 rows (7*3*2) along with the count
values. This data is obtained from EDT table. Next, to compute the posterior
probability, we join EPX with EPC. These two queries are shown below:

Update EPX e
Set (xc) = (Select NVL(p.xc + x.xc, 0)
From (Select LVLD, bc, count(*) as xc

From EDT Group by lvld,bc) p, EPX x
Where p.lvld(+) = x.cat and p.bc(+) = x.class and

x.attb = ’LVLD’ and e.cat = x.cat and
e.class = x.class )Where e.attb =’LVLD’;

Insert into EPXi (Select attb,e.cat,e.class,xc,xc/c pr
From EPC p, EPX e Where e.class = p.class);

Now EPXi acts as the trained knowledgebase. To determine the class label of a
new sample say X, we first join EPXi and Target and then multiply the proba-
bilities of each attribute under each category. Thus there are two tuple in EFP
with class-conditional probabilities corresponding to P (X | N) and P (X | A).
Here, N refers to Normal and A refers to Abnormal. The following query shows
this:

Insert into EFP ( Select class, exp(sum(ln(pr))) as
prob From EPXi e, Target t1

Where e.attb = t1.attb and e.cat = t1.cat
Group by class );

Update EFP E
Set (class, pr) =
( Select EFP.class, (EPC.pci * EFP.pr) as pr
From EFP, EPC Where EPC.class = EFP.class and

E.class = EFP.class );

In order to find the posterior probabilities, P (N | X) and P (A | X), we join EFP
and EPC and multiply the probabilities corresponding to each class as shown
above.

5 Experimental Setup and Results

To evaluate the accuracy of our classifier the patient images are acquired us-
ing a Philips Envisor C HD ultrasound machine with S4-2 adult probe. The
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training data include normal and abnormal patient images under four-chamber,
short-axis, and color Doppler modalities. A total of 48 normal and 64 abnor-
mal patient images are tested on segmentation, LV tracing, quantification, and
classification algorithms. The software tools that we used for the research exper-
iment are Visual Studio 2008, ODAC (Oracle Data Access Components (ODAC)
on C#.NET framework and Oracle 10g DBMS running on Dell T3400 Desktop
with Intel Core2 Duo Processor @ 2.33GHz and 2GB RAM.

5.1 Estimating Bayesian SQL Accuracy

The extracted data from the echo images are discretized as nominal values using
entropy based method. Then these nominal values are stored in EDT table for
further processing. We compute the accuracy of the classifier using equations 7,
8, and 9.

Sensitivity =
# of true positives

# of positive tuples (p)
(7)

Specificity =
# of true negatives

# of negative tuples (n)
(8)

Accuracy = Sensitivity× p

p+ n
+ Specificity× n

n+ p
(9)

Table 2. Results in terms of confusion matrix of the proposed Bayseian SQL classifier

Patient Image C1 (Normal) C2 (Abnormal) Total

C1 (Normal) 43 5 48

C2 (Abnormal) 9 55 64

Sensitivity 89.58 %

Specificity 85.93 %

Accuracy 87.48 %

Holdout method is adopted for accuracy measure. We use a confusion matrix
and compute the sensitivity and specificity to arrive at the final accuracy [12].
Table 2 shows the results of the performance indicated in terms of true positives,
true negatives, false positives, false negatives, and accuracy. There are 5 normal
and 9 abnormal false hits out of 112 cases mainly due to poor image quality and
incorrect image acquisition. The accuracy shown is much higher than the results
reported in [12] [13].

6 Conclusions

This paper presented a novel approach for building a classifier model using näıve
Bayesian model through SQL particularly for echocardiographic images. All the
algorithms are based on Oracle SQL as the patient data is normally kept in
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a database. 2D echo and color Doppler are the two modalities considered for
classification. The 2D echo feature extraction is semi-automatic whereas color
Doppler is fully automatic. The classifier model is intelligently integrated with
other modules to obtain a complete system for cardiovascular environments. The
algorithms are tested on live images of patients and the accuracy is computed
with standard formulae. The results are encouraging and can further be improved
by better image qualities.

Acknowledgement. The authors would like to thank the doctors and techni-
cians of Sri Jayadeva Institute of Cardiovascular Sciences and Research Hospital,
Bangalore for their support in carrying out this research especially in obtaining
echo images of live patients.
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Abstract. It is ideal to provide medical services as patient-oriented.
The medical staff share the goal to help patients recover. Toward that
goal, each staff members uses practical knowledge to achieve patient-
oriented medical services. But each medical staff members have his/her
own priorities and sense of values, that are derived from their exper-
tise. And the results (decisions or actions) based on practical knowledge
sometimes conflict. The aim of this research is to develop an intelligent
system to support externalizing practical wisdom, and sharing this wis-
dom among medical experts. In this paper, the authors propose a method
to model each medical staff member’s sense of values as his/her way of
task-grasp (or task-perception) in medical service workflow, and to ob-
tain the practical knowledge using ontological models. The method was
tested by developing a knowledge-sharing system based on the method
and running it at Miyazaki University Hospital.

Keywords: Knowledge Acquisition, Service Science, Ontology.

1 Introduction

Service science is “based on the idea that services are the fundamental activities
of human society, we can understand and improve our society through research
services and methods to improve services” [1]. In medical service, how to de-
velop services from the viewpoint of patients is quite important. Medical staff
have practical knowledge (P.K.) to deal with the patient taking their needs into
account in providing services. But it is difficult to support sharing P.K.

The difficulties about sharing P.K. are that P.K. depends on contexts of ser-
vices, that include patients’ feelings, environment (their family and work), sense
of values, etc. P.K and its contexts are vague. The aim of this research is to
develop a system to support sharing P.K. in medical services.
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In knowledge engineering, to achieve intelligent information systems, the
methods for knowledge acquisition were researched (e.g. Protégé [2]). To axquire
expert knowledge, it is important to distinguish the knowledge about the
problem-solving task itself from all knowledge about problems (This includes
domain knowledge). The task knowledge gives a framework to the knowledge in-
terview systems. For instance, The KADS methodology [3] clarifies the problem-
solving knowledge based on Newell’s knowledge-level principle. Chandrasecaran’s
Generic Task [4], and Mizoguchi’s Task Ontology [5] give essential and abstract
task knowledge to knowledge interview systems. The knowledge about tasks gives
a base to obtain knowledge about how to solve the problem. These interview
systems mainly aim to use computers to solve problems (diagnosis, scheduling,
etc.).

In contrast, the author try to improve P.K. usage and sharing by human
experts, and give another viewpoint on problem-solving tasks. The viewpoint is
the value the expert find in the tasks in the service they provide. The ways of
service provision are dependent not only on customer and situation, but also on
the experts’ sense of values. The authors suppose if we want to understand P.K.,
we have to understand the sense of values as the background knowledge of P.K.
And the P.K. acquisition and sharing system should be designed based on this
idea.

In this paper, a method to model medical experts’ task-grasp (or task-
perception) in medical workflow is explained. The authors think the task-
perception model can help to express of sense of values. And through the
development of the P.K. interview and shareing system, the feasibility of the
idea, that P.K sharing support based on the modeled sense of values of experts,
is shown. In the next section, the problems and needs are described. In Section
3, the method and its implementation as a system is explained. In Section 4, the
trial use of the system is shown.

2 P.K. Sharing in Clinical Pathway

P.K. is the medical experts’ wisdom embedded in medical service activity. Med-
ical staff think about patient feelings and situation, and take them into account
and decide how to provide services. P.K. is service-context-dependent. The dif-
ficulties in sharing P.K. come from the difficulty in externalizing and organizing
the service context. Moreover each medical staff has his/her own sense of values.
This influences the priority of services and service provision ways. The sense of
value is vague. P.K. is handed down from experts to novices in practical service
provision.

In recent years, the clinical pathway (C.P.) is widely used to ensure the base-
line quality of medical services. A C.P. defines the optimal sequence and timing
of interventions by physicians, nurses, and other staff for a particular diagnosis
or procedure [6]. C.P.s are the documents on which the procedures and goals
of activities (e.g. examination and treatment) in a hospital are written. On the
other hand, there are some critical feelings in hospitals. Medical experts are
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anxious that “The novice would only perform the medical activities defined on
the pathways” or “The training occasions are lost.”

But the authors suppose the C.P. give the chance to obtain and to share
P.K. in a new way. To externalize the task-grasp (or task-perception) of medical
staff members as service task structure models, and to obtain P.K. by interviews
generated from the models in path making. And the obtained P.K. is shared
among medical staff using C.P. on electronic medical records.

C.P. are only the knowledge about sequences of medical activities. The details
of activities are designed by medical staff who execute them on demand. At
that time, the medical staff take into account the mental or emotional aspects of
patients. P.K. is the knowledge about creative execution of the medical activities
defined in C.P for patient-oriented medical services.

C.P. design is done by medical staff teams. The team members, doctors,
nurses, pharmacists, etc have their specialities, and C.P. design includes the
opportunities to discuss about P.K. and to boost mutual understanding. But
there is an impediment to boosting mutual understanding. It is the differences
in their sense of values. The differences derive from the different priorities in
medical activities, and P.K of the details of activities. For instance, the require-
ments for physiotherapy by doctors and nurses are different. A doctor may value
fast recovery, and a nurse may value comfort. To support the P.K. discussion in
C.P. design, the author advance the method to externalize the task-perception of
medical staffs as service task structure models, and to obtain P.K. by interviews
generated from the models.

3 P.K. Sharing Support System

The system is developed for externalizing medical staff’s task-perception in med-
ical services as models based on ontology, and using the models for P.K. acquisi-
tion interview. In this section, the authors show the rough sketch of the system
at first, and explain the function to model the task-perception and the function
to interview medical staff members regarding P.K. using the model.

Fig. 1. P.K. Sharing Support System



Acquisition of Practical Knowledge in Medical Services 169

Fig. 2. Medical Service Ontology

3.1 The Future and Aim of Medical Service Ontology

Fig.1 shows how the system supports the activities of sharing P.K. C.P. are
designed by expert medical staff, who have different specialities (doctors, nurses,
etc.). In general, C.P. defines the typical medical task sequences only, P.K. is not
described in C.P. The main functions of this system are to obtain P.K. in C.P.
design and to distribute P.K. in medical practice. The phases of support are
below.

1. To externalize the task-perception of medical staff in medical service as task
models through pathway making.

2. To obtain P.K using the task models.
3. To export P.K. to electronic medical records.
4. To provide medical services referring to and learning and using P.K.
5. To join the pathway-making meeting, and refine the task models and P.K.

To support phase (1) and (2), the authors develop the application software
“Pathway Modeler”. It is Java-based, and the ontologies are shared on the ontol-
ogy repository “Semantic Server” [7]. About this support system, the ontological
modeling of the task-perception is explained in Section 3.2, and P.K. acquisition
is in Section 3.3.

3.2 The Modeling of Medical Service as Task-Grasp of Medical
Staff

In recent years, medical knowledge sharing systems are developed based on on-
tologies, with the spread of the Internet. For instance, in EON [8] project, the
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patient-oriented medical decision support system, based on ontologized clinical
guidelines, is developed. In SAGE project [9] the methodology of modeling clin-
ical guidelines is developed. In these project the medical workflow modeling is
researched. C.P. is one expression of the medical workflow. In [10], the concepts
included in C.P. are analyzed. An aim of these research studies is to make or
support decisions using computers.

On the other hand, the authors consider it is important to support medical
staff to design and arrange medical services in a patient-oriented way. The aim
of C.P. modeling is to obtain P.K. But the P.K. depends on service contexts.
Context-dependent mean not only what people do in certain situations, but
what kind of value, priorities or aims they find in services. The purpose of C.P.
modeling is to externalize service-perception as each medical staff member’s
sense of values. The medical service ontology is developed for this purpose.

The difficulties in development of this ontology are the following two points.

– There are no organized vocabulary to explain service task-perception.
– Their service task-perception is externalized when they talk about concrete

service scenarios.

We want to recognize and organize vocabulary before the discussion about
medical service, but the vocabulary appears through the discussions. Hence,
we develop the ontology in parallel with discussions. The ontology development
activities are divided into two phases, “Initial Phase” and “Continuing Phase”.

In Initial phase, the knowledge engineers define the basic structure of ontology,
that guides how to organize the vocabulary. And in Continuing Phase the medical
staff explain their service task-perception with using the initial ontology. If there
are no ontologies needed for models, they add vocabulary as ontology. As the
ontology is developed, the medical staff are not familiar with ontology, so we
should take these two points into account.

– tolerance of vagueness and mistakes in ontology definition
– Immediate usefulness fo the ontology

In general, there are some conflicts and confusion in developing dictionaries for
sharing knowledge. Because some words have different meanings in different spe-
cialized domains. The initial ontology works as the guideline regarding how to
organize the new vocabulary and how to use them, for reducing the confusion in
C.P. design.

Medical Service Ontology
The authors analyzed the C.P. in the University of Miyazaki Hospital, and ob-
tained the initial ontology. We use Semantic Editor [7] as an ontology develop-
ment environment.

The medical service task-perception is modeled as below.

– What kind of aim does the medical staff find in each medical task?
– How does the medical staff structure the medical tasks?
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Fig.2(a) shows the medical aim ontology. The top level includes “to progress
toward a cure”, “to improve efficiency of treatment”, “to improve QOL (Quality
of Life) of patients”, etc. More specific concepts are defined as leaf nodes. A
generic concept and its specific concept relationships are defined as IS-A rela-
tionships.

Fig.2(b.1) shows the concept definition of a medical task. Medical task has
an “executor” who executes the task, “input” which is processed, and “output”
which include things and data from patients. A medical task has “sub-tasks”.
And each task and sub-task have more than one “medical aim”. Fig.(b.2) shows
part of the medical task ontology. It defines a medical task as a class struc-
ture. The top level includes “practical task”, which brings concrete results, and
“thought task” which brings abstract results like construal and decision.

Modeled Service Understanding

Fig.3 shows the model of the C.P. about the task “Let patient walk to toi-
let”. This task is configured after some operations. The aim of the task is “to
assess patient’s recovery”. Before this task, the patient is urinating with the
catheter. This task consists of 3 sub-tasks: “assess whether patient can walk”,
“remove catheter”, “let patient walk”. The tasks are executed by a doctor, and
nurses. The tasks’ aims are “to secure safety”, “to de-crease risks of infectious
diseases”, and “to bring the recovery forward”. This model explains that med-
ical staff who are in different occupational categories recognize different aims
for one task “Let patient walk to toilet”, and that medical staff understand
one task from different view-points. In the C.P. used in practice, only the task
“Let patient walk to toilet” is described, so the medical staff task-perception
is not expressed clearly enough. At the construction of initial ontologies, it is
difficult to gather these relationships between outcomes (or tasks) and aims
comprehensively. In other words, it is difficult to clarify what task-perceptions
are held by medical staff members toward tasks. Hence we have to find these
relationships and bring them into ontologies through the discussions on C.P.
construction.

Fig. 3. Model of a task “Let patient walk to toilet”
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Table 1. Rule and Template for Interview

3.3 P.K. Interview Based on Models

The P.K. interview function is realized as below. The function infers what kind
of P.K exist in each medical task, using rules, and generates interview message
using text template (Table 1) based on the modeled service task-perception. The
P.K. types are externalized and organized in the group discussions of medical
staffs. And the authors (knowledge engineers) develop the rules in considering
the P.K. types and the attribute and structures of models. Thus the types and
the rules are developed ad hoc at present.

The system and its users (medical staff who make C.P.) interact through the
interface (Fig.4).

– The user models their service task-perception on the panel (a) referring to
the ontology, which is displayed on the panel (b).

– On the panel (a), the task relations are expressed. And each task’s details
(attributes) are described in panel (c).

– Next the system checks the model. and detects what kind of P.K. may exist
in each task, and generates interview messages Table 2.

– The interview messages are displayed on the panel (d).
– The users answer the interview questions. And the obtained P.K (Table 3)

is kept in the system.
– The P.K are exported to the electronic medical record system, and displayed

on it.
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Fig. 4. Interface of “Pathway Modeler”

4 Trial Use of the System

The aim of the trial use is to confirm whether the system will function intended.
In the trial, 5 pathways are modeled and P.K is obtained from them.

The criterion of the pathway selection is that the pathway is used over a long
time and has almost no needs to modify. Because the aim of modeling is not to
refine the contents of the pathways, but to externalize the medical staff members’
task-perception about the pathways. The steps of the pathway modeler usage is
below.

1. The tasks that must include different task-perceptions are gathered and mod-
eled by some interviews by the doctors in medical information department
in the hospital.

2. The problems and dubious points in the task explanation and interview mes-
sages generated from the models are obtained by checking them by medical
staff in each department in the hospital.

3. The practical knowledge is obtained by answering to the interview messages
by the medical staff in each department.

4. The results of the step 2 and 3 are considered by the doctors in medical
information department and the authors.

4.1 Result of Modification of Task Explanation Message

As previously mentioned, the role of the task explanation message generated
by the system is to show situations about medical tasks to be imagined by the
pathway designers.By modifying the task explanation massages, the modeling
mistakes and the different task-perceptions between the staff members who have
modeled the tasks and other staff members. In this section below, the authors
examine the necessity of the task-perception modeling to obtain the P.K.
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Table 2. Sample of an Interview Message

Table 3. Sample of Obtained P.K.

There were one modeling mistake. There is a task “Measurement of the blood
tumor size” after the operation of the kidney biopsy. At first, this was defined as
a partial task of “Treatment of the wound area” that is done by a nurse. How-
ever, about the explanation about this with “Treatment of the wound area”, a
comment was given. It was “This blood tumor was caused in the kidney. Doctors
used the ultrasound echo and measured the size. Then the task is not included.”
Then, the measurement task is defined as a partial task of “Abnormal diagnosis
of the kidney” task is done by doctors. The modeling mistakes were examined
toward models by the authors and the doctors in the medical information depart-
ment, and were reexamined at the P.K. trial use phase (section 5.3). However,
there was this mistake only. Hence, it means that the system usage “To consider
system user’s ontology literacy, the model is examined through the correction of
the task explanation messages. ” works as intended.
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Next, as a declaration of service understanding different from the model, a
comment for task instruction to match the medical tasks and aims modification
to their usual work level understanding was obtained.For instance, about “Grasp
of the volume of urine” task of TUR-BT (transurethral resection of the bladder
tumor) pathway, there was instruction to correct its inclusive task “Grasp of
abnormality of the bladder function” to “Grasp of urinating abnormality”, and
about “Drinking water guidance” task, there was instruction to correct its aim
“To decrease of the infectious disease” to “To prevent the catheter blockage”.
These instructions show the medical staff members’ task understanding about
the medical knowledge that “An abnormality of the bladder function is detected
form the amount of urination”, and “(Because the risk of the infectious disease
rises when the catheter is blockaded.) If the blockage of the catheter is prevented,
the risk of the infectious disease can be kept low. ” as service practices.

The correction instruction was verified together with the persons who made
the model and who corrected the task explanation messages. As a result, the both
explanation messages corrected and not corrected are needed ideally. Though
“Grasp of abnormality of the bladder function” task is a task that doctors finally
judge, the nurse bears its partial task “Grasp of the volume of urine”. At this
task, for the nurse, there are medical aims “Grasp of abnormality of the bladder
function” and “Grasp of urinating abnormality” in the task understanding of
“Grasp of the volume of urine” task. The nurse who executes “Drinking water
guidance” task is executing “Abnormal confirmation of the catheter” task. In
such a situation, it is better for nurses to express the aim of “Drinking water
guidance” task as “To blockage prevention of the catheter” than “Risk decrease
of the infectious disease”. It can be said that it will express the relation of the
medical tasks as natural understanding in their medical practice. However, It is
said that the previous aim is better to show the aim from the medical viewpoint.
As mentioned above, there are service understanding that catches medical logic
and service understanding that catches the point to make the work smooth. To
find out P.K. by questioning from the medical staff, this example suggests that
at least these two kinds of service understanding should be expressed.

4.2 Result of P.K. Acquisition

The number of interview messages is 97. The message are given for the 24 tasks
in the 5 pathways. 88 messages get answers. The other 9 messages do not get
answers. But 7 messages among them get the reasons for no answers. (2 mes-
sages had no answer without reason.) The reasons are “The P.K. can not exist,
because the models have some mistakes and were modified in the interview” (for
3 messages), and “Avoid overlapping of answers” (for 4 messages). Most inter-
view messages get answers. This result means the interview function based on
the service perception model has worked as intended.

In the acquisition of practice wisdom, the case that show the necessity of ex-
ternalizing task understanding was obtained. For instance, there was “Grasp of
the pain level” task after the operation in the caesarean section pathway, and
it was modeled assuming that comprised to each of “Grasp of the abnormality
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in function of internal organs” task and “Abnormal grasp in the operative site”
task. However, there was an instruction of excluding it from “Grasp of the ab-
normality in function of internal organs” task. There was a comment that “The
grasp of the pain level was a pain in foundation, and it was unrelated to internal
organs” as a reason. When inquiring in detail, the answer “The result of the
grasp of the pain level is concerning the pain of foundation. It is supposed to
be described to the clinical record. In addition, whether the analgesic is used is
decided as a result . The message was corrected to express such a task flow. The
grasp of the abnormality in function of internal organs is not included in this
flow.” was obtained. On the other hand, the answer with “We observe the pain
thinking about two possibilities in “Grasp of the pain level” was obtained.

In this example, an important point is the following. In “Grasp of the pain
level” task, the medical staff has P.K. of doubting two possibilities. However,
when P.K. is asked by questioning based on the task explanation that the task
is a part of “Grasp of the abnormality in function of internal organs” task, she
only comments that “the explanation is unsuitable for her own service under-
standing”. On the other hand, int the questioning based on the task explanation
regarding the task as a part of “Abnormal grasp in the operative site” task,
they reply the P.K. This suggests that P.K. is closely related to the service un-
derstanding of the medical staff. In the acquisition of P.K., it is thought that
the insistence on the this research that it is necessary to base the practitioner’s
service understanding is affirmed.

4.3 Result of Usage of Acquired P.K.

The aim of trial use of the obtained P.K. is to examine the P.K. The trial
condition is below.

– Place: Departments of gynecology, urology, radiology, surgery and pediatrics.
– Period: 10th Nov. 2008. to 15th Jan. 2009. (The P.K. is used after trial

continuously.)
– Interview about usage: 21st, Jan. 2009.

In the usage interview, there are no notes about the problem in explanation mes-
sage of service task-perception and P.K. obtained. And the following comments
are given by interviewees, “We can explain each medical task showing causes.”,
“The P.K. makes it easier to give rational guide and explanation to patients.”
and “It makes clear the reason for each task to novice staff and work rotation
staff”. The P.K. are mostly evaluated affirmatively. On the other hand, some
improvements in system functions are hoped for “Some task explanation mes-
sages have redundancy” and “Some messages are unnatural” about the template
message, and the P.K. presentation should be optimized to the users based on
their expertise and work experiences.

In this trial use, whether the method functioned was only confirmed as the
author had intended it. The method will be evaluated through the long-term
operation of the system.
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5 Conclusion

In this paper, the authors show the method and the systems to obtain the prac-
tical knowledge to provide patient-oriented medical services, based on modeling
the service task-grasp (or task-perception) of medical staff. The service task-
perception model externalizes the task understanding of each medical specialist.
The medical staff have different sense of values based on their specialities. And
the differences of sense of values request different types of P.K. The model give
the basis to P.K. acquisition. Through the development and trial use of the sys-
tem, the functions worked intended. This means the idea, to obtain and share
P.K. based on modeled senses of worth of experts, is feasible.

In the future work, through using the system, the author will investigate how
the ontology is organized, and how the different task-perception are externalized.
The system now gives the framework to externalize the service task-perception
only. We will implement the functions to check the model towards the medical
aims, and to guide the modeling. To realize these functions, the authors will in-
vestigate the method to externalize not only service task-perception as a result
of the thinking process, but also the thinking process itself, for the modeling
guidance function. And the model searching rules to generate the interview mes-
sages are developed ad hoc. It should be organized with consideration of types
of P.K.

References

1. Yoshikawa, H.: Introduction to service science (in japanese). Journal of the
Japanese Society for Artificial Intelligence 23(6), 111–121 (2008)

2. Gennari, J.H., et al.: The evolution of protégé: An environment for knowledge-based
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Abstract. In this paper, we propose a system that facilitates the two dimension 
user-input as general mouse device for controlling applications. The method is 
based on hand movement analysis by applying image processing technique. The 
Haar-like with a cascade of boost classifiers is applied for hand detection, and 
then tracked with skin color using CamShift. Extracted hand features are com-
puted and used for recognizing commands via a finite state machine. We eva-
luated the performance of system under real time constraint in real environment 
with demonstration application. 

Keywords: Hand detection, Hand Tracking, Command Recognition. 

1 Introduction 

Trends in human machine interfacing have invented very rapid in consumer devices 
such as multi-touch of mini-computer like iPad, mobile phone iPhone, motion sensing 
of game devices, and etc. Relatively, many applications to support these platforms are 
actively developed. In this paper, we introduce a hand motion capture system using 
single camera that enables to track 2D hand position for commanding the desirable 
applications in real-time. The system offers very easy way of short range human-
machine interfacing, which is very effective in terms of application constraints and 
prices, and generally very appropriate for the PC-based applications without any addi-
tional integrated material devices. There are many research try to solve the same 
problem. Wei Du [1] introduced a system with one camera that can recognize four 
gestures and tracking hand by extracting the feature points on hand contour. Nebojsa 
Jojic [2] developed a real-time system for detecting pointing gestures and estimating 
the direction of pointing using stereo cameras for controlling the cursor on a wall 
screen. Juan [3] proposed a vision-based system that can interpret a user’s hand ges-
ture in real time to manipulate objects and optimized for the medical data visualiza-
tion environment. 

We propose a very simple system that used only a consumer grade webcam as ad-
ditional material, generally installed on top of the computer screen looking down 
towards the user’s hands, for interfacing with applications. Our main contribution is 
then focused on the image processing techniques that try to detect hand pose and ex-
tract hand features, such as position, axis, and angle, which are used later in the com-
mand recognition process.      
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2 Proposed System  

In this section, we introduce the system for command recognition based on hand 
motion by analyzing the image sequences, obtained from the consumer grade web-
cam attached over the computer screen. Images are captured and analyzed in order to 
extract the essential parameters of the specific pose of hand. The parameters are 
reformulated into hand features which is necessary for command recognition.  

There are two main parts of our system: hand detection and tracking, and command 
recognition. The overall of system is illustrated in the figure 2. First part, a hand de-
tector is implemented using a cascade of boost classifiers, which allows obtaining 
very robust object detector. Two types of hand pose with vertical position are consi-
dered such as open and close hand, which is necessary for executing a command as 
start and stop symbol respectively. However, hand pose can have many figures caused 
by translation and rotation in 3D, which needs to be found. The tracking method, 
CamShift and Kalman filter, is then applied in order to extract hand through image 
sequence. In the second part, hand parameters are determined such as position, axis, 
area, and angle, which are defined as hand feature. A Finite Stage Machine is estab-
lished based on these features for recognizing commands.  

Figure 1 (left) shows the sequence of steps for hand detection and tracking; figure 
1 (right) shows the recognition process. These two parts will be detailed in the section 
3 and 4 respectively. In section 5, the experimentation result is discussed for evaluat-
ing the performance of system. For testing in real environment, we have implemented 
the system in windows 7, which our module can control any applications as a mouse 
interface. In the last section, we conclude our method. 

 

Fig. 1. System overview: (Left) Detection and tracking. (Right) Command recognition process. 
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3 Hand Detection and Tracking 

3.1 Hand Detection 

A Boost Cascade of Classifier [4][5] for object detection is originally developed by 
Viola and Jones. This method uses Haar-like features and a cascade of boosted tree 
classifier as a supervised statistical model of object recognition. Haar-like feature 
consists of two or three connected “black” and “white” rectangles. Figure 2 shows a 
basic set of Haar-like features. 

 

Fig. 2. A set of Haar-like feature 

The feature value is the difference between the sums of pixel values within the 
black and white rectangles. By using integral image, these features can be calculated 
extremely fast. The integral image at point (x, y) is called Summed Area Table (SAT). 
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Then, the sum of pixels in upright rectangle can be determined from four integral 
image value of it vertices: Sum (D) = 1+4 – (2+3). For rotated rectangles, it is defined 
as the sum of pixels of a rotated rectangle with the bottom most corner at (x, y) and 
extending upward till the boundaries of the image. Similar to the upright rectangles, 
sum of pixel in 45o rotated rectangles can be calculated from four integral image val-
ue: Sum (D) = 1+4 – (2+3). 

 
                                           (a)                                   (b) 

Fig. 3. Integral image (a) upright rectangle (b) 450 rotated rectangle 

The AdaBoost algorithm is introduced to improve the classification performance 
that designed to select rectangle feature which best separates the positive and negative 
example. In the first iteration, the algorithm trains a weak classifier h(x) using one 
Haar-like feature that achieves the best recognition performance for the training sam-
ple. The classifier consists of a feature f(x), a threshold θ t and parity pt indicating the 
direction of inequality sign. 
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In the second iteration, the training samples that were misclassified by the first weak 
classifier receive higher weights. The iteration goes on and the final result is a cascade 
of linear combinations of the selected weak classifiers )(xH , which achieves the re-

quired accuracy. 
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In the detection process by using the trained cascade, the sub-windows must be test-
ing each stage of the cascade. A negative outcome at any point leads to the immediate 
rejection of the sub-window. 
 

                                
                                     (a)                                                  (b) 

Fig. 4. Hand detection (a) Input image (b) Hand detection result 

3.2 Hand Tracking 

CamShift [6] is a non-parametric technique using for color object tracking deriving 
from the Mean Shift algorithm. The main difference between CamShift and Mean 
Shift algorithm is that CamShift updates continuously its probability distributions; in 
generally the target object in image sequences changes significantly its shape size or 
color, while Mean Shift is based on static distributions. That why CamShift is suitable 
for tracking the rigid object. In the hand tracking, the process can be described as the 
following. 

Step 1: the color probability distribution of detected hand image is determined 
from its histogram via hue component of HSV color space, related to skin color. 
Step 2: this target distribution of detected hand is systematically tracked on the 
searching window of next frame in image using mean shift algorithm. The mean 
shift vector, which is aimed for finding an optimized path that climbs the gradient 
of a probability distribution to the mode (peak) of nearest dominant peak, is neces-
sary to be computed. 
Step 3: the back-projection technique, which associates the pixel values in the im-
age (tracking hand) with the value of the corresponding distribution, is applied. 
Step 4: the center of mass and size of tracking hand (projected image) is computed and 
defined as hand features. This step will be detailed in the next section (hand features). 
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Step 5: on the next iterative, the current position of hand in image is used for defin-
ing the searching window on the next frame. The process is repeated at step 2 con-
tinuously. 

Note that the step 1 will be re-executed systematically if the detected hand by Haar-
like features with boost cascade of classifier found in the searching window. We 
found that Haar-like method provides very accurate results when hand is paralleled to 
the vertical axis, compared with CamShift, but missed mostly in other directions, so 
that CamShift is applied in order to solve the problem. 

 

Fig. 5. Hand tracking with CamShift 

3.3 Hand Movement Estimation 

The Kalman filter [8] is a recursive linear filtering method. It addresses the general 
problem of trying to estimate the state of discrete time process that is described by the 
linear stochastic differential equation by the following. 

 

111 −−− ++= kkkk wBuAxx                                               (4) 
 

With a measurement  mz ℜ∈   that is  

 kkk vHxz +=                                                        (5) 
 

The random variables wk and vk represent Gaussian noise of the process and mea-
surement respectively. The algorithm of Kalman filter estimates a process by using 
feedback control technique: estimating the process state by an appropriate model and 
doing feedback by noisy measurements. As such, the equations of Kalman filter are 
formed into two groups: prediction and correction equations. In the post tracking of 
hand, the algorithm can be described as the following figure 6. 

 
 
 
 
 
 
 
 
 

Fig. 6. The operation of the Kalman filter 
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Experimentally, we found that hand detector by Haar-like features with boost cas-
cade of classifier cannot  provide total results and CamShift may wrongly track espe-
cially when there are other parts of body such as face or background, having color in 
skin color range, move close  to tracking hand. Therefore, the Kalman filter is applied 
in order to estimate new hand position in the next frame based on previous frame, 
obtained by CamShift, to enhance hand tracking. 

 

                                
(a)                                             (b) 

Fig. 7. Kalman filter (a) Position from CamShift for prediction in the next frame (b) Estimate 
new hand position (green dot) between CamShift (blue dot) and prediction (red dot) 

4 Command Recognition 

4.1 Hand Features 

During the step 4 of hand tracking process by CamShift algorithm, in each frame, the 
hand characteristics are computed. The following parameters are considered: center of 
mass (p), axis angle (θ), area (z) and distance (d). The center of mass of the hand in a 
frame can be easily computed from the 0th and 1st order moments of pixels in hand’s 
region.  

Step 1: Find the 0th moment: =
x y

yxIM ),(00                                       (6) 

Find the 1st moment:  
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Find 2nd moment: 
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Step 2: the center of mass cc YX , is calculated as 
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In the above equations, I(x,y) is the pixel value at the position (x,y) of the image, x 
and y are range over the hand’s region. At the same time, calculate the 2nd moment; 
obtain length-axis, short-axis and angle of the hand’s region. 
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Step 3: the angle of hand is  
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Step 4: the long-axis l, short-axis w of tracking hand can be presented as : 
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When used in tracking, the above equations give us angle, length-axis and width-axis. 

Then, we use axis for determined area (z) is l x w and distance (d) is 22 wl + .    
 

 
Fig. 8. Features of hand’s region 

By considering the parameters with respect to time t, we formulate the hand feature 
by the following: 

 [ ]tttcct dzyxptf θ),()( =                                        (13) 

4.2 Command Recognition 

A simple recognition system of commands based on grid is established in order to 
interface the hand movement as user input of interactive application. The following 
commands are considered: (1) cursor displacement in four directions, and (2) clicks: 
left, middle, right. The main idea for designing the command recognition system is 
that to use the extracted parameters as features f.   

For displacement commands, only t
pt

∂
∂  is used for constructing command gird. A 

dynamic grid is used for command recognition. When hand has detected, which the 
3x3 grid is created enclosing its center p(xc,yc). Then, move hand from center to the 
neighborhood cells will activate the displacement command with respect to the  
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specific direction. For the click commands, we consider the value of t
t
∂

∂θ  and t
zt

∂
∂

defined by the following:  click left if only if t
t

∂
∂θ

 
is positive, click right if only if 

t
t
∂

∂θ
 
is negative, and middle click if only if t

zt
∂

∂
 
is less than 2

z . Figure 9 summa-

rizes the FSM states and transitions.  

 

Fig. 9. Finite State Machine for command recognition 

Figure 10 shows the example result of move command and  click commands, for 
click left, middle click, and click right respectively. 
 

       
                           (a)                                                                   (b) 
 

        
                          (c)                                                                    (d) 

Fig. 10. System command: (a) Move command (b) Left click command (c) Middle click com-
mand (d) Right click command 

5 System Performance and Discussion 

Our system is implemented using OpenCV library. Testing system is run on Intel 
processor Core 2 Duo, 2 Ghz, 2 GB memory. The video sequence is analyzed with 
image resolutions 320x240 pixels at 30 fps. 
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5.1 Hand Detection 

In our system, a command begins with open hand gesture and stop using close hand 
gesture. Each frame, these two gestures must be detected. In the training processing, 
we have collected ~5,000 positive samples for each hand style from students in our 
university in various conditions such as: indoor with neon light and outdoor with nat-
ural light. Systematically, around 10,000 negative samples are selected from land-
scape, building, and human faces or body images. Figure 11 show some of these  
samples. 
 

                             
                                          (a)                                               (b) 

Fig. 11. Training Samples: (a) Positive samples (b) Negative samples 

Each gesture type was trained two rounds. The first round is for discriminating 
quickly the target gesture from the outliers with small samples. By observing the false 
positive and false negative, we determine the additional positives and negative sam-
ples in order to overcome the better recognition rate while reducing noise. 

 

                        
                                          (a)                                         (b) 

Fig. 12.   Hand detection results: (a) 1st round (b) 2nd round 

Table 1 show the detection rate results from our experimentation of the two hand 
gestures with respective configurations. We notice that a good detection rate is raised 
at least more than 91% with 16 training stage at minimum. 

Table 1.   Hand  detection rate 

Hand 
Gesture 

Window 
Size 

Training and Performance 
Positive Negative Stage Rec. Rate 

Open 32x32 5,058 10,448 19 91.17% 

Close 32x32 5,678 10,448 16 99.06% 
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5.2 Hand Tracking 

We evaluate the precision of trajectory obtained from hand tracking process. The test 
is done by executing the hand movement following three types of ideal path: straight 
line, curve and v-shave respective. Then, we compute the errors, defined by the dif-
ference between ideal path and tracking position. Table 2 shows results of ten times 
test with average. We found that the error in average of curve is bigger than v-shape 
and line respectively. 

Table 2. Hand tracking with errors 

No 
Testing errors (pixels) 

Line Curve V-shape 
1 1.54 3.79 8.05 
2 1.70 3.61 3.31 
3 1.39 6.87 4.22 
4 1.59 6.68 9.13 
5 1.97 7.55 4.98 
6 0.97 8.93 3.51 
7 1.40 8.09 4.31 
8 2.02 4.23 4.44 
9 1.76 6.05 7.05 

10 1.84 6.97 6.38 
 1.61 6.27 5.53 
 0.29 1.74 1.89 

 

  

 
 
 
 
 
 
                              (a)                                                                (b) 

 
 
 
 
 
 
 
 
 
                                                           (c)  

Fig. 13. The precision of trajectory: (a) Line (b) Curve (c) V-shape 
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Abstract. This paper presents new approaches to formulating and solving com-
plex real-life decision-making problems, making use of the creativity concept. 
We assume that the decision-making process is embedded in the system of 
views and mutual relations between the decision-makers and their surrounding 
environment, so that creativity, as defined formally in Sec. 2, could play a pri-
mary role in the decision-making process. We will investigate multicriteria  
decision problems, where the decision-maker is unable to fully follow decision-
making rules resulting from a standard mathematical formulation of multicrite-
ria optimization problem. This is either due to external conditions (such as the 
need to make a quick decision, loss of data, or lack of data processing capabili-
ties) or when the decision-maker can manifest creativity related to the hidden 
internal states of the decision-making process. We will provide a formal defini-
tion of freedom of choice (FOC), specifying three levels of FOC for multicrite-
ria decision-making (MCDM) problems. Then we will point out that creativity 
in decision-making can be explained within the framework of autonomous and 
free decisions, and that decision-making freedom is a necessary prerequisite for 
creativity. The methods presented here can be applied to analyzing human 
decision-making processes and conditions allowing the expression of creativity 
as well as to designing pathways leading to creative decision-making in artifi-
cial autonomous decision systems (AADS). The applications of the latter  
include visual information retrieval, financial decision-making with feature 
identification, intelligent recommenders, to name just a few. 

Keywords: Multicriteria decision-making, freedom of choice, creativity, 
artificial autonomous decision systems, reference sets. 

1 Preliminaries 

The aim of this paper is to provide the fundamentals for intelligent, autonomous and 
flexible embedded applications that can govern independent systems or engage in 
interactions with humans and artificial intelligent systems. We will directly address 
the cognitive aspects of such systems, focusing on new approaches to human-compu-
ter interaction. Although neither purely normative, nor purely descriptive decision 
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theory is used, both are merged in intelligent intention-understanding (and  –recon-
structing) systems based on modeling the cognitive phenomena of human decision-
making. The results presented here should constitute the first steps towards designing 
a prototype generator for such systems as well as specialized systems derived from 
the generator. These systems would be tailored to specific applications, including 
visual preference processing and decision pilots, a subclass of recommenders that 
provide rankings and implement constraints but not the final choice. 

Throughout this paper we will refer to decision problems that can be modeled as 
a multicriteria optimization problem  

(F:U→E)→min(P) (1) 

with a set of selection rules S, by definition 

 S⊂ {s:2F(U) × K → 2U:∀V⊂U,ω∈K s(F(V),ω)⊂P(U,F))}, (2) 

where U is the set of admissible decisions, the function F=(F1,…,FN) is a vector 
criterion, E is an ordered space with a partial order P, which is constructed from 
individual preferences concerning the values of Fi, i=1,…,N and some additional 
conditions imposed on the values of F. Each selection rule S maps the known evalua-
tion with F of a subset V of U and an external knowledge state ω∈K into the subset of 
potential best-compromise decisions in V with respect to ω, which – to conform with 
(1) - are elements of the set of Pareto optimal (or non-dominated) decisions P(U,F).  

Most often, E=IRN, P is defined by a closed and convex cone, selection rules are 
applied sequentially to single elements of F(U), and K is a set of relations contained 
in the expert knowledge of the decision-maker or consultant. For instance, K may 
contain information concerning the constraints to be imposed on trade-off coefficients 
between criteria Fi. In order to enable the theory presented in this paper to be applied 
to artificial decision systems, we will examine the possibility of retrieving criteria 
from the environment using feature identification and retrieval methods, cf. e.g. [5], 
[7],[8]. We will also assume that the external knowledge and decision selection rules 
use trade-off and direct information simultaneously, the latter given in form of refere-
nce sets [10],[12], anticipated consequences [9],[14] and the history of previous 
choices.  

When studying the theoretical background of intelligent intention-understanding 
systems, regarded as a class of cognitive decision support systems, we encountered 
a problem − the limited ability of artificial systems to make creative decisions. Crea-
tivity, in its common-sense meaning, was possible only up to a specific extent and 
constrained by superordinated (human) system objectives. This problem led in turn 
(cf. [13]) to the definition of the principles of freedom of choice (FOC), which we will 
now formulate in a more formal form as 

Definition 1. Freedom of choice of the 1st order in problem (1)-(2) is the ability to 
choose an optimal solution from a given set of admissible alternatives with respect to 
a set of selected optimality criteria that are specified explicitly. Freedom of choice of 
the 2nd order allows the decision-maker to relax the constraints [11], or – more gene-
rally - to embed the initial set of admissible decisions into a superset. Finally, freedom 
of choice of the 3rd order is the power to select one’s criteria of choice in the feature 
space of real-life objects, which are the subjects of the decision maker’s final choice.  
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The criteria considered when defining FOC may be accompanied by external prefe-
rences and decision-support procedures, which can also be a subject to choice in some 
circumstances. Based on the above notions, in the next section we will define 
creativity as the ability to act within a knowledge-based variable decision model with 
information inflow. Note that the essence of the notion of autonomy is to have the 
ability to make decisions. 

The above types of freedom of choice will be attributed to the primal decision-
makers, which is a basic notion. Their features, actions, relations and interactions 
between them can be modeled by an ontology. The basic class of this ontology can be 
extended by adding secondary decision-makers, who will be given the ability to learn 
from their past decision experience and by supervisors, who can assign a level of 
FOC and creativity to other decision-makers. In this paper we will consider a situation 
where the ability to transfer freedom of choice is restricted to artificial autonomous 
systems, such as embedded intelligent systems for autonomous vehicles, research 
robots etc.  

The behavior of decision makers when solving multicriteria decision-making 
(MCDM) problems can be properly explained by fundamental research on neural and 
psychological decision-making mechanisms, including creativity and additional cog-
nitive phenomena. In Sec. 3 we will show that the use of direct preference informa-
tion such as reference sets together with feature detection procedures can allow for an 
automatic formulation of criteria of choice, which – in turn – gives artificial autono-
mous systems second-order freedom of choice. The greatest freedom can be explored 
in common multicriteria decision problems, which can be interpreted as multi-step ga-
mes with nature, the latter implementing an unknown, non-feedback strategy. The 
solution methods of extended MCDM problems, including cognitive phenomena 
models, depend strongly on the application area. Therefore different mathematical 
models will be applied depending on the different mental processes that are behind 
the solutions of decision problems in different areas. This may happen even if the 
multicriteria optimization problem formulations are of the same kind, yet the 
additional preference structures differ considerably. The investigation of these 
companion circumstances can allow us to assign appropriate MCDM models and 
methods to different classes of complex decision problems, which is one of the key 
issues in MCDM.  

Furthermore, in Sec.4 we will discuss the problems related to the design of 
intelligent and creative decision support engines capable of understanding the implicit 
preferences in real-life human decision problems by reconstructing and disclosing the 
latent intentions of the decision makers. We will show that to achieve this, computer-
based artificial decision systems must possess the ability to search and select criteria 
of choice, i.e. to have third-order freedom of choice. Such capability has never before 
been given to artificial systems in an unrestricted form, and numerous authors, from 
professional foresight to sci-fi writers, have warned about intelligent artificial beings 
able to make and implement a decision. In Sec. 4 we will also strive to discuss the 
question as to whether decision support systems (DSS) should possess freedom of 
choice and creativity and to what extent such systems should use cognitive principles 
to understand the intentions of human beings. The above-mentioned high-level 
artificial systems will be endowed with freedom of choice and cognitive skills such as 
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the ability to search, understand, classify and select information, in particular 
audiovisual streams.  

As a field of application, we will point out the multicriteria decision-making 
problems related to gathering, filtering and selecting images on the web using pattern 
discovery, recognition and classification, as well as cognitive decision theory methods 
[8]. The main real-life applications will be systems able to represent, analyze and 
interpret human behavior. Another specific application field of artificial systems able 
to follow cognitive decision-making mechanisms is embedded systems. In the latter, 
human decision makers lacking the ability to make a decision can be assisted in part 
or even replaced by an artificial system capable of making and implementing 
decisions. In addition, the above framework will allow us to create new DSS archi-
tectures and model the interactive decision processes.  

2 Main Problems and Ideas Related to Creative Decision 
Making 

Although creative decision making should be regarded as one of the highest-level 
cognitive functions of the human mind, its relation to other branches of cognitive 
science is sometimes unclear. There are four main reasons for this:  

• The fragmented partial nature of research on eliciting and modeling human 
preferences, where psychometric research and the prevailing theoretical studies on 
multicriteria decision analysis are not fully consistent, and the decision support 
systems are often designed without paying enough attention to real-life human 
decision making mechanisms. 

• The tendency to restrict the modeling of human decisions to cases where the deci-
sion maker is either able to formulate criteria of choice or able to explicitly define 
the set of admissible alternatives. What follows is a mathematical programming or 
gaming problem, and subsequent efforts are focused on solving it, without taking 
into account cognitive phenomena like quickly changing preferences, an exten-
sion/contraction of the decision scope resulting from different cognitive processes, 
replacement of consequence modeling by a single score called a utility or value 
function.  

• The lack of adequate decision models for complex system behavior when the infor-
mation underlying the decision making has a graphical form. In such situations, 
autonomous systems are usually restricted to performing pre-defined tasks, 
according to their clearly defined hierarchy of goals (like an unmanned vehicle’s 
task to reach certain a destination with a load at minimum cost or time, avoiding 
obstacles and other vehicles) 

• The vivid debate concerning the existence of the human decision maker’s utility 
functions, which has been the subject of numerous studies over past decades and 
has re-directed the interest of researchers to questions other than creativity issues.  

This is why insufficient emphasis has been put on researching creative mechanisms of 
decision-making processes so far (a noteworthy exception is [4]).  

As mentioned in the previous section, we will relate the creativity that can be 
shown when solving the decision problem (1)-(2) to the ability to vary the decision 
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model. In this way, a new decision admitted is better than any optimal or best-
compromise decision under the previous model, subject to new quality criteria, 
however. A necessary condition to modify the problem is the ability to adapt the 
decision-making process according to external information inflow.  

Thus, we can formulate the following: 

Definition 2. A creative extension of problem (1)-(2) will be defined as a morphism 
ϕ=(ϕ1,φ2,φ3,φ4) transforming the set of admissible alternatives U, the vector criterion 
F, the preference structure P, and the set of decision rules S into a new problem  

(ϕ1(F):φ2(U)→E1)→min(φ3(P)) (3) 

with the new set of decision rules S1 induced by φ4(K), i.e. if s1∈S1 then  

s1:2
φ

1
(F)(φ

2
(U))× φ4(K) → 2φ2

(U) (4) 

A sequence of creative extensions ϕ(1)→ ϕ(2)→…→ ϕ(n) such that the output problem 
of the morphism ϕ(k-1) is an input problem for ϕ(k) , for k=2,…,n, will be called the 
creative decision process.  

A scheme representing the creative process that allows one to extend a multicriteria 
decision problem while taking into account the above situations is presented in Fig.1.  

 

Fig. 1. A scheme of the creative analysis of an MCDM problem 

Problem-solving approaches that explore the above-defined creativity concept and 
lead to a more penetrative analysis of decision problems have already been published 
[9], [10]. These include: 

• The problem of replacing the search for a single best-compromise decision by sele-
cting a subset of admissible decisions that is evaluated by new aggregate criteria 
such as the average values of original criteria calculated on a subset; 
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• Considering the problem in a temporal context, taking into account a.o. the choice 
of an optimal time to make the decision (or announce it), the variable values of 
attributes that characterize decision alternatives, the possibility of replacing a 
decision made by another choice etc.; 

• Creative elimination of redundant objectives and elements of a preference structure 
performing an analysis of the previous decision maker’s choices and using 
essential feature-detection algorithms; 

• The replacement of a single utility value by a multi-level model of the consequen-
ces of a decision made, which can lead to an anticipatory analysis of the problem; 

• Creative exploration of the set of decision rules, taking into account cognitive as-
pects of the decision-maker’s behavior. 

We will refer to the above-mentioned examples of creative problem extensions in the 
next sections of this paper. Moreover, creativity can contribute to overcoming the 
following drawbacks of general approaches to multicriteria problem solving, decision 
models and support systems: 

• Decision support systems are often confused with data storage, retrieval and 
visualization systems. This corresponds to the first basic problem of decision-
making, i.e. decisions made under uncertainty and lack of information. The 
awareness of the second kind of decision-making problem, i.e. problems where the 
decision maker’s preference structure is non-compatible with the data available or 
must be elicited, is considerably lower. The knowledge of cognitive decision-
making mechanisms that can increase the efficiency and adequacy of this class of 
decision support systems is even lower. 

• There exist a variety of so-called interactive decision-making algorithms (cf. [6]), 
where the plausibility of information required during the dialogue procedures is not 
checked, and its further processing does not guarantee final success in form of 
a convergence to a satisfying compromise decision. Mathematical convergence 
conditions need not be compatible with the cognitive process of decision making, 
do not take into account discoveries other than the identification of the next 
candidate for a compromise solution, and even a simple ‘change of mind’ by the 
decision maker during the formal procedure can result in a ‘convergence disaster’.  

• Contemporary DSS are rarely individualized, and their ability to learn based on 
previous choices is restricted to new instances of the same problem, if at all.  

In spite of the above-mentioned drawbacks, the appearance of computer-aided 
decision support has contributed to a remarkable change in the practice as well as the 
philosophy of decision making. The traditional value and role played by the intuition 
and experience of the decision maker remain relevant, but they should be 
accompanied by an interactive computer-aided process consisting of  

• systematic analysis of available data  
• data acquisition and representation.  

This should be followed by formulating or re-formulating a mathematical model of 
the particular decision situation with a representation of knowledge about the 
preference structure.  
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While it is difficult to judge the effectiveness of a formal model at this stage, the 
degree of decision maker satisfaction with the decisions generated using the data and 
mathematical model can provide information on the model quality. The final phase of 
the decision process may involve heuristic and non-formalized stages in which initial 
expectations, intuition, and experience are confronted with the results of machine 
analysis.  

It is commonly accepted that the decisions made should either be optimal, sub-op-
timal, or compromise. This assumption requires a set of optimality criteria to be defi-
ned for each admissible alternative. The notion of optimality has passed an instructive 
evolution aimed at reaching a higher-level of FOC: from the global minimum of 
a scalar objective function (usually no freedom of choice), through the notion of 
a vector minimum in partially ordered criteria space (allowing a choice from among 
non-comparable non-dominated solutions), to the idea of the extended optimum, as 
considered in subset selection or dynamical extension problems [10]. According to 
(3)-(4), these belong to creative decision problem extensions and to the identification 
of search criteria in a cognitive process [8], the latter leading to third order FOC. 

An approach to embedding creativity into decision analysis and support can be 
based on several key principles:  

• the idea of excluding any loss of information about the decision to be made, even 
inconsistent and contradictory information, which should first be judged as to 
whether it touches upon the same objects and time instances; pre-defined 
verification rules can turn out unsatisfactory, which creates a playground for crea-
tivity to cope with additional information acquisition and consistency checking 

• most decisions should be considered in an open information space, i.e. a situation 
in which the inflow of information in real-time is relevant to the decision making; 
here, creativity can manifest in the appropriate exploration of this information. 

The first principle is based on the following three underlying assumptions, which 
originate from real-life experience:  

• first, we assume that all information available should be applied to the decision 
process as soon as possible (pre-classification or elimination should be used only 
exceptionally) 

• second, it is assumed that mutually inconsistent or contradictory information 
received from the decision-maker should be treated as a result of a cognitive 
process; using a reconstruction of the latter, it should be re-defined or aggregated, 
but not neglected during the decision-making process 

• third, we assume that reference sets and bicriteria trade-offs are the most suitable 
tools to sufficiently describe many real-life preference structures. 

With the usual approach used in interactive decision support, partial information is 
used there to generate a decision and further information is processed only if the 
solution was not generated to the decision maker’s satisfaction. The final decision 
depends on the subjective sequence in which the additional information was 
processed. Moreover, such procedures prolong the decision-making process 
unnecessarily, and may lead to a loopy inconsistent process, since the convergence  
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conditions for interactive procedures are usually based on overoptimistic assumptions 
concerning human rationality. Despite the above disadvantages, the success of this 
philosophy may be explained by the well-known paradigm which states that even an 
incorrect decision is sometimes better than no decision. In addition, some decision 
makers, especially those acting as managers or politicians, need an alibi or some kind 
of decision support to justify a voluntarily or randomly chosen decision.  

The first assumption implies that the above approach should be replaced by more 
complete and thorough analysis of data available.  

The second assumption implies the need to understand the human cognitive 
process that accompanies the decision making. Incorrect or inconsistent statements 
are often caused by the shortcomings of human perception of decision object features. 
Instead of forcing the DSS users to give another reply, an intelligent DSS should trace 
the replies, find and indicate the possible source of inconsistencies using a cognitive 
perception model [1]. For instance, as a cognitive and temporal extension of the well-
known AHP method [2], we propose a procedure which measures the user’s reply 
time in pairwise comparison queries, then relates it to the reliability of scores entered 
using the observation that the faster the reply is generated, the higher the probability 
of getting an extremal value of the scale. Another example of using cognitive models 
to improve well-established interactive procedures is to replace the presentation of 
one element at a time (classical multicriteria interactive methods) or two elements at a 
time (pairwise-comparison-based methods) to the user, by presenting arbitrary sets of 
alternatives at one time and using different types of questions that may be easier to 
answer, depending on the perception profile of this particular user.  

The third assumption refers to the bicriteria trade-off hypothesis [13], which states 
that irrespective of how many criteria are used to make a decision, human decision-
makers intuitively try to group them into two aggregated groups and then solve them 
as a bicriteria problem. This hypothesis, which has recently received new justification 
coming from brain research, will be further investigated. In particular, one should 
attempt to find the factors that influence the sequence of aggregation, relating them to 
feature perception and selection processes. 

The second principle mentioned above is based on manifold evidence from experi-
ments performed with web information sources. For instance, when using price com-
parison engines and recommenders to support goods selection in e-commerce  
systems, the availability of price offers was changing in time lapses comparable with 
those needed to make a decision, so no classical optimization problem could be 
formulated (cf. experiments with air ticket availability [1] and electronic auctions). 
Apart from internet-based search, similar effects can be observed in personnel or 
apartment choice, where optimal stopping-based approaches have been applied. The 
expected rising information flows on the internet will accelerate this process, and 
create the need for more adequate decision support, using cognitive process modeling.  

The notion of creativity proposed here allows us to extend the interactive problem 
solving process to interactive problem formulation and data acquisition. Thus the 
problem statement and solution processes are combined in one interactive procedure 
with several levels of interaction. We expect that this novelty will become a standard 
in future decision support systems, and its first successful implementation will decide 
its dominance of the intelligent recommender market.  
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3 Multicriteria Decision Problem Formulation by Autonomous 
Systems Based on Reference Sets and Feature Selection 

A further extension of common decision analysis approaches that can be attributed to 
creativity is based on finding relevant features of objects using so-called reference 
sets. As the features of objects to be chosen can be regarded as pre-criteria, the detec-
tion of features by an artificial autonomous decision system (AADS) can allow an au-
tomatic formulation of criteria of choice. This can, in turn, give artificial autonomous 
systems second and higher order freedom of choice. With this approach, the decision 
maker is able to formulate and process several classes of relevant reference values. 
However, its scope of subjective handling is restricted, thus the FOC is also restricted. 

The foundations of feature subset selection have been given e.g. in [7]. Referring to 
the reference set approach in multicriteria analysis [12], it should be noted that pre-
senting typical representatives of each class is a common approach in classification 
procedures. Further steps involve finding characteristic features of such representati-
ves [5]. An intrinsic part of this procedure is learning the relevance of features, the 
preferences, and, finally, the relevance of objects described by the features. For classi-
fication purposes, this approach is often called ‘learning from examples’. The app-
roach presented here differs from that used for classification and recognition in the 
instrumental role of ‘cut-off’ points used during the procedure: the reference points 
which form reference sets need not be elements of the database to be researched, and, 
with the exception of status quo solutions (class A2 defined later on), do not even need 
to exist. The essential information is the preference relationship between the elements 
indicated by the user, who defines the reference points. The examples point out how 
such a relation acts, then the retrieval algorithm learns how the preferences can be 
expressed by comparing individual features, and applies them to select alternatives 
automatically.  

Reference sets as defined in the theory of MCDM [12] constitute a tool originally 
designed to support portfolio selection and design decisions. They are defined as sets 
of characteristic points in the criteria space with similar levels of utility. There are 
four basic types of reference sets:  

• A0 – boundaries of optimality – upper (in the case of criteria maximization) 
boundaries of an area where optimization of criteria makes sense 

• A1 – target points –optimization goals 
• A2 – status quo solutions – existing solutions which should be improved in the 

optimization process or lower boundaries of the set of satisfactory solutions 
• A3 – anti-ideal point – solutions to avoid. 

These set types can be further split into subclasses. All, or only a few, classes of 
reference sets may occur in a decision problem, while the consistency of problem 
formulation imposes a number of conditions to be fulfilled by the reference sets. In 
the context of making a compromise choice, the reference sets can be interpreted as 
follows [8]: 

• A0 is defined by a set of queries provided by the decision-maker. We assume that 
the goal of the decision-making process is to find a solution, which is most similar 
to one of his queries. When no such query can be provided  then A0=∅, 
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• A1 is a set of criteria reference values ranked by the decision-maker as most 
relevant, 

• A2 is a set of points in the criteria space ranked by the decision-maker as relevant,  
• A3 is a set of points in the criteria space ranked by the user as irrelevant. 
 

In addition, we can define elements of set A4 as points ranked by the user as anti-
relevant, i.e. characterized by attribute values opposite to those sought after. We 
assume that explicit user preferences constitute the primary background information. 
We also assume that the criteria can be constructed gradually using the preference 
information elicited during the interactive search process. Thus, even the number of 
relevance criteria cannot be assumed to be known a priori as various classes of 
potential solutions may be characterized by different sets of features and coefficients. 
The usual application of reference sets is an interactive decision process, where the 
originally specified targets (set A1) converge to more realistic, yet acceptable values, 
the status-quo solutions are updated during the procedure to include newly acquired 
information about the results of similar choice problems, and so can vary the other 
classes of reference sets. A scheme of selecting a decision when different classes of 
direct information about the values of criteria have been defined as reference sets is 
presented in Fig.2 below.  

 

Fig. 2. An example of reference sets used for selecting a compromise solution of a multicriteria 
decision problem. Arrows denote the update directions during an interactive procedure. 

The experiments made on image databases [8] illustrate the considerable potential 
of the above approaches, which can increase the feasibility and efficiency of Internet-
wide graphical recommenders, bringing them to the level of creativity.  

Thus a major improvement of Content-Based Information Retrieval (CBIR) can be 
achieved by a combined application of classification methods and multicriteria 
preference elicitation. This research direction promises further progress, with the 
main targets being:  
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• an optimal man-machine interface when designing a query and providing feedback 
information  

• optimized navigation in the feature space and adaptive feature space 
contraction/expansion. 

An autonomous Internet search engine based on reference sets, with a number of pre-
defined high-level features incorporated is now being implemented [8] to allow 
a reliable efficiency assessment of the proposed method for this type of application. 
Its performance will depend on the quality of high-level feature extraction, on the 
elaboration of a reliable feature extraction algorithm, and on the design of an adaptive 
decision-making engine, which is, in itself, one of the most challenging problems of 
creative decision making related to information retrieval. 

4 The Design of Creative Decision Support Procedures 

The implementation of the reference set method outlined in the previous section can 
be designed as a user-friendly decision support system allowing users to consider 
different classes of reference sets, criteria-space constraints, and trade-offs in one 
model. In addition, it can easily incorporate the decision freedom features, such as 
changing the set of criteria (FOC-level 3), variable constraint set (FOC-level 2), free-
dom to choose from a set of nondominated points by selecting an appropriate compro-
mise solution selection method (FOC-level 1). Taking into account the creativity as it 
has been defined by (3)-(4), one can conclude that the FOC of an appropriate level 
implies the ability of the decision-maker to apply the corresponding components of 
the creativity morphism (φ1,…,φ4). In real-life DSS applications that would be capable 
to support creativity in multicriteria decision problem solving, one would require that 
such systems can support problem formulation as well as its solution within an inte-
grated process. In addition, smart and creative acquisition of additional information 
that can facilitate problem solving should be supported.  

The scope of potential applications of this methodology has not been a priori rest-
ricted, and it should provide well-suited decision support for a large class of under-
lying multicriteria decision problems. For instance, specialized decision support 
procedures can be designed for solving industrial robot diagnostics, financial decision 
making and planning, or group decision and negotiation problems. Social decision 
processes can be modeled in a similar way as the decisions made in controlled discre-
te event systems [10].  

Besides its impact on real-life-oriented decision support methodology, the notion 
of creativity can contribute to the solution of several unresolved theoretical problems, 
such as the estimation of the value function in image retrieval decision-making 
problems and the simultaneous analysis of additional preference information given in 
form of multiple classes of reference points and trade-off constraints [10],[12].  

Based on theoretical background provided in [9],[10],[11],[14] one can propose a 
scheme of such creative decision support system that integrates multicriteria problem 
re-formulation, enables its embedding in more general problems, allows for additional 
information acquisition during the decision-making process and takes into account the 
temporal aspects of decision-making. A graphical scheme is shown in Fig. 3. 
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Fig. 3. A scheme of multicriteria decision problem formulation that can be supported by 
a creative decision support system 

The scope of potential applications of this methodology has not been a priori rest-
ricted, and it should provide well-suited decision support for a large class of 
underlying multicriteria decision problems. For instance, specialized decision support 
procedures can be designed for solving industrial robot diagnostics, financial decision 
making and planning, or group decision and negotiation problems. Social decision 
processes can be modeled in a similar way as the decisions made in controlled 
discrete event systems [10].  

Besides its impact on real-life-oriented decision support methodology, the notion 
of creativity can contribute to the solution of several unresolved theoretical problems: 
the estimation of the value function in image retrieval decision-making problems and 
the simultaneous analysis of additional preference information given in form of 
multiple classes of reference points and trade-off constraints [10],[12].  

The common principles of computer decision support tools can be listed as 
follows:  

• Irrespective of how advanced mathematical methods are used to process the 
underlying information, the sophisticated decision support procedures should not 
be visible to the decision-maker (mathematical ignorance assumption) 

• It is impossible to avoid checking the consistency of information supplied by the 
decision maker, including the preference statements. If necessary, they can be 
redefined in the background so that the consistency conditions are fulfilled.   
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Nervous, tired or irrational decision makers will supply responses that can lead to 
chaotically generated dominant alternatives, so that the conditions for terminating the 
decision-making process were never fulfilled. Nevertheless, in many situations the 
same nervous or tired decision makers may urgently need a quick and efficient deci-
sion aid. To cope with such situations, decision support systems for common use, 
such as recommenders, should feature an autonomous mechanism (automatic decision 
pilot) that makes it possible to either defer the decision or make a cautious decision 
autonomously. The latter should be understood as the selection of an alternative 
which conforms maximally to a decision made previously by this system’s user and to 
the individual cognitive decision model.  

Having formulated a decision problem, the computer-aided decision support should 
require no specialized computer or mathematical knowledge. The use of additional 
preference information in form of reference sets and bicriteria trade-offs to choose 
a compromise decision, supplemented by extensive visualization and guideline pro-
cedures, will allow the system to provide the resulting compromise decision in 
annotated graphical form. External experts may only provide assistance to apply more 
penetrative consequence analysis techniques or to retrieve missing data. When 
artificial systems are given second or third-order FOC it should be noted that 
formulating the optimization problem with a preference modeling mechanism is just 
a part of the overall problem formulation, where the representations of external 
knowledge [3] and the models of objects to be chosen can be more sophisticated than 
the decision problem itself. However, attempts to construct automatic models of 
control systems exist [10], so further research on this problem will follow.  

5 Final Remarks and Conclusions 

Intelligent autonomous systems, such as forthcoming cognitive online recommenders 
constitute a new market and social challenge. Their implementation horizon, from the 
current stage of development, product search and price comparison machines, seems 
to be on the same level as the expected starting point of implementing new classes of 
creative DSS outlined in this paper that can create a new market trend. Similar 
expectations can be formulated as regards graphical and hybrid search engines as well 
as cooperating mobile robots, clinical support systems and other medical and health-
care applications.  

New decision-making concepts and methods which will be developed and covered 
in further research will make it possible to design intelligent mobile artificial systems 
that will mainly act autonomously, make discoveries, anticipate the consequences of 
a decision made (cf. [9], [15]) and enhance the quality of interaction with, possibly 
remote, humans. As robot decision making will be strongly based on robot vision, 
merging visual information processing with creative decision support procedures is 
indispensable. The specific applications of creative robot decision making include 
mobile space, volcano, and submarine research robots, fire and flood rescue robots, 
etc. One potential application of the latter class of systems is a decision pilot able to 
act autonomously where there is a lack of human guidance, as in a flood emergency 
situation. 
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The development of computer-aided DSS to date has assumed that users behave in 
a rational, idealistic way, possessing only limited capacity to check consistency and 
correct choice. In contrast, the class of intelligent and creative DSS presented here 
will be able to act autonomously when necessary. Coupled with scene understanding 
capabilities, when embedded in a mobile system, they will be able to select targets 
and paths leading to them based on different images compared and analyzed with 
multicriteria optimization algorithms.  
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Abstract. This paper presents a rule-based framework for activity clas-
sification and illustrates how domain-specific expert knowledge and ob-
servation of data in its feature space can be used for rule construction.
To demonstrate its practical value, the framework is applied on datasets
collected during an orientation-independent activity recognition exper-
iment. Through an implementation based on the Java Expert System
Shell (JESS), two types of rules are compared: rules that are specifically
constructed for each individual device orientation and those constructed
without assuming any prior knowledge on device orientations. Overall
accuracy improvements of 7.97% and 9.25% are observed on training
and test datasets when orientation-specific rules are used.

Keywords: Rule-based reasoning, body sensor network, activity recog-
nition, device-orientation detection, rule learning.

1 Introduction

Being developed based on innovative wireless wearable and implantable biosen-
sors, Body Sensor Networks (BSNs) [12][4] have found several potential prac-
tical applications, particularly in monitoring human health and well-being. A
record of daily living activities is important contextual information for indicat-
ing a general status of a person. Over the past decade, a success in automatic
recognition of activities based on acceleration data has been witnessed in many
studies [7][9][5][11][6][10]. Recently, there is an increasing trend of embedding
motion sensors into mobile devices such as smart phones. These devices are car-
ried by users on a daily basis, in different locations and orientations, and are
thus promising for continuous monitoring of users’ daily activities [8]. A gigantic
volume of data generated from these sensors raises the need for an automatic
activity recognition system.

Rule-based and statistical methods are two main approaches to pattern recog-
nition. With sufficient amount of representative training data, the statistical
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methods can accurately reflect its true nature. Learning of an accurate recog-
nition model normally involves a laborious and time-consuming task of label
tagging. In many BSN-based applications, training data may not be sufficiently
available in advance. Some adverse events may rarely occur and labeling of all
the collected data often requires an excessive resource-consuming effort. Ex-
pert knowledge provides an alternative useful source of information for model
construction. The two approaches to pattern recognition are actually closely in-
terrelated in as much as valuable pieces of knowledge are usually formed based
on previous experience of events in the past.

This paper presents a rule-based framework for human activity recognition.
Based on an experimental study, we illustrate how expert knowledge concerning
characteristics of activities under examination and domain-specific constraints
can be used along with observation of data in its feature space for construction of
orientation-specific rules for classifying activities such as lying, sitting, standing,
walking, running, and jumping. The framework is applied on datasets collected
during an orientation-independent activity recognition experiment. Using a pro-
totype system implemented based on the Java Expert System Shell (JESS),
the obtained orientation-specific rule set is evaluated against a baseline rule set
constructed without using device-orientation information.

The paper is organized as follows: Section 2 reviews some related works. Sec-
tion 3 describes the proposed framework along with our experimental scheme.
Section 4 details the construction of rules for orientation detection and that of
orientation-specific rules for activity classification. Section 5 presents evaluation
results. Section 6 draws conclusions.

2 Related Works

There exist several previous studies on motion-sensor-based activity analysis.
Bao and Intille [1] conducted an experiment on activity recognition of users un-
der their semi-natural conditions, where the subjects were asked to perform a
sequence of daily living tasks without being told specifically where and how the
activities should be performed. Based on mean, energy, frequency-domain en-
tropy, and correlation of the acceleration data, the classification results based on
a set of classifiers, namely decision table, instance-based learning, decision tree
(C4.5), and naive Bayes classifiers, were compared. In [7], Ravi et al. reported the
results of their study on activity recognition using a single tri-axial accelerometer
worn near the pelvic region. Four features extracted from the accelerometer data
were mean, standard deviation, energy, and correlation. The results showed that
combining classifiers with plurality voting provided the best result and activities
such as standing, walking, and vacuuming can be recognized with fairly high ac-
curacy using a single tri-axial accelerometer. Pirttikangas et al. [6] performed ac-
tivity recognition using coin-sized sensor devices attached to four different parts
of a human body. They calculated several features from acceleration and heart
rate data, then per-formed feature selection using forward-backward search. For
classification, kNN and multilayer perceptron were compared and kNN yielded
better performance.



206 P. Theekakul et al.

There exist several previous studies on ontology and rules. Hatala et al. [3]
presented a design and implementation of an augmented audio reality system
for museum visitors, called ec(h)o. They focused on the practical evaluation of
challenges and capabilities of combination of ontologies and rules in the context
of real time ubiquitous application. The ec(h)o system is a proof that ontologies
and rules provide an excellent platform for building a highly-responsive context-
aware interactive application. Yang et al. [13] developed a JESS-enabled context
elicitation system featuring an ontology-based con-textual model that formally
described and acquired contextual information pertaining to service requesters
and Web services. Gomez and Laube [2] proposed a contextual ontology for
enhancing common middleware processing. The purpose of this ontology is to
provide necessary information that matches an interest of a business application
and to dynamically process information from wireless sensor network in order to
provide higher semantic-level information for the application.

Fig. 1. An overview of our rule-based activity classification framework

3 Framework and Experimental Scheme

As outlined in Fig. 1, our proposed rule-based activity classification framework
consists of two main parts: rule learning and rule-based inference. Domain-
specific expert knowledge is used along with observation of training sensor data
for construction of classification rules. Such knowledge includes assumptions on
characteristics of activities under examination and constraints on device pack-
aging design and on the way a device is worn by a user. For example, with the
assumption that most non-static activities under consideration are generated by
bipedal locomotion (e.g., standing, walking, running, jumping, and transitional
activities such as sit-to-stand), which does not involve significant change of a
device orientation, it is anticipated that signals from non-static activity portions
provide appropriate features for prediction of device orientations [8]. Likewise,



A Rule-Based Approach to Activity Recognition 207

when a device orientation is known, the assumption that most activities in this
study involve motion mostly in the upward and forward directions is useful for
selecting an appropriate axis along which features should be extracted for classi-
fication of certain activities. A constraint on sensor packaging may also be used;
for example, providing that a device can be rotated only around a certain axis,
the information along that axis can be known to be irrelevant to a certain classi-
fication task. An obtained rule set is implemented in the JESS rule language, and
the JESS rule engine, developed at Sandia National Laboratories, is employed.

In our experimental study, a 3D accelerometer placed on a belt-clip Pulse
Oximetry (SpO2) sensor-an integrated sensing device developed by Imperial Col-
lege based on the Body Sensor Network (BSN) [12] [4] platform was employed
at a sampling rate of 50 Hz. Six activities, i.e., lying, sitting, standing, walking,
running, and jumping, were performed by thirteen subjects (aged between 16-
23 years old). Each subject performed each activity twice for each of the four
sensor device orientations (i.e., up, down, left, and right). A total of 104 data seg-
ments were obtained, each of which contains approximately 5 seconds for each
activity. An observer annotated the data in real-time by clicking a button on
the PC-side of the data collection program to record the timestamps of activity
transitions. To compensate for potential response delays, the timestamps were
shifted forward by 0.6 second.

Fig. 2 provides the domain specification for the experiment. Activities are
divided into static activities, i.e., lying, sitting, and standing, and non-static
activities, which include dynamic activities, i.e., walking, running, and jumping,
and transition activities. Fig. 3 illustrates the coordinate systems for the four
device orientations, referred to as O1 to O4. The orientation O1 was used as the
reference coordinate system (i.e., 0 ◦). The orientations O2 to O4 result from the
clockwise rotation of the device by 90 ◦, 180 ◦, and 270 ◦, respectively.

4 Rule Learning Experiment

Orientation Detection. Rules for predicting device orientations are constructed
based on the orientation detection method presented in [8]. First, normalization
by mean and standard deviation is applied for preprocessing. Non-static signal
portions are then separated from static signal portions based on the deviation
magnitude (|σ(i)|), which is calculated over a shifted window of fixed sized, i.e.,

|σ(i)| =
√
σ2

x(i) + σ2
y(i) + σ2

z(i). (1)

where, σx(i), σy(i), σz(i) are the standard deviations of the acceleration signals
along the x-, y-, and z-axes, respectively, of a window i. A fixed window size
of 1 second and a shifted window size of 0.5 second are used. If the obtained
deviation magnitude value is greater than a threshold of 0.25 times the over-
all deviation magnitude of the signals calculated over the entire data file, then
the signal window is classified as non-static; otherwise it is classified as static.
Referring to Fig. 3, based on the sensor packaging design, a sensor device in
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Fig. 2. A domain specification

Fig. 3. The coordinate systems for the four device orientations O1-O4
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use is always rotated around the x-axis regardless of its orientation. Accelera-
tion information along the x-axis is therefore independent of how the device is
moved. Consequently, normalized signal values along the y- and z-axes are used
for classifying device orientations. The mean values over a combined non-static
signal segment along these two axes are calculated.

Fig. 4 shows a 2D plot of obtained mean values. As indicated by different
shapes and colors of the data points, these features can clearly separate the four
device orientations, using the two linear equations:

z = −0.5y (2)

z = y (3)

Fig. 5 shows the resulting rules for separating non-static activities from static
ones and those for predicting device orientations, where |σ| is the acceleration
deviation magnitude of a window, |σtotal| is the total deviation magnitude, and
μy, μz are the mean acceleration values along the y- and z-axes.

Fig. 4. A 2D plot of calculated mean values and linear equations for orientation clas-
sification

Activity Classification. Mean values of normalized signals along the x-, y-
, and z-axes over a fix-sized window are used as features for classifying static
activities (i.e., lying, sitting, and standing), while standard deviation values of
those along the three axes are used for classifying dynamic activities (i.e., walk-
ing, running, and jumping). With the expert knowledge that most activities in
our experiments involve motion in only the upward and forward directions (e.g.,
when a subject changes his/her activity from lying to sitting, the signals in the
sideways direction do not change), signal values in these two directions will be
employed for activity classification. Consequently, the choice of the axes along
which features should be extracted is influenced by the orientation of a device.
From the coordinate systems in Figure 3, the upward direction corresponds to
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(|σ| ≤ 0.25|σtotal|) ⇒ (action = static)
(|σ| > 0.25|σtotal|) ⇒ (action = non − static)
(action = non − static), (μz > −0.5μy), (μz ≤ μy) ⇒ (orientation = O1)
(action = non − static), (μz > −0.5μy), (μz > μy) ⇒ (orientation = O2)
(action = non − static), (μz ≤ −0.5μy), (μz > μy) ⇒ (orientation = O3)
(action = non − static), (μz ≤ −0.5μy), (μz ≤ μy) ⇒ (orientation = O4)

Fig. 5. Rules for separating non-static activities from static activities and rules for
predicting device orientations

Fig. 6. Mean values of the static activities lying, sitting, and standing in the orienta-
tions O1, O2, O3, and O4

the y-axis for the orientations O1 and O3 and corresponds to the z-axis for the
orientations O2 and O4, whereas the forward direction corresponds to the x-axis
for each of the four orientations.

Fig. 6 shows the selected features (i.e., mean values) for each static activity in
each orientation. Based on the figure, thresholds for classifying static activities
are determined. For example, for orientation O1, the signal values are classified
as lying if the mean along the x-axis is greater than 0.2 and that along the
y-axis is less than 0.7; they are classified as standing if the mean along the x-
axis is not greater than 0.2; and they are classified as sitting otherwise. Fig. 7
shows the selected features (i.e., standard deviation values) for each dynamic
activity in each orientation. Again, based on this figure, thresholds for classifying
dynamic activities are determined. Using the obtained thresholds, orientation-
specific rules for activity classification are constructed. The resulting rules are
shown in Fig. 8, where μx, μy, μz are the acceleration means along the x-, y-,
and z-axes, and σx, σy, σx are the acceleration standard deviations along the x-,
y-, and z-axes.
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Fig. 7. Standard deviation values of the dynamic activities walking, running, and jump-
ing in the orientations O1, O2, O3, and O4

5 Evaluation

As a baseline for evaluating the rules obtained in the previous section, rules for
activity classification without additional knowledge about device orientations
are constructed. Fig. 9 shows mean values along the x- and y-axes, which are
used to determine thresholds for classifying static activities. In the absence of
prior information on device orientations, deviation magnitudes, which combine
standard deviation along the three axes, are used for classifying dynamic activ-
ities. Fig. 10 shows deviation magnitude values and selected thresholds for the
classification. Using these thresholds, baseline activity-classification rules are ob-
tained and are shown in Fig. 11, where μx is the acceleration mean along the
x-axis, |σ| is the acceleration deviation magnitude of a window, and |σtotal| is
the total deviation magnitude.

The orientation-specific rules in Fig. 8 and the baseline rules in Fig. 11 are
applied on the training and test datasets. Table 1 and Table 2 show the con-
fusion metric of the resulting classification using the baseline rules and that
of the resulting classification using orientation-specific rules, respectively. Ta-
ble 3 presents overall activity-classification accuracy on the training and test
datasets using the two rule sets. The overall accuracy in each column is cal-
culated as the average of the class-specific accuracy to eliminate the problem
of unbalanced amount of data in different specific activities. The overall ac-
curacy values obtained by applying the baseline rules to the training and test
datasets are 61.50% and 61.79%, respectively, while those obtained by apply-
ing the orientation-specific rules to the two datasets are 76.43% and 74.46%,
respectively.
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(action = static), (orientation = O1), (μx > 0.2), (μy ≤ 0.7) ⇒ (action = lying)
(action = static), (orientation = O2), (μx > 0.2), (μz ≤ 0.7) ⇒ (action = lying)
(action = static), (orientation = O3), (μx > 0.2), (μy > −0.7) ⇒ (action = lying)
(action = static), (orientation = O4), (μx > 0.2), (μz > −0.7) ⇒ (action = lying)
(action = static), (orientation = O1), (μx > 0.2), (μy > 0.7) ⇒ (action = sitting)
(action = static), (orientation = O2), (μx > 0.2), (μz > 0.7) ⇒ (action = sitting)
(action = static), (orientation = O3), (μx > 0.2), (μy ≤ −0.7) ⇒ (action = sitting)
(action = static), (orientation = O4), (μx > 0.2), (μz ≤ −0.7) ⇒ (action = sitting)
(action = static), (μx ≤ 0.2) ⇒ (action = standing)
(action = non − static), (orientation = O1), (σy ≤ 0.5) ⇒ (action = walking)
(action = non − static), (orientation = O2), (σz ≤ 0.5) ⇒ (action = walking)
(action = non − static), (orientation = O3), (σy ≤ 0.5) ⇒ (action = walking)
(action = non − static), (orientation = O4), (σz ≤ 0.5) ⇒ (action = walking)
(action = non − static), (orientation = O1), (0.5 < σy ≤ 1.3) ⇒ (action = running)
(action = non − static), (orientation = O2), (0.5 < σz ≤ 1.3) ⇒ (action = running)
(action = non − static), (orientation = O3), (0.5 < σy ≤ 1.3) ⇒ (action = running)
(action = non − static), (orientation = O4), (0.5 < σz ≤ 1.3) ⇒ (action = running)
(action = non − static), (orientation = O1), (σy > 1.3) ⇒ (action = jumping)
(action = non − static), (orientation = O2), (σz > 1.3) ⇒ (action = jumping)
(action = non − static), (orientation = O3), (σy > 1.3) ⇒ (action = jumping)
(action = non − static), (orientation = O4), (σz > 1.3) ⇒ (action = jumping)

Fig. 8. Orientation-specific rules for activity classification

Fig. 9. Mean values for classifying lying, sitting, and standing activities

Fig. 10. Deviation magnitude values for classifying walking, running, and jumping
activities

(|σ| ≤ 0.25|σtotal |), (μx > 0.7) ⇒ (action = lying)
(|σ| ≤ 0.25|σtotal |), (0.2 < μx ≤ 0.7) ⇒ (action = sitting)
(|σ| ≤ 0.25|σtotal |), (μx ≤ 0.2) ⇒ (action = standing)
(|σ| > 0.25|σtotal |), (|σ| ≤ 0.7) ⇒ (action = walking)
(|σ| > 0.25|σtotal |), (0.7 < |σ| ≤ 1.7) ⇒ (action = running)
(|σ| > 0.25|σtotal |), (|σ| > 1.7) ⇒ (action = jumping)

Fig. 11. Baseline rules for activity classification
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Table 1. The confusion metric of activity classification using baseline rules

Training Dataset
Predicted

Actual

Class Lying Sitting Standing Walking Running Jumping
Lying 279 14 37 129 37 0
Sitting 96 166 20 79 11 0

Standing 0 8 358 25 6 0
Walking 0 0 8 298 100 0
Running 0 0 0 2 255 151
Jumping 0 0 0 0 60 311

Test Dataset
Predicted

Actual

Class Lying Sitting Standing Walking Running Jumping
Lying 256 62 21 119 36 0
Sitting 120 127 45 85 7 0

Standing 0 15 352 24 5 0
Walking 0 0 8 297 95 0
Running 0 0 0 2 241 155
Jumping 0 0 0 0 65 302

Table 2. The confusion metric of activity classification using orientation-specific rules

Training Dataset
Predicted

Actual

Class Lying Sitting Standing Walking Running Jumping
Lying 292 1 37 156 10 0
Sitting 37 225 20 84 6 0

Standing 0 8 358 31 0 0
Walking 0 0 8 386 12 0
Running 0 0 0 9 283 116
Jumping 0 0 0 1 56 314

Test Dataset
Predicted

Actual

Class Lying Sitting Standing Walking Running Jumping
Lying 315 3 21 140 15 0
Sitting 50 197 45 90 2 0

Standing 2 13 352 27 2 0
Walking 0 0 6 379 13 0
Running 0 0 0 8 275 115
Jumping 0 0 0 2 77 288

Table 3. Overall activity-classification accuracy on the training and test datasets using
the two schemes of rule construction

Baseline Rules Orientation-Specific Rules
Class Training Test Training Test
Lying 56.25% 51.82% 58.87% 63.77%
Sitting 44.62% 33.07% 60.48% 51.30%

Standing 90.18% 88.89% 90.18% 88.89%
Walking 73.40% 74.62% 95.07% 95.23%
Running 62.50% 60.55% 69.36% 69.10%
Jumping 83.83% 82.29% 84.64% 78.47%
Overall 68.46% 65.21% 76.43% 74.46%

6 Conclusions

This paper demonstrates a rule-based approach to activity recognition for a
single 3D accelerometer-based motion analysis. Training and test datasets were
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collected from thirteen subjects, performing six activities with four different de-
vice orientations. The proposed method is based on the assumption that device-
orientation detection is useful for activity classification. Using domain-specific
expert knowledge, construction of rules for detection of device orientations along
with orientation-specific rules for activity classification is described. The ob-
tained rules are implemented in the JESS rule language. With derived infor-
mation on device orientations, the overall accuracy of 76.43% and 74.46% is
achieved on the training and test datasets, which is approximately 7.97% and
9.25% higher, respectively, compared to classification without orientation detec-
tion. Further work includes integration of other kinds of expert knowledge, e.g.,
subject-specific information and constraints on possible time periods in which
activity changes may take place, for enhancement of prediction accuracy, and
also application of the framework to classification of other kinds of contextual
information.
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Abstract. Named entity recognition in inherent-vowel alphabetic lan-
guages such as Burmese, Khmer, Lao, Tamil, Telugu, Bali, and Thai,
is difficult since there are no explicit boundaries among words or sen-
tences. This paper presents a novel method to exploit the concept of
character clusters, a sequence of inseparable characters, to group charac-
ters into clusters, utilize statistics among characters and their clusters to
extract Thai words and then recognize named entities, simultaneously.
Integrated of two phases, the word-segmentation model and the named-
entity-recognition model, context features are exploited to learn parame-
ters for these two discriminative probabilistic models, i.e., CRFs, to rank
a set of word and named entity candidates generated. The experimental
result shows that our method significantly increases the performance of
segmenting word and recognizing entities with the F-measure of 96.14%
and 83.68%, respectively.

Keywords: Named Entity Recognition, Word Segmentation, Character
Cluster, Information Extraction.

1 Introduction

Nowadays, the growing amount of textual information is available in various
kinds of formats, especially in digital one. To utilize such information, Informa-
tion Extraction (IE) plays an important role to classify, categorize, or transform
relevant information from unstructured text documents into a proper format. IE
typically involves four steps: named entity extraction, relation extraction [12],
co-reference resolution, and slot filling. Extracting named entities is recognized as
one of the most important tasks of IE, usually called Named Entity Recognition
and Classification (NERC) [7]. Normally, in the recognition step, the boundaries
of similar entity occurrences are determined while the types of entities are as-
signed to segmented entities such as person name, date, time, organization, and
money expressions in the step of classification.

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 216–225, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In the past, a number of techniques were developed to identify named enti-
ties (e.g., product names, phone numbers, accident types, and terrorist levels) in
several written languages (e.g., English [14] and Thai [9]) and various domains
(e.g., biomedical [5] and news [13]). These techniques include pattern-based ex-
traction [13], hidden Markov models (HMMs) [14], and conditional random fields
(CRFs) [5]. While several algorithms have been proposed for this task in segmen-
tal alphabetic languages like English, NER remains a challenging task especially
in inherent-vowel alphabetic language such as Burmese, Khmer, Lao, Tamil, Tel-
ugu, Bali, and Thai. In these languages, NER is particularly difficult since there
is no explicit word boundary and words are formed by a sequence of contiguous
characters. More seriously, some of these languages, such as Thai, have no sen-
tence boundary. Since there are no explicit boundaries among words or sentences
in Thai, word segmentation is an important preprocess. In the past, most NER
methods utilized word segmentation to transform a running text to a sequence of
words before detecting which words are likely to be an NE (word-based model).
Due to this characteristic, the performance of NER strongly depends on the
quality of word segmentation. As more recent works, there have been a number
of attempts to detect NEs from a running text directly without segmenting into
words (character-based model). However, this model may face with performance
tradeoff since word information may be important in detecting NEs.

In this paper, we propose a method to utilize TCCs (Thai Character Clusters)
which are units of contiguous inseparable characters but mostly smaller than
words to detect NEs (character-cluster-based model). In this work, CRFs is
occupied as our classification model for word segmentation (WS) and named
entity recognition (NER). Besides TCCs, our method uses the type or group of
TCCs as additional features for WS and NER. The remaining part of this paper
is organized as follows: Section 2 describes our method in detail. Experiment
and results are analyzed in Section 3. Finally, conclusion and future work are
given in Section 4.

2 The Proposed Method

2.1 Thai Writing System with Hierarchical Structure
Representation (HSR)

In this section, we first describe the characteristics of the Thai writing system and
represent them in a hierarchical structure. As an alphabetic language, graphemes
(characters or letters) in Thai represent the words (phonemes). Known as an
inherent-vowel alphabetic language (also called syllabic alphabet, alphasyllabary
or abugida [1]), Thai consists of symbols for consonants and vowels, the same
as Burmese, Khmer, Lao, Tamil, Telugu, and Bali. Unlike English (segmental
alphabetic language) and Arabic or Hebrew (consonantal alphabetic language
or abjad [1]), vowels and consonants in Thai are treated separately, each Thai
consonant has an inherent vowel which can be changed to another vowel or
muted by means of diacritics and Thai vowel marking is almost mandatory.
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Fig. 1. Graphical structures of hierarchical structure representation (HSR)

The Thai language consists of 44 consonants, 21 vowel symbols, 4 tone markers
for its 5 tonal levels, and a number of punctuation marks. Thai writing system
is left-to-right direction, without spaces between words and no uppercase and
lowercase characters. Vowels can be written before, after, above, or below conso-
nants, while all tone marks, and diacritics are written above and below the main
character. A Thai word is typically formed by the combination of one or more
consonants, one vowel, one tone mark, and one or more final consonants to make
one syllable. Thai verbs do not change their forms as with tense, gender, and
singular or plural form, but there are additional words to help with the meaning.
Thai has no distinct boundary maker between words and sentences, like space
and a full stop in English. Koanantakool et al. [3] elucidated the history of Thai
language and analyzed characteristics of Thai characters involved in Thai text
processing in detail.

Analyzing the formation of word, phrase, and sentence in Thai language, we
found that relations among them can be illustrated by a hierarchical structure
representation (HSR) shown in Figure 1.

2.2 Character Cluster and Its Type

This section presents a character cluster which is an unambiguous unit smaller
than or equals to a word, larger than or equals to a character, and cannot be
further divided. First introduced by Theeramunkong et al. [10], Thai Character
Clusters (TCCs) are used to improve searching accuracy by stating which char-
acter cannot be separated from another character. Later the concept of character
clusters was also adapted to use in several languages such as Burmese [11] and
Khmer [2].

The Thai character clusters can easily be recognized by applying a set of rules.
For example, based on Thai language spelling features, a front vowel and the
next character have to be grouped into a same unit. A tonal mark is always
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Fig. 2. An example of Thai characters

located above a consonant and cannot be separated from the consonant. A rear
vowel and the previous character have to be grouped into a same unit. Besides
the character cluster, this work originally proposes a so-called Thai character
cluster type (TCCT). An internal structure of a TCC is used to identify the
type of that TCC, such as the type of C+VF means Consonant + Front Vowel.
This work develops 26 types of Thai character cluster (TCCT) as shown in
Table 1.

Figure 2 illustrates an example of a Thai phrase with three words. In this exam-
ple, there are three levels and seven types of characters: upper/lower/front/rear
vowels, consonant, tone, and karan (a pronunciation deletion character). ω1, ω2,
ω3, and ω4 indicate word boundaries. TCCs and TCCTs are |พิ|สู|จ|น์|ได้|ค่ะ| and
|T3|T4|C|TK|T1T|T2T| , respectively.

Table 1. Type of character cluster

Symbol Type Example Symbol Type Example

T1 C+VF ใอ ไอ เอ แอ โอ T1T C+VF+T T1+T

T2 C+VB อะ อำ อา T2T C+VB+T T2+T

T3 C+VU อั- อ็ อํ อิ อึ อี อื T3T C+VU+T T3+T

T4 C+VL อุ, อู T4T C+VL+T T4+T

TT C+T อ่ อ้- อ๊- อ๋- TK C+Karan อ์
T6 C+VF+VB เอะ แอะ โอะ เอาะ T6T C+VF+VB+T T6+T

T7 C+VF+VU เอิ- T7T C+VF+VU+T T7+T

T8 C+VB+VU อัวะ, อัว T8T C+VB+VU+T T8+T

T9 C+VF+VB+VU เอียะ เอือะ เอีย T9T C+VF+VB+VU+T T9+T

S Space <space> V Vowel เ แ โ ใ ไ
D Digit ๐-๙, 0-1 P Punctuation @#$%&*ฯๆ
C Consonant ก-ฮ T Tone อ่ อ้ อ๊ อ๋
E English a-z, A-Z O Other
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2.3 Phase-Merging Discriminative Probabilistic Model

Since the input of hierarchical structure representation (HSR) is a sequence, this
paper utilizes a discriminative model so called conditional random fields (CRFs).
CRFs is the state-of-the-art algorithm in sequence labeling and has shown good
performance in a natural language processing task, firstly introduced by Lafferty
et al [4]. In NER task, a linear-chain CRFs is often used based on an undirected
graph G = (V,E), where V is the set of states Y = {yt|1 ≤ t ≤ T } for a given
length-T input sequence X = {x1, ..., xt} and E = {(yt−1, yt)|1 ≤ t ≤ T } is
the set of T − 1 edges in linear chain. The conditional probability of the state
sequence Y for a given input sequence X is

P (Y |X) =
1

Z(X)
exp

{∑
t

∑
k

λkfk(yt−1, yt, X, t)
}
, (1)

Z(X) =
∑
Y

exp
{ ∑

t

∑
k

λkfk(yt−1, yt, X, t)
}
, (2)

where Z(X) in Equation (2) is a normalization factor of all state sequences,
fk(yt−1, yt, X, t) is the feature function, and λk is the feature’s weight, yt and
yt−1 refer to the current state and the previous state, respectively. The training
process is to find the weights that maximize the log likelihood of all instances in
training data.

Given formula (1), we adopt L-BFGS [6] (a limited-memory quasi-Newton
code for unconstrained optimization) which is a numerical optimization tech-
nique to find its maximum value. Once CRFs model has been trained, Viterbi or
forward-backward algorithm can be derived to do inference for a test sequence.

In this paper, we propose phase-merging discriminative probabilistic model
for segmenting word and recognizing named entities simultaneously.

Phase-Merging (PM). The conditional probability of the state sequence Y
for a given input sequenceX is equal to Equation (1), where X = {x1, x2, ..., xT }
is a sequence of TCC inputs and Y = {y1, y2, ..., yT } is a sequence of correspond-
ing word and named entity predictions for simultaneous word segmentation (WS)
and named entity recognition (NER).

CRFSuite implemented by Okazaki [8] is exploited in this work.

2.4 Labeling

Word segmentation based on hierarchical structure representation (HSR) uses
BIES labeling. ‘B’ is the beginning of character cluster of a word, ‘I’ is the inside
of character cluster of a word, ‘E’ is the ending of character cluster of a word,
and ‘S’ is a single-character-cluster word. BIES-NE labeling is used for named
entity recognition. ‘B-NE’ is the beginning of character cluster of a named entity,
‘I-NE’ is the inside of character cluster of a named entity, ‘E-NE’ is the ending
of character cluster of a named entity, and ‘S-NE’ is a single-character-cluster
named entity.



Simultaneous Character-Cluster-Based Word Segmentation and NER 221

Table 2. Feature

Feature TCC TCCT

Unigram

tcct−2 tcctt−2

tcct−1 tcctt−1

tcct tcctt

tcct+1 tcctt+1

tcct+2 tcctt+2

Bigram

tcct−2/tcct−1 tcctt−2/tcctt−1

tcct−1/tcct tcctt−1/tcctt

tcct/tcct+1 tcctt/tcctt+1

tcct+1/tcct+2 tcctt+1/tcctt+2

Trigram
tcct−2/tcct−1/tcct tcctt−2/tcctt−1/tcctt

tcct−1/tcct/tcct+1 tcctt−1/tcctt/tcctt+1

tcct/tcct+1/tcct+2 tcctt/tcctt+1/tcctt+2

2.5 Feature

In this work, three sets of features are investigated: character cluster (TCC), char-
acter cluster type (TCCT), and combination of character and its type (TCC+
TCCT). Unigram, bigram and trigram in each type of feature listed in Table 2.

3 Experiment

3.1 Corpus

Our experiments are all based on a dataset from Benchmark for Enhancing the
Standard of Thai language processing (BEST2010)1. The BEST2010 dataset
consists of five million words in four categories: article, encyclopedia, news, and
novel. Since the sentences from news are closer to Thai common usage, only
category of news is focused in this work.

The BEST2010 dataset was firstly used in Thai Word Segmentation Soft-
ware Contest, which is a special topic in the National Software Contest 2010
(NSC2010)2. Competitors received the BEST2010 dataset which consists of seven
million words in eight categories: article, encyclopedia, news, novel, Buddhism,
law, talk, and Wikipedia. The BEST2010 data set is annotated manually based
on the BEST2010 guidelines. The basic statistics information of the data set
used in our work is summarized in Table 3.

Table 3. Composition of BEST2010 data set

BEST2010 Category #Words #TCCs #NEs

data set#1 news 1,426,677 3,102,897 65,760
data set#2 news 282,334 610,816 13,525
data set#3 news, article, novel, encyclopedia ≈100,000 264,530 N/A

1 http://www.hlt.nectec.or.th/best/?q=node/3
2 http://fic.nectec.or.th/nsc12

http://www.hlt.nectec.or.th/best/?q=node/3
http://fic.nectec.or.th/nsc12
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Table 4. Experimental setting

Task Setting Training data Testing data

NER L-Train data set#1 data set#2

WS
L-Train data set#1 data set#2
WS-1 data set#1 data set#3

3.2 Experimental Setting and Evaluation Criteria

The standard Fβ measure is used to evaluate our method, can be calculated as
follows

Fβ =
(β2 + 1) × Precision×Recall

β2 × (Precision+Recall)
, (3)

where

Precision =
Corr

OutputWNE
, (4)

and

Recall =
Corr

RefWNE
. (5)

In word segmentation, Corr is the number of words in the output that is cor-
rectly segmented, OutputWNE is the total number of words in the output, and
RefWNE is the total number of words in the reference. In named entity recog-
nition, Corr is the number of named entities in the output that is correctly
segmented, OutputWNE is the total number of named entities in the output,
and RefWNE is the total number of named entities in the reference. In this
paper, we use F = Fβ=1.

Table 4 shows our experimental setting. In WS and NER tasks with L-Train
setting, the training set (data set#1) and the testing set (data set#2) are from
the news category. In WS task with WS-1 setting, the training set is from the
news category, but the testing set (data set#3) which consists of one hundred
thousand words approximately, is obtained from four categories (news, article,
novel, and encyclopedia). The scoring program provided on the BEST2010 web-
site3 will report the overall F-measure calculated from the entire test set (data
set#3) for word segmentation only.

3.3 Experimental Result

The performance of our method for word segmentation task including the effect
of different feature sets are shown in Table 5 and Table 6. The performance of
named entity recognition task and the effect of different feature sets are compared
as shown in Table 7.
3 http://www.hlt.nectec.or.th/Evaluation

http://www.hlt.nectec.or.th/Evaluation
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Table 5. Performance of the word segmentation (WS) task with L-Train setting

Feature Precision(%) Recall(%) Fβ=1(%)

TCC 96.34 95.96 96.14
TCCT 75.67 62.78 68.38
TCC+TCCT 96.32 95.77 96.04

Table 6. Performance of the word segmentation (WS) task with WS-1 setting

Feature Precision(%) Recall(%) Fβ=1(%)

TCC 92.76 90.19 91.46
TCCT 65.59 58.42 61.80
TCC+TCCT 92.71 90.33 91.51

From Table 5, our word segmentation system achieves the F-measure of 96.14%
using only TCC. Using TCC+TCCT is slightly reduces the F-measure 0.10%,
0.19% for recall, and 0.02% for precision. From Table 6, our word segmentation
system achieves the F-measure of 91.51% using TCC and TCCT. TCC+TCCT
slightly increases the F-measure 0.05% from 90.19% when using only TCC, 0.14%
of recall increased, and 0.05% of precision reduced. The performance of proposed
method for word segmentation is dramatically dropped when using only TCCT.
We conclude that using character clusters as the input sequence for word seg-
mentation achieves the F-measure more than 90%.

From Table 7, our named entity recognition system achieves up to the F-
measure of 83.68% when using TCC only. TCC+TCCT decreases 0.38% of the F-
measure, 0.41% of recall, and 0.36% of precision when comparing with TCC. The
performance of proposed method for named entity recognition is dramatically
dropped when using only TCCT. We summarize that using character clusters
as the input sequence for named entity recognition achieves the F-measure more
than 80%.

We compare our word segmentation method with other works from NSC2010 as
shown in Table 8. The WS systems from 12P34C001, 12P34C002 and 12P34C003
used all eight categories4 as the training set, while our work used only one category
from news. 12P34C001 proposed dictionary-based and rule-based methods using
longest matching techniques. 12P34C002 proposed N-gram language model with
phrase table construction techniques, and using word lists as the post-processing.
12P34C003 proposed stacked generalization using decision tree. From Table 8, our
proposed phase-merging model (PM) for WS outperformed dictionary-based and
rule-based methods. The performance of our proposed method is slightly lower
than the system 12P34C002 and 12P34C003, since our method used a smaller
training set and a single learning model without any post-processing step.

4 Article, encyclopedia, news, novel, Buddhism, law, talk, and Wikipedia
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Table 7. Performance of the named entity recognition (NER) task with L-Train setting

Feature Precision(%) Recall(%) Fβ=1(%)

TCC 82.71 84.68 83.68
TCCT 31.75 35.47 33.51
TCC+TCCT 82.35 84.27 83.30

Table 8. Comparison of word segmentation with other works from National Software
Contest 2010 (NSC2010)

System Precision(%) Recall(%) Fβ=1(%)

12P34C001 85.10 87.65 86.36
12P34C002 92.70 96.10 94.37
12P34C003 93.55 94.13 93.84
Our PM 92.71 90.33 91.51

4 Conclusion and Future Work

This paper presents discriminative probabilistic model for simultaneous word
segmentation and named entity recognition using the character cluster concept.
We define type of character cluster and demonstrate the effectiveness of our
method. The experimental result shows that our method significantly increases
the performance of segmenting word and recognizing entities with the F-measure
of 96.14% and 83.68%, respectively. Our proposed work including hierarchical
structure representation (HSR) can be applied to any inherent-vowel alphabetic
language for natural language processing. For future work, ranking of error types,
size of training data and other semantic features such as part-of-speech will be
focused.
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Abstract. Associative information, e.g., associated documents, associated
keywords, freelinks, and categories are potential sources for divergent thinking
support. This paper compares four divergent thinking support engines using as-
sociative information extracted from Wikipedia. The first two engines adopt the
association search engine GETA , and the last two engines find associations by
using document structure. Their quality is compared by experiments with both
quantitative and qualitative evaluations, using Eureka! interface, which was in-
spired by “Hasso-Tobi 2” divergent thinking support groupware.

1 Introduction

Divergent and convergent thinking are defined by J.P. Guilford [1], drawing distinctions
between two characteristics of creativity. The brainstorming process proposed by Os-
born [2], which is one of the most popular methodologies for enhancing creative think-
ing ability, consists of two major phases. The divergent thinking phase generates as
many ideas as possible with the following rules [3].

1. Produce a large quantity of ideas, without any criticism.
2. Unusual ideas are highly welcome.
3. Adapting or modifying previously suggested ideas is encouraged.

The convergent thinking phase filters, fuses, and derives ideas to make them concrete.
A divergent thinking support system assists users to archive the goals of diver-

gent thinking. There are three levels of divergent thinking support systems, defined
by Young [4].

1. The secretariat level, a system only stores and displays the log of user’s thoughts,
such as a word processor.

2. The framework-paradigm level, a system has secretariat level ability and also pro-
vides a user with appropriate paradigms or suggestions to expand user’s thoughts.

3. The generative level, a system has framework-paradigm level ability, and automat-
ically constructs and displays new ideas corresponding to previous ideas.

At the framework-paradigm level, a divergent thinking support system also can be clas-
sified into one of three categories (from naı̈ve to sophisticated) by the characteristics of
generated suggestions [5].

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 226–237, 2011.
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1. Free association
2. Forced association
3. Analogy conception

The first category is an almost random association, which is believed to be useless.
There are several examples for the second category. Watanabe [6] proposed the “Idea

Editor” that extracts associated keywords, which are moderately unusual to the user.
Associative keywords are also used in “Group Idea Processing System” proposed by
Kohda, et al. [7]. In both systems, associations among keywords are statistically pre-
computed by using the structure of documents.

Kawaji and Kunifuji [5] proposed “Hasso-Tobi 2” divergent thinking support group-
ware, which extracts freelinks from Wikipedia (in Japanese) after analyzing an
input sentence using a morphological analyzer. Wang, et.al. [8] proposed the “Idea
Expander”, which extracts images by querying an input sentence on Microsoft Bing
Image. In both systems, association owes to existing structures on the Internet.

The third category is the most difficult, and only a few examples exist. Young [9]
proposed the “metaphor” machine, which can construct metaphors of noun entities by
querying those that use the same predicate in a corpus.

This paper compares four methodologies of forced association in divergent think-
ing by experiments on Wikipedia. The first two adopt association search (the second
category), which dynamically finds quantitative associative relations among documents
by statistical computation. The later two adopt more conventional informative entity
extraction, which finds a maximal matching between an input sentence and entities of
Wikipedia.

We prepare an interface, Eureka!, inspired by “Hasso-Tobi 2” [5], and implement
our system by using the association search engine GETA [10]. The quality of four
methodologies is compared by experiments on Wikipedia, through both quantitative
and qualitative evaluations.

Section 2 explains association search and informative entity extraction. Section 3
briefly reviews the association search engine GETA [10]. Section 4 presents our di-
vergent thinking support system including Eureka! interface. Section 5 shows the four
divergent thinking support engines, and the settings of experiments. Section 6 gives
experimental results and our observations, and Section 7 concludes the paper.

2 Structured Documents

2.1 Structure of Documents and Information Sources

For divergent thinking support systems, we focus on multi-layered structured docu-
ments (e.g., Fig. 1) as a knowledge-base. Each node of a structure is a non-empty se-
quence of tokens. Typically, a token is a word, and a node is either a category, a title,
or a document. A child node may contain hyperlinks that point to a node in a higher
layer. For instance, Fig. 1 describes the structure of Wikipedia, such that “Category” is a



228 K. Viriyayudhakorn, S. Kunifuji, and M. Ogawa

Category

Title

Content

Freelink Freelink Freelink

Title

Content

Freelink Freelink

Title

Content

Freelink Freelink Freelink Freelink

Fig. 1. An example structure of target knowledge-bases

(a) Freelinks in the JAIST Wikipedia page

(b) Categories labeled at the bottom of JAIST Wikipedia page

Fig. 2. The associative information in a Wikipedia article and its source code

parent of “Title”, and “Title” is a parent of “Content”, and a “Freelink”1 points to a
“Title”.

Our instance of a structured document is Wikipedia (English version), which is one
of the largest collective intelligence knowledge-bases, and which contains a huge col-
lection of encyclopedia articles. Each article in Wikipedia consists of a title, content,
freelinks (see Fig. 2a), and category labels (see Fig. 2b). We use the whole English
Wikipedia website2 and deployed it into our local knowledge-base, which was used in
all experiments.

2.2 Association Search

In an association search, an article is regarded as a multiset [11] of tokens (typically, an
article is a document and a token is a word). A query is a (multi)set of tokens, and the
searched result is a ranking among tokens with respect to a given similarity measure.

Let ID1 be a set of articles, and let ID2 be a set of tokens.

1 http://en.wikipedia.org/wiki/Wikipedia:Free links
2 http://download.wikimedia.org/enwiki/20100730/
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Definition 1. An association system is a quadruplet A = (ID1, ID2, a, SIM) where a
is an association function and SIM is a similarity function such that{

a : ID1 × ID2 → N
SIM : ID2 ×MP (ID1) → R≥0

where N is the set of natural numbers, R≥0 is the set of non-negative real num-
bers, and MP (X) is the multiset consisting of non-empty subsets of X . We say that
At = (ID2, ID1, a

t, SIMt) is the transpose of A where at(y, x) = a(x, y) and a
given SIMt : ID1 ×MP (ID2) → R≥0.

For X ⊆ ID1 (resp. ID2) and n ∈ N, let A(X,n) (resp. At(X,n)) be the function
collecting the top n-elements in ID2 (resp. ID1) with respect to similarity SIM(y,X)
(resp. SIMt(y,X)) for y ∈ ID2. An association search is

At({y | (y, v) ∈ A(X,m)}, n)

for m ∈ N.

In the definition of an association search, the numberm is not specified. From empirical
study, GETA (see Section 3) sets m to 200 as default by its developers, balancing effi-
ciency and precision. Note that during an association search, we first computeA(X,m).
This result is regarded as a summary that characterizes X .

Typical examples of association searches are:

– ID1 is the set of documents, ID2 is the set of words, and a(d, w) is the number
of occurrences of a word w in a document d. In this case, an association search is
documents-to-documents.

– ID1 is the set of words, ID2 is the set of documents, and at(w, d) = a(d, w). In
this case, an association search is words-to-words.

GETA permits a similarity function SIM of the form

SIM(d, q) =
∑
t∈q

wq(t, q) · wd(t, d)
norm(d, q)

with the assumptions that wd(t, d) = 0 if t �∈ d and wq(t, q) = 0 if t �∈ q. Typically,

– the value of norm(d, q) is dependent only on d. (In such cases, SIMt is obtained
by simply swapping wq and wd.)

– both wd and wq are defined dependent on the association function a.

For an efficient association search implementation (e.g., GETA), we assume
SIM(y,X) = 0 if a(x, y) = 0 for each x ∈ X ⊆ ID1 and y ∈ ID2. Note that an
association search does not require structured documents. The key observation is a dual
relationship between words and documents. ID1 and ID2 are swapped by regarding a
document as a multiset of words, and a word as a multiset of documents that contain
it with multiplicity. Thus the association search ignores the ordering of words; it does
not distinguish, for example, “Weather is not always fine” and “Weather is always not
fine”.



230 K. Viriyayudhakorn, S. Kunifuji, and M. Ogawa

2.3 Informative Entity Extraction

Informative entity extraction assumes a structured document, in which a token is a word.
A query is a phrase (i.e., a sequence of tokens), and the searched result is the set of titles
(i.e., sequences of tokens) that contain the phrase as its subsequence. We call such titles
informative entities.

Definition 2. Let W be a set of words, and let T (⊆ W∗) be a set of titles (sequences
of words). For an input word sequence ψ ∈ W∗, we define

Subseq(ψ) = {ψ′ �= ε | ∃ψ1, ψ2 . ψ1ψ
′ψ2 = ψ}

A(ψ) = Subseq(ψ) ∩ T
Subseq(ψ) is the set of non-empty subsequences of ψ (which are sorted in decreas-
ing order of length) and A(ψ) is the set of informative entities. For example, from
“Reduce electricity usage in Japan Advanced Institute of Science and Technology”,
“Japan Advanced Institute of Science and Technology” is extracted, which is an item3

in Wikipedia. Since Subseq(ψ) is sorted, the extraction reports the longest informative
entity first, which we can expect a more specific matching.

3 GETA - Generic Engine for Transposable Association
Computation

The Generic Engine for Transposable Association Computation4 (GETA) is an associ-
ation search engine developed at NII [10]. We use a variant GETAssoc, which intends
personal use and easy installation. A key feature of GETA is its scalability; it quickly
handles dynamic association search on more than ten million documents, such as on
Webcat Plus5, Imagine6, Cultural Heritage Online7, and Pictopic8.

The key data structure of GETA is a WAM (Word Article Matrix), which represents
an association function in Definition 1. WAM is usually a huge sparse matrix of which
columns are indexed by words and rows are indexed by names of documents. When
ID1 is a set of words and ID2 is a set of documents, the intersection of the row of a
wordw and the column of a document d is a(w, d), which is the number of occurrences
of a word w in a document d. Then, the transpose at(w, d) is obtained as a transposed
WAM. In GETA implementation, a huge and sparse WAM is compressed either verti-
cally or horizontally. These two compressed matrices enable us to compute association
functions a and at, respectively.

For example, “twitter dollar” is a query of the sample WAM in Fig. 3a. This query
is regarded as a two-word document (Fig. 3b). If we adopt the inner product of two

3 http://en.wikipedia.org/wiki/Japan Advanced Institute of
Science and Technology

4 http://getassoc.cs.nii.ac.jp
5 http://webcatplus.nii.ac.jp
6 http://imagine.bookmap.info
7 http://bunka.nii.ac.jp
8 http://photobank.pictopic.info/
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“twitter” “tennis” “dollar” “facebook”

IT news 2 0 1 4
Sport news 0 2 1 0

Economic news 0 0 2 0

(a) A sample WAM

“twitter” “dollar”

Query 1 1

(b) A sample query vector

Similarity Score

IT news 3
Sport news 1

Economic news 2

(c) The summary (associated docu-
ments) of query “twitter dollar”

Similarity Score

“facebook” 12
“dollar” 8
“twitter” 6
“tennis” 2

(d) The associated keywords
of query “twitter dollar”

Fig. 3. An example of WAM and sample results

column vectors as a similarity function, the result, which is a summary of the query,
is shown in Fig. 3c. This summary is queried to the transposed WAM. A similarity
function is again computed to yield the associated keywords as Fig. 3d.

The default similarity measures prepared by GETA are Smart measure proposed by
Singhal, et al. [12], Okapi BM25, Cosine, and Dot Product. We adopt Smart measure
during experiments.

To improve retrieval accuracy, stemming, which reduces inflected words to their root
forms (for example, “fishing” and “fisher” to just “fish”), is applied as preprocessing on
Wikipedia. We use Snowball9 English stemmer.

4 Divergent Thinking Support System

4.1 Structure of System

A divergent thinking support system consists of two main components, an association
engine and an interface. An engine constructs suggestions for a user. An interface man-
ages the interaction between a user and an engine.

4.2 Workflow of System

First, a user inputs a topic sentence to start the system as in Fig. 4. Next, an association
engine reads it, produces a list of associative information by consulting a knowledge-
base, and forwards the list as a suggestion list to the interface. Then, the interface dis-
plays the list to users. Based on the suggestions, the user inputs the next query sentence.
The input sentence is forwarded to the engine to obtain the next suggestion list. This
process is repeated until a user is satisfied with the discovered ideas.

9 http://snowball.tartarus.org/
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Engine

Interface

User inputs the
topic sentence

Knowledge-base
An association engine
generates suggestions.

User sees the suggestion list
and inputs the next

query sentence.

Topic sentence

Suggestion list Input sentence

Fig. 4. The workflow of a divergent thinking support system

Fig. 5. Eureka! screenshot and functions

4.3 Eureka! Interface

For experiments, we prepare an interface, “Eureka!” (Fig. 5). Eureka! is mainly inspired
from the “Hasso-Tobi 2” [5], which is the collaborative divergent thinking support sys-
tem. Our focus is to evaluate the performance of different association engines, rather
than the effect and the influence of social interactions. Thus, we restrict “Eureka!” to be
a single-user interface.



A Comparison of Four Association Engines in Divergent Thinking Support Systems 233

The topic is alway shown at the top of the screen in large font to prevent off-topic
thinking. At the bottom right sidebars, suggestions are displayed. The right sidebar
displays the suggestions in small fonts to allow quick glances by a user. In the bottom
sidebar, the suggestions in large font move horizontally in the right-to-left manner (like
headline news). Top-ranked suggestions are shown first, intended for easy finding by
users. All previously input ideas (query sentences) are displayed as rectangle labels in
the central scrollable area. They are displayed without overlaps between labels.

Such a layout intends two effects. First, a user may easily notice previous ideas,
which would prevent duplication of ideas. Second, a user can stimulate idea recycling.
Whenever a previous idea label is clicked, the suggestion list produced from that idea
is loaded and displayed on the bottom right sidebars.

5 Experimental Setting

5.1 Four Divergent Thinking Support Engines

Following are the association engines used during experiments. All are used under Eu-
reka! interface, and only visible differences produced suggestion lists.

– GD: GETA’s most related Documents. A user input sentence is a query for re-
trieving associated documents by GETA. The titles of the search results are sugges-
tions, which are sorted by their similarity scores.

– GK: GETA’s most related Keywords. A user input sentence is a query for re-
trieving the associated keywords of the query by GETA. The resulting associated
keywords are suggestions, which are sorted by their similarity scores.

– WF: Wikipedia’s Freelinks. A user input sentence is a query for extracting infor-
mative entities. The freelinks in their contents are suggestions, which are sorted by
the length of entities. That is, a freelink with a longer parent entity comes first. In
our current implementation, if their parent entities have the same length, a freelink
with a parent entity that appears earlier in an input sentence comes first.

– WC: Wikipedia’s Categories. A user input sentence is a query for extracting infor-
mative entities. All titles in the same category as extracted entities are suggestions,
which are sorted by the length of entities. That is, a category with a longer child
entity comes first. In our current implementation, if entities have the same length,
the ordering among categories and titles in categories obeys to that of Wikipedia.

– NE: No engines. No associative information is supplied (no suggestion lists).

5.2 Evaluation Methods

The quality of an engine is measured by the degree of creativity that users generate. As
proposed by Guilford[13], the degree of creativity can be measured by fluency, flexibil-
ity, and originality of ideas. Neupane, et al. proposed the following three measures [14].

– Fluency of ideas. The total number of input ideas, excluding those that are judged
to be off-topic, redundant, impossible, and/or useless.
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– Flexibility of ideas. The total number of viewpoints in input ideas. Viewpoints are
defined prior to experiments.

– Originality of ideas. The total number of distinct ideas. When ideas are very close
or identical, they are grouped together.

For example, consider a problem “Apart from avoiding rain, write down any other uses
of an umbrella”. Table 1 shows the ideas generated by a participant. Table 2 shows
that there are four viewpoints. The third and fifth ideas in Table 1 are grouped. These
classifications are performed after experiments by three human evaluators.

5.3 Procedure of Experiment

The experiments are conducted by five groups of users, and each group consists of two
users (ten users in total). All participants are graduate students in knowledge science.
Before the experiments, every participant is informed:

1. System procedure and usage.
2. Divergent thinking, its rules and examples.
3. Q&A

The five following topics are assigned to all participants. In each topic, ten viewpoints
are prepared in advance by three human evaluators, and all resulting ideas are classified
into the most related viewpoints, though there are a few difficult cases.

1. Apart from avoiding rain, write down any other uses of an umbrella.
2. If all human beings had a third hand on their back, write down the advantages of

that hand.
3. What steps should the concerned authorities take to increase the number of foreign

tourists in Japan?

Table 1. A log of ideas during Eu-
reka! interaction

Idea No. Generated Idea

1 Avoiding the sun
2 Collect rain water (upside down)
3 Used as a ruler
4 To lock doors by jamming the umbrella

between the two handles
5 Used as a measuring stick
6 Use the handle to grab something
7 Used as a basket (upside down)
8 A cane for elderly people
9 Dry socks by putting the umbrella upside down

and hanging socks on the frame
10 Disassemble the umbrella and use

the frame as sticks for cooking

Table 2. A list of viewpoints during
Eureka! interaction

Idea Viewpoint Idea No.

Furniture 9
Tool 1,3,4,5,6,8

Recycle 10
Accessories

Interior
Plaything
Container 2,7

Using Materials
Clothes
Social
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Table 3. Group assignment

Topic A B C D E

1 GD GK WF WC NE
2 GK WF WC NE GD
3 WF WC NE GD GK
4 WC NE GD GK WF
5 NE GD GK WF WC

Table 4. Fluency of ideas

Topic GD GK WF WC NE

1 46(0.31) 30(0.20) 12(0.08) 22(0.15) 39(0.26)
2 21(0.17) 24(0.19) 38(0.30) 7(0.06) 36(0.29)
3 19(0.13) 43(0.30) 30(0.21) 41(0.28) 12(0.08)
4 28(0.26) 10(0.09) 17(0.16) 25(0.24) 26(0.25)
5 11(0.09) 43(0.37) 15(0.13) 25(0.21) 23(0.20)

Total 125(0.96) 150(1.15) 112(0.88) 120(0.94) 136(1.08)

Table 5. Flexibility of ideas

Topic GD GK WF WC NE

1 8(0.25) 7(0.22) 2(0.06) 7(0.22) 8(0.25)
2 8(0.27) 6(0.20) 8(0.27) 2(0.07) 6(0.20)
3 7(0.21) 7(0.21) 8(0.24) 9(0.26) 3(0.09)
4 7(0.23) 4(0.13) 5(0.17) 7(0.23) 7(0.23)
5 4(0.13) 9(0.29) 6(0.19) 6(0.19) 6(0.19)

Total 34(1.09) 33(1.05) 29(0.93) 31(0.97) 30(0.96)

4. How could you contribute to power saving at your school?
5. Imagine that you are a product designer, please design new products likely to be

sold to teenagers.

Experiments use each four engines and no engine (for comparison), as described in
Section 5.1, and the maximum number of suggestions is limited to 30 for each engine.

To avoid the effect of tool experiences, the topics and the engines are assigned to
groups in different orders, as shown in Table 3. The timeout for each topic is set at 15
minutes.

Three human evaluators, who did not participate in the experiments, judged the flu-
ency, the flexibility, and the originality of ideas. Majority vote is taken if conflict occurs.

Table 6. Originality of ideas

Topic GD GK WF WC NE

1 39(0.31) 26(0.21) 8(0.06) 21(0.17) 31(0.25)
2 19(0.17) 20(0.18) 35(0.31) 6(0.05) 34(0.30)
3 17(0.15) 24(0.22) 27(0.25) 35(0.32) 7(0.06)
4 28(0.26) 10(0.09) 17(0.16) 25(0.24) 26(0.25)
5 8(0.08) 37(0.36) 15(0.15) 24(0.24) 18(0.18)

Total 111(0.97) 117(1.06) 102(0.93) 111(1.02) 116(1.04)

Table 7. Average of total stan-
dard values

Measures Average

GD 1.01
GK 1.09
WF 0.91
WC 0.98
NE 1.02
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6 Experimental Results and Observation

6.1 Quantitative Results

The quality of divergent thinking engines is estimated by four measures in Section 5.2.
Their scores, which are the sum scores of two sessions by the same group, are shown
in Table 4, Table 5, and Table 6. The number in parenthesis is standard value, which is
the ratio of a score to the total score of all engines on the same topic.

In the results, fluency of ideas is the highest when supported by GK. Original ideas
are also most often discovered when supported by GK. GD yields the highest flexibility.

Table 7 shows the averages of total standard values yielded by each engine. GK
yields the highest average score. Thus, we conclude that GK is the best among the four
divergent thinking support engines described in Section 5.1.

Our observation on the advantages of GK is, first, that GETA can accurately summa-
rize keywords. Second, each item of the summary is just a single word, which requires
little time to understand and is loosely interpreted in various ways. Therefore, users
most fluently generate ideas when GK is used.

The second best is NE. After observation, participants do not waste time waiting for
a engine’s response, or reading the resulting suggestions. Each engine requires approx-
imately three seconds to generate a suggestion list. The NE is better than most engines
because participants have more time than others.

6.2 Qualitative Results

The qualitative evaluation is the survey answered by participants. The question is multi-
ple choice asked immediately after finishing each topic, i.e., “Please evaluate the useful-
ness of this divergent thinking support engine on a scale from 1(Poor) to 5(Excellent)”.

GD GK WF WC NE

3.0 3.9 2.6 2.7 1.0

According to the survey, GK obtains the most satisfactory evaluation from users,
which is consistent with the quantitative results. After analysis, we observed that most
users avoid inputting lengthy informative entities. Instead, they input sample words or
abbreviations. For example, instead of inputting “Japan Advanced Institute of Science
and Technology”, they input “University” or just “JAIST”. Thus, informative entity
extraction (see Section 2.3), which reports the longest informative entity first, fails in
most cases. It is a major difficulty that reduces the quality of both WF and WC.

7 Conclusion

This paper compared four divergent thinking engines based on forced association. GD
and GK adopt the association search engine GETA, while WF and WC use the more
conventional informative entity extraction. The quality of the four engines is evaluated
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by experiments on Wikipedia using the Eureka! interface. GK (the most related key-
words by GETA, using associated keywords of an input sentence) is the most effective
and gives the highest satisfaction to users.

We think that dynamic association creation on a large scale database (e.g., GETA)
is useful for divergent thinking support, whereas previous systems used either statis-
tically precomputed (relatively few) associations, or manually-prepared (huge number
of) freelinks on the Internet. We believe that empirical statistical computation would
find unexpected associations beyond biased human thinking.
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Abstract. Challenges over multi-site software development are on working in 
virtual teams and sharing knowledge. It is quite normal that software engineers 
working in a virtual team have never met face to face in multi-site environments. 
In addition they have different educational backgrounds and interpret methods in 
different ways. Software engineering education, training, and practice are differ-
ent between universities, cities, and countries. As a result, it is difficult to share a 
piece of knowledge between distributed teams and among remote team mem-
bers. There are a number of standards that different teams could be referring to. 
Remote software engineers use a particular standard as their own individual 
guide and when they share their own knowledge base and terminology is  
different from those of others. Most issues raised are related to inconsistency in 
understanding software engineering theories and practice. Therefore sharing 
knowledge is the challenge and to resolve the differences between the distributed 
teams we need to understand its key variables of knowledge sharing. In this pa-
per we propose an ontology-based approach for knowledge sharing measure-
ment. Particularly in the approach, we look into measurement of transferability 
and complexity of knowledge. The impact of nature of knowledge on knowledge 
sharing is focused. A prototype is developed taking Software Engineering Ontol-
ogy as example.  

Keywords: Ontology, Knowledge Sharing Measurement, Transferability of 
Knowledge, Complexity of Knowledge, Multi-site Software Development, 
Software Engineering.  

1 Introduction 

Moving the software development to countries where employees are on comparative-
ly lower wages is becoming the norm in our modern and economy world. It is the 
imperative of financial gain that drives businesses to multi-site development. There 
are more advantages than disadvantages of multi-site software development for ex-
ample economic and labour benefits, overcome skill shortages, productivity through 
24 hour work, just to name a few. Global corporations have moved to multi-site soft-
ware development. With high technologies in information and communication it  
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eliminates the perception of distance. However, challenges are rather on working in 
virtual teams and sharing knowledge. It is quite normal that software engineers work-
ing in a virtual team have never met face to face in multi-site environments. In addi-
tion as they are scatter around the world, they have different educational backgrounds 
and interpret methods in different ways. Software engineering education, training, and 
practice are different between universities, cities, and countries. As a result, it is diffi-
cult to share a piece of knowledge between distributed teams and among remote team 
members. For example, the inconsistency in presentation, documentation, design, and 
diagrams could be barriers to other teams or members in understanding a message or 
a piece of work. Often issues on diagrams which do not follow the same notation 
standard are disregarded causing misunderstanding and can even cause project signif-
icantly delay. There are a number of standards that different teams could be referring 
to for example AS4651 Australian standard metamodel for software development 
methodologies [1], ECSS-E-40 software engineering standard [2], etc. Remote soft-
ware engineers use a particular standard as their own individual guide and when they 
share their own knowledge base and terminology is different from those of others. 
Most issues raised are related to inconsistency in understanding software engineering 
theories and practice. Therefore sharing knowledge is the challenge and to resolve the 
differences between the distributed teams we need to understand its key variables of 
knowledge sharing. 

In this paper we propose an ontology-based approach for knowledge sharing mea-
surement particularly in multi-site software development environment. We first look 
into collaboration issues in multi-site software development in the next section. We 
then form the key variables. The impact of nature of knowledge on knowledge shar-
ing is focused. Next we explain the approach which is based on ontology (complexity 
of ontology and transferability of ontology). We have developed a prototype which is 
explained in the experimental studies. Before we conclude our work we review exist-
ing approach in related work section. 

2 Collaboration in Multi-site Software Development 
Environment 

Activities in multi-site software development are performed by team members who 
work remotely in a distributed environment and who interact with parties that may be 
people or systems. These activities can be viewed into four categories based on issues 
arose in multi-site software development i.e. teamwork, project management, technic-
al knowledge, and project complexity. These four issues form into four key variables 
of knowledge sharing measurement. Table 1 shows four categories of collaboration 
issues in multi-site software development environment. 

Table 1. Collaboration issues in multi-site software development environment 

Collaboration Issues 
Social Captital Knowledge Capital 

Teamwork Technical Knowledge 
Project Managment Project Complexity 
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The first two categories i.e. teamwork and project management are considered un-
der the general notion of social capital while the other two categories i.e. technical 
knowledge and project complexity are included in the notion of knowledge capital. 

2.1 Social Capital  

Teamwork and project management significantly depend on the relationships between 
team members (that is on social capital). Team members include customers, users, 
software/system developers, and stakeholders. Ineffective sharing of knowledge 
among team members is the most critical for project failure. 

Teamwork. Teamwork issues refer to issues related to team member development, 
communication between members, and team management. Factors caused project 
failure include ineffective communication and coordination among project teams, 
inexperienced project manager, lack of specialized skills, low confidence in team 
members, insufficient support from manager, inadequately train of team members. 
DeMarco and Lister argued that aspect of the skills and interactions of software team 
is most critical and hard to overcome [3].  

Project Management. Project management issues refer to issues related to project 
plan and schedule, budget, assessment, control, quality assurance. This includes 
uncertainty of project milestones, change management, progress report, and project 
management methodology. 

2.2 Knowledge Capital  

Technical knowledge and project complexity contributes to the knowledge capital 
which is all about knowledge work. Knowledge capital is accumulated by various 
knowledge creating processes. 

Technical Knowledge. Technical knowledge issues refer to issues related to software 
process activities including requirement engineering, design, implementation, testing, 
validation and verification, development methodology. It could cause by ambiguous 
system requirement, incorrect system requirement, wrong development strategies, 
inappropriate software design, inadequate testing, lack of reusable support of data, 
code, component, document, etc. However, McCreery and Moranta believe that 
project challenges were more behavioural and interpersonal than technical [4]. Issues 
related to communication, collaboration, and team connectedness are more critical. 

Project Complexity. Project complexity issues refer to issues related to the 
complexity of project requirements. This includes the projects utilizing cutting edge 
technology and that require high level of technical complexity. 

3 Key Variables of Knowledge Sharing 

Wang and Yang define knowledge sharing as the action in which people dispread 
relevant information to others across the organization [3]. Melnik and Maurer divide 
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knowledge sharing into two perspectives i.e. codification approach and personaliza-
tion approach [5]. Codification approach is based on the notion of knowledge as  
object [6-9]which can be created, collected, stored, and reused [5]. Personalization 
approach is based on the notion of knowledge as relationship [10-13] which is uncer-
tain, soft, and embedded in work practices and social relationships.  

Knowledge sharing in software development can be defined as activities between 
team members in spreading project data/information/agreement. Knowledge sharing 
includes communication, updates, advice, problem solving, decision making, issue 
raising, discussion, etc. over project data/information/agreement. Knowledge sharing 
in software development situation enables team members to enhance their competen-
cy and mutually generate new knowledge [5]. 

From the above four collaboration issues given in previous section, it forms into 
four key variables of knowledge sharing measurement which is shown in Table 2.  

Table 2. Four key variables for knowledge sharing measurement 

Knowledge Sharing  
Trust Knowledge  

Benevolence Transferability of Knowledge 
Competency Complexity of new Knowledge 

3.1 Trust   

The concept of trust is related to different and various fields including philosophy, 
sociology, business, computing. There are number of trust definitions. Mayer et al. 
define trust as “the willingness of a party to be vulnerable to the actions of another 
party based on the expectation that the other will perform a particular action important 
to the trust or, irrespective of the ability to monitor or control that other party” [14]. 
Moe and Smite define trust as “the shared perception by the majority of team mem-
bers that individuals in the team will perform particular actions important to its mem-
bers and that the individuals will recognize and protect the rights and interests of all 
the team members engaged in their joint endeavour” [15]. Jarvenpaa et al believe that 
trust has direct positive effect on cooperation and performance and an increase in trust 
is likely to have a direct, positive impact on team members’ attitudes and perceived 
outcomes [16]. Giddens [17] sees trust in different view and says that there would be 
no need of trust if the activities were clearly visible and easy to understand. Hence 
from his view the prime condition for lack of trust is lack of full information or ambi-
guous information. As a result trust requires a good knowledge sharing. 

Trust can be founded in different ways. The most common way is a direct relation-
ship. In vertical view trust is important to leadership while in horizontal view trust is 
important for knowledge sharing and team working. In relation to teamwork the two 
most important dimensions of trust that should be focused are benevolence and com-
petency. 

Benevolence Trust and Competency Trust. Benevolence trust is related to 
willingness within teamwork based on the idea that members will not intentionally 
harm another when given the opportunity to do so. This kind of trust can be positive 
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or negative which members in the team may believe on others willingness to share 
knowledge and trust level can be in highest level. On the other hand, they may refuse 
to others willingness and trust can be negative. Competency trust refers to trusting 
agent’s believe on trusted agent’s competency. It describes a relationship in which a 
member believes that another member is knowledgeable about a given subject area. 
Competence-based trust also can be negative or positive and members can believe on 
others ability or they completely refuse others ability in a given subject area. 

3.2 Knowledge 

Knowledge is a combination of data and information being produced by human 
thought processes. Knowledge management is the process by which organizations 
generate value from their intellectual and knowledge-based assets [18]. Drucker de-
fines knowledge as an input resource that will have a greater impact than will physical 
capital in the future [19]. Knowledge can be categorized in two different classes i.e. 
explicit and tacit knowledge. Explicit knowledge can relatively easily be formulated 
by means of symbols and can be transferred to others easily [20]. Tacit knowledge is 
defined as non-codified, disembodied know-how that is acquired via the informal 
take-up of learned behaviour and procedures [21]. 

It is necessary to understand the nature of knowledge in order to analyse the 
process of knowledge sharing between and within organizations or individuals. The 
characteristics of knowledge influence the outcome of knowledge sharing [20]. The 
impact of the nature of knowledge on knowledge sharing is our focus in this paper. 
The nature of the knowledge also affects the importance of trust in knowledge  
sharing. 

Complexity and Transferability of Knowledge. When the knowledge seems simple, 
competence-based trust is not necessarily important and in this case, people care more 
about benevolence-based trust. On the other hand, when the knowledge is complex 
and professional, people care more about competency-based trust. We divide 
knowledge type into easy or complex knowledge (complexity of knowledge) and easy 
or hard transferable knowledge (transferability of knowledge). The complex 
knowledge and/or long knowledge transfer chain suffer from information distortion 
and loss which could lead to inefficient knowledge sharing.  

4 Ontology-Based Approach for Measurement of Transferability 
and Complexity of Knowledge 

How well people share their knowledge is the subject of this paper. There are two key 
variables involved for knowledge sharing measurement i.e. transferability and com-
plexity of knowledge. For people who have different information domains we firstly 
measure their background similarity and find the different knowledge. Then we 
measure complexity of the different part of knowledge. If both have very similar 
background of knowledge, both will share the knowledge well. If both have similar 
background of knowledge and new knowledge is not complicated, both can share the 
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knowledge at some value. In worst case if both come from totally different back-
ground of knowledge and new knowledge is very complicated then both will not be 
able to share knowledge. The impact of nature of knowledge on knowledge sharing is 
focused in this paper. We propose an ontology-based approach for knowledge sharing 
measurement. Particularly in the approach, we look into measurement of transferabili-
ty and complexity of knowledge.  

4.1 Ontology 

Ontology is an explicit specification of a conceptualisation [22] enabling underlying 
knowledge representation. Ontologies are used in widespread application areas e.g. 
semantic web, medical informatics, e-commerce, etc. Mainly ontologies are used to 
provide a shared semantically domain knowledge in a declarative formalism. Ontology 
specifies consensual knowledge accepted by a community. However meaning and un-
derstanding of concepts in ontologies vary in different sites. Determining the semantic 
similarity or difference of two ontologies at two sites is vital to knowledge sharing. In 
this paper we represent multi-site software development knowledge with ontology 
which can be distinguished into general knowledge and specific knowledge. General 
knowledge is explicit and is easily understood by locals and neighbours since both their 
ontologies are similar. Specific knowledge is more technical and difficult to understand 
and depends on a team member’s background and knowledge level and their ontologies 
are different. Typically it is assumed in this paper that the ontologies are described with-
in the same knowledge representation language i.e. OWL or OWL2 [23]. 

4.2 Transferability of Ontology 

To measure the transferability of two knowledge backgrounds, ontology similarity is 
considered and calculated. In the means of obtaining the senses and hyponyms of the 
each concept in the ontologies and based on the structure of the ontologies, the simi-
larity of two ontologies can be calculated. Precisely said ontology transferability is 
signified by ontology similarity. Nevertheless, there may be more than one sense for 
each concept. The senses of subclasses of ontology can be determined by their ances-
tors. To which sense from the root of the ontology it is determined by the users.    

A numeric measurement of ontology transferability is obtained using ontology si-
milarity formulas. Wang and Ali defined the difference of set of concepts captured in 
an ontology from set of concepts captured in the ontology [24].  If the two ontologies 
are totally different, the difference value is given 1 or the similarity value is given 0. 
On the contrary, if the two ontologies are the same, the difference value is given 0 or 
the similarity value is given 1. In this paper, the similarity of a set of concepts, S1, 
captured in ontology 1, O1, from set of concepts, S2, captured in ontology 2, O2, is 
defined as  

Similarity of S1 and S2 = {x|x∈S1 ∧ x∈S2} (1) 

The semantic similarity between O1 and O2 or the transferability can be defined by 
function Trans(S1, S2) in formula (2) as following 
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Trans(S1, S2) = 1 -  
|S S ||S |  (2) 

We compare in both directions thus Trans(S1, S2) and Trans(S2, S1) may be given 
different value. Determining the semantic similarity or difference of two ontologies is 
vital to ontology transferability. Transfer of knowledge will be efficient and effective 
if knowledge senders and knowledge receivers having similar understanding of con-
cepts in ontologies. 

4.3 Complexity of Ontology 

Ontology complexity is related to the complexity of conceptualization of the domain 
of interest i.e. software engineering domain. It is measured to reflect how easy any 
ontology is to understand. Definition of ontology complexity is clarified in features 
that characterize complexity of ontology i.e. (i) usability and usefulness and (ii) main-
tainability. For example, a more complicated ontology indicates a more specified 
knowledge. However, it is difficult to comprehend and requires a high value of com-
petence-based trust. Usability and usefulness of the knowledge may be then decreas-
ing which implies a major impact on knowledge sharing. Additionally complicated 
ontology is hard to maintain.    

In order to measure the complexity of ontology, number of ontology classes, data-
type properties, object properties, constraints, and hierarchical paths is considered. 
Number of Ontology Classes (NoOC) is needed to obtain average value. In OWL the 
ontology classes are represented as owl:Class. Number of Datatype Properties (NoDP) 
illustrates how well concepts are being defined. In OWL the datatype properties are 
indicated as owl:dataTypeProperty. Number of Object Properties (NoOP) illustrates 
how well spread of concepts within the ontology. In OWL the object properties are 
indicated as owl:objectProperty. Number of Constraints (NoC) illustrates how well 
relations being restricted. In OWL the constraints are indicated as owl:allValuesFrom, 
owl:someValueFrom, owl:hasValue, owl:cardinality, owl:minCardinality, and 
owl:maxCardinality. Lastly Number of Hierarchical Paths (NoHP) illustrates how fine 
concepts being presented. In OWL the hierarchical paths are represented as 
owl:subClassOf. 

To calculate complexity of an ontology O, a numeric measurement is defined by 
function Complex(O) using above parameters in formula (3) as following 

Complex(O) = 
∑ ⁄  (3) 

Where Max(NoDP) is maximum number of datatype property, Max(NoOP) is maxi-
mum number of object property, Max(NoC) is maximum number of constraint, and 
Max(NoHP) is maximum number of hierarchical path.  

The complexity value is ranged between 0 and 1 which 0 means the ontology is not 
very complicated while 1 means the ontology is very complicated.  

5 Experimental Studies 

The experimental studies take Software Engineering Ontology [25] as example. The 
prototype is implemented using JAVA. We use OWL2.0 API to load and manipulate 
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ontologies which are related to the domains of people who are going to share the 
knowledge. Java WordNet Library (JWNL) is the main API which is used to obtain 
the semantic meanings of each concept captured in ontologies. 
 

 

Fig. 1. Classification Models Ontology Relations 

Assume remote software engineers having different information domains e.g. a 
software engineer at site A in Australia having ‘classification model ontology’ and 
another software engineer at site B in India having ‘class diagram ontology’. Figure 1 
shows classification model ontology relations and Figure 2 shows class diagram on-
tology relations.   

 

Fig. 2. Class Diagram Ontology Relations 

If both software engineers need to share knowledge how well both software engi-
neers share the knowledge is the subject of this paper. There are two key variables i.e. 
transferability and complexity of knowledge for knowledge sharing measurement. In the 
experimental studies, we measure the transferability of knowledge indicating by ontolo-
gy similarity. By comparing both ontologies, the different part will be calculated its 
complexity.  
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In order to assess transferability from class diagram ontology to classification 
model ontology, we need to get sense set of the two ontologies. In other words, we get 
the concepts and their senses with hypernyms for both class diagram ontology and 
classification model ontology. In process of getting sense set, users initially choose 
which sense s/he means at the root concept if there is more than one sense. Senses and 
its hypernyms are obtained from WordNet. Among those retrieve from WordNet, we 
also include is-a relationship to differentiate concept from others if there is more than 
one sense for that particular concept. 

Table 3 below shows some of senses and hypernyms from WordNet for class dia-
gram ontology. The highlighted senses are ones being included in the sense set or 
precisely said they are ones that have meaning within the meant content.  

Table 3. Some of senses and hypernyms retrieved from WordNet for class diagram ontology 

Concept Senses Hypernyms 
relation relation abstraction 

sexual intercourse,  
intercourse, sex act,  
copulation, coitus, coition, 
sexual congress, congress, 
sexual relation, relation, carnal 
knowledge 

sexual activity, sexual prac-
tice, sex, sex activity 

relative, relation person, individual, someone, 
somebody, mortal, soul 

relation, telling, recounting narration, recital, yarn 
relation back, relation legal principle, judicial  

principle, judicial doctrine 
relation dealings, traffic 

Structure structure, construction artifact, artefact 
structure constitution, composition, 

makeup 
structure cognition, knowledge, noesis 
structure, anatomical structure, 
complex body part, bodily 
structure, body structure 

body part 

social organization, social 
organisation, social structure, 
social system, structure 

system, scheme 

dependency dependence, dependance, 
dependency 

state 

dependence, dependance, 
dependency 

physiological state,  
physiological condition 

colony, dependency geographical area,  
geographic area,  
geographical region,  
geographic region 
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Table 4. (continued) 

generalisation abstraction, generalization, 
generalisation 

theorization, theorisation 

generalization, generalisation, 
induction, inductive reasoning 

colligation 

generalization, generalisation, 
generality 

idea, thought 

generalization, generalisation, 
stimulus generalization,  
stimulus generalisation 

transfer, transfer of training, 
carry-over 

aggregation collection, aggregation,  
accumulation, assemblage 

group, grouping 

collection, collecting,  
assembling, aggregation 

grouping 

association association organization, organisation 
association social activity 
association union, unification 
affiliation, association, tie, tie-
up 

relationship 

association, connection,  
connexion 

memory, remembering 

association relation 
association chemical process, chemical 

change, chemical action 
association group, grouping 

composition composition mixture 
constitution, composition, 
makeup 

property 

composition, composing relation 
musical composition, opus, 
composition, piece, piece of 
music 

music 

composing, composition creating by mental acts 
writing, authorship,  
composition, penning 

verbal creation 

typography, composition printing, printing process 
composition, paper, report, 
theme 

essay 

composition creation 

 
Since concept Relation is the root concept and there are more senses for this par-

ticular concept, thus user needs to initially select the sense s/he means. By looking at 
hypernyms the meant sense is selected (the first one i.e. relation with hypernym of 
abstraction). There are 8 senses for concept Association shown in Table 3. The sixth 
sense is selected to be included in the sense set because its hypernyms (relation) 
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matches with the selected root sense. However, we need to differentiate ‘association’ 
from other ‘association’ among other 8 senses by incorporating ‘is-a’ relationship. In 
order to identify the ‘is-a’ relationship, we add ‘_is-a_’ following with parent concept. 
Thus it becomes ‘association_is-a_relation’. Similarly for concept Composition, the 
third senses i.e. composition and composing are selected to be included in the sense 
set due to the matched hypernyms with the selected root sense (relation). For this, the 
sense set includes ‘composition_is-a_relation’ and ‘composing’. For concepts Struc-
ture, Dependency, Generalisation, and Aggregation, there is no match sense with 
parent root sense i.e. relation, we simply include them into the sense set. Therefore, 
from Table 1, the sense set for class diagram ontology is {relation, structure, depen-
dency, generalization, aggregation, association_is-a_relation, composition_is-
a_relation, composing} and the sense set for classification model ontology is  
{relation, generalisation}. After comparing, there are six distinct senses that appear in 
the class diagram ontology but do not appear in the classification model ontology. 
The six senses are “structure, dependency, aggregation, association_is-a_relation, 
composition_is-a_relation, and composing” The transferability between a set of con-
cepts, S1, captured in class diagram ontology from a set of concepts, S2, captured in 
classification model ontology is as follow: 

 Trans(S1, S2) = 1 – (6/8)= 0.25. 

In conversion, the transferability between a set of concepts, S2, captured in classifica-
tion model ontology from a set of concepts, S1, captured in class diagram ontology is 
as follow: 

 Trans(S2, S1) = 1 -  (0/2) = 1 

Next we calculate complexity of different part in the class diagram ontology. In the 
different part there are 5 classes i.e. Structure, Dependency, Aggregation, Associa-
tion, and Composition. Class Structure has 5 datatype properties and 2 object proper-
ties, 2 constraints, and no hierarchical path. Class Dependency has 2 datatype proper-
ties, 2 object properties, 2 constraints, and no hierarchical path. Class Aggregation has 
5 datatype properties, 2 object properties which are all inherited properties, 2 con-
straints, and 1 hierarchical path. Class Association has 5 datatype properties and 3 
object properties, 3 constraints, and 1 hierarchical path. Class Composition has 5 data-
type properties, 2 object properties which are all inherited properties, 2 constraints, 
and 1 hierarchical path. Therefore complexity value of the different path in the class 
diagram ontology is as follow: 

 Complex(O) =  5⁄   = 0.7833 

Figure 3 shows transferability value in both directions and complexity value of the 
new knowledge.  

The result shows that the software engineer who has classification model ontology 
will understand the software engineer who has class diagram ontology to some de-
gree. In contrast, the software engineer who has class diagram ontology will consider-
ably understand the software engineer who has classification model ontology. How 
well both software engineers to share their knowledge also depends on the complexity 
of their knowledge background difference. 
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Fig. 3. Complexity and Transferability as Two Keys Variables for Knowledge Sharing 

6 Related Work 

There are many studies in semantic web applications emphasizing on measuring on-
tology similarity and difference. A number of approaches have been proposed to deal 
with the heterogeneity of ontologies [24]. Ontology integration approach maps differ-
ent ontologies into a generic ontology using vocabulary heterogeneity resolution on 
various ontologies [26-29]. In this method, the semantic transferability has not been 
measured before merging into the generic ontology.  Measuring the semantic transfe-
rability is important in the integrated ontology whether the ontologies should be 
merged. Suggested Upper Merged Ontology (SUMO) is developed to merge ontolo-
gies by sharing ideas from all available ontologies and mapping the entries of merged 
ontologies with WordNet entries [30]. However this approach does not address the 
requirement of transferability of two ontologies. One approach creates a computation-
al model to assess semantic similarity among entity classes from different and inde-
pendent ontologies without having to form a shared ontology [31]. This approach is 
not practical to measure semantic transferability of two ontologies due to the com-
plexity of matching process. Another approach proposes ontology-based information 
retrieval model by using domain ontology to extend the original keywords input by 
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users and calculates the concept similarity. Yet this approach does not address the 
requirement of transferability of two ontologies.  

In regard to existing work on ontology complexity, there are existing metrics for 
analyzing ontology quality but only few of them focus on complexity of ontology. 
Burton-Jones et al. [32] measure elements of quality i.e. syntactic quality, semantic 
quality, pragmatic quality, and social quality using a number of attributes. Dazhou et 
al. [33] present complexity measurement for ontology based on UML. However UML 
cannot entirely represent semantic richness like ontology does. UML is not a suitable 
modeling language to represent an ontology, thus, the method cannot measure the 
structure complexity of ontology objectively. Chris Mungall [34] researched the in-
creased complexity of Gene Ontology which is similar to Dalu et al. method [35]. 
Anthony et al. [36] also proposed a metric suite to measure the increased complexity 
of tourism ontologies throughout ontology evolution. However, the metrics in [5], [6], 
and [7] are evaluating ontology in ontology evolution. Idris [37] proposed conceptual 
coherence and conceptual complexity metrics based on graph theory. Orme et al. [38] 
examined coupling between ontologies. Nevertheless, in [5], [6], [7], [8], and [9], 
complexity is analyzed by the concept structure and does not consider the number of 
restrictions. 

To summary, there is no approach in the literature attempt to measure ontology 
transferability and existing works on ontology complexity measurement are not 
enough to cover completed measurement. In this paper we address the ontology trans-
ferability and complexity as two key variables for knowledge sharing in multi-site 
software development. 

7 Conclusion 

We have addressed knowledge complexity and knowledge transferability as key va-
riables for knowledge sharing in multi-site software development. We then proposed 
the ontology based approach which measures ontology complexity and transferability 
to correspond to knowledge complexity and knowledge transferability respectively. 
The Software Engineering Ontology was used in case studies and a prototype has 
been developed for proof of concept. WordNet library is used to obtain semantic 
meaning of concept. For future work we would like to apply our approach to other 
domain for example e-commerce, health domains. 
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Abstract. Dogsperate Escape is a visually attractive exercise game that
allows the player to perform various activities, provoking physical exer-
cises with a memorable experience. This paper presents an implementa-
tion of the motion control module in the game based on a bio-inspired,
accelerometer embedded e-AR sensor. The acceleration signals from the
device are wirelessly transmitted to the PC for real-time activity analy-
sis. A real-time activity recognition algorithm has been constructed based
on pre-collected datasets acquired from ten subjects while performing a
simple pre-defined activity routine. The algorithm is validated on eleven
different subjects while performing another activity routine. By integrat-
ing the algorithm into the game, the recognized activities can be mapped
into specific input commands for character control.

Keywords: sport game, Body Sensor Network, activity recognition,
real-time motion analysis.

1 Introduction

In recent years, alternative interfaces to the traditional method of game control
via a controller are gaining popularity, as can be witnessed from several products
released by the world leading game manufacturers such as Sony1, Microsoft2, and
Nintendo3. The underlying mechanism for these novel game interfaces is usually
based on vision and/or sensor technology.

In [1], Crampton et al. developed a real-time vision-based finger counting sys-
tem. The extracted number of fingers is used as an input command for game
control. Hysniemi et al. [2] developed a game control system based on a web cam-
era. In the study, left tilt and right tilt gestures are automatically detected, but
1 Sony Computer Entertainment America LLC. Playstation move, 2010.

http://us.playstation.com/ps3/playstation-move/
2 Microsoft Corporation. Kinect for Xbox 360, 2010. http://www.xbox.com:80/en-

US/kinect/
3 Nintendo. Wii, 2010. http://www.nintendo.com/wii/console/controllers/

T. Theeramunkong et al. (Eds.): KICSS 2010, LNAI 6746, pp. 253–262, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Snapshots of the title screen and the three different stages in the game

the punching movements are controlled by the Wizard of Oz approach. Vision-
based technology provides a means for object recognition and motion tracking.
A vision-based system has an advantage in terms of mobility since it frees users
from carrying a controlling device. Well-known limitations of most vision-based
systems, however, are the restricted field of view, occlusion and constraints in
lighting conditions [3].

Body Sensor Network (BSN) [4,5] is a multidisciplinary research field that
is designated to revolutionalize the diagnosis method in the traditional health-
care system towards continuous monitoring of patients’ health status under their
natural physiological conditions. In addition to healthcare applications, the tech-
nology has recently been extended for well-being, military, security, sports and
gaming. A wireless BSN provides an alternative and complementary solution
to the vision-based approach. It outcomes the constraint earlier described, al-
lowing the user to move freely. As a demonstration of the potential value of
BSNs in gaming application, Crampton et al. [6] proposed the use of a full-body
accelerometer-based input system for game control. It was envisaged by the au-
thors that the technology can be used as an alternative method to the binary
foot-pad used in an interactive dance game such as Dance Dance Revolution.
In [7], Heinz et al. conducted an initial experiment on real-time recognition of
martial arts movements based on body-worn gyroscopes and accelerometers. The
XBus Master System (XM-B-XB3)4, developed by XSens, was used as the global
sensor control.
4 XSens. http://www.xsens.com/en/general/xbus-kit/
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In this study, we developed a game called Dogsperate Escape using a BSN
device attached to the user’s ear for game control. Based on the Micro-Electro-
Mechanical System (MEMS) technology, the low-power, miniaturized and light-
weight sensor device provides a pervasive hardware platform suitable for an
interactive game input. The acceleration signals from the device are wirelessly
transmitted to the PC, at which real-time analysis is performed. An activity
recognition algorithm has been constructed based on a pre-collected accelera-
tion data acquired from ten subjects and validated on twenty different subjects
while performing another pre-defined activity routine. The algorithm has been
integrated into the game for triggering specific input commands.

This paper is organized as follows: Section 2 introduces the game along with
its implementation and the development tools. Wireless BSN-based game control
mechanism, training data collection, and algorithm validation are presented in
Section 3. This includes the description of the input device, the protocol of train-
ing data collection and the real-time activity recognition algorithm. Experiment
setup and results are described in Section 4. Section 5 concludes this paper.

2 Dogsperate Escape

Dogsperate Escape is an adventure game in which the player controls a dog
character to avoid obstacles that appear along the path while running towards
the target destination. Along the journey, the character will be chased by an
evil cat. The player can control the character’s basic movements such as turn
left, turn right, walking, running, and jumping. When bumped against obstacles,
penalties will be set upon the dog character, resulting in speed reduction, blurry
graphics, or switching between the left and right motion control. In order to win
the game, the player has to complete all the stages without getting caught by the
evil cat. Figure 1 shows the snapshots of the title screen and the three different
stages in the game. Each stage is designed with different environmental scenes
and obstacles to make the game more interesting. The game engine is developed
in C# programming language using Microsoft’s XNA Game Studio5. The XNA
framework is a set of tools which provide a managed runtime environment for
helping developers to avoid repetitive boiler plate coding tasks. The graphical
models of the game characters and environmental objects are created using 3Ds
Max6. The game can be played both via keyboard and e-AR sensor.

3 BSN-Based Game Control

In this section, the e-AR sensor is first introduced, followed by the description
of the protocol in which the training datasets are collected. The last subsection
describes the learned activity recognition algorithm.
5 Microsoft Corporation. Beginner’s guide to XNA game studio, 2010.

http://creators.xna.com/en-US/education/gettingstarted/bgintro/chapter1
6 Autodesk, Inc. 3Ds Max features, 2010. http://www.autodesk.com/3dsmax
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3.1 e-AR Sensor

e-AR sensor, as shown in Figure 2, is a low-power BSN-based sensor device de-
veloped by Sensixa7. Equipped with a 3D accelerometer, the device is capable of
detecting a range of indices: gait cycle, steady/unsteady locomotion, acceleration
in three dimensions, and spinal/joint shock wave transmission. The design of the
e-AR sensor imitates the rotational and translational sensing functionality of the
balancing system in human inner ear. By placing the e-AR sensor on the ear,
information regarding postures and activities of the wearer can be analyzed. The
e-AR sensor has been successfully deployed in several healthcare-related appli-
cations such as behavior profiling [8], gait analysis [9], activity recognition [10],
pre- and post-operative monitoring [11], and sport performance assessment [12].
In game control, a miniturized wearable devices such as the e-AR sensor has
an advantage over the existing sensor-based systems such as Playstation Move,
Nintendo Wii and Apple iPhone since it does not require user to hold the device,
thus allowing more natural interaction with the game. Compared to the existing
vision-based systems such as Microsoft Kinect, the e-AR sensor has more flexi-
bility in terms of operating conditions. The wireless device has no field of view
restriction and is resilient to different lighting conditions.

Fig. 2. e-AR Sensor

3.2 Collection of Training Data

Our goal is to construct a real-time recognition algorithm for classifying the six
activities, namely, standing, left tilt, right tilt, walking, running, and jumping. To
achieve this, acceleration datasets were collected from 10 subjects, aged between
20 and 25 years old, at sampling rate of 50 Hz. The test subjects were asked to
wear the e-AR sensor on the right ear while performing the following activity
routine:

7 Sensixa Ltd. e-AR sensor, 2007. http://sensixa.com/
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– stand for 5 seconds
– left tilt for 5 seconds
– right tilt for 5 seconds
– jump 1 time
– walk for 5 seconds
– run for 5 seconds

The collected data were manually annotated and analyzed for appropriate fea-
tures and threshold values to be used in the recognition algorithm.

Fig. 3. A flowchart showing different steps of the activity recognition process

3.3 An Activity Recognition Algorithm

Our activity recognition system uses a rule-based approach in which incoming
signals are checked against a pre-constructed set of rules in real time to find the
best match out of the 6 activities, namely standing(head straight), left tilt, right
tilt, walking, running, and jumping. The first three activities are classified as
static while that last three are classified as dynamic. The two groups of activ-
ities are separately analyzed simultaneously. The static activities are analyzed
instantaneously (i.e. every data sample). Temporal information is required in
classifying dynamic activities and therefore this group of activities is analyzed
at a regular time interval. Figure 3 illustrates the workflow of the proposed
activity recognition algorithm.

Calibration and Preprocessing. At the beginning of the game, initial cal-
ibration is required since the orientation of the accelerometer can be slightly
varied among subjects. At the initialization stage, each user was asked to stand
still for approximately 2 seconds when the game start. From the first 100 data
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points collected from the accelerometer, the standard deviation along x- and
y-axes and signal median are calculated. To reduce the effect of different screen
positions, along with subject and sensor variations, the incoming signals are
normalized as follows:

S(t) − μ

maxi∈{1,2,3,....,100}(S(i))
(1)

where S is the signal in time t, and μ is the median of the initial data segment
S. Figure 4 shows a plot of acceleration data acquired from a specific subject
after normalization.

Fig. 4. Normalized acceleration signal along 3 axes

Feature Extraction. Three features are extracted from the acceleration sig-
nals: 1) the normalized signal value along x-axis (sideward), Sx(t), 2) the stan-
dard deviation along y-axis (frontward), σy, and 3) the number of crossing points
over a specific threshold along the y-axis , Cy . The crossing point threshold is
specified to half of the maximum signal amplitude below the mean within a sig-
nal window. Sx(t) is important for classifying static activities such as standing
straight, left tilt and right tilt. σy and Cy are useful for analyzing dynamic ac-
tivities such as walking, running, and jumping. The extraction of features used
for dynamic activity classification is illustrated in Figure 5.

Fig. 5. An illustration of the feature extraction process for dynamic activities
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Activity Recognition. In this process, every incoming acceleration signal dat-
apoint is processed by the following mathematical rules.

For standing straight:

σx × α ≤ Sx(t) ≤ −σx × α⇒ Stand (2)

For left tilt:
Sx(t) > σx × α⇒ Left tilt (3)

For right tilt:
Sx(t) < −σx × α ⇒ Right tilt (4)

where Sx(t) is the acceleration value along x-axis at time t, σx is the standard
deviation of the first 100 signal values, and α is the scaling factor. The value of
α depends on the sensitivity level of the activity detection algorithm. The higher
the value of α implies that the algorithm is less sensitive to the tilt postures and
an additional effort is required in performing the posture. When α is too low, it
is difficult for the player to maintain straight direction. After multiple testings,
we found that α equals to 0.3 is an optimal value.

For dynamic activities, the following set of rules is used to find the best match-
ing activity.

For walking:
(βs ≤ σy ≤ βw) ∧ (Cy ≥ φw) ⇒ Walk (5)

For running:
(βw ≤ σy ≤ βr) ∧ (Cy ≥ φr) ⇒ Run (6)

For jumping:
(βw ≤ σy ≤ βj) ∧ (Cy ≤ φj) ⇒ Jump (7)

where σy is the standard deviation of the window along y-axis. βs, βw, βr, and
βj are the standard deviation thresholds for standing still, walking, running, and
jumping activities, respectively. φw, φr, φj are the crossing point thresholds for
walking, running, and jumping activities, respectively.

Based on the training data, the standard deviation and crossing point thresh-
olds were extracted from the maximum values of standard deviation and the
minimum values of the crossing points within each activity. Table 1 summarizes
the threshold values used in the proposed algorithm.

Table 1. The threshold values used for dynamic activity classification

Activity SD(β) Crossing Count(φ)

Standing 0.005 0
Walking 0.034 3
Running 0.154 4
Jumping 0.115 2
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To recognize the dynamic activities, a sliding window of size 1 second, with
a 0.5 second shift is used. This time interval was estimated from the highest
possible speed observed for a jump, which is approximately once per second.

4 Model Validation and Experimental Results

To validate the performance of the proposed activity recognition algorithm, an-
other group of 11 subjects,aged between 5 and 33 years old, were asked to wear
the e-AR sensor on any ear while performing the following activity routine:

stand - run - tilt left - tilt right - walk - jump - run - stand - tilt left - walk - tilt
right - jump - tilt left - walk - tilt right - jump - stand - run

The activity recognition algorithm has been implemented in a testing software
which shows the recognition results on the screen monitor in real-time. During
the experiment, the results displayed on the monitor were recorded by an ob-
server, while another observer kept the record of the actual activities performed
by the test subjects. The two results are then compared to assess the accuracy
of the algorithm.

Table 2. Confusion matrix shows the performance of the proposed real-time activity
recognition algorithm when applied on 11 test subjects

Standing Left Tilt Right Tilt Walking Running Jumping

Standing 33 0 0 0 0 0
Left Tilt 0 33 0 0 0 0
Right Tilt 0 0 33 0 0 0
Walking 0 0 0 32 0 0
Running 0 0 0 1 33 1
Jumping 0 0 0 0 0 32

Accuracy 100% 100% 100% 96.96% 100% 96.96%

Table 2 illustrates the confusion matrix of the obtained results. It can be
observed that the static activities can classified with almost perfect accuracy.
One instance of the walking activity were misclassified as running, which can
be because of the close relationship between the two activities. Different people
have different walking and running speeds. Fast walking performed by a subject
could be considered as running in another. A misclassification from jumping to
running can be due to the bouncing effect after the jump. In average, an overall
accuracy of 98.987% was achieved.

The activity recognition algorithm was then integrated into Dogsperate Es-
cape for usability testing. Several subjects were asked to play the game freely.
The recognition time of activities was observed by comparing the actions per-
formed by the game character with the actual activities performed by the player.
Since the game allows player to only jump or move in left and right directions,
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Table 3. Recognition time for activities used in the game

Activity Recognition Time

Left Tilt ≤ 0.3 second
Right Tilt ≤ 0.3 second
Jumping ≤ 1 second

walking and running are not tested in the game. It has been observed that
switching the sensor location from right to left ear does not affect the recogni-
tion accuracy of the proposed algorithm. After the subjects finished playing the
game, comments and suggestions were collected for further improvement of the
system. Table 3 shows the recognition time for activities used in the game.

5 Conclusions

This paper presents an interactive game control based on a wireless BSN device
equipped with a 3D accelerometer. A real-time activity recognition algorithm for
detecting basic movements of the user has been proposed. The use of temporal
features implies that there still exists some delay in the game character’s response
to user input. However, from user feedback, once the window size is reduced to
below 1 second, the response time can satisfy most players who played the game.
Further reduction of window size can lead towards faster response time in a trade
of recognition accuracy.

In general, the experimental results show that the algorithm performs well in
a real-time gaming environment. The players can control the character in the
game with acceptable accuracy regardless of their location. While playing the
game, the players need to perform multiple activities such as tilt left, tilt right,
and jumping continuously, giving them a good exercise while having a fun and
exciting experience through the gameplay.
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