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Preface

It is our pleasure to welcome you to the proceedings of the 4th European Con-
ference ServiceWave 2011, held in Poznan, Poland, October 26–28. ServiceWave
2011 was the fourth edition of the ServiceWave conference series and the second
edition to be part of the Future Internet week. The ServiceWave conference se-
ries is the premier European forum for practitioners, researchers, and educators
to discuss the most recent innovations, trends, experiences and concerns and to
set the agenda for research on the future converged Internet of content (IoC),
services (IoS), things (IoT) and related network of the future (NoF) technologies.
ServiceWave fosters cross-community excellence by bringing together industrial
and academic experts from various disciplines such as cloud computing, business
process management, distributed systems, computer networks, wireless and mo-
bile communication networks, grid computing, networking, service engineering,
service science and software engineering.

This year’s scientific track especially sought reports of novel ideas and tech-
niques that enhance service-oriented computing as well as reflections on current
research and industrial practice towards a future converged Internet by scoping
the Call for Papers around the following four topics:

– Business Services: dealing with ideas and techniques that allow expressing,
understanding, representing, and managing business processes in a service-
oriented manner

– Cloud Computing: discussing the potential of emerging techniques and tech-
nologies to contribute to a European Cloud Computing Strategy

– Security, Privacy and Trust: taking us from a fragile current Internet to a
trustworthy Future Internet bridging the virtual and physical worlds

– Service Engineering Fundamentals: dealing with topics around fundamen-
tal engineering techniques that allow us to move toward a Future Internet
Service Infrastructure

The ServiceWave program features high-quality contributions from the above-
mentioned research areas. In addition to the presentations of the peer-reviewed
papers (each submitted paper was reviewed by at least three reviewers) the
ServiceWave program included 14 invited scientific track presentations and three
invited presentations held in a dedicated FI-PPP session. The papers of both
types of presentations are included in these proceedings.

Moreover, there was a joint ServiceWave, FIA and FIRE demonstration
evening, for which 14 demonstrations were accepted based on a two-page ex-
tended abstract as well as a short video of the actual demonstration. Reviewers
found the videos especially helpful in forming an opinion about the scope and
maturity of each demo. Accepted demonstrations cover a wide spectrum of tech-
nology and application domains.



VI Preface

Above all, ServiceWave was a collaborative effort. First of all, we would like
to thank the authors for providing the content of the program. We would like
to express our gratitude to the Program Committee and external reviewers,
who worked very hard in reviewing papers and providing suggestions for their
improvements.

We would also like to thank the organizers of the two full-day workshops
EDBPM and OCS as well as the four half-day workshops CT4CS, NESSOS,
MONA+ and WAS4FI, which were held on the last day of the conference, for
their effort. We also thank Michel Cezon and Andreas Metzger for managing
the workshop selection process, Josema Cavanillas for serving as Industry Track
Chair, the organizing team from Poznan for hosting the Future Internet week
and helping us in setting up the next edition of ServiceWave and last but not
least the NESSI team which again did a great job in promoting the event.

Finally, we thank all the sponsors of ServiceWave 2011 who contributed gen-
erously to the smooth running of the working conference itself. We hope that
you will enjoy reading the proceedings as much as we enjoyed preparing them.

October 2011 Andrea Zisman
Ignacio Martin Llorente

Mike Surridge
Witold Abramowicz

Scientific Track Chairs

Julien Vayssière
Demonstration Chair

Klaus Pohl
General Chair
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Orchestrating Security and System Engineering for Evolving Systems
(Invited Paper) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Fabio Massacci, Fabrice Bouquet, Elizabeta Fourneret, Jan Jurjens,
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Integration of an Event-Based Simulation

Framework into a Scientific Workflow Execution
Environment for Grids and Clouds

Simon Ostermann, Kassian Plankensteiner, Daniel Bodner,
Georg Kraler, and Radu Prodan

University of Innsbruck, Austria,
Institute of Computer Science

{Simon,Radu,Kassian.Plankensteiner}@dps.uibk.ac.at,
{Daniel.Bodner,Georg.Kraler}@student.uibk.ac.at

Abstract. The utilisation of Grid and Cloud-based computing environ-
ments for solving scientific problems has become an increasingly used
practice in the last decade. To ease the use of these global distributed re-
sources, sophisticated middleware systems have been developed, enabling
the transparent execution of applications by hiding low-level technology
details from the user. The ASKALON environment is such a system,
which supports the development and execution of distributed applica-
tions such as scientific workflows or parameter studies in Grid and Cloud
computing environments. On the other hand, simulation is a widely ac-
cepted approach to analyse and further optimise the behaviour of soft-
ware systems. Beside the advantage of enabling repeatable deterministic
evaluations, simulations are able to circumvent the difficulties in set-
ting up and operating multi-institutional Grid systems, thus providing
a lightweight simulated distributed environment on a single machine. In
this paper, we present the integration of the GroudSim Grid and Cloud
event-based simulator into the ASKALON environment. This enables
system, application developers, and users to perform simulations using
their accustomed environment, thereby benefiting from the combination
of an established real-world platform and the advantages of a simulation.

1 Introduction

Scientific computing has an increasing demand for fast and scalable execution
environments to deliver results for growing problem sizes in a reasonable time.
Few years ago supercomputers were the only way to get enough computation
power for such tasks. Afterwards, the high performance sector moved from ex-
pensive special supercomputer architectures to more affordable and easier to
expand clusters and computational Grids. Recently, a new trend called Cloud
computing introduces a new operational model by which resource ownership is
moved from individual institutions to specialised data centres from which re-
sources are rented on-demand only when and for how long they are needed. This

W. Abramowicz et al. (Eds.): ServiceWave 2011, LNCS 6994, pp. 1–13, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



2 S. Ostermann et al.

shift has the potential of significantly lowering the operational costs of occa-
sionally used resources and eliminates the burden of hardware deprecation. In
previous work [11], we have shown that a combination of Grid and Cloud systems
can represent a reliable and powerful hybrid platform for scientific computing.

ASKALON [6] is a software middleware that eases the use of distributed
Grid and Cloud resources by providing high-level abstractions for programming
complex scientific workflow applications by using either a textual XML repre-
sentation or a graphical UML-based diagram. Beside this, different middleware
services support the user with sophisticated mechanisms for transparent schedul-
ing and execution of the applications on the underlying Grid and Cloud hardware
resources. All important events that characterise each application execution are
logged into a data repository used for postmortem analysis and visualisation.

Besides execution of applications in real Grid and Cloud environments as
supported by ASKALON, simulation is an alternative technique to analyse a
real-world model which has several important advantages: it delivers fast re-
sults, it allows for reproducibility, it saves costs, and it enables the investigation
of scenarios that cannot be easily reproduced in reality. To support such simu-
lations, we developed in previous work GroudSim [10], an event-based simulator
written in Java that provides an improved scalability compared to other related
approaches [2]. GroudSim supports modelling of Grid and Cloud computational
and network resources, job submissions, file transfers, as well as integration of
failure, background load, and cost models. In this paper we present the integra-
tion of the GroudSim simulator into the ASKALON environment to allow the
user to execute simulation experiments from the same environment used for real
applications. This allows a unique interface to be used for these two tasks which
significantly facilitates this dual experimental process.

The paper is organised as follows. We start with a short introduction of the
used software packages in Section 2 followed by architectural details about the
combination of these parts in Section 3. Experimental results from real and
simulated workflow executions are presented in Section 4 and related work is
given in Section 5. Section 6 concludes the paper.

2 Background

In this section we present in more detail the two main components of the
presented integrated approach: the GroudSim simulation framework and the
ASKALON workflow execution system.

2.1 GroudSim

GroudSim is a Java-based simulation toolkit for scientific applications running on
combined Grid and Cloud infrastructures. GroudSim uses a discrete-event sim-
ulation toolkit that consists of a future event list and a time advance algorithm
that offers improved performance and scalability against other process-based
approaches used in related work [14]. The developed simulation framework sup-
ports modelling of Grid and Cloud computational and network resources, job
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submissions, file transfers, as well as integration of failure, background load, and
cost models. A sophisticated textual and visual tracing mechanism and a library-
independent distribution factory give extension possibilities to the simulator: a
new tracing mechanisms can be easily added by implementing new handlers or
filters in the event system, and additional distribution functions can be included
by adding a new library and writing an appropriate adapter. GroudSim focuses
on the Infrastructure as a Service area of Cloud computing and is easily extend-
able to support additional models like Cloud storage or Platform as a Service.

Previous work [12] has shown the usefulness of this simulation package for
investigation of provisioning optimisations for Cloud computing. The drawback,
however, was that the simulation experiments had to be programmed using a
different interface than the one used for real applications, which required addi-
tional effort in the design and execution of experiments. These drawbacks are
eliminated with the integration into a workflow system presented in this work.

2.2 ASKALON

ASKALON is a Grid application development and computing environment. Its
aim is to support application developers by providing a set of high abstraction
tools that shields them from the complexity of the underlying infrastructure such
as Grid and Cloud technologies.

ASKALON supports primarily the workflow programming paradigm describ-
ing a graph of activities or computational tasks encapsulating atomic functional-
ity and interconnected through control flow and data flow dependencies. For the
composition of such a workflow, ASKALON provides a graphical user interface,
as shown in Figure 1, through which application developers can conveniently
assemble activities, define their execution order, and decide which activities can
be executed in parallel.

Once the workflow has been created, every individual installation on a Grid
or Cloud site (called activity deployment) has to be registered in a software
management module. Finally, the user can execute the workflow transparently
without taking care about where and how each activity is executed. It is the
task of the ASKALON middleware to determine the available hardware resources
with corresponding deployments and to transparently create job and file transfer
executions to gain the “best” overall performance. These decisions can depend on
the number of free CPUs, their clock speed, network bandwidths, authorisation,
and many other parameters.

UML Modelling and AGWL. ASKALON provides a graphical user inter-
face to create workflows in an intuitive and user-friendly fashion. A workflow is
represented as an Unified Modelling Language Version 2.0 diagram that sup-
ports elements specific to Grid computing. The format to store information
about a workflow is defined in the XML-based Abstract Grid Workflow Lan-
guage (AGWL). Supported constructs include basic activities and sub-activities,
control flow (sequence, if, switch, while, do, for, parallel, parallel for) and data
flow constructs (input and output ports). For the UML representation, a model
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Fig. 1. The user interface of ASKALON using to create UML based workflows and to
execute and monitor them

checker for testing its correctness and a model traverser which finally creates an
AGWL description which can be handed over to the execution engine is provided.

Execution Engine. The Execution Engine (EE2) is the central service capa-
ble of distributing the workflow activities to available resources in their correct
order. To provide the required functionality, it uses performance prediction and
scheduling services for optimised mapping of the workflow activities on the avail-
able Grid and Cloud resources. The scheduling is done just-in-time, meaning
that each activity is scheduled to a free resource when all of its dependencies
are resolved and a resource capable of executing it is available. This just-in-
time scheduling is possible due to the usage of the EE2’s internal queue that
postpones the execution of tasks with unsolved constraints.

GridARM. Grid ASKALON Resource Manager (GridARM) is responsible for
managing physical resources. It provides mechanisms for Grid resource discov-
ery and selection by performing state and capacity checking. Furthermore, it
supports reservation, co-allocation, negotiation, and notification mechanisms.

GLARE. While GridARM focuses on physical resources, the Grid Level Activ-
ity Registration, Deployment and Provisioning Framework (GLARE) is a ser-
vice for managing software resources, which supports the registration of software
components along with build and installation scripts. This enables automatic de-
ployment on resources and simplifies the use of new hardware into the Grid. In
order to separate the description of the functionality of an activity from and the
actually deployement, GLARE distinguishes between activity types and activ-
ity deployments. Activity types are a high-level description of the functionality,
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Fig. 2. Single container architecture of the simulation-based ASKALON services

defining its name and input and output parameters with their corresponding
data types. Activity deployments contain information specific to an actual de-
ployment on a machine, for example installation paths or concrete names of input
files. The application developer is shielded from these low-level information and
can concentrate on the high-level activity types.

3 Architecture

Figure 2 shows the architecture of the workflow simulation system integrated
in the ASKALON environment. The workflow composition tool connects to a
regular execution engine, requiring no changes on the end-user’s side. When
simulating large workflows, the ASKALON services and GroudSim exchange
a large amount of messages for jobs, their execution states and the resources
available. Hence, a single container architecture for ASKALON and GroudSim
is used when possible to reduce Web service communication overhead between
the components, while otherwise all messages have to be sent through Web
service calls as it is done in real executions. For each main ASKALON service
(i.e. GridARM/GLARE and EE2), we added a thin adaptor responsible for the
communication between the existing implementation and the new simulation
package in the single container mode. One of the key features of the integrated
simulation is the transparent processing of all involved ASKALON events leading
to simulated results with the same system state and accessible with the same
interface as for real workflows. The existing monitoring mechanisms and the used
data repository for tracing and logging executions can be used for the analysis
of simulated workflows. Their execution is stored in a separate database to avoid
influence on any prediction services that rely on historical data of real executions.

Figure 3 shows the simulation module and its connection to the ASKALON
services in detail. The most interesting part of this architecture is the mod-
ular structure leading to a new encapsulated simulation package and several



6 S. Ostermann et al.

Fig. 3. GroudSim core and adapted ASKALON services

additional adaptors for transferring relevant data streams to the simulator. This
results in minimal changes to the ASKALON source code and minimises the side
effects to the regular execution mode. The GroudSim core and the GroudSim-
ASKALON-Bridge (GAB) are the new components of the system, which are
tightly coupled to enable a fast and scalable simulation. The interfaces between
the GAB and the adaptor functionality in ASKALON are realised using the Sin-
gleton pattern. As the enactment engine and the simulation module are running
in the same Java Virtual Machine, Singleton-objects can be accessed by both of
them. Furthermore, this allows the usage of reflection mechanisms to avoid cre-
ating hard dependencies between the different software modules, especially when
using the non-simulation mode. On the left hand side of Figure 3, the simulation
console monitors and configures the properties of the simulation environment.
As all components to be monitored are executed within a Globus [13] container,
the information processed by the simulation console has to be transferred via
SOAP messages.

The architecture of the GroudSim core consists of several modules depicted
in the bottom of Figure 3, which collaborate internally and act as interfaces to
communicate with the GAB. The two central parts of the simulation framework
are: (1) the event system stores information about what events should happen
and when they should happen and (2) the simulation engine is responsible to
let the events happen at well-defined moments in time. Events can simulate
job executions, file transfers, availability of resources (including failures), and
background load. The other components of the GroudSim Core are:

Resource module that manages the simulated resources and communicates
them to GridARM/GLARE;

Synchronisation module which allows synchronisation of the simulation time
and the time used by the execution engine. When the EE2 is generating new
tasks and submits them to the simulator, the simulator must wait until all
current tasks are submitted before the simulation time can be advanced;
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Background loader adds additional load to the resources if necessary wither
by using traces from the Grid workload archive [8] or synthetic distribution
functions;

Failure generator which handles the failure rates for jobs, file transfers and
resources following stochastic distributions;

Stochastic framework that offers different stochastic distribution functions,
which can be used for calculating queuing times, submission times, execution
times, failure rates or background loads.

Tracing module which is used to store the simulated execution events to a file
for analysis or debugging.

4 Evaluation

We evaluated the integration of the GroudSim simulator into ASKALON by
first testing it with a synthetic workflow consisting of a parallel for loop with
different number of iterations. The simulation was set up to show the possible
extreme cases of executions with a minimum and maximum number of messages
exchanged between the EE2 and the simulator. The evaluation continues with
comparison of real workflow executions with simulated ones, conducted to match
as close as possible the original executions but within a much shorter period of
time. The simulations were executed on a Dual-core Opteron processor with 2.6
gigahertz running Java 1.5 and Linux.

4.1 Simulation Times
GroudSim has a module to measure execution times, installed as a listener
to the enactment engine’s workflow status events. The times measured in the
ASKALON and simulation modules running in the Globus container can be
split into three time phases:

ASKALON: The time which can be uniquely assigned to the ASKALON ser-
vices. This includes the time consumed by the enactment engine, the work-
flow processing and scheduling, as well as its calls to the GridARM and
GLARE services.

GroudSim: The time spent in the simulation of the hardware and the task
execution, including the time spent on processing events. These events are
responsible for staring, stoping, or failing tasks and resources and for control-
ling when the simulator has to pause and give the control back to ASKALON.

Synchronisation: This time is needed for synchronisation, which is necessary
for a correct simulation. In the real world, a Grid site can start executing a
job as soon as it is submitted. Due to synchronisation, the simulation has to
be paused until all work that can be scheduled just-in-time is injected into the
simulation, otherwise the time would be advanced too early and jobs would
reach the simulator at the wrong point of time. Without this synchronisation,
the simulation would start running as soon as a job is submitted to the
simulator. This would not simulate a parallel execution, as the simulation of
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Fig. 4. Performance results for a sequential Grid site

the first job is already finished before the enactment engine can submit the
next job, which might be executable in parallel. This time phase therefore
represents the execution time of ASKALON when the simulator has work to
perform, but it is not allowed to.

4.2 Sequential Grid Sites

The experiments shown in Figure 4 were run on a simulated Grid site with
one CPU. The intention of this experiment is to analyse the performance of
ASKALON’s services and its simulation overhead for sequential execution of a
workflow. This test shows the worst possible case for the simulation integration,
as for each job a synchronisation of the engine and of the simulator is needed.
The simulator never has more than a few events to process and works therefore
rather inefficient. The experiments were run for 32 to 8,192 iterations of the
parallel loop, which implies the simulation of up to 8,192 tasks and the same
number of context switches between the enactment engine and the simulation
module.

Figure 4a shows that ASKALON uses the dominant part of the overall execu-
tion time. With increasing number of executed tasks, the share stabilizes to 50%
while GroudSim uses less then 10%. The other big part is spent doing synchroni-
sation, which would not be needed for this special scenario as jobs are executed
sequentially and the simulator could immediately start each job request it re-
ceives. This sequential scenario is untypical for execution of workflows and was
therefore not optimised allowing this overhead analysis. The evaluation of this
experiment shows the linear increase in execution time proving the scalability of
the simulation for this special case of sequential execution (see Figure 4b).

4.3 Parallel Grid Sites

The setup for the second experiment series assumes a sufficient number of CPUs
in the Grid to execute the workflow with maximum parallelism. This allows
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Fig. 5. Performance results for a parallel Grid site

the execution engine to submit all jobs of a parallel for loop to the simulator
before the simulation starts. Therefore, the number of synchronisations between
the engine and the simulator is minimum for this setup. The experiments were
repeated between 128 and 8,192 iterations of the parallel loop, which implies the
simulation of up to 8,192 tasks and a static number of two switches between the
enactment engine and the simulation module.

Figure 5a shows the time spent in the different simulation phases. The huge
amount of synchronisation is due the large amount of parallel tasks. When the
first task is submitted for execution, the simulation could start, but needs to
wait for the EE2 to finish submitting the current batch of submittable jobs.
In this experimental setup, the synchronisation time is hiding most of the time
used by ASKALON. The GroudSim time, on the other hand, stays below 20%
for all workflow sizes. The execution time displayed in Figure 5b shows again a
linear increase. Overall, the execution times for this scenario are faster than the
previous ones as less context switches are needed for the simulations.

4.4 Simulation versus Execution

The previous simulation experiments have shown that it is possible to use the
combination of ASKALON and GroudSim in a scalable way for two simple paral-
lel workflows and different resources. To verify the correctness of the simulation
environment, we executed a real-world workflow called Montage with 649 activ-
ities in the Austrian Grid and a private Cloud-based on the Eucalyptus middle-
ware and hardware that has a performance similar to Amazon EC2 c1.medium
instances, and compared the real execution trace with the simulated one.

Figure 6 shows Gantt charts of the real and simulated executions of a sub-
set of the Montage workflows containing 27 activities (for readability reasons)
generated using the ASKALON monitoring tool. The real execution took 1,180
seconds (about 20 minutes), while the workflow simulation needed four seconds
to simulate the same execution and had a simulated runtime of 1,290 seconds
(21.5 minutes). The experiment shows that the scheduling and the execution
of the simulated workflow is comparable with the real execution. The runtime
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(a) Real execution on the Austrian Grid.

(b) Simulated execution.

Fig. 6. Comparison of a Montage workflow execution and simulation

Table 1. Run-times of all executed workflows and their simulated executions

Workflow Number Total Average Real Simulation
name of number of activities execution time

runs activities per run time [hours] [min.]

Blender 432 131,501 305 41.20 17.2
LinMod 62 100,042 1,620 24.89 12.1
Montage 158 359,946 2,300 78.40 58.5
PovRay 182 78,402 430 1,156.98 9.4
WIEN2k 673 207,256 310 108.21 29.3

Total 1,507 877,293 580 1,409.68 126.0

difference of 110 seconds is due the inaccuracies of the prediction service used
for deciding the activity and file transfer execution times used in the simulation,
whose inaccuracy is within a 10% range.

The real workflows executed using the ASKALON environment last several
hours in most cases. Many of these executions are synthetic runs for tuning the
middleware and the underlying methods, which could be significantly improved if
simulation would replace all expensive executions done on real hardware. Table 1
provides a summary of the execution of several workflow applications submitted
to the Austrian Grid using ASKALON. A submission of about 900,000 activities
to GroudSim leads to a simulation duration of 20 seconds when a simple simu-
lation is run without any other overheads, i.e. scheduling and resource manage-
ment. Executing the same amount of workflows and activities using ASKALON
and simulating their execution has a higher duration of about two hours. The
major part of the execution is consumed in the EE2 and its communication
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with the other services, and only a marginal part of this execution (30 seconds)
represents simulation overhead. As the simulator does not get all activities of a
workflow execution simultaneously as it has to execute them in the order given
by the workflow and wait for EE2 and the scheduler, it cannot reach its peak
performance and requires 50% longer than when using synthetic jobs.

As all workflows executed were different and of many different sizes, we ap-
proximate the simulation workflow size for our evaluation matching the average
number of activities per workflow, as listed in Table 1. Analysing the sum of
all executions leads to an total average of 580 processed activities per executed
workflow and 310 to 2,300 activities for the individual workflows. Simulation of
these executions took 2.5 to 19 seconds leading to an overall simulation runtime
of 126 minutes for the complete set of workflows (more than 1,500 workflow
runs). This results in a speedup of about 700 compared to the real execution on
the Grid and Cloud, which took more than 1,400 hours (58 days). The presented
approach can therefore significantly reduce the time to validate new research
ideas in the area of scheduling or resource provisioning and it closes the gap of
developing simulation scenarios which are normally evaluated and, if successful,
ported to the real system.

5 Related Work

GridSim [14] is a simulation toolkit for resource modeling and application schedul-
ing for Grid computing. It uses SimJava [9], a process-based discrete event sim-
ulation package, as its underlying simulation framework. As it runs a separate
thread for each entity in the system it has a poor runtime performance com-
pared to GroudSim [10]. Evaluation results show that the toolkit suffers from
memory limitations when simulating more than 2, 000 Grid sites concurrently
on a certain machine. CloudSim [2] is an extension of GridSim for modeling and
simulating Cloud infrastructures and shows the same scalability problems.

SimGrid [4] is a framework that provides the core functionality for the simu-
lation of distributed applications to evaluate peer-to-peer algorithms and other
heuristics on Cluster and Grid environments. SimGrid’s approach is comparable
to the one used in GroudSim, but uses C instead of Java as the main develop-
ment language, which does not allow a simple and effective integration into the
ASKALON project written in Java. Moreover, SimGrid does not address the
simulation of Cloud infrastructures.

GridFlow [3] is an agent-based Grid middleware that supports execution and
simulation of workflows which has important limitations compared to our ap-
proach. GridFlow simulates a workflow before it is executed to estimate the
schedule time and it has no support for Cloud resources or modification of the
scheduling scenarios as the environment parameters are used. Our approach al-
lows to read the system state from an information service (like the Monitoring
and Directory Service) to provide similar scenarios and to customize the resource
set using a graphical user interface.

The simulation framework presented in [7] is used for trace-based simulations,
does not support Cloud environments, and is not related to a real execution
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framework. The framework provides no easy possibility to prove the correctness
of the simulations results, as opposed to our approach.

There are many more Grid-related simulation frameworks like OptorSim [1],
CasSim [15] and GangSim [5] which are more specialized than our generic ap-
proach which covers a broader range of possible simulation scenarios including
Clouds and real executions.

6 Conclusion

Scientific workflows often have execution times of multiple hours, days or even
mounth, even when using a large number of cores from several Grid and Cloud
systems. Simulation of these executions, which is decoupled from the execution
system itself, is a common technique to allow an easier and faster application
development and optimisation of the target middleware system. With the inte-
gration of a simulation framework into an existing development and execution
environment, we close the gap between synthetic simulations and real executions.
The presented combination of a scalable simulation framework with a real-world
scientific workflow environment is a novel approach helping at simplifying the
research process of new scheduling and resource management mechanisms for
Grid and Cloud computing through simulations complemented by real world
executions. The user is faced with a single user interface and no longer needs
to create a separate simulation environment for the targeted real application
execution to evaluate new optimisation and tuning ideas.
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Abstract. In this paper, we present an approach of the Web application (as a 
service) for data mining oriented to the multidimensional data visualization. 
The stress is put on visualization methods as a tool for the visual presentation of 
large-scale multidimensional data sets. The proposed implementation includes 
five visualization methods: MDS SMACOF algorithm, Relative MDS, 
Diagonal majorization algorithm, Relational perspective map, SAMANN. A 
cluster for parallel computation is used by Web service for the visual data 
mining. The service is of free access to the user community for data 
visualization. 

Keywords: Web Service, Large-Scale Multidimensional Data, Visualization, 
Data Mining, Parallel Computing. 

1   Introduction 

Interaction between humans and machines is one of the areas in computer science that 
has evolved a lot the last years. Progresses and innovations are mainly due to 
increases in computer power and technology of interactive software. It is also the 
result of new ways of considering the interaction with computers and the role of 
computers in everyday life. Real data of natural and social sciences are often high-
dimensional ([1], [2]). It is very difficult to understand these data and extract patterns. 
One way for such understanding is to make visual insight into the analyzed data set 
([3], [4]). To analyze multidimensional data we often use one of the main instruments 
of data analysis – data visualization or graphical presentation of information. The 
fundamental idea of visualization is to provide data in the form that would let the user 
to understand the data, to draw conclusions, and to influence directly a further process 
of decision making. Data visualization is closely related to dimensionality reduction 
methods that allow discarding interdependent data parameters, and by means of 
projection methods it is possible to transform multidimensional data to a line, plane, 
3D space or other form that may be comprehended by a human eye. 

Objects from the real world are frequently described by an array of parameters 
(variables) 1 2, ,..., nx x x . Any parameter may take some numerical values. Let us have 

m points 1 2( , ,..., )i i i i
nX x x x= , 1,...,i m=  ( i nX R∈ ). Denote the whole analyzed data 
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set by 1{ ,..., }.mX X X=  The pending problem is to get the projection (or 

visualization) of these n-dimensional points iX , 1,...,i m=  onto the plane 2R . Two-

dimensional points 1 2 2, ,..., mY Y Y R∈  correspond to them. Here 1 2( , )i i iY y y= , 

1,...,i m= . In Fig. 1, we present an example of visual presentation of the data table 
(initial dimensionality n=6) using Multidimensional scaling method [3]. The 

dimensionality of data is reduced from 6 to 2. Here points 4X , 6X , 8X , 19X  form 
a separate cluster that can be clearly observed visually on a plane and that cannot be 
recognized directly from the table without a special analysis. It is much easier for a 
human to observe, detect, or extract some information from the graphical 
representation of these data (to detect the presence of clusters, outliers or various 
regularities in the analysed data) than from the raw number. Therefore, the goal of the 
projection methods is to represent the input data items in a lower-dimensional space 
so that certain properties of the structure of the data set were preserved as faithfully as 
possible ([5], [6]). The projection can be used to visualize the data set if a sufficiently 
small output dimensionality is chosen [3]. 

 

Fig. 1. Visual presentation of the multidimensional data 

Visualization of a large-scale multidimensional data can be combined with new 
ways of interacting with a computer using Web service. It leads to the study of the 
visualization process and to the development of new computing architectures and 
software tools for the visual display and exploration of such data. Web services are 
typically application programming interfaces that are accessed via Hypertext Transfer 
Protocol and executed on a remote system hosting the requested services. 
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Web services are self-contained, self-describing modular applications that can be 
published, located, and invoked across the Web ([7], [8]). Web services refer to a set 
of software applications or components developed using a specific set of application 
programming interface standards and Internet-based communication protocols. The 
objective is to enable these applications or components to invoke function calls and 
exchange data among themselves over the standard Internet infrastructure. Web 
services provide a standard means of interoperating between different software 
applications, running on a variety of platforms and/or frameworks. The Web services 
architecture is an interoperability architecture: it identifies those global elements of 
the global network that are required in order to ensure interoperability between Web 
services. By integrating new powerful technologies into multidimensional data 
visualization systems, we can get higher performance results with additional 
functionalities. The basic idea behind Web services is that a specific functionality of 
software running on one machine of an enterprise is accessible to another machine 
running at another enterprise using specific protocols over the Internet. Providing 
seamless access to systems functionality without downloading the software is the 
main concept behind Web services. 

In this paper, we focus on the idea of the Web application which provides 
multidimensional data visualization functionality. We try to combine the well-known 
visualization methods with modern computing possibilities including Web-based 
architectures and parallel computing. 

2   Background of the Web-Based Service for Visualization 

Nowadays, computer systems store large amounts of data. Due to the lack of abilities 
to explore adequately the large amounts of collected data, even potentially valuable 
data becomes useless and the data of databases dumps. Visual data exploration, which 
aims at providing an insight by visualizing the data and information visualization 
techniques, can help to solve this problem. A human being can comprehend visual 
information easier and more quickly than the numerical one. Data visualization allows 
people to detect the presence of clusters, outliers or regularities in the analyzed data. 

Several systems are proposed that provide web-based distributed visualization 
methods, e.g., Weka4ws (http://grid.deis.unical.it/weka4ws/), Faehim (http://users. 
cs.cf.ac.uk/Ali.Shaikhali/faehim). These systems are rather powerful and include 
different data mining techniques. However, these systems require a specific 
knowledge and need to be installed on user's PC. The work with these systems is 
rather complicated, especially if we want to get a visualization of the data set 
analyzed without installing specific software and using only the Internet. In our 
approach, the access to the visualization service is possible from any location with 
internet connectivity independently of the used platform. The computational work is 
done using a high-performance parallel cluster, with only user's interaction with the 
client (without downloading and installing the system). 

The Web application for multidimensional data visualization provides a web-based 
access to several visual data mining methods of different nature and complexity that, 
in general, allows a visual discovery of patterns and their interpretation in 
multidimensional data. The developed software tool allows users to analyze and 
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visualize large-scale multidimensional data sets on the Internet, regardless of time or 
location, as well as to optimize the parameters of visualization algorithms for better 
perception of the multidimensional data. 

To achieve a high performance in large-scale multidimensional data visualization, 
the parallel computing has to be exploited. Parallel applications, including scientific 
ones, are now widely executed on clusters and grids. For the large-scale 
multidimensional data visualization, a high-performance parallel cluster has been 
used in our implementation. The cluster differs from the network of workstations in 
security, application software, administration, and file systems. The important feature 
of the cluster is that it may be upgraded or expanded without any essential 
reconstructions. 

The proposed Web application simplifies the usage of five visualization methods 
and makes them wide-accessible: MDS SMACOF algorithm [3] – a version of Multi-
dimensional scaling (MDS), Relative MDS [9], Diagonal majorization algorithm [10], 
Relational perspective map (RPM) ([11], [12]), SAMANN ([5], [13]). The Web 
application is evolving from its first version [14] by extending functionality and 
capabilities. 

3   Visualization Methods 

We use nonlinear dimensionality reduction methods as a tool for visualization large-
scale multidimensional data sets. Several approaches have been proposed for 
reproducing nonlinear higher-dimensional structures on a lower-dimensional display. 
The most common methods allocate a representation of each data point in a lower-
dimensional space and try to optimize these representations so that the distances 
between them are as similar as possible to the original distances of the corresponding 
data items. The methods differ in that how the representations are optimized. 

Multidimensional scaling (MDS) [3] refers to a group of methods that is widely 
used. The starting point of MDS is a matrix consisting of pair wise dissimilarities of 
the entities. In general, the dissimilarities need not be distances in the mathematically 
strict sense. There exists a multitude of variants of MDS with slightly different cost 
functions and optimization algorithms. 

The goal of projection in the metric MDS is to optimize the projection so that the 
distances between the items in the lower-dimensional space would be as close to the 
original distances as possible. 

Denote the distance between the points iX  and jX  by *
ijd , and the distance 

between the corresponding points in the projected space ( iY  and jY ) by ijd . In our 

case, the initial dimensionality is n, and the resulting one is 2.An objective function 
(stress) to be minimized can be written as 
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Usually weights ijw  are used as follows: 
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The weight may be chosen depending on the visualization goals. For example, the 
second weight is used when we focus on small distances in original space nR . 

Various types of minimization of (1) are possible ([3], [15]): a Gradient Descent, 
SMACOF (Scaling by MAjorization a Complicated Function) [3], Conjugate 
Gradient, Quasi-Newton Method, Simulated Annealing, Combination of Genetic 
Algorithm and Quasi-Newton’s Descent Algorithm [15]. 

The problems with the classical MDS algorithm are faced when we have to 
visualize a large data set or a new data point needs to be projected. In the standard 
MDS, each point needs to be compared with all other points (in each iteration). Thus, 
the MDS method is unsuitable for large datasets: it takes much computing time or 
there is not enough computing memory. Various modifications of MDS have been 
proposed for visualization of large datasets: Steerable multidimensional scaling 
(MDSteer) [16], Incremental MDS, Relative MDS [9], Landmark MDS [17], 
Diagonal majorization algorithm (DMA) [10] and etc. In the Web application 
proposed, the metric Multidimensional Scaling SMACOF algorithm has been used. 

The MDS algorithm does not offer a possibility to project new points on the 
existing set of mapped points. To get a mapping that presents the previously mapped 
points together with the new ones requires a complete re-run of the MDS algorithm 
on the new and the old data points. The main idea of the Relative MDS method [9] 
(which can be easily used for visualizing new points) is to take a subset of the initial 
multidimensional data set (basic data set) and then map the basic data set, using the 
MDS. As a second step, the remaining points of initial data are added to the basis 
layout using the relative mapping. 

Various types of minimization of the stress function (1) are possible. It is possible 
to use the Guttman majorization algorithm based on iterative majorization and its 
modification so called diagonal majorization algorithm. Guttman majorization 
algorithm is one of the best optimisation algorithms for this type of minimization 
problem ([3], [18]). 

Diagonal majorization algorithm (DMA) was proposed in [10]. DMA attains 
slightly worse projection error than Guttman majorization algorithm, but computing is 

faster. Iterative computations of two-dimensional coordinates 1 2( , ), 1,...,i i iY y y i m= =  

are based not on all distances *
ijd  between multidimensional points iX  and jX . This 

allows us to significantly speed up the visualization process and to save the computer 
memory essentially. 

The relational perspective map (RPM) method ([11], [12]) visualizes 
multidimensional data onto the closed plane (torus surface) so that the distances 
between data in the lower-dimensional space would be as close as possible to the 
original distances. The RPM method also gives the ability to visualize data in a non-
overlapping manner so that it reveals small distances better than other known 
visualization methods. 
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The combination and integrated use of data visualization methods of a different 
nature are under a rapid development. The combination of different methods can be 
applied to make a data analysis, while minimizing the shortcomings of individual 
methods. The MDS got some attention from neural network researchers ([13], [19]). 
A feed-forward neural network is utilised to effect a topographic, structure-
preserving, dimension-reducing transformation of the data, with an additional facility 
to incorporate different degrees of associated subjective information. A specific 
backpropagation-like learning rule (SAMANN) has been developed to allow a normal 
feed-forward artificial neural network to learn Sammon’s mapping in an unsupervised 
way ([5], [13], [20]). The network is able to project new multidimensional points after 
training. The architecture of the SAMANN network is a multilayer perceptron where 
the number of input vectors is set to be the input space dimension, n, and the number 
of output vectors is specified as the projected space dimension. 

The analyzed visualization algorithms are iterative or partially iterative which 
means that parallelization of these algorithms is not effective because of the 
expensive costs of data transmition between the processors of a parallel computing 
cluster in these algorithms. It was suggested to use a sequential version of algorithms 
and to apply MPI (Message Passing Interface) technology in order to make possible 
the usage of multiple processors of the cluster. Each processor runs the algorithm 
from a different starting position. 

4   Web Service for Multidimensional Data Visualization 

The Web service architecture ([21], [22]) for multidimensional data visualization is a 
three-layer model (Fig. 2): Client Interface, Web service Middleware and Data 
Visualization Component. The Client Interface and Data Visualization Component 
layers are the main parts of the system. 

 

Fig. 2. The Web service architecture 
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The Client Interface provides a way to define the processing routine for the given 
data in order to manage the visualization process. The client is responsible for the 
presentation of the data set to be visualized. Data Visualization Service is responsible 
to process data according to the created processing routine. 

The Data Visualization Component layer contains the algorithms meant for 
multidimensional data visual presentation. Since the visualization typically involves 
large-scale data sets, the efficiency saving can be extremely important. A 
computational cluster has been provided as the hardware system meant for performing 
visualization processes. In our case it is possible to run parallel visualization 
components that communicate through MPI. MPI is a significant component of the 
programming and execution application on clusters.  

The analyzed visualization methods are based on iterative algorithms whose parallel 
versions are not effective. Using a cluster we can run the algorithms simultaneously on 
different computers from different random starting solutions. In this paper, we suggest 
to use the design and implementation of the Web Service Middleware that connects the 
Client Interface and the Data Visualization Component running on a computational 
cluster. The Web Service Middleware structure is presented in Fig. 3. It includes 
Frontend Node (Server) and the local computer network controlled by the Frontend 
Node. In our realization, the function of the local computer network is allocated to the 
computer cluster (for parallel computations). Such architecture gives us an opportunity 
to solve large-scale data visualization problems, where a client does not care for 
computational resources and their proper usage. 

At first, a client sends the data to the Data Visualization Component. In our case, 
five methods are included for visualizing multidimensional data: MDS (SMACOF 
algorithm), Relative MDS, DMA, RPM and SAMANN. These methods have been 
chosen for testing the architecture. Relative MDS, DMA and SAMANN are 
designated to visualize large-scale multidimensional data. In future, the set of options 
for visualization would be extended.  

 

Fig. 3. The Web Service Middleware structure 
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In the Client Interface (Fig. 4), it is possible to choose (and to change) such 
parameters: 

─ Number of processors (in our realization we can use 1–16 processors); 
─ Maximum number of iterations; 
─ Method for a multidimensional data visualization (MDS SMACOF algorithm, 

Relative MDS, DMA, RPM, SAMANN); 
─ Strategies of forming and initializing the set of basis points (on the line, random, 

maximal dispersion, principal component analysis); 
─ Maximal computing time (sometimes it is important to fix the computing time 

working with a large data sets); 
─ Upload the client’s dataset for visualization (a text file containing table of real 

numbers – m rows and n columns); 
─ Maximal number of visualization cycles (the current problem may be solved 

several times with different initial data and the best result is presented to the 
client). 

 

Fig. 4. Client interface: visualization methods and settings 

In the Client Interface (Fig. 5), user also can check the status of his task. 
Fig. 6 demonstrates the visualization results. User can get a more information 

about the analyzed dataset: 

• Distribution of the projection error on the basic of the fixed number of 
experiments. We can see the data set projection error distribution and its 
changes with an increase in the number of iterations of the projection 
algorithm. 

• Dependence of the projection error on the iteration number. In the exploration 
of projection error distribution, it is important to see the error distribution 
boundaries when the number of iterations increases. 

• Dependence of the computing time on the iteration number. 
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Fig. 5. Client interface: a status of the tasks (visualization process) 

 

Fig. 6. Client interface: visualization results 

More experiments (see Figures 7–8) are carried out with the following two  
data sets: 

─ Ellipsoid dataset (20 50-dimensional spheres) [23], where m=1115, n=50 
which contains 20 clusters. The dataset have been visualized using MDS 
SMACOF algorithm (Fig. 7); 

─ Thyroid Disease dataset [24], where m=7200, n=21. The dataset have been 
visualized using Relative MDS using 10% of the basis points (Fig. 8). 
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Fig. 7. Visualization result: projection of the Ellipsoid dataset 

 

Fig. 8. Visualization result: projection of the Thyroid Disease dataset 
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5   Conclusions 

In this paper, an approach and architecture have been proposed for visualization of 
large-scale multidimensional data, using Web service technologies. This should 
extend the practical application of multidimensional data analysis and, particularly, 
visualization techniques. 

The paper focuses on visualization methods as a service for the visual pattern 
recognition in large-scale multidimensional datasets. The proposed service simplifies 
the usage of visualization methods that are often very sophisticated and include a lot 
of the know-how of their developers. In our case, five methods for the 
multidimensional data visualization are included: MDS (SMACOF algorithm), 
Relative MDS, DMA, RPM and SAMANN. These methods have been chosen for 
testing the architecture and approach. In future, the set of options for visualization 
should be extended. For example, recently new directions in multidimensional data 
visualization became popular and find applications: various architectures of neural 
networks ([4], [5]) and nonlinear manifold learning methods [25]. The service is of 
free access to the user community for data visualization. 

Depending on the data set and visualization methods the computations may take 
the sufficiently large amount of time. The advantage of the service is that the user 
may not wait for the visualization results online. When computations are completed, 
the user can download the results at any time he wants. 

The main advantage of the proposed approach is that it stimulates the visual data 
mining and pattern recognition in large-scale multidimensional datasets. It may be 
integrated into some service oriented architecture environment that enables dynamic, 
interconnected business processes, and delivers highly effective application 
infrastructures for all business situations, e.g. using WebSphere [26] software. 
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Abstract. Current cloud-based service offerings are often provided as
one-size-fits-all solutions and give little or no room for customization.
This limits the ability for application developers to pick and choose of-
ferings from multiple software, platform, infrastructure service providers
and configure them dynamically and in an optimal fashion to address
their application requirements. Furthermore, combining different inde-
pendent cloud-based services necessitates a uniform description format
that facilitates their design, customization, and composition. Hence, there
is a need to break down the monolithic offerings into loosely-coupled
cloud services offered by multiple providers that can be flexibly cus-
tomized and (re-)composed in different settings. We propose in this paper
the Blueprint concept - a uniform abstract description for cloud service
offerings that may cross different cloud computing layers, i.e. software,
platform and infrastructure. Using the proposed Blueprint Template for
engineering cloud service offerings will solve these shortcomings and sub-
sequently lower the barrier to entry for cloud computing.

Keywords: Cloud Service Engineering, Uniform Design Template,
Blueprint for Cloud Computing, Interoperability and Portability.

1 Introduction

Recently, the field of cloud computing, where computational, infrastructure and
data resources are available on-demand from a remote source, has become hugely
popular. One of the reasons for its popularity is because cloud computing gives
the option to outsource the operation and maintenance of IT tasks, allowing
organizations and their employees to concentrate on their core competencies.

The US National Institute of Standards and Technology (NIST) defines three
delivery models for services in the cloud, or cloud services [1]: 1) Software-
as-a-Service (SaaS), 2) Platform-as-a-Service (PaaS), and 3) Infrastructure-as-
a-Service (IaaS). By combining different cross-layered, independent networked
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cloud service offerings from one or more providers we can compose Service-Based
Applications (SBAs) to perform a desired end-to-end function. Cloud services
and SBAs are ideally matched since the flexibility of cloud computing provides
the fabric through which SBAs can be constructed and deployed.

However, despite these advantages, there are a two main issues that need to
be considered carefully when migrating (parts of) a SBA to ‘the cloud’. The
first problem concerns the issue of multi-tenancy of the cloud services used to
compose a SBA; current cloud services are often provided as one-size-fits-all
solutions and give little or no room for customization. For example, this well-
known vendor lock-in issue prevents the customization of the cloud platform
and infrastructure through which SaaS applications are provided and monolithic
SaaS offerings are likely to be ineffective in meeting the business requirements of
several consumers. Therefore, there is clearly a need to provide a more effective
and flexible method for SBA developers to select, customize and aggregate cross-
layered cloud services, i.e. software, platform and infrastructure services, offered
by several providers in the cloud.

Secondly, creating SBAs in the cloud and integrating them with other cloud
service offerings is a sophisticated task. When designing, deploying and operating
a SBA across several cloud service providers, difficulties can arise due to the
inconsistency of cloud resource descriptions and interfaces and the fact that
proprietary technologies are an entry barrier, especially to Small-and-Medium
Enterprises (SMEs), due to the lack of IT staff dedicated to cloud computing
development and operations. Consequently, cloud computing remains largely
within the domain of established players.

To allow the flexible design and deployment of customized SBAs in a timely
manner, we envision a common foundation to address the way cloud services are
designed, engineered and provided though the cloud. Our work revolves around
the Blueprint concept - an abstract description of cloud service offerings that
may cross different cloud computing abstraction layers, i.e. SaaS, PaaS and IaaS
offerings. We believe that the barrier to entry for cloud computing can be lowered
and SMEs-empowered through a common standardized Blueprint Template that
provides a common structure, syntax and semantics for cloud service providers
to abstractly (i.e., independent of implementation) and unambiguously describe
their offerings on multiple abstraction layers. Such a template will allow a cloud
service to be designed, engineered, and provided in a uniform way, and hence to
be composed across several providers. Our ultimate aim with the proposed tem-
plate is to provide a tool that supports the SBA developers to select, customize
and compose various cross-layered cloud service offerings according to their ap-
plication requirements, rather than just proposing ‘yet another standard’ for
cloud computing.

The rest of this paper is structured as follows: Section 2 presents a scenario
to be used as an example for defining the blueprint. In Section 3, we review
the related work and describe how the lack of a uniform representation for
cross-layered cloud services fails to meet the scenario’s requirements. Section 4



28 D.K. Nguyen et al.

proposes a blueprint template as the approach for developing cloud service of-
ferings. Finally, Section 5 draws some conclusions and future issues.

2 Motivating Scenario

This section presents a simplified version of an enterprise computing scenario
developed for the EC’s 4CaaSt project1. As the scenario shows, it requires a
uniform description for cloud service offerings to exist so the design, configura-
tion, and deployment of a cloud-based SBA can occur. The scenario contains a
number of information entities and we refer to a particular one using a Univer-
sally Unique IDentifier (UUID). As will be seen in Section 4, the UUIDs will be
used for identifying particular information entities in our sample blueprints. The
scenario in Figure 1 contains four actors, each of which is now described.

CE1 and CE2 are two providers of an open source composition engine. The
offering of CE1 (uuid=CE1-PaaS) is already a complete PaaS, i.e. the engine
is hosted on an in-house JEE platform and Linux server, and connected to the
outside through a 3Gbit Ethernet link. Furthermore, the engine supports the
SOAP and REST protocols for Web Service communications, as well as SIP
protocol for telecom interactions. The offering of CE2 (uuid=CE2-PaaS) has
a similar configuration, except they use Windows server and their Ethernet is
only 2Gbit. However, both these offerings are monolithic, since they are already
preconfigured and no customization of the underlying resources is allowed.

The telecom service provider, Tele1, provides a basic SMS Delivery SaaS
(uuid=SMS-Delivery-SaaS) through two alternative configurations. They pro-
vide a binary artefact written in Java (uuid=art-sms-delivery) and requires a
composition engine for the deployment. Tele1 has set up business with both
CE1 and CE2 by signing a contract to use both the CE1-PaaS and CE2-PaaS.
Their system integrators are responsible for deploying the art-sms-delivery on
one of these two external PaaS, depending on the customer selection.

AutoInc is an established SME and has spotted a business opportunity pro-
viding fleet vehicle management in the Netherlands. They plan to deploy their
business functions as a Vehicle Management (VM) SaaS (uuid=VM-SaaS), since
this provides ubiquitous and common access for their prospective customers, e.g.,
logistics companies and car-hiring providers. To implement the solution, AutoInc
has contracted a software consultancy who wrote the vehicle management soft-
ware in Java. The software requires a JEE application server (uuid=AutoInc-
Req01) including a Servlet v2.5 container (uuid=AutoInc-Req02) for the web
interface, and 2 instances of MySQL database (uuid= AutoInc-Req03) for record-
ing the vehicle’s location together with its characteristics, such as to which com-
pany it belongs to, its type and capacity. The software hence contains 3 main
artefacts: the application core binary (uuid= AutoInc-Art01) as a jar file and a
configuration file (uuid=AutoInc-Art02) to be deployed on the prospective JEE
application server, and a configuration and setup file (uuid=AutoInc-Art03) for
the prospective MySQL database.
1 EC’s 7th Framework project 4caasT: http://4caast.morfeo-project.org/

http://4caast.morfeo-project.org/
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Fig. 1. Cloud Service Offerings Scenario

To maintain the predefined Quality of Service (QoS) level, AutoInc has also
QoS requirements for the prospective platform’s resource requirements. The JEE
application server should ensure a throughput ≥ 100 req/s and a response time
≤ 3s. For the prospective MySQL DB, throughput requirement is relaxed to
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≥ 80req/s while the response time requirement remains the same. AutoInc has
also derived several infrastructure requirements for the machines hosting the
platform resources and the connecting network links. It requires the prospective
JEE Application server to be connected to the outside through 2 lines of 2Gbit
network link (uuid=AutoInc-Req05), and with the MySQL database through
a 3Gbit network link (uuid=AutoInc-Req04). Both the JEE Application Server
and the MySQL DB must be deployed on Intel Dual core machine with the
processor ≥ 2Ghz (uuid=AutoInc-Req06).

AutoInc also has some invariant constraints prescribing that the whole end-
to-end system must have throughput ≥ 80 req/s and availability ≥ 99% on 24/7,
and all the data must be stored only within the Netherlands.

Furthermore, in the future AutoInc foresees that some of their prospective
customers will prefer an SMS service for dispatching new work to vehicles, and
decide to include this feature in their VM-SaaS offering. They cooperate with
the telecom company Tele1 for acquiring its SMS-Delivery-SaaS. In order to
seamlessly interact with the SMS-Delivery-SaaS, AutoInc needs to understand
the required APIs and the communication protocols specified by Tele1. Further-
more, due to some performance and economic reasons, AutoInc chooses the first
configuration offered by Tele1, in which the underlying composition engine and
its required resources are actually provided by yet another provider, the CE1
PaaS provider. As AutoInc also wants their VM-SaaS to interact with the SMS-
Delivery-SaaS, the CE1-PaaS is required to be connected with the prospective
AutoInc-Req04 network link of AutoInc.

In summary, AutoInc has designed their VM-SaaS offering as a SBA, since
the required platform and infrastructure resources and the SMS delivery software
service are not under their direct control. This is the distinguishing characteristic
of a SBA from a component-based application. Furthermore, in order to enable
the further development and deployment of this SBA, AutoInc needs to specify
the to-be architecture definition that describes which artefacts should run on
which resources and how the resources are connected to or deployed on each
other. Figure 1 visualizes also the to-be architecture definition.

In the next section we demonstrate how existing approaches lack the ability to
complete this scenario, which leads to the motivation for our Blueprint concept.

3 Evaluation of Related Work

The motivating scenario described above indicates the need for a uniform rep-
resentation that can accurately describe the capabilities, resource requirements,
and architecture definition of cloud infrastructure, platforms and software ser-
vices across different vendors. However, cloud computing is a relatively new
research area and very little existing research addresses our research objective.
We first review some related work addressing the lack of standardization for de-
scribing cloud services that results in the well-known vendor lock-in problem. [2]
addresses the vendor lock-in problem that prevents the interchangeability and
interoperability between cloud services and presents a state-of-the-art in both
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standardization efforts and on-going projects. Similarly, the ability to manip-
ulate, integrate and customize cloud service descriptions across different cloud
providers has also been recognized in [3], which has IaaS, application and de-
ployment orchestrators, but falls short of proposing a solution for the problem
at hand.

Much recent work on standardizing the description of cloud services concen-
trates mostly on the infrastructure level, and does not cover the complete cloud
computing picture. As an example, the DMTF has exhibited proven standards,
such as the Open Virtualization Format (OVF)2 that provides open packaging
and distribution formats for virtual machines. [4] uses the OVF to define a ser-
vice definition language for deploying complex Internet applications in federated
IaaS clouds. These applications consist of a collection of virtual machines (VM)
with several configuration parameters (e.g., hostnames, IP and other applica-
tion specific parameters) for software components (e.g., web server, application
server, database, operating system) included in the VMs. Similarly, [5] targets
the interoperability between the federated clouds by providing a collection of
proposals for ‘Intercloud’ protocols and formats. However, these approaches tar-
get only the interoperability and portability between data centers, i.e. only on
the infrastructure level.

Approaching the standardization for cloud services from the different perspec-
tive, the Model Driven Engineering (MDE) research community has realized the
benefit of combining MDE techniques with SaaS development and suggested
combining MDE with cloud computing [6]. As the article describes, there is no
consensus on the models, languages, model transformations and software pro-
cesses for the model-driven development of cloud-based SaaSs. Following the
MDE vision, [7] proposes a meta-model that allows cloud users to design appli-
cations independent of any platform and build inexpensive elastic applications.
From their point of view, a cloud application is a software provided as a ser-
vice that should avoid the vendor lock-in problem concerning the underlying
platforms. This meta-model however describes only the capabilities and techni-
cal interfaces of the cloud application service. Similarly, [8] presents a different
customer-centric cloud service model. This model concentrates on aspects such
as the customer subscription, capability, billing, etc., yet does not cover other
technical aspects of the cloud services including the technical interfaces of the
cloud services, the elasticity, the required deployment environment, etc. Other
existing models, e.g. [9], also lack a formal structure and definitions (reducing
their usability and reusability) or are not explicit and assume tacit knowledge.

Apart from the need to have a uniform description for cloud service offerings
to avoid vendor lock-in, another requirement is to specify in the description the
resource requirements and constraints necessary for cloud service development,
as shown in the scenario in Section 2. The Cafe application and component
templates in [10] are maybe the most relevant approach for cloud-based appli-
cation development that provides templates for ad-hoc compositions of physical
cloud resource components. However, this approach requires the developers to

2 DMTF Open Virtualization Format (OVF), http://www.dmtf.org/standards/ovf

http://www.dmtf.org/standards/ovf
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possess deep technical knowledge of the physical cloud topology on which their
applications may be composed and deployed. Furthermore, resource discovery
in Cafe cannot retrieve resource components that satisfy end-to-end policy and
quality-of-service (QoS) constraints. In practice, an attempt to provide template
for utilizing cloud services for application development is available from Ama-
zon through their AWS CloudFormation product3. This template provides AWS
developers with the ability to specify a collection of AWS cloud resources and
the provisioning of these resources in an orderly and predictable fashion. Nev-
ertheless, this template works only for AWS cloud platform and infrastructure
resources and thus lacks interoperability and portability.

In summary, existing work mostly aims to propose standards for only certain
aspects and thus fails to cover the full picture of cloud computing , e.g. pro-
viding models and formats for only infrastructure resources, or describing only
the functional specification. Furthermore, these standardization efforts do not
aim to assist the cloud-based SBA developers to select, customize and compose
various cross-layered cloud services across vendors according to their application
requirements. We propose the Blueprint concept in the next section as a uni-
form representation to capture the comprehensive knowledge of a cloud service
offering to support SBA developers during the various development phases.

4 Blueprint Template for XaaS Offerings

We define a Blueprint as a uniform abstract description of a cloud service of-
fering that abstracts away from all specific technical details and complexities to
facilitate the SBA developers with the selection, customization and composition
of cross-layered cloud services across various vendors. The proposed Blueprint
Template is located on the left-hand side of Figure 2. Using the template, the
blueprint provider can describe (instantiate) blueprints that capture their cloud
service offerings. In the middle of Figure 2, two sample instantiated Blueprints
are introduced that capture the offerings of AutoInc and Tele1 in the motivat-
ing scenario from Section 2. The right-hand side of the figure describes some
blueprint extensions, which are the add-on data structures, the QoS profile cap-
turing the QoS properties and the Policy profile capturing the policy properties
for the blueprints. These add-on extensions can be described using a variety
of existing languages or templates such as the RuleML4, WS-Policy5, SLAng6,
etc., and will not be discussed further. The Blueprint Template is divided into
template sections, each has a set of proposed properties. Please note that the
template is extensible, i.e. if more properties are needed in a particular section,
they can be added using the following data structure {property name, property
type, [property value range]}. In the following, each template section is dissected
with a proposed set of properties.
3 Amazon: Aws cloudformation, http://aws.amazon.com/de/cloudformation/
4 http://ruleml.org/
5 http://www.w3.org/TR/ws-policy/
6 http://uclslang.sourceforge.net/

http://aws.amazon.com/de/cloudformation/
http://ruleml.org/
http://www.w3.org/TR/ws-policy/
http://uclslang.sourceforge.net/
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Fig. 2. The Blueprint Template and Sample Instantiated Blueprints

4.1 Basic Properties

Most importantly, the Basic Properties section contains an id (BlueprintID)
using the UUID type for uniquely identifying a blueprint. This id is used for
indexing a blueprint in the blueprint repository as well as referencing the in-
cluded blueprints in case one would like to offer a blueprint containing a bundle



34 D.K. Nguyen et al.

of other included offerings. Apart from the id are the description, ownership,
version information, and release date of the blueprint. While other properties
can be described using primitive types, the ownership may need a more sophis-
ticated data structure, e.g. a StakeholderProfile complex type that contains the
name of the blueprint provider, its industry sector, location information, etc.

4.2 Offering Section

We assume there is only one cloud service offering in each blueprint. However,
a bundle of offerings can still be described in a single blueprint that references
to other included ones. Inclusion references are specified in another template
section (see section 4.5).

The functional capability of the cloud service offered in a blueprint should be
described in such a way that the consumer can fully understand and query it
from a blueprint repository. Initially, the capability follows a simple string-based
approach that allows only simple search and selection of blueprints. To enable
a more accurate categorization of blueprints in the repository supporting more
accurate search and matching, we suggest using the OVF standard for PaaS and
IaaS offerings, and the service capability description template in [11] for SaaS
offerings, instead of a simple string-based capability description.

The Service Signature is included in the blueprint to describe information
for each functionality of the offering: the functionality description, the technical
interfaces exposed to the blueprint consumers, the elasticity offering, the QoS
offering, and the policy rules that constrain the offering. Functionality can be
described by a simple string-based text or using external templates. Technical
interfaces include the API location to download necessary APIs and an endpoint
location for programmatic interactions with the cloud service. The APIs include
not only libraries but also documentation for programming the client-side such
as which protocols can be used to access the cloud service. Elasticity is specified
in terms of the minimum and maximum number of instances of the cloud service
(Range Nr Of Instances) provided to consumers. QoS properties of the cloud
service can be specified in a number of separate profiles (QoS Profile) using
an add-on templates or external languages, e.g. WS-policy, SLAng, etc. Hence,
the blueprint template allows the specification of the UUID pointers referencing
these separate profiles. Similarly, the policy rules that constrain the cloud service
offering can be specified in existing rule languages in a separate policy profile
(Policy Profile) that can be referenced using the UUID pointer.

4.3 Implementation Artefacts Section

This section is not used by the blueprint consumers, but is important for the
system integrators who are responsible for the deployment and provisioning of
this blueprint, as it contains the technical information of the artefacts that im-
plement the cloud service offering. Each artefact has the following information:
an artefact id for uniquely identifying an artifact, an artefact name, an artefact
type indicating whether this artefact is a software binary, a composition script,
a database startup file or some other kinds of configuration files, an artefact
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location for downloading, and some artefact dependencies pointing to the other
artefacts that have to be executed before executing this one.

Examples of implementation artefacts can be found in Figure 2. AutoInc-
Art01 is the UUID of a software binary called VM Core module that can be
downloaded from a given URL. However, it depends on another artefact AutoInc-
Art02, which is a provided configuration file that has to be executed before one
can actually deploy the AutoInc-Art01 artefact.

4.4 Resource Requirements Section

A list of cloud resource requirements needed for deploying a blueprint is speci-
fied in this section. This specification guides the system integrators to search for
the necessary cloud services offerings in a blueprint repository. Each resource re-
quirement is specified with a resource ID, the required functionality, the required
Range Number of Instances, and a set of references pointing to QoS Profiles and
Policy Profiles that contain the QoS properties and the policy constraints of this
resource requirement. Similarly to the offering section, the required functionality
can be described using a simple string-based text or, in a more expressive way,
using the external add-on templates, and the associated QoS and Policy Profiles
can be described using an existing external language.

As an example of resource requirements in Figure 2, the VM-SaaS blueprint
needs 1 instance of the resource JEE Application Server. This requirement has
a unique id AutoInc-Req01 and is associated with some required QoS properties
defined in the AutoInc-Req-QP01 profile, which prescribes that the required
resource should respond faster than 3s and provide the throughput greater than
100 requests per second.

4.5 Virtual Architecture Topology (VAT) Section

The VAT section specifies the to-be architecture definition of a blueprint using
the graph data structure that captures the following relationships:

– Inclusion relationships: This relationship describes the nesting relationships
between blueprints. There exist also inclusion relationships between the re-
source requirements indicating that a required cloud resource should be pro-
vided together with another cloud resource.

– Link relationships: A Link relationship in the VAT describes an abstract
link between two elements, e.g. between two resource requirements or be-
tween a blueprint and a resource requirement, in the architecture topology.
This topology helps the system integrator with the provisioning of the to-be
system architecture, i.e. how to organize the available cloud resources.

– Requirement relationships: This relationship indicates a deployment depen-
dency between two elements, e.g. an implementation artefact needs a re-
quired resource for its deployment.
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Fig. 3. A sample VAT graph of the AutoInc Scenario

Figure 3 illustrates the VAT graph of the VM-SaaS blueprint of AutoInc in
the scenario from Section 2. This graph indicates:

– The VM-SaaS blueprint requires the SMS-Delivery-SaaS blueprint of Tele1.
– The AutoInc-Art01 artefact requires a JEE application server (AutoInc-

Req01 ) that includes a Servlet v2.5 container (AutoInc-Req02 ).
– The required JEE application server (AutoInc-Req01 ) is connected to two

lines (i.e. two instances) of network link 2Gbit (AutoInc-Req05 ).
– AutoInc decides to use the SMS-Delivery-SaaS with a configuration that

uses the external CE1-PaaS offering of CE1. Hence the CE1-PaaS should
be connected to the AutoInc-Req04 network link of AutoInc.

In summary, the VAT is an essential part of the Blueprint Template that specifies
the to-be architecture topology of a blueprint. In the further development phases
of the blueprint, the resource requirements in the VAT need to be fulfilled by
searching and selecting appropriate blueprints from the blueprint repository.

4.6 Invariants Section

Invariants are the end-to-end global constraints that must not be violated by
the blueprint and its resource requirements. The blueprint provider can specify
the resource constraints that prescribe the conditions for all the cloud resources
needed for the blueprint, as well as the QoS and policy constraints in separate
QoS Inv Profiles and Policy Inv Profiles respectively.

For example, in Figure 2 the provider of the VM-SaaS prescribes two resource
invariant constraints stating that all the network links required for the VM-SaaS
must be Ethernet and only asynchronous communications are allowed between
the resources. He also constrains his VM-SaaS with further QoS invariants such
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as the throughput of the service must always be ≥ 80req/s and its availability
must be ≥ 99% on 24/7. Data storage for the VM-SaaS must be only within
the Netherlands, according to the policy invariant constraint. Since all these
constraints are the global end-to-end invariants specified for the VM-SaaS, the
required SMS-Delivery-SMS and CE1-PaaS are also constrained by them.

5 Conclusion and Future Work

In this paper we propose the Blueprint concept as the common foundation to ad-
dress the design, engineering and provision of cross-layered services through the
cloud. By using the Blueprint Template, cloud service providers can seamlessly
participate in the creation of a true business ecosystem where applications, plat-
forms and infrastructures from different providers can be traded, customized and
combined. Such a business ecosystem has been exemplified by applying the tem-
plate for a running scenario throughout the paper. We are currently finalizing a
prototype application that allows to design, query and compose cloud-based ser-
vices using the XML schema of the proposed blueprint template. In the future,
we intend to use this application for conducting an empirical study with our
industry partners in the 4caasT project such as Ericsson, SAP, and Telefonica.
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Abstract. Addressing the management challenges for a multitude of
distributed cloud architectures, we focus on the three complementary
cloud management problems of predictive elasticity, admission control,
and placement (or scheduling) of virtual machines. As these problems
are intrinsically intertwined we also propose an approach to optimize the
overall system behavior by policy-tuning for the tools handling each of
them. Moreover, in order to facilitate the execution of some of the man-
agement decisions, we also propose new algorithms for live migration of
virtual machines with very high workload and/or over low-bandwidth
networks, using techniques such as caching, compression, and prioritiza-
tion of memory pages.

Keywords: Autonomous cloud management, proactive elasticity con-
trol, admission control, cloud governance, scheduling, placement, live
virtual machine migration.

1 Introduction

Recent advantages in virtualization combined with multi-tenancy enables cloud
infrastructure providers to perform large-scale provisioning of compute or data
intensive services. Such a cloud appears to the service (content) provider as a sin-
gle system always delivering sufficient capacity, where service capacity also can
be increased or decreased rapidly to meet workload fluctuations. Despite these
recent advances significant research challenges remain in terms of how to achieve
e.g., flexibility, robustness, cost-efficiency, and sustainability of cloud infrastruc-
tures [2,27,28,29]. Our ongoing efforts combines distributed systems and auto-
nomic computing technologies with the overall aim of creating a self-managed
elastic cloud infrastructure. Prominent features of the envisioned infrastructure
include seamless integration of local resources and capacity leased from external
infrastructure providers, as well as the ability to migrate virtual infrastructures,
in parts or as a whole, e.g., for continued provisioning over planned system down-
time, fault tolerance, or performance improvements by moving services closer to
end-users or service components closer to each other.

W. Abramowicz et al. (Eds.): ServiceWave 2011, LNCS 6994, pp. 38–49, 2011.
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Our contributions are based on the assumptions that cloud infrastructures
will be available as private (for an organization’s in-house use) and public (ca-
pacity acquired from external providers), that they will be used in isolation or in
a variety of conceptually different combinations, and that they will be internal
or external to individual organizations or cross-organizational consortia. In par-
ticular, following Ferrer et.al. [14], we address bursted private clouds (a service
provider having a private cloud infrastructured with possibility to expand using
external clouds), federated clouds (infrastructure providers using partners to en-
sure the capacity needed to serve the service providers that are their customers),
and multi-clouds (service providers working directly with multiple external in-
frastructure providers). The management challenges in focus are not specific to
any of the scenarios, but are rather derived from a single cloud deployment ab-
straction meeting the needs for all three scenarios. For the elastic cloud to be
self-managed, challenges lie both in dynamicity of service behavior (with rapid
demands for capacity variations and resource mobility) as well as in the scale of
resources to manage in future cloud environments.

With the rapidly increasing size of computing systems and the growing com-
plexity of interconnected systems, system management is growing in complexity
to a scale necessitating new behavioral abstractions and models for autonomic
computing [17]. Due to the nonlinearity of emergent local behavior, it is intrinsi-
cally challenging to understand the mappings between local and global behavior
and the effects of local and global management actions. New behavioral and
managerial abstractions are needed, together with extended methods for dis-
tributed or hierarchical control, leveraging learning and optimization theory as
well as automated statistical modelling. As a first step, we need to understand
the fundamental limits of what global behaviour can be achieved and evaluate
autonomic methods for such management challenges.

We are focusing on the three management problems of admission control (de-
ciding whether to accept a new service request or not) for safe overbooking of
elastic services and long-term capacity planning, placement (or scheduling) for
optimal mapping of service components in cloud infrastructures comprised of
many datacenters, and proactive elasticity to rapidly adjust capacity allocation
to variations in demand. As these three problems are intrinsically interwined we
are also proposing a governance approach to optimize the overall system behav-
ior by tuning policies for the management tools handling each of these problems.
Due to the complexity of the problems at hand, all of them being affected by
several factors and requiring timely decisions under high uncertainty, as well as
the large scale of the envisioned cloud infrastructures, our solutions to these four
management optimization problems include a wide range of techniques. More-
over, in order to facilitate the rapid enforcement of VM management decisions,
we also focus on algorithms for live migration of VMs. The aim here is to lower
service downtime and reduce network infrastructure overhead, in particular for
migration of very high workload VMs and/or over low-bandwidth networks.

Figure 1 outlines a conceptual cloud architecture and illustrates the interac-
tions between admission control, placement, and elasticity. The figure also shows
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Fig. 1. Conceptual cloud architecture showing interactions between key management
functionalities

how governance mechanisms can be used to harmonize the policies and settings
for these management operations and how live migration enable re-placement of
VMs to continously optimize service and infrastructure operation.

In summary, this contribution identifies and presents partial solutions to
a set of fundamental algorithmic challenges that in systems-oriented research
[7,9,10,14,19,24,28,29] have been identified as central to cloud infrastructure
management. The solutions to these chalenges all to raise the abstraction level in
order to substantially optimize cloud resource management, e.g., to enable man-
agement of significantly larger systems, to optimize management with respect
to obectives expressed to a higher degree in non-functional terms relevant to
objective business level objectives, and to provide significantly more optimized
lower-level management tools.

2 Predictive Elasticity Control

A key feature of cloud infrastructures is elasticity which is the ability of the
cloud to automatically and rapidly scale up or down the resources allocated to a
service according to the current demand on the service while enforcing the per-
formance or capacity based Service Level Agreements (SLAs) specified. It should
be possible to scale resources either by changing the number of VMs (horizontal
elasticity) or by changing the size of the VMs (vertical elasticity) depending on
the application’s storage, memory, network bandwidth, and computate power
requirements. An example is a three-tier application with a bandwidth intensive
tier-1, a memory and compute intensive tier-2, and a storage and memory inten-
sive tier-3. Notably, a single service may be associated with more than one type
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of load, such as compute power, memory requirements, memory bandwidth and
network capacity. Scaling decisions might be needed in case of a change either
the total capacity required or in a change in the load mix of the service [32].

The elasticity decisions should ideally be able to forecast in advance a change
in the load of a service to be able to react to unexpected load changes faster than
the rate of change of the load, i.e., in a few seconds. This requires fast and reliable
algorithms for usage predictions. We propose a hierarchical control approach
with a multi-tier elasticity manager where each tier has a controller composed
of separate low-level controllers determining memory, bandwidth, storage and
CPU requirements. Using the lower-level controllers’ output as input to a higher
level decision making component, the controller may issue elasticity decisions for
each tier. Currently, there is no available elasticity technique that by far takes
into account anything else than very basic parameters. Few current solutions
actually go beyond simple reactive (non-predictive) threshold-based allocation
adjustment [16,36,39].

We address this problem through the design of a hybrid controller that com-
bine both reactive and proactive components to be used as a lower level controller
[1,14]. In our controllers, scale-up is achieved using the reactive component while
scale down operations are based on predictive decisions using adaptive propor-
tional control. We have designed two adaptive proportional controllers for scale
down that reduce the SLA breakage rate by one tenth compared to a totally
reactive controller using thresholds [1,14]. There is a cost incurred though for
this reduction which is the percentage of over-provisioned servers.

3 Admission Control for Safe Overbooking

The decision to accept or reject a new elastic service request is one of the key
decisions of an infrastructure provider as the services admitted will generate
profit at the end or, in case too many or capacity demanding services are ad-
mitted, cause loss of profit and bad reputation. Notably, at admission time it
is not known how the elasticity requirements will affect future capacity needs.
Based on an assumption that not all admitted services will have peaks in demand
at the same time, infrastructure providers are expected to perform substantial
overbooking w.r.t. the maximum expected capacity per service (e.g., similarly
to how airline companies sell more tickets than they have seats and how net-
work providers multiplex datalink bandwidth). Hence, the ability to determine
optimal overbooking is crucial for using resources as efficiently as possible while
not extensively breaking established SLAs. A unique characteristic of the in-
frastructure provider admission control problem is that whereas network traffic
oscillations are extensively studied and rather well understood [13,15,18,23] much
less is known about the elasticity properties of service workloads.

An opportunity for providers, but also a complicating factor is that not only
service capacity demand varies over time but also available resources. Cloud
federation and cloud bursting may allow an infrastructure provider to aquire
additional server resources from other providers. Restrictions for outsourcing of
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service workloads, economic implications of doing so, as well as policies, ranging
from continuous utilization of subcontracted resources to restricting bursting
and federation only to SLA violation mitigation in peak load scenarios, all af-
fect the admission control problem. Notably, implications of admission control
have rather different time-scales for compute and storage resources, as storage
capacity variations are of more long-term character and data is far more costly
to migrate.

We propose that this problem is handled with two approaches ideally to be
used in combination. The first approach, extending on results from statistical
multiplexing of network bandwidth, is to make each admission control decision
based on an elasticity analysis for the currently admitted services over a relevant
set of time periods, in order to predict the future resource availability. The
elasticity analysis includes calculation of probability distributions of load for each
service over short to medium time and for the aggregated service workload per
cloud over long term. An admission control decision will be made by combining
these predictions with very short term ones obtained from elasticity and applying
the overall provisioning (governance) policies with respect to risk level. Notably,
profiling the new service with respect to elasticity is key for successful admission
control.

The second approach is to model the problem as a Markovian decision pro-
cess and apply reinforcement learning and approximate dynamic programming
methods to solve it. Notably, decisions using reinforcement learning for the new
service requires historical data for a representative service. Hence, application
profiling, e.g., as previously done for overbooking problems in scheduling on time-
shared computers is highly relevant also to overbooking in cloud environments
[40]. Notably, reinforcement learning is particularly beneficial when comparing
short term and long term profits. For related reading, see [8,11,21,22,33].

4 VM Placement (Scheduling)

Given a set of admitted services and the availability of local and possibly re-
mote resources, there are a number of VM placement problems to be solved.
For example, VM placement may be subject to minimize cost and achieve cer-
tain hardware consolidation levels while complying to SLAs such as providing
a certain compute, network, and storage capacity, fulfill requirements for (anti-
)affinity (not on the same server, in same datacenter, etc), or even constraints
with respect to power consumption [3,11,12,37,41]. Given the dynamic nature
of clouds, with significant changes over time both in demand (due to service
admission or elasticity actions) and supply (resulting, e.g., from fluctuations in
resource availability or off-hours discounts at external partners, etc.), VM place-
ment decisions need to be renewed regularly. Since changes in placement requires
migration of already running VMs, migration costs need to be part of the equa-
tion, including overhead due to migration downtime, infrastructure capacity loss
and monetary loss, etc.

We address the VM placement problem with combinatorial optimization for-
mulations. With a given number of VMs, each VM’s instance type (typically the
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size), current placement, and cost functions for VM provisioning and migration
as input, suitable allocation of VMs across local servers and remote datacenters
can be determined. For a tradeoff between quality of solution and computation
time, we consider a range of methods, from optimal solutions through inte-
ger programming solvers, to approximations based on problem relaxations, and
heuristic approaches such as greedy formulations. In principle, the constraint
solver must enumerate each possible solution, check whether it is viable, and
compare the current best one found so far. However in practice, this approach
is unnecessarily expensive. To speed up the problem solving process and reduce
the computation cost, we also introduce a number of optimizations, e.g., identi-
fying lower and upper bounds that are close to the optimal values to significantly
reduce the search space.

For the local (within a datacenter) scenario, VM placement can be formulated
as a multi-dimensional (CPU, memory, disk, network requirements) multi-choice
(many physical hosts) knapsack problem, taking placement policies into account,
e.g., considering load balancing, power saving (server consolidation), and SLA
protection. Example SLAs considered include availability guarantees and the
algorithms to protect them ensure that, e.g., sufficient resources are allocated
to VMs in 95% of all time intervals for a particular service class. Availability
SLAs enable some relaxation of various constraints, e.g., that all VMs need to be
assigned physical hosts at all time, and thus increases flexibility in management.

For the non-local placement problem, there is a need to handle both the ex-
treme cases (1) where, e.g., a large datacenter needs to subcontract resources
from other datacenters for capacity or redundancy reasons and (2) where, e.g., an
infrastructure provider for a content delivery network needs to place streaming
services close to end users. Typically, the former problem includes only a small
number of destinations for placing a large number of VMs whereas the latter
involves only a very small number of VMs but the number of destinations (e.g.,
base stations controlled by a telecommunications infrastructure provider) may
be counted in thousands already for a single country. In the second scenario,
knowledge of, or even control over, network topology and bandwidth alloca-
tions enable more advanced service placement (and replication), minimizing the
distance to end-users, but at the same time increasing the complexity of the
placement problem. By a hierarchical grouping of VM mappings in scenario (1)
and by pruning of distribution networks in (2), we strive for a single approach
to manage both scenarios.

Early results using integer programming techniques show how to optimize
a utility function for service performance with, e.g., service layout (load bal-
ancing), budget, VM configuration requirements as constraints, for a problem
reduced (pruned) to a few tens of VMs and a handful of VM types and desti-
nations with feasible solution time constraints for the placement process [20,37].
Our first prototype also takes cost and performance implications for actual VM
migration operations into account and allows for modelling of uncertainties, e.g.,
due to provider’s changing conditions or changes in the set of available destina-
tions. Notably, by integrating the placement engine with the VM manager, the
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whole process of optimization and re-placement of VMs is to be a fully auto-
mated process. It is demonstrated that our prototype can support a wide range
of dynamic cloud scheduling scenarios, and by proper parametrizations, many
interesting characteristics can be obtained.

5 Cloud Governance—High-Level Management

Cloud infrastructures are managed in order to achieve a specific high-level main
objective (often referred to as the business-level objective (BLO)), e.g., maxi-
mize resource utilization while maintaining fairness among users, or maximize
profit without breaking more than a certain fraction of SLAs. In practice, there
are a number of low-level management activities that need to be performed to
adequately provision resources. These low-level management activities (e.g., ad-
mission control, elasticity, and VM placement) can be addressed more or less
independently as each one strives to achieve a specific goal related to its own
domain. However, without having a global view of the problem, these low-level
goals may be in conflict so that the combined effect of low-level managers action
fails to optimize the BLO. For example, if too many SLAs are being broken
due to lack of capacity for a specific service, it may be that the admission con-
troller is allowing too much overprovisioning, that the elasticity engine is too
restrictive, i.e., not requesting additional resources rapidly enough, or that the
VM placement engine is packing to many or to few VMs per server. Without a
global view, it is in such situations hard for the individual low-level managers
to determine appropriate actions to optimize the overall system behavior.

Three approaches have traditionally been used for overall management of
cloud infrastructures: (1) enhance low-level actions with features that optimize
management with respect to some higher-level objective [25,26], (2) formulate
the management problem as an optimization problem [30], and (3) approach
cloud management as an autonomic system that is able to adapt itself to real
time configuration and changes [5].

Enhancing the low-level managers to act according to higher-level objectives
is important, but as an overall solution it is incomplete as the low-level compo-
nents still operate independently of each other and the overall coordination of
the system remains unsolved. Furthermore, optimizing a single low-level activ-
ity, e.g., elasticity, is feasible but as more low-level activities are considered it
becomes unmanageable to address the overall management as a single optimiza-
tion problem. Autonomic management offers a more comprehensive approach.
However, current solutions typically include all required decision making into
the same process, increasing the complexity of optimizing each individual deci-
sion making process and of adding additional decision making processes when
required.

We propose [31] an autonomic approach based on a governance model where a
high-level manager dynamically adapt the behaviors of the low-level managers by
fine-tuning their policies. The policy adjustments are the results of the high-level
manager’s optimization towards the BLO, with input of monitoring information
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about system load and services performance. This approach allows crisp defini-
tion of complex BLOs, as this model makes it possible for the high-level manager
to optimize some utility function and simultaneously enforce governance policies.
Furthermore, it is also possible to tune or modify the BLO (e.g., due to changes
in management goals) and automatically adapt the behaviors of the low-level
management actions without manual or ad-hoc modifications per component.
The governance model can be realized, e.g., through machine learning to allow
the system (before training) to be unaware of the effect of individual policies to
itself and to service performance [31].

6 Live Migration of Large-Scale Virtual Machines

The ability to efficiently migrate VMs [6], between servers or datacenters, with-
out interrupting the services provisioned inside the VMs, is crucial for the effi-
cient and dynamic resource management presented above. In order to migrate
a VM, its state consisting of its memory contents and local file system has to
be transferred. Normally, the VM is suspended, it’s state is transferred over the
network and the VM is resumed on its new host. As the VM is not accessible
while it is suspended, services running in the VM will be interrupted for an
extended period of time. Live migration addresses this problem by performing
migrations in two steps. First, the VM state (all dirty memory pages) is trans-
ferred in the background with the VM still running until the estimated time to
transfer the remaining dirty pages is below a set threshold. The VM is then sus-
pended, the last few pages are transferred, and the VM is finally resumed on its
new host. If the suspension phase, shown in Figure 2 as the migration downtime,
is short enough, typically less than one second, the migration will be transparent
to users of services provisioned on the VM. Despite the widespread support for
live migration of VMs in current hypervisors, they have significant shortcom-
ings when it comes to migration of VMs with high workloads and/or migration
over low-bandwidth networks [4,38]. In these cases, VM memory pages are often
dirtied faster than they can be transferred over the network, which means that
a large amount of data needs to be transferred while the VM is suspended, in
turn leading to extended migration downtime. This extended downtime causes
network time-outs, and as a consequence, interruption and/or failure of the ser-
vice. In addition, a long total migration time is harmful to the infrastructure, as
significant network bandwidth (a scarce resource) is used for the migration.

Fig. 2. Overview of a typical live migration process
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To overcome these problems, we use a number of complementing techniques,
the first being the application of delta compression and caching mechanisms to
transfer of memory pages in order to increase migration throughput and thus
reduce downtime. A first prototype of this live migration algorithm has recently
been implemented as a modification to the KVM hypervisor [34]. Performance
results show up to a factor of 100 in reduced migration downtime for a synthetic
benchmark, reduction of user-experienced service interruption from eight seconds
to zero for live migration of a streaming video server, and successful migration
of the large and complex SAP application in environments where the standard
approaches fail [34].

However, extended migration downtime is not the only issue with the stan-
dard live migration algorithms. As we see it, there are two major challenges,
the first being the above described extended migration downtime and the sec-
ond extended total migration time. The total migration time is measured from
when migration is initiated until the VM is running and responding to requests
on the destination host as shown in Figure 2. In order to make live migration
a useful tool, it is desirable to minimize this time as this allows for faster live
migrations and in turn an ability to react more quickly to the varying demands
on the services and infrastructure. The total migration time depends on the
migration throughput and the amount of data being transferred during migra-
tion. Our delta compression approach helps reducing the amount of data being
transferred during migration and thus has the ability to reduce total migration
time. However, due to its iterative approach, many memory pages are being
transferred multiple times as they have been dirtied again between iterations.
In order to rectify this problem we propose an approach where a page weight
is calculated for each memory page according to how often it is updated. This
weight is then used to prioritize the transfer order of memory pages so that the
most frequently updated pages are transferred towards the end of the migration.
The approach, which we call dynamic page transfer reordering shows promising
results, especially on VMs running larger, memory intensive applications [35].

7 Concluding Remarks

We have presented a unified approach to key challenges for autonomous cloud
management, including results from on-going work on the three topics of elas-
ticity control, admission control, and VM scheduling and the topic of automatic
cloud governance for management actions towards high-level management ob-
jectives. Moreover, as an enabler, we also show how to facilitate live migration
of VMs that are hard ot migrate due to busy memory access patterns. This con-
tribution mainly focus on the overall picture, simultaneously considering these
management challenges. For further details about contributions to each individ-
ual topic, we refer to recent publications [1,20,31,34,35,37].
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25. Perez, J., Germain-Renaud, C., Kégl, B., Loomis, C.: Utility-based reinforcement
learning for reactive grids. In: International Conference on Autonomic Computing
(ICAC 2008), pp. 205–206. IEEE, Los Alamitos (2008)

26. Pueschel, T., Anandasivam, A., Buschek, S., Neumann, D.: Making Money With
Clouds: Revenue Optimization Through Automated Policy Decisions. In: 17th Eu-
ropean Conference on Information Systems (ECIS 2009), Verona, Italy, pp. 355–367
(2009)

27. Expert Group Report. The Future of Cloud Computing. European Commission,
IST (2010)

28. Rochwerger, B., Breitgand, D., Epstein, A., Hadas, D., Loy, I., Nagin, K.,
Tordsson, J., Ragusa, C., Clayman, S., Levy, E., Maraschini, A., Massonet, P.,
Munoz, H., Toffetti, G., Villari, M.: RESERVOIR: When one cloud is not enough.
IEEE Computer 44(3), 44–51 (2011)

29. Rochwerger, B., Breitgand, D., Levy, E., Galis, A., Nagin, K., Llorente, I., Montero,
R., Wolfsthal, Y., Elmroth, E., Caceres, J., Ben-Yehuda, M., Emmerich, W., Galán,
F.: The RESERVOIR model and architecture for open federated cloud computing.
IBM J. of Research and Development 53(4) (2009)



Self-management Challenges for Multi-cloud Architectures 49

30. Salehi, M., Buyya, R.: Adapting Market-Oriented Scheduling Policies for Cloud
Computing. In: Hsu, C.-H., Yang, L.T., Park, J.H., Yeo, S.-S. (eds.) ICA3PP 2010.
LNCS, vol. 6081, pp. 351–362. Springer, Heidelberg (2010)

31. Sedaghat, M., Hernandez, F., Elmroth, E.: Unifying cloud management: To-
wards overall governance of business level objectives. In: Proceedings of The 11th
IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing
(CCGrid 2011), pp. 591–597. IEEE Computer Society, Los Alamitos (2011)

32. Singh, R., Sharma, U., Cecchet, E., Shenoy, P.: Autonomic mix-aware provisioning
for non-stationary data center workloads. In: Proceeding of the 7th International
Conference on Autonomic Computing, pp. 21–30. ACM, New York (2010)

33. Son, J.D.: Optimal admission and pricing control problem with deterministic ser-
vice times and sideline profit. Queueing Systems: Theory and Applications 60(1),
71–85 (2008)
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Abstract. Cloud computing is quickly defining the computing paradigm
in the modern networked age. Users can run their large computations
online using cloud services at a fraction of the cost compared to setting
their own data centers. Clearly cloud computing offers many advantages,
and yet many large organizations including governments, financial sector,
and health care sector are reluctant in transitioning to cloud computing.
Contrail project will address the major concerns behind this reluctance
namely mistrust in cloud platforms, lack of Service Level Agreements
(SLAs) and Quality of Protection (QoP) of data. Contrail will provide a
federation layer support for bringing a multitude of cloud providers, both
private and public, together. This will allow multi-tenancy and cloud-
bursting capability to end user cloud applications while supporting SLAs
and QoP agreements desired by several privacy aware sectors including
governments, banks, health care providers to name a few. This paper
describes the novel features we are building into the Contrail Virtual
Execution Platform (VEP) that will be closely interfaced with the IaaS
layer of cloud providers. VEP upgrades the supported cloud providers
and brings trust in cloud computing by adding SLAs and QoP features
missing at typical IaaS layer. Further this paper outlines challenges faced
in being part of a large federation and how VEP will address some of
those.

1 Introduction

Cloud offerings are becoming more mature with increasingly sophisticated ser-
vices available to the consumers. End users and corporations have tools available
today that enable them to configure and operate their own private cloud services.
These tools are available as commercial products, e.g., VMWare’s vCloud [13],
as well as open source IaaS alternatives such as OpenNebula [11] and OpenStack
[12]. In addition, there are public clouds that operate on pay-as-you-go model
such as Amazon’s EC2 [1], Microsoft’s Azure [5], and Google AppEngine [4] into
which consumers can launch their applications and services as needed.
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The above scenario is definitely a huge improvement from traditional data cen-
ter models of last decade. Even though clouds offer much better price/performance
ratio over non-virtualized environments, the true power of cloud computing can
only be achieved with seamless federation among different cloud technologies.

A true cloud federation will bring both private and public clouds under the
umbrella of one federation where users will have the option to deploy services
using resources of multiple providers. The federation will present to the user
uniform API/billing/monitoring features regardless of the nature of actual cloud
service providers. Moreover, any organization can become part of this federation
being both a cloud provider, when its IT infrastructure is not used at its maximal
capacity, and a cloud customer in periods of peak activity. Resources that belong
to different operators can be integrated into a single homogeneous federated
cloud, shown in Figure 1, that users can access seamlessly.

The Contrail project (www.contrail-project.eu) aims to achieve these goals by
developing an integrated approach to virtualization, offering Infrastructure as
a Service (IaaS), services for federating IaaS clouds, and Platform as a Service
(PaaS) on top of federated clouds. This calls for the deployment of a transparent,
trusted, and reliable Contrail federation with operations governed by Service
Level Agreements (SLAs) providing support for strong Quality of Protection
(QoP) and authentication.

No cloud implementation, commercial or open source, currently implements
all features to be supported by Contrail: federation, IaaS as well as PaaS, security,
quality of service and protection enforced by service level agreements. Open
source cloud platforms such as OpenStack [12], Nimbus [6] or OpenNebula [11]
only support the IaaS layer with no quality of service and protection guarantees.
However, some of these platforms such as OpenNebula partially support cloud
federation.

Full PaaS support is provided by some commercial products such as VMware
vCloudTM [13] through the OVF distributed application open format [10]. But
these platforms are currently limited to private cloud management only.

A Contrail federation integrates both private and public clouds under a com-
mon umbrella. User identities, data, and resources are interoperable within the
federation, thanks to common supports for authentication and authorization,
and to common policy definition, monitoring, and enforcing mechanisms (SLA,
QoP, etc.), as well as to a common economic model [14].

The way the Contrail federation is conceived and its open source deployment
nature will enable seamless access to provider resources, avoiding potential vendor
lock-in for the end users. These users can now deploy their distributed applications
on demand on different providers by negotiating resources with the federation,
which will choose the best providers based on the application requirements.

In such a scenario, Contrail technology is able to satisfy the user needs for
the deployment of elastic and salable applications guaranteeing performance de-
pendability. The run time performance of the application can scale with the
number of assigned resources, the user only needs to specify the desired perfor-
mance level and the Contrail’s automatic provisioning system can add resources



52 P. Harsh et al.

on demand during the execution of the application in order to guarantee the
desired performance (thus providing elasticity).

A challenging aspect of Contrail is the management of computing resources
to guarantee this performance dependability and QoS of active virtual execu-
tion platforms. Indeed, cloud providers might have different efficiency policies
given that the individual resources being contributed to this federated cloud
will be highly heterogeneous in their hardware configuration and system-level
organization, thus making their interoperability challenging.

The support for efficient cooperation and resource sharing within cloud fed-
eration is critical for the Contrail technology. This is achieved through Contrail
Virtual Execution Platform (VEP), an open source technology implementing
standards that exploits resource virtualization to provide virtualized distributed
infrastructures for deployment of end-user applications independently from the
underlying platform. VEP operates above IaaS layer as shown in the figure 1.
In Contrail, each cloud provider will run a copy of VEP software which in turn
will seamlessly integrate its resources with the Contrail federation.

VEP offers reliable application deployment platform that is resilient to op-
erational failures and which supports secure management of user data with a
strong guarantee for QoS. These requirements are critical to make the provider
resources trustworthy so that users can obtain performance guarantees of their
application, bring trust in cloud computing solutions making them suitable to
run the users’ businesses safely.

This paper presents the detailed information on VEP, which is one of the
components of Contrail service stack deployed at the cloud resource providers
end in order to seamlessly integrate the resources under Contrail federation.

The remainder of this paper is organized as follows - section 2 outlines the
key challenges inherent in a large cloud federation, section 3 describes the role
of VEP in cloud computing, section 4 describes the components and the design
rationale of the Contrail VEP development effort, and finally section 5 describes
the Contrail progress report, VEP development road map and recap of important
contribution and key points presented in this paper.

2 Challenges of a Large Federation

In a federation many independent members operate together governed by the
agreed upon federation laws. Just like in a society where a federation is successful
only if the individual members operate properly, the same set of challenges and
opportunities exist in a federated cloud. In this section we will list few major
issues that may arise in a federation of clouds. Later on we will see how VEP
helps address some of these concerns.

2.1 Authenticity of Reported Statistics

An end user of a federation of clouds may not know a priori which provider her
application will run on. The user agrees to pay the resources used by her appli-
cation and in turn may require some form of validation of the reported resource
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Fig. 1. A simple cloud federation

usage. The provider may fudge the reported statistics in order to fleece the end
users. It would be the task of the federation to ensure such a case does not arise.
Clear code of conduct and penalties for violation must be defined. Even then,
the enforcement could be problematic. Surprise audits of provider logs by feder-
ation officials could be one deterrent against frauds by providers. But, the logs
themselves may be modified. Fool-proof implementation of anti-fraud measures
may be impossible to achieve. Further, for a successful federation, the terms of
participation by individual provider must not be too stifling and must not favor
large providers against small providers. Finding the correct participation terms
and condition balance may prove a key for the success of the federation and yet
this may be the most difficult balance to achieve.

2.2 Verification of SLA Adherence

Whenever there is a contract agreed between two parties, the contract enforce-
ment becomes a legally binding obligation. Service Level Agreements (SLAs) in
the context of cloud computing could contain agreements on the operating envi-
ronment and placement restrictions of virtual machines (VMs) at the provider’s
location. An example SLA object could contain condition that some VMs in an
application must not be placed on the same cluster rack as others. There might
be CPU load conditions, memory requirements to name a few SLA parameters
that could be present.

In a large federation where negotiated SLAs are supported between the user
and the provider, the verification of the SLA contract adherence could prove to
be challenging. If the user deploys her own VMs as part of the application, the
user could embed her own verification code to periodically check if the execution
environment is within the negotiated SLA parameters or not. The provider must
maintain adequate logs for auditing if need arises.
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Typically, initial SLA adherence is not a major issue because the provider
checks for locally available resources before accepting an OVF and correspond-
ing SLA object for provisioning. If adequate resources are not available at de-
ployment stage, the SLA contract and OVFs are rejected. Ideally, such rejection
should take place at the federation level itself before the deployment request
reaches a provider. But the SLA enforcements for dynamic characteristics such
as CPU usage should best be done by SLA enforcement agent based on periodic
monitored data.

2.3 Scalability of Interface APIs

A single private cloud operator if operating by itself may not have huge cus-
tomer base, but becoming part of a federation could suddenly change that. The
provider APIs throughput that were once sufficient to deal with influx of requests
from non-federation customers may prove a serious bottleneck if not properly
provisioned for the large federations. As an example, if the provider supports
REST interfaces, it would be advisable to stress test the REST APIs and check
for scalability and other issues of being part of a large cloud federation. In Con-
trail, since VEP will be at the interface between the provider and the federation
layer, all federation request will first come at VEP and therefore the VEP REST
and other APIs will be stress tested for sudden influxes from a large federation
customer base.

2.4 Authorization/Authentication Nightmare

Authorization and authentication are required whenever a provider resource
needs to be accessed. Primarily it is required to keep track of resource usage for
billing and accounting purposes, but also for keeping the compute and storage
resources secure from malicious access. Private providers can easily maintain user
accounts for authentication/authorization of their users. But once being part of
a larger federation, it is not possible to keep account details of all possible users.
The provider now must support means to allow resource access to federation
users and at the same time keep at bay the malicious users.

One solution is to adopt a two-tier approach and keep the local authentication
system intact for the non-federation users, and incorporate a federation authen-
tication module in order to be able to validate the federation users’ credentials
before allowing access to local resources to federation users.

Other solution could be to elevate all local users as federation users, incor-
porate local accounts into the federation and provide all local users their new
federation account details. But in this approach, the provider risks to loose the
business of local users to competing providers under the federation while gaining
the simplicity of one unified authentication mechanism.

Regardless of what solution one adopts, there are bound to be headaches in
the integration process with respect to users’ authentication and authorization
with the (likely heterogeneous) providers in a large cloud federation.
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2.5 Issue of Trust in the Federation

A federation of cloud providers brings several disparate cloud providers under
one umbrella. Every cloud provider has different guiding principles and motives.
The issue of trust in the federation is very important for proper operation of
the system. The cloud providers must trust the federation. They have certain
expectations from the federation, they expect the federation to properly filter
out malicious users, they expect the federation to be honest in its accounting
and billing practices. In the similar manner, the federation expects the partic-
ipating cloud providers to adhere to a minimum code of conduct, be truthful
in reporting resource usage, properly honor any negotiated SLA contracts, etc.
The federation and cloud providers can both maintain some sort of trustworthi-
ness rating system. It need not be uniform across all participating parties, each
provider can adopt any suitable rating system (or not).

3 Need for VEP in Cloud Computing

With the growing importance of cloud based services in the computing of to-
morrow, it is only a matter of time when there will be a real need for merging
disparate IaaS platforms in order to support increasingly complex applications
of the future.

The Virtual Execution Platform (VEP) could provide that aggregating glue
for bringing different cloud platforms under one umbrella. The standard APIs
exported by the VEP software would allow other developers to quickly and easily
develop tools for making their own federated platforms tuned for specific tasks
that other federations including Contrail may not support.

There are several open source tools already available for accessing public
clouds (Amazon EC2), integrating such tools together with VEP would allow
quick and easy solution for bringing public and private clouds together. Thus a
well designed VEP solution could usher in the next wave of cloud research and
open up new vistas for cloud innovations. Keeping this motivation for developing
a quality VEP, let us next look at Contrail’s VEP design in detail.

4 Contrail Virtual Execution Platform

Virtual Execution Platform (VEP) is a Contrail service that sits just above IaaS
layer at the service provider end of the Contrail cloud federation. Some major
design goals were kept in mind while designing the VEP architecture. Support
for open virtualization standards including Open Virtualization Format (OVF)
has been one of the major requirement. Scalability of the API interface in order
to support potentially large customer base, interoperability with various open
IaaS technologies in order to bring several kinds of cloud providers under the
Contrail umbrella, and providing support for elasticity in accordance with the
negotiated SLAs have been other major requirements that VEP will satisfy.
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It will have selectable built in drivers for various open source IaaS platforms
such as OpenNebula and OpenStack. The VEP layer will integrate clouds com-
posed using different technologies under the ambit of Contrail federation. VEP
will be very closely integrated with the IaaS layer and will expose uniform APIs
to higher layers in the Contrail architecture. It will enable seamless deployment
of OVF applications over any underlying supported cloud platform.

In case the federation module suspects that none of the participating Contrail
cloud providers can satisfy a user’s application resource requirements, it may
enable part-deployment of the appliance over public clouds such as Amazon EC2
(cloud-bursting) using user credentials for such public clouds. This capability will
be handled by the federation layer and not VEP directly.

Since support for Service Level Agreements (SLAs) and providing Quality of
Protection (QoP) to end users is a major feature that Contrail aims to provide,
the VEP layer has also been designed keeping the larger Contrail requirements
in the picture. The following subsections describe major VEP components and
supported features in some detail.

4.1 OVF Deployment Subsystem

Open Virtualization Format (OVF) [10] is an open standard that is used to com-
pose virtual applications. It allows inclusion of multiple VM templates, allows
description of interconnect between VMs, individual VM’s contextualization to
name a few features provided by the OVF standard. It has been developed by
the Distributed Management Task Force (DMTF) [3]. It is an up-and-coming
standard with increasing vendor support.

VEP will provide full support for OVF v 1.1 standard [15]. The support for
OVF in VEP will enable deployment of virtual applications described in OVF
XML document over supported IaaS platforms regardless of their native support
for OVFs.

OVF deployment subsystem in VEP is responsible for deploying user ap-
pliances described within OVF XML document. Figure 2 shows the simplified
design of the VEP’s OVF deployment module. The user’s OVF file is received
from the federation layer using REST protocol (refer figure 2 subcomponent a).
The user’s credentials and authentication parameters are sent as part of HTTP
headers in the Contrail REST scheme. Once the request for OVF deployment
has been verified, the OVF document along with the corresponding SLA object
is sent to the OVF deployment subsystem of VEP stack (refer figure 2 subcom-
ponent b).

Once the OVF document and the corresponding SLA object is received at
the VEP layer, the OVF document is validated for correctness against DMTF
OVF standard schema document (currently VEP supports OVF v 1.1)(refer
figure 2 subcomponent c). If the OVF document fails the validation process,
the deployment effort is terminated and a suitable response is reported to the
federation layer.

Upon successful validation, the OVF document is parsed (refer figure 2 sub-
component d) and individual elements deconstructed. The deconstructed OVF
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Fig. 2. OVF subsystem in Contrail VEP (simplified version)

components including VM elements, network elements etc. are then linked to
their corresponding SLA contracts deconstructed from the SLA object. These
linked elements are then used as input in the IaaS translation function which,
depending on the type of IaaS environment, generates the template/deployment
files for the underlying IaaS platform. For the initial release, VEP aims to pro-
vide support for OpenNebula IaaS clouds (refer figure 2 subcomponent f). Later
on support for other open source cloud technologies will be developed.

If a virtual machine is stored at a remote location, the OVF deployment
subsystem has modules for authenticated remote file transfer (refer figure 2 sub-
component e). The remotely hosted resources (VMs) will be transferred onto the
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cloud provider’s shared file system before the actual virtual appliance deploy-
ment takes place at the cloud provider. The Contrail project will incorporate a
Global Autonomous File System (GAFS) based on the XtreemOS project. The
users’ virtual machine image files will be hosted at remote GAFS shares and
the OVF subsystem will log on behalf of the user and transfer image files from
remote GAFS locations to the cloud provider shared file system.

4.2 REST APIs for other Contrail Modules

REST [16] stands for Representational State Transfer and is a simple yet elegant
way to support API development. Using REST, one can provide simple CRUD
- Create, Read, Update, and Delete operations over identified resources. REST
provides a very clean way of developing APIs and enables quick adoption from
cloud developers. Since we desire VEP to be easily integrable in other projects,
VEP will provide clear REST APIs for developers. In addition VEP will have
clearly defined RESTful APIs for other contrail modules to communicate with it.
All requests from other modules including federation layer to VEP layer will be
made using REST. The details of the APIs are beyond the scope of this paper.
The REST APIs are built over Hyper Text Transfer Protocol (HTTP) protocol
messages with support for HTTP GET/PUT/POST/DELETE messages only.
Not all methods are available for all users and /or resources. Depending on the
nature of the request and the access rights of users’ a few or all methods are
made available. The VEP REST interface will be stress-tested for scalability.

4.3 OCCI Support

Open Cloud Computing Interface (OCCI) [8] is a set of open standards [7] for
managing cloud resources that have been developed through Open Grid Forum
(OGF) [9]. The VEP component in the Contrail project will have an extended
OCCI support. Again the need to incorporate OCCI in VEP arises from our
requirement to be extensible and integrable in other projects. Additionally, as
a result of our work and the experiences gained in providing support for OVFs
and SLAs, Contrail project will propose an extension to the current OCCI draft
for inclusion in the standardization effort within the OCCI community. These
extensions will allow the OCCI framework to support OVF deployments along
with providing support for SLAs which the standard lacks in its current format.
The support for OCCI in VEP will hopefully allow the platform to be integrated
in future cloud projects and will allow the open source community to develop
feature enhancements and add-ons to the VEP layer in the federation of clouds.

4.4 Application Monitoring and Reporting Module

Application monitoring subsystem is a very integral part of the VEP as it pro-
vides support for the proper enforcement of the SLA contracts. Every application
that is deployed on provider’s IaaS infrastructure is monitored by the VEP mod-
ule periodically. The collected data is stored in the VEP database for on-demand
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retrieval on user’s behalf by the federation, but few statistics are pushed periodi-
cally on the monitoring bus to be used by the SLA enforcement module to check
for compliance and for making elasticity decisions. Figure 3 shows the simplified
schematic of the monitoring subsystem in the VEP module.

Each deployed application is assigned a Universally Unique Identity (UUID)
that is assigned by the Contrail federation. The same UUID is included as part
of the reported data that helps various modules in the SLA/monitoring system
in the federation link the data with the correct application and the negotiated
SLA object for verification. The federation monitoring bus over which the pe-
riodic data is sent will be a distributed messaging system (example: Apache
ActiveMQ [2]) that supports Java Messaging Service (JMS) APIs.

4.5 IaaS Drivers

The VEP software is envisioned for use with multiple open source IaaS clouds.
Contrail VEP software eventually plans to support several major IaaS platforms
including OpenNebula, OpenStack, Nimbus scientific cloud [6], etc. We will pro-
vide appropriate drivers that can be enabled by the cloud providers as desired
for interfacing with appropriate IaaS platforms.

4.6 Federation Authentication/Authorization Support

The VEP layer helps a cloud provider become part of the larger Contrail cloud
federation. The VEP layer handles all communication to/from the cloud provider
and the federation. All requests on behalf of the federation user to the provider
comes from the federation layer. Each such request has to be properly authenti-
cated and only authorized requests should be forwarded to the IaaS layer. This
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check is necessary to prevent resource abuse and is also required for accounting
and billing purposes.

Since VEP communicates to federation through REST APIs, each request
carries with it the user authorization credentials embedded in the HTTP head-
ers. User certificates and a trusted chain of certificates are used for verification of
authorization credentials. The federation maintains the registered user accounts
and the resource access rights and other details. The VEP is only interested in
finding whether the presented credentials are authentic or not. Once the cre-
dentials are verified, the provider’s resource access request is forwarded to the
proper IaaS cluster.

The VEP also maintains a temporary access control table for active users and
their applications that have been deployed through itself. An additional check
against this table may also be performed if deemed necessary against the type
of access requested.

4.7 Virtual Organization

The Contrail VEP supports the notion of a Virtual Organization (VO). The
cloud provider / administrator will have the ability to configure the parame-
ters of the virtual organization including list of hosts, networking connections,
storage. The VO users’ can submit OVFs for deployment making use of already
provisioned VO resources. The billing for such resources will be sent to the VO
and not the individual VO users. The VEP will support VOs even if the underly-
ing IaaS platform does not support such a notion of organization. If a supported
IaaS platform supports VOs natively (example OpenStack), VEP will make an
effort to utilize the supported feature as much as feasible. Thus VEP will provide
a uniform notion of VO to end users regardless of the underlying IaaS support
of VOs.

5 Concluding Remarks

In this paper, we presented a detailed design of Contrail VEP implementation
and rationale for our design. We have discussed the Contrail cloud federation
briefly. We have explored the major challenges any cloud provider would face,
and must address if they plan to become part of a larger federation. Contrail
VEP software proposed support for a broad set of open cloud platforms would
help significant number of private cloud operators to seamlessly join Contrail
federation. Further, VEP’s support of open standards and well defined API set
will enable cloud researchers and developers to easily extend its features to suit
their future requirements and thus making VEP somewhat future proof.

VEP’s full integrated support for Contrail federation authentication and au-
thorization mechanisms, and fully stress tested REST and OCCI interface will
address some of the challenges (see 2.3, 2.4) we outlined for being part of a
federation. The open source mindset and access to the source code would al-
low independent verification of monitoring modules and other features and thus
would help build some level of trust in VEP and Contrail federation (see 2.5).
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The Contrail project road map is well defined, in the initial release the VEP
effort will provide complete integration with OpenNebula IaaS platform. Support
for other cloud platforms including OpenStack will follow in the subsequent
releases. There will be basic scheduling support in the first release, but we plan
to provide a full resource scheduling feature in the second release. A full support
for OCCI will also be provided in subsequent releases. The first release will also
see basic OVF support with more complete support in subsequent releases.
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Abstract. The greatest challenge beyond trust and security for the
long-term adoption of cloud computing is the interoperability between
clouds. In the context of world-wide tremendous activities against the
vendor lock-in and lack of integration of cloud computing services, keep-
ing track of the new concepts and approaches is also a challenge. We
considered useful to provide in this paper a snapshot of these concepts
and approaches followed by a proposal of their classification. A new ap-
proach in providing cloud portability is also revealed.

Keywords: Cloud computing, portability, interoperability.

1 Introduction

Still being in the early stage of developments, cloud computing suffers from
the classical problem of too many different approaches. Practically, every new
cloud provider comes with its own solution of interfacing with its resources or
services. This variety is a reflection not only of different potential angles of
approaching the concepts of cloud computing, but it is also a reflection of the
variety of underlying offer on the market in what concerns the models of storage,
networking, processes licensing or even integration of own resources in a cloud.

The portability and interoperability between clouds are important not only
for the protection of the end user investments but also for the cloud ecosystem
and market, business applications and data being currently strangled in silos.
The main aim of interoperability is to allow the achievement of the full advan-
tage of the cloud properties like elasticity and pay-as-you-go, not of a vendor
infrastructure, platform or service. Nowadays, many companies still do not tie
their critical applications to specific cloud providers services due to the underly-
ing proprietary technology. Therefore the latest three years have been marked by
the development of a considerable number of approaches to tackle with the issues
of portability and interoperability. The selection of the appropriate approach to
deal with these issues is in danger to become itself a challenge. Therefore we
considered useful to present in this paper an overview of the different concepts
and approaches undertaken world wide (in Section 2) and thereafter to go deeper
into a particular solution currently under development (Section 3).

W. Abramowicz et al. (Eds.): ServiceWave 2011, LNCS 6994, pp. 62–74, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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2 Challenges in Interoperability and Portability

2.1 Defining the Cloud Interoperability

A first challenge in cloud interoperability consists in its definition. As general
term, interoperability is a property referring to the ability of diverse systems and
organizations to work together (inter-operate). In computer world, this property
has the concrete meaning of exchanging information and use of the information
that has been exchanged between two or more systems or components. It is a
property of a product or system, whose interfaces are completely understood,
allowing it to work with other products or systems.

The most simple way to describe the cloud interoperability is by its most
used motos like ”avoid vendor lock-in”, ”develop your application one, deploy
anywhere”, ”enable hybrid clouds”, or even ”one API to rule them all”. Browsing
the literature, one can found various definitions referring it as the ability to:

– abstract the programmatic differences from one cloud to another;
– translate between the abstractions supported by different clouds;
– flexible run applications locally or in the cloud, or in a combination;
– move applications from one environment to another or run in multiple clouds;
– move services, processes, workloads, and data between clouds;
– use same management tools, server images, software in multiple clouds;
– communicate between providers, port application and data between them;
– federate multiple clouds to support a single application.

2.2 Use Cases of Multiple Clouds

The above enumerated definitions of cloud interoperability are consequences of
the different needs of the customers who are dealing with the use of multiple
clouds. Use cases of multiple clouds have been reported in numerous papers in
the last half decade. In a try to classify them, we can follow the NIST proposal [2]
concerning the deployment scenarios in multiple clouds:

Serially, one cloud at a time, with three scenarios: (a) migration between clouds;
(b) interface across multiple clouds; (c) work with a selected cloud;

Simultaneously, several clouds at a time, when operate across multiple clouds.

Beyond the well know use cases exposed in the white paper of Cloud Computing
Use Cases [1] we draw the attention to the following use cases (after [2,3,4,5]):

Change cloud vendors: migrate some or all of a set of existing services to a
new vendor. Customers may will to change providers to make an optimal
choice regarding utilization, expenses or earnings. Other reasons to port
application or data from one provider to another can be: provider out of
business; better options in market than current ones; technology changes;
contract termination; legal issues, etc.

Distributed deployment: the application may be distributed across two or
more providers and administrative domains simultaneously:
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Federated clouds: the providers agree how to mutually enforce policy and
governance, establishing a common trust boundary;
– Scale-out: in an event occurs unexpectedly or in a peak, the company can

still operate its cloud stably by distributing dynamically its load between
the resources of its own cloud and a community cloud;

– Mutual backup and recovery from a disaster: if an event damages the pro-
vider’s cloud or causes power outage, cloud resources in other providers
are used to restore the services of that provider.

Hybrid cloud: applications cross a private-public trust boundary or span
multiple clouds (simultaneous use of multiple clouds and both administrative
domains and trust boundaries are crossed);
– Use different cloud services at the same time, to deploy on-production

applications, run tests, or build test environment;
– Manage selected resources in different clouds, e.g. e-mail in one cloud, ap-

plications in another, and storage in a third one, all of them interacting;
– Social networks applications built using multi-tiered web technologies and

serving dynamic content to users with unpredictable access and inter-
action patterns. Each component runs in a separate virtual machine
hosted in data centers owned by different providers and must dynami-
cally scale. New plug-ins are created by developers (freedom to choose
provider), added to the system and used by others, potentially spiking.
An application can have hundreds services in dozens of data centers.

2.3 Types and Targets of Cloud Interoperability

Several criteria for classification of interoperability types can be identified:

agreement level
– syntactic, when the systems are capable of communicating and exchanging

data (using specified data formats, communication protocols).
– semantic, as automatically interpretation of the information exchanged,

meaningfully and accurately, in order to produce useful results (using a
common information exchange reference model);

adoption level
– by design when vendors or individuals use a standard documentation to

make products (no specific liability or advantage for any customer for
choosing one product over another);

– post-facto, result of absolute market dominance of a particular product;
deployment level

– horizontal interoperability of the services at the same deployment level
(likely within IaaS, harder to the customized PaaS and SaaS);

– vertical interoperability (vertical supply chain) when cloud services can be
build on top of other cloud services from other deployment level;

patterns of interactions between clouds
– synchronous: direct calls, suitable only for very specific real-time applica-

tions where the response time is critical;
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– asynchronous: applications are loosely coupled so that consuming appli-
cation do not wait for a response (best option in cloud).

The targeted levels for cloud interoperability are the followings (after [6,7,8]):

– business level, achieved between different business strategies that are imposed
on the services, regulations on the services, and mode of use.;

– semantic level, with focus on functions calls and responses for consumers re-
quests as well as message contents;

– application/service level when automated, generalized and extensible solutions
are provided to use new resources (other than re-compiling, there are no fur-
ther changes required of the application). Components could be reconfigured
while running, or with limited interruption, to respond to changes in usage
patterns or resource availability. Application configuration must be resilient
to changes in the configuration within each cloud – for example scaling or
migration of computational resources. From simple execution-unaware ap-
plications using multiple environments, to applications with multiple dis-
tributed components, the complexity is non-uniform and depends upon the
application. A pre-requisite is infrastructure independent programming;

– management when a management application coordinate and control com-
ponents in multiple clouds. Standardized functionality for deployment and
migration of VMs is required. Interactions between actors responsible for
application management and infrastructure management is needed;

– technology/infrastructure level, achieved by agreeing on or accepting particu-
lar encoding scheme for requests and response, selection of communication
protocol or middleware, language, and the platform for working environment;

– image/data looks at VM images, applications, or databases, and how they can
be deployed on another host without modification (as pre-deployed, ready
to run applications packaged as VMs, namely ”work loads”).

– network seek support to uniform access to individual resources and concatena-
tion/federation (standards for allocation and admission control are needed).

The evolution of interoperability issues has take three stages (after [9]):

Migration: refers to portability of VMs allowing to move VMs between clouds, to
create VMs locally and import them, and to share VMs with others (OVF is
providing standard packaging, but does not address the problem of different
virtual disk formats; further migration/ conversion tools are needed);

Federation: targets networking, portable VMs being moved to the cloud without
reconfiguring anything including network settings (transparent migration) or
move across multiple clouds and multiple hypervisors;

Burst: targets APIs; as portable VMs and ability to seamlessly integrate deploy-
ments are in place, migration and federation ”on demand” come in place;
interoperability efforts are related to storage (CDMI) and compute (OCCI).

The federation of clouds can be organized in different ways:

Horizontal federation. Two or more cloud providers join together to cre-
ate a federated cloud [10]: participants who have excess capacity can share
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their resources, for an agreed-upon price, with participants needing addi-
tional resources (avoiding over provisioning of resources to deal with spikes
in capacity demand). Challenges are related to: finding the ”best” cloud
for a workload by balancing among parameters like QoS and cost; a logical
topology is maintained regardless the physical location of the components.

Intercloud. Federation of clouds with common addressing, naming, identity,
trust, presence, messaging, multicast, time domain and application messag-
ing [4]. The responsibility for communicating is on the providers’ side. The
applications are integrating services from multiple clouds and are scaling
across multiple clouds. The overall goal is to create a computing environment
that supports dynamic expansion or contraction of capabilities for handling
variations in demands. Dynamic workload migration is possible.

Cross-cloud. The federation establishment between a cloud needing exter-
nal resources and a cloud offering resources (not necessarily in agreement),
passes through three main phases [11]: discovery, looking for available clouds;
match-making, selecting the ones fitting the requirements; authentication,
establishing a trust context with the selected clouds.

Sky computing. Offers a combined use of multiple clouds. Resources, appli-
cations and platforms across clouds are used. New services other than those
of each individual cloud are provided. Transparency of multiple clouds is
provided offering a single-cloud like image. Sky providers are consumers of
cloud providers’ services offering (virtual datacenter-less) dynamicity [12].

The main supporting actors [2,4] assisting in federation implementation are:

Broker, an entity that manages the use, performance and delivery of cloud ser-
vices, and negotiates relationships between providers and consumers;

Auditor, a third-party that conducts an independent audit of the operations and
determines the security of the cloud implementation;

Coordinator, for exporting cloud services and their management driven by mar-
ket-based trading and negotiation protocols for optimal QoS delivery;

Exchange, acting as a market maker enabling capability sharing across multiple
cloud domains through its match making services.

Orchestrator, for the network of clouds.

2.4 Cloud Portability

While the interoperability is the successful communication between or among
systems, portability is the ability to use components or systems lying on multiple
hardware or software environments.

The types and solutions for portability are classified (after [8,13]) as follows:

functional portability: ability to define application functionality QoS details in a
platform-agnostic manner. OVF provides a basis for portability but does not
address complex configuration or interactions with any supporting systems.
Domain specific languages are expected to bridge the gap between executable
artifacts and high-level semantic models.
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data portability: ability for a customer to retrieve application data from one
provider and import this into an equivalent application hosted by another
provider. Achieving data portability depends on standardization of data im-
port and export functionality between providers. It is necessary to provide a
platform-independent data representation, and generate the specific target
representations and even the code for the application’s data access layer;

services enhancement: use metadata added through annotations. Control APIs
allow infrastructure to be added, reconfigured, or removed in real time, either
by humans or programmatically based on traffic, outages or other factors.

The requirements of portability at different deployment levels are as follows
(after CSA - Cloud Security Alliance documents):

SaaS: the cloud customer is substituting software applications with new ones.
The focus is on preserving or enhancing the functionality provided by the
application. Portability is evaluated based on open source code base, propri-
etary or open standard data formats, integration technologies and applica-
tion server/operating system.

PaaS: some degree of application modification will be necessary to achieve
portability. The focus is on minimizing the amount of application rewrit-
ing while preserving or enhancing controls, and a successful data migration.
Portability is evaluated based on proprietary or open source programming
languages for application development, proprietary or open data formats,
tight integration or loose coupled services, abstraction layers for queuing
and messaging services.

IaaS: the applications and the data migrate and run at a new cloud provider.
Portability is evaluate based on ability to port VMs and the underlying
configurations across infrastructure providers.

2.5 Interoperability and Portability Requirements

The main requirements for cloud interoperability are (after [4,5,10]):

programming: move from one provider to another without dramatic reimplemen-
tation; common set of interfaces; standard API enabling an entity to build
something once, then use it to monitor and control a variety of platforms;
work with both cloud-based and enterprise-based applications using a sin-
gle tool set that can function across existing programs and multiple cloud
providers; new programming models; ontology of cloud; high level modelling.

application: able to span multiple cloud services; data exchange; data porta-
bility; private cloud applications obtain resources from public cloud when
excess capacity is needed; location-free applications; workflow management;

monitoring: SLA and performance monitoring; SLAs in support of governance
requirements; deliver on demand, reliable, cost-effective, and QoS aware ser-
vices based on virtualization technologies while ensuring high QoS standards
and minimizing service costs; QoS and SLA items to be guaranteed end-to-
end; monitoring and management of load balanced applications in an elastic
environment; scalable monitoring of system components; service monitoring
and audit; publish sets of benchmarks to evaluate performance factors;
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deployment: provision resources from multiple cloud services with a single man-
agement tool; agreements between providers; service discovery; common plat-
forms to ensure users can navigate between services/applications; enabling
a service hosted on one platform to automatically call a service hosted by
another; automatically provision services and manage VM instances; virtual
organization management; resource discovery and reservation procedure; ser-
vice setup procedure; interworking between clouds and the network – routing
optimization based on monitoring; automatism and scalability – home cloud
using discovery mechanisms able to pick out the right foreign clouds; support
for multiple hypervisor technologies; application service behavior prediction;

authentication, authorization, security: single sign-on for users accessing multi-
ple cloud; integration of different security technologies (home cloud able to
join federation without changing security policies); digital identities; iden-
tity federation and management across vendors; standards for security spec-
ification, platform components and configuration; authentication procedure
when use different domains; cloud trust mechanisms; auditing, security mech-
anisms for authentication and authorization;

market: economic models driven optimization techniques; market driven resource
leasing federation – application service providers host their services based
on negotiated SLAs driven by competitive market prices; flexible mapping
of services to resources to maximize efficiency, cost-effectiveness, and utiliza-
tion; accounting; license flexibility.

2.6 Approaches to Cloud Interoperability and Portability

The approaches to interoperability and portability can be classified in build-
ing and using: (1) open APIs; (2) open protocols; (3) standards; (4) layers of
abstractions; (5) semantic repositories; (6) domain specific languages.

Open APIs are for example jClouds (Java), libcloud (Python), Cloud::Infra-
structure (Perl), Simple Cloud (PHP), Dasein Cloud (Java), proprietary APIs
being for example Micosoft Azure (.NET) or Fujitsu API. A short list includes
(after [14,15]):

JCloud provides a framework for interacting with blob storage, queue storage,
and compute resources for a variety of clouds (requires service and location
information to access a data item).

Dasein Cloud includes blob storage, compute, and network abstractions (does
not include table or queue-based storage, and aiming to interface with all
aspects of cloud infrastructures it is quite complex);

CloudLoop provides a filesystem-like interface to blob storage (does not support
other abstractions such as tables and queues);

SimpleCloud from IBM, Microsoft, Zend, Nirvanix, Rackspace and GoGrid sup-
ports storage management (storage, queues, and databases) and is a PHP
API for interacting with blob, table, and queue storage services of several
providers (PHP is typically limited to web applications);

OpenNebula provides cloud users and administrators with choice across pop-
ular cloud interfaces, hypervisors and clouds, for hybrid cloud computing
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deployments, and with a flexible software that can be installed (expose most
common cloud interfaces, such as vCloud and EC2; use open community
specifications, such us OCCI, and open interfaces, such as libcloud and delta-
cloud; support the combination of local private infrastructure with EC2 and
others through the deltacloud adaptor);

ServerTemplates from RightScale, enables portability, but also lets users take
advantage of the unique capabilities of different clouds: it configures servers
for a specific cloud, application architecture and operating system;

Appistry, AppZero, and 3Tera created suites providing a layer of abstraction be-
tween the programmer and the cloud platforms. Developers create applica-
tions for this intermediate layer, which then supports and manages multiple
hypervisors or external cloud platforms;

OpenStack has a similar proposal and is a combination of Rackspace cloud ar-
chitecture and NASA’s Nebula.

The above APIs for multiple clouds can be classified as follows (after [15]):

API with multiple independent implementations (Eucalyptus compati-
bility with EC2, AppEngine with AppScale). The shared API is driven by the
initial provider and periods of inconsistency between implementations can
appear; moreover, two implementations of the same API are not equivalent
in terms of scalability, features, maturity, and customer support.

API runnable on multiple clouds not necessarily through multiple inde-
pendent implementations (e.g. MapReduce and Hadoop). They focus on par-
ticular application model, not necessarily fit for any developers requirements.
Significant developer time investment for configuring, deploying, maintaining
these services is needed. Implementations are tailored to the specific vendor
offering the service (the configuration may differ between vendors).

Separate the application into ”app-logic layer” and ”cloud layer”
(with code written for each cloud provider). It is the most general option,
but requires a time and complexity investment by a developer to initially
create the layers and further maintain them over time as the APIs change.

Set of standards this is the best solution in terms of cloud interoperability,
but it is far from being realized in the commercial space.

Open protocols are for example OCCI (HTTP) or Deltacloud (RedHat), while
proprietary protocols are for example Amazon EC2 or VMware vCloud.

vCloud (with TCloud extension) offers the concepts of instance template, storage
and network, image element, and vApp (containing one or more VMs).

DeltaCloud by Red Hat, abstract the differences between diverse clouds (sup-
ports only computational resources).

OCCI is a specification for remote management of cloud infrastructure, allowing
the development of tools for common tasks including deployment, autonomic
scaling and monitoring. Its API is based on three concepts: compute, storage
and network. It relies on the HTTP protocol.
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Many groups are working on cloud computing standards (interoperability ab-
initio). The most active groups are (after [16]) CloudAudit, CSA, DMTF, ETSI
TC CLOUD, OGF, OMG, OCC, ASIS, SNIA, CCIF, GICTF, ODCA. The OCCI
Working Group of OGF, for example, develops mainly a practical specification
related to IaaS. DMTFs Open Cloud Standards Incubator (OCSI) focuses on
standardizing interactions between cloud environments by developing cloud re-
source management protocols. Cloud Manifesto is an initiative supported by
several companies arguing that cloud should capitalize on standards.

The two widely adopted standards are:

OVF is a DMTF standard that describes virtual appliances for deployment
across heterogeneous virtualization platforms (i.e. different hypervisor), al-
lowing the users to deploy their virtual appliances at every cloud provider.

CDMI is a SNIA standard for data management specifying a functional manner
on how applications create, retrieve, update, delete data from the cloud.

Technical requirements versus standards were recently discussed in [2]:

Creating, accessing, updating, deleting data in clouds (cross-cloud): standard in-
terfaces to metadata and data objects are needed, current solution is CDMI;

Moving VMs & virtual appliances between clouds (migration, hybrid clouds, re-
covery, bursting): need a common VM description format – solution: OVF;

Selecting vendor for externally hosted cloud (cost-effective reliable deployment):
resource and performance requirements description languages, no solution;

Portable tools for monitoring and managing clouds (simplifies operations as op-
posed to individual tools per cloud): standard management interfaces to IaaS
resources, current solution OCCI;

Moving data between clouds (migration, cross-cloud): standard metadata/data
formats for movement; vendor mappings between cloud data and standard
formats; standardized query languages – no solution;

Single sign-on access to multiple clouds (simplified access, cross-cloud): federa-
ted identity and authorization, solutions from OpenID, OAuth, OASIS, CSA;

Orchestrated processes across clouds and enterprise systems (enhanced applica-
tions): standards for APIs/data, solutions from SOA, Intercloud/IEEE;

Discovering cloud resources (selection of clouds): description languages for avail-
able resources, catalog interfaces, current solution from DMTF, TM Forum;

Evaluating SLAs and penalties (selection of appropriate cloud resources): SLA
description language, no solution;

Auditing clouds (ensure regulatory compliance; verify information assurance):
auditing standards, verification check lists, solution from CSA CloudAudit.

There are several barriers in standardization (after [3]): (1) Each vendor likes to
put barriers to exit for their customers, unless there is some pressure from their
big customers. (2) Each cloud provider offers differentiated services, and want
to have special services to attract more customers (a common standard may
regulate them). (3) Cloud providers will possibly not agree with an easy and
standardized manner to export/import cloud configurations. (4) Standards are
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nascent and will take years to fully develop. (5) There are numerous standards
being developed simultaneously and consensus may be difficult, if not impossible,
to attain. (6) As there are a number of different cloud computing models (e.g.
SaaS, PaaS, IaaS), this indicates that different standards are needed for each
model, rather than one overarching set of standards.

Different layers of abstractions are used for example in the case of:

RESERVOIR: service providers are the mediators between infrastructure pro-
viders and end-users (single clients or businesses). Service manifests, formally
defining a contract and SLA, play a key role in the whole architecture [10];

SLA@SOI: Framework where cloud services can be traded as economic goods
and SLA agreements can be established between customers and service/
business providers, service providers and all the way down to infrastructure
demands monitoring of the services life-cycle;

CSAL: Abstraction layer, that provides blob, table, and queue abstractions
across multiple providers and presents applications with an integrated names-
pace thereby relieving applications of having to manage storage entity loca-
tion information and access credentials [15];

RASIC: An open, generic reference architecture for semantically inter-operable
clouds introducing an approach for the design, deployment and execution of
resource intensive SOA services on top of semantically interlinked clouds [16].

The semantic can be applied to the interface level, the component level, and the
data level by utilizing a generic semantic cloud resource data model. Semantics
can be also used to annotate the services and the applications deployed by the
users on top of the cloud (the challenges to be addressed involve the specifications
of the appropriate properties such that the service can be deployed and efficiently
executed in the infrastructure). In this context, Unified Cloud Computing [17] is
an attempt to create an open and standardized cloud interface for the unification
of various cloud APIs; for a unified interface RDF is used to describe a semantic
cloud data model (taxonomy and ontology). A functional implementation of UCI
is available for on Amazon EC2 or Enomaly ECP.

Domain specific languages provide a cloud neutral application creation stra-
tegy. They create a cloud specific application for the platform or interpret it in
a cloud specific VM. The complexity of managing heterogenous applications is
hidden from the user. Few solutions are available on the market.

3 Case Study: Interoperability in mOSAIC

mOSAIC is a project partially funded by the European Commission in the period
2010-2013 aiming to provide an open source API and platform for supporting
applications using multiple clouds. We considered useful to presents its position
versus the concepts discussed in the previous section as providing a real snapshot
of current activities in the field of cloud portability and interoperability.

mOSAIC approach for interoperability consists in building an open API, of-
fering a layer of abstraction, and applying semantic to interface and component
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level (see section 2.6). The main targets are hybrid clouds’ scenarios and vertical
interoperability by design (sections 2.2 and 2.3). The platform best suited appli-
cations are the long-time running ones (like in the social network or management
of resources scenarios), but entry points in the platform are provided to deploy
legacy or scientific applications (using different services at the same time) [18].

In what concerns the API design, mOSAIC team decided to separate the
application into application-logic layer and cloud layer (see section 2.6). The
application developer do not care about the infrastructure. A descriptor of the
application is used to select the proper clouds (it presents the components and
their interactions). The code for connecting to a specific cloud is generated at
run time using what is named in mOSAIC, interoperability API [19], drivers
for a certain category of cloud technologies and connectors to particular cloud
services. The applications are decomposed in components runnable of top of
different clouds [20]. Cloudlets are the means offered to developer to create com-
ponents. A cloudlet runs in a container managed by the platform and can have
multiple instances. A container hosts a single cloudlet, even if it may host mul-
tiple instances of the same cloudlet. Containers can run on multiple clouds. A
component is a container and its hosted cloudlet (instances).

Exchanges between clouds are done using cloud based message queues tech-
nologies to ensure the syntactic interoperability (see section 2.3), while the high
level APIs are ensuring the semantic interoperability. A asynchronous pattern
of interaction is expected and an event-driven architecture was adopted.

Based on the current state of the art, mOSAIC is a representative for the
”burst” phase in cloud interoperability (see section 2.3). It is build on top of the
existing solutions for portable VMs deployment, providing ”on demand” feder-
ation of cloud services. While it relies upon the current solutions for interop-
erability at technology–infrastructure, image–data and network level, mOSAIC
targets application–service, management and semantic levels of interoperability,
supporting applications decoupled from the execution, deploying and controlling
the running components [21], and allowing semantic processing based on a par-
ticular cloud ontology. The level of deployment targeted by mOSAIC is PaaS
(see section 2.4). Being able to combine services from different clouds (without
the need establishing a trust context in the selected clouds), to offer trans-
parency of multiple clouds, and to provide new services on top of the existing
ones, mOSAIC can be considered a sky computing provider (see section 2.3). As
supporting actors the platform uses brokers and coordinators.

4 Final Remarks and Conclusions

Far from being solved, the cloud interoperability and portability problems are
treated by various approaches. A deep analysis of these approaches show a limi-
ted trace of consensus and worries can be raised about their completeness in the
near future. The current paper intended to ”draw the line” and to point towards
the most successful or promising approaches with the hope to pave the way for
further research and development activities in using multiple clouds.
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21. Petcu, D., Crăciun, C., Neagul, M., Panica, S., Di Martino, B., Venticinque, S.,
Rak, M., Aversa, R.: Architecturing a sky computing platform. In: Cezon, M. (ed.)
ServiceWave 2011 Workshops. LNCS, vol. 6569, pp. 1–13. Springer, Heidelberg
(2011)



Enhancing Query Support in HBase

via an Extended Coprocessors Framework

Himanshu Vashishtha and Eleni Stroulia

Department of Computing Science, University of Alberta
{hvashish,stroulia}@cs.ualberta.ca

Abstract. Currently, cloud databases serve as mainstream data storage
mechanism for unstructured data, primarily because of their high scala-
bility and ease of availability. However, as yet, they lag behind RDBMs
in terms of their support to developers for querying the data. The prob-
lem of developing frameworks to support flexible data queries is a very
active area of research. In this work we consider HBase, a popular cloud
database, inspired by Google’s BigTable. Relying on the recent Coproces-
sor feature of HBase, we have developed a framework that developers can
use to implement aggregate functions like row count, max, min, etc. We
further extended the existing Coprocessor framework to support a Cursor
functionality, so that a client can incrementally consume the Coprocessor
generated result. We demonstrate the effectiveness of our extension by
comparatively evaluating it against the existing Scanner API with four
queries on three different data sets.

Keywords: Hadoop, HDFS, HBase, Coprocessors, Endpoint, Cursor.

1 Introduction

We are witnessing the unprecedented generation of substantial amounts of data.
Books are being digitized on a massive scale. Social-networking platforms like
twitter, Facebook, YouTube, Flickr, forums, and blogs collect data at mind-
boggling rates. Twitter alone produces 15-20 terabytes uncompressed data daily.

This new massive scale of data to be collected, archived and processed makes
the traditional model of computing, where an organization invests capital costs
in purchasing its own infrastructure and operation costs in maintaining it, im-
practical and unaffordable. Instead, infrastructure is increasingly provided as a
service (IaaS) with specialized providers offering large-scale computational re-
sources (computing power, storage and network bandwidth) at an economical
rate. In this new model of computing infrastructure, one can lease storage and
virtual machines, configured in a manner that meets the computing task at
hand. So affordable are the prices of these offerings that there are more than
a few corporations that don’t have any infrastructure of their own at all; they
store “everything” on the cloud.

The availability of massive and scalable infrastructure brings to the forefront
two interesting challenges. One is to develop support for persisting data in a scal-
able and fault-tolerant manner, assuming infrastructure failures as a norm rather
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than as an aberrant behavior. The second challenge involves the development
of a software layer that will enable software developers to implement scalable
analyses methods, able to process big data with high throughput. These two
challenges push the idea of virtualization from the infrastructure level to the
platform level, where the software-engineering challenge is to provide software
support to make the manipulation of data on the cloud as easy conceptually as
the traditional infrastructures to which most developers are accustomed.

The Apache Hadoop project represents exactly such a platform. Its associated
project, Hadoop Distributed File System (HDFS), provides a distributed, scal-
able and fault-tolerant file system for persisting big data. It is designed for storing
and accessing large files (with an assumed upper limit to its size in terabytes).
Relying on HDFS, Hadoop supports the map-reduce [6] software-architecture
model. This model supports computational tasks, reminiscent of batch process-
ing, where a typical job runs with in the range of few minutes to few hours or
more – thus, a less than ideal candidate for on-line query type of workloads,
where small subsets of data need to be examined and manipulated.

Google’s BigTable [5] was conceived to address exactly this type of computa-
tional tasks, providing support for storing data, no longer on a file system, but
rather in distributed, sparse, column-oriented, multi-dimensional tables, sorted
on a primary key. Apache HBase is an open source Java implementation of
BigTable and is widely used in a number of corporations. It stores its data in a
data-, called HTable. It provides standard APIs for persisting and accessing data
from these tables. These APIs work on the principle of “filtering” table rows, and
transferring them to the client, putting the onus of their processing on client. In
a typical HBase workflow, data is first accessed at the individual nodes, i.e., the
Region servers, where HTable Regions are stored, and is then sent to the client
for further processing. A Region is an ordered subset of a table. There are some
cases where the server could send “locally computed results” to the client. For
example, in case of computing row count on a subset of a table, all individual
Regions could send just the row count.

The new Coprocessors feature of HBase is conceived to address exactly this
challenge: developers can now write code to be executed server-side, i.e., at each
node where HTable Regions are stored, to compute local results that can then
be aggregated (relying on the Coprocessor libraries) at the client-side. In our
work, we developed six standard aggregate functions, namely (1) row count, (2)
max, (3) min, (4) sum, (5) average and (6) standard deviation, using the existing
Coprocessor framework. We also extended the Coprocessor framework to support
Results streaming, where one can iterate through a Coprocessor generated result
at a Region across multiple Remote Procedure Calls (RPC).1

We organized the remainder of this paper as follows. Section 2 provides back-
ground information about HBase and Coprocessors. Section 3 discusses several
interesting use cases to motivate and illustrate the relative merits of the original
HBase data-access approach vs. the newer Coprocessor approach. Section 4 ex-
plains the design of our experiment, including the datasets, the queries and the

1 Part of this work is committed to Apache HBase project and the rest is under review.
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infrastructure configurations. Section 5 discusses the results and reflects on the
lessons we learned through this experiment. Section 6 reviews research in this
area. Finally Sect. 7 summarizes the contributions of this work.

2 Background

This section elaborates about the design of HBase, describes the support it offer
to software developers of distributed data-intensive applications.

HBase is a distributed, column-oriented database, built on top of HDFS in
order to support low latency random-access patterns on large data. Its design is
based on Google’s BigTable. It is a column oriented, distributed database that
stores records sorted by a primary key. Its support for de-normalized schema
makes it feasible to store huge tables, spanning across millions of columns to
billion of rows. It stores tables across multiple servers by dividing the data set
into Regions, where each Region represents an ordered subset of the table rows.
It is designed such that, irrespective of the number of columns in a row, each row
is always stored in its entirety, in a single Region. These Regions store their data
in multiple immutable HFiles, a HBase-specific file format designed specifically
to cater to the requirement of random reads. Each HFile has an index block at
its end that is used to locate whether or not a particular row is present in the
HFile. It leverages the benefits of HDFS and also provides the additional benefits
of random reads, random writes, and file appends. During a read access, all these
HFiles from a Region are referred to form a unified result for the read. Since
these files are immutable, these files are merged on a scheduled basis to form a
single, compacted HFile to avoid the overhead of reading multiple files. HBase
has proven to be an effective solution for storing large datasets as it leverages
the benefits of already proven HDFS and also provides faster access to the data.

HBase provides several APIs for accessing data. It is worth mentioning here
that there are no datatypes in HBase. It stores all its data as byte arrays.

1. get(byte[] row): fetches a given row;
2. getScanner(Scan): returns a Scanner object that is used to iterate on a

subset of a table; the argument Scan defines the start/stop rows, column families,
and other filters to be used while scanning the table;

3. put(byte[] row): inserts a new row; and
4. delete(byte[] row): deletes an existing row.

Given these APIs, the client program requests data through get (one row) or
scan (multiple rows) and proceeds to process the collected rows. It is important
to note here that the actual processing occurs at the client-side, after the se-
lected rows have been fetched from their respective Regions. HBase originally
did not offer any support to developers for deploying code at the nodes where the
table Regions are stored in order to perform computations local to the data and
return results (and not just partial or complete table rows) to the client node.
This limitation makes the cost of several computations prohibitive: consider, for
example, a row-count process: a developer has to either implement a map-reduce
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pair of processes over the table, or a sequential scan on the entire data, fetched
locally. Data access in HBase is provided by the row key of the table, through
a get. One can also sequentially scan a range of table rows by providing the
start and end row keys, through the scan API). Developers can subsequently
run a map-reduce job, where the data of a single Region is provided to a single
mapper.

3 Coprocessor Use Cases

HBase Coprocessors, inspired by Google’s BigTable Coprocessors [1], is an arbi-
trary piece of software deployed on a Region, addressing a (range of) row(s); the
client library resolves these calls to multiple nodes and executes them in parallel.
The core get and scan APIs of HBase simply support the selection of a (sequence
of) row(s) and its (their) return to the client-side for further processing. With
the original Coprocessor framework, clients cannot request the persistence of
intermediate data (or state) at the server; they can only request the invocation
of a computation on an entire Region and the return of the complete result set
to the client.

Our Coprocessor extension, to which we will refer as extended endpoint or sim-
ply endpoints from now on, is able to perform server-side execution of specific
types of BigTable queries in a sequence of steps, and incrementally send the results
to the client, by maintaining a pointer (at the server side) recording how much of
the Region has been processed. Thus, developers enjoy greater flexibility as they
are able to consume the Coprocessors generated results across multiple RPCs.

3.1 Endpoint Queries

As we have already discussed, running map-reduce jobs on a HBase cluster is
less than ideal solution for on-line queries. Map-reduce provides high throughput
for batch analytical jobs where there is a need to scan the entire table or a large
subset of a table. Consider however use cases where (a) one does not need to
process the entire table, or (b) one needs to perform a computation on the table
in order to produce a single end result for the client. One such example would
be “calculating the row count on a sub set of a table with a given property”.
Currently, the way to implement this query is to invoke a scan of these rows,
collect them at the client side, and then count them and compute the result.
Clearly, it would be better if one could actually compute the counts at the
Regions’ level, at the server-side, and return them to the client that would still
need to aggregate them, i.e., sum the individual counts. In such a scenario, there
would be fewer RPCs, less network traffic and simpler client-side computations.

There are several use cases that resemble the type of workload we have de-
scribed above, such as, for example (a) counting number of rows within a given
row range, with the boundary condition being a row count on the entire table; (b)
aggregate-statistics functions, such as sum, maximum, minimum, average, stan-
dard deviation of a specific column in a given row range; and (c) more generally,
a computationally intensive task at the server-side, which would manipulate and
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substantially transform the table rows. The last use case is necessarily dataset
specific, and we emulate it in Sect. 4 using the Bixi dataset.

We now discuss how the above use cases can be implemented with the original
HBase scan vs. our implementation of scan with Coprocessor endpoints. In the
former case, the first step for the client is to get a scanner object from the
HTable API. It involves instantiating a Scan object that encapsulates query-
specific details like start row, stop row, filtering criteria, batch size of the results,
etc. This causes the instantiation of a scan object at the Region that has the
given start row, its registration with the hosting Region server, and the return of
its identifier to the client. The client incrementally consumes the result from the
starting Region while iterating over it. When scanning a Region is completed,
the scanner automatically (from client’s perspective) moves to the next Region.
This process stops upon reaching the stop row.

In case of Coprocessor endpoints, the first step is to define a Coprocessor im-
plementation to be loaded as part of the Region instantiation. The next step is
to define a pair of callable and callback objects at the client-side. The callable
object is used to envelope method invocations to the server using the Coproces-
sor RPC framework. The callback object is invoked when results of the above
Coprocessor call is available. Its purpose is to perform the client-side aggrega-
tion of the results returned from the individual Coprocessor calls from various
Regions. Note that the calls to the Regions are made in parallel and are executed
as a batch process. So, if a client happens to call 10 Regions via this mechanism,
it gets the final result when all the Regions have return their local result.

This parallel execution is the key advantage of the Coprocessor framework
as compared to the sequential flow in the original Scan API. It provides better
throughput. In our work we have further improved this feature to produce a
cursor infrastructure that streams results from a Coprocessor spanning across
multiple RPCs, as opposed to collecting them as a single batch.

3.2 Streaming Results from Coprocessor Endpoints

The original Coprocessor implementation provides the functionality for perform-
ing the computation in one RPC. It is assumed that a client exhausts the entire
Region before returning the local result. This is a stateless call; the server does
not maintain any reference to the client request and, therefore, a client has no
means to consume the results of individual Regions result in an incremental way.
Clearly, in many cases the result from a Region may be quite large and the client
is likely to want to consume it in an incremental way. This is the functional-
ity that our extension to the Coprocessor framework provides: namely, enabling
a client to consume these endpoint results incrementally. We demonstrate this
functionality in our experiment with the NGram dataset (see Sect. 4.2).

We built our extension using the endpoint feature of the Coprocessor frame-
work. An endpoint is a singleton object composed in the Region and we need this
endpoint object to be stateless to support multiple client-side calls. We cannot
store the state of the client as an endpoint attribute. However, each Coproces-
sor object has an associated environment object, which holds the context of the
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owning Coprocessor, such as the associated Region and Region server. We utilize
the environment object to create a registry or map like data structure in it, and
use it for temporarily storing client states.

We designed a Cursor interface that defines the contract for providing iterative
APIs like next, hasNext to a Coprocessor result. The concrete implementor of the
Cursor interface will define its run-time behaviour such as what processing has
to be done on the table rows while doing a next() invocation, how are the results
per table row to be aggregated, and how the results per RPC call should be
sorted (or if they are to rendered in some specific way, for example a group by),
etc. The grouping of results per RPC is required because one RPC can return
many result rows. This concrete implementation will be a part of the endpoint
defined by the client. When a client needs this functionality in its Endpoint,
it defines and instantiates a concrete Cursor object as an anonymous object,
registers it in the Coprocessor registry, and returns a handler to the client. The
client can then use this handle in order to use the registered Cursor object.

It is important to note here that the client gets these cursor handlers from all
the invoked Regions. We define a client-side cursor object, the ClientCursor, that
encapsulates these handlers. It maintains a list of all these handlers and exposes
iterative methods like next, hasNext to the client. For example, invoking the
next call results in calling all the interested Regions in parallel and aggregating
their individual results before rendering the aggregation to the client. Whenever
a call results in a null result from a Region in the Endpoint, it is assumed that
the respective cursor at the Region has exhausted it and that Cursor object
is deregistered before it returns. When the ClientCursor notices a null result
from a Region, it removes the corresponding handler from its handler list. Thus,
no more next () request is sent to this Region. Subsequently, it sets its hasNext
variable to false when the handler list becomes empty, marking the end of results
from all Regions. To summarize, the ClientCursor takes care of all the parallel
calls to the Regions. The developer’s code is not aware of these cursor handlers
that are registered at the server-side. It simply calls next() on ClientCursor and
expects all the Regions to return their results.

4 Experiment Setup

To evaluate our work and analyze the relative merits of the two variants of the
Coprocessor framework, i.e., the original and our extension, we had to select
appropriate datasets and queries. The datasets should be large to be labeled as
‘big-data’. And, the selected queries should provide an opportunity of substan-
tial server-side computation and also, to use the results streaming functionality.
Query selection and schema design are very much correlated with each other
given our prejudice over the type of processing we want to support. Sections 4.1,
4.2 and 4.3 provide a comprehensive picture of our experimental design.
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4.1 Datasets

Bixi is a public dataset collected by Public Bike Systems Inc. for their Montreal
operation in Quebec, Canada. This is a bike renting service, having 404 stations
in Montreal. A subscribed user can rent a bike or submit a bike in a station. These
stations are equipped with sensors which transmit information in XML format,
about their status such as number of available bikes, empty docks, geographical
locations etc, at regular intervals. This data is made publicly available at the
company website2. We used the dataset that was collected on a per minute basis
for a period of 70 days, from September 24, 2010 to December 1, 2010. It is a
12 GB dataset that contains 96,842 data-points for all the Montreal stations.

Google NGrams is a collection of N-Grams from the entire google books collec-
tion, which the company made available for research work in 2009 [9]. We used
the 1-gram dataset for our experiments, which contains 6,641,214 unique words.
This dataset is structured in a column separated value (csv) format. The first
column is the word in context; the second column is the year in which this word
was used; the third, fourth and fifth column represent the word count, unique
number of pages and books respectively, containing the word in that year. Thus,
for a given word, there is one row for each corresponding year.

4.2 Sample Queries

Evaluation of the result-streaming functionality requires a specific set of queries
where one can stream the coprocessor generated results. As mentioned earlier,
this poses two conditions: first, there should be some substantial computation
that can be transferred to the server and, the result set should be large enough
so that the client needs to do more than one RPC to fetch the result from
a Region (stream results). It is to be noted that the original HBase provides
optimizations where one can send a customized number of rows from the server
to the client in one RPC. To have a fair evaluation between the original Scan
and result streaming, we keep this as high as 1000 in most of our experiments,
i.e., in each RPC, send 1000 table rows for a Scan and similarly, 1000 result
rows with Coprocessors from server to client. Therefore, the queries should be
able to provide a large number of results. We came up with four different types
of queries, based on these datasets we chose.

Our choice of the Bixi dataset was motivated by the fact that it provides
opportunities for several interesting server-side computations, including general
descriptive statistics (sum, min, max, average and standard deviation). In our
experiments, we have implemented the following two queries, one invoking a get
on a given time-stamp and, second invoking a range scan over a sequence of
time-stamps. Query 1: For a given time, central location and radius, get a list
of stations with available bikes, sorted by their distance from the given location.
Query 2: For a given list of stations and a time, get their average bike usage
for last 1, 6, 12 and 18hr.
2 https://profil.bixi.ca/data/bikeStations.xml

https://profil.bixi.ca/data/bikeStations.xml
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The NGram dataset has already been the subject of much study. In this work,
we wanted to explore it in ways that are not currently supported on the Google’s
NGram viewer [2]. The current NGram viewer can be used to see the evolution
for a specific word or a set of words. It does an exact match of the given word
to its dataset. There are some words that share a common prefix up to a good
part of their length: for example, there are 424 different words that starts with
‘America’, spanning across almost 530 years! We use this dataset for the following
queries. Query 3: For a given word prefix, get the top three count frequencies
with their respective years for all the words that share that prefix. Query 4:
We did the above query for a bag of words in one call, looking at the evolution
of words like, ‘love’, ‘blood’, ‘passion’. We should note that Query 3 involves
a range scan with a common prefix, the range for Query 4 was large enough
to span multiple Regions such that it was executed in parallel across different
Regions using the Result-Streaming API.

4.3 Schema Design

The performance of HBase is directly correlated to the underlying schema and
data-access patterns. While designing the schema one should strive for grouping
frequently read columns in one column family. This is because each family is
stored as one file (essentially, a HFile). This helps in limiting the number of
files to be referred in a read call. One more caveat is that HBase tries to open
all HFiles and read their index blocks in memory for faster lookups. Therefore,
having fewer HFiles results in a smaller memory footprint. This also means that
one should try to have minimum number of column families.

For the Bixi dataset, we chose the time-stamp to be the row key because our
access pattern is time-stamp based, and the application is not write heavy; it
has only one write per minute (if it were a real time application). We defined one
column family and used station ids as column qualifier. We extracted relevant
information such as latitude, longitude and other fields from the XML data and
persisted it as cell values. Thus, a row size is approximately 90 KB and it has
information about all the stations at a given time-stamp.

For the 1-gram dataset, we chose a word as the row key, and years as column
qualifiers. All the three frequencies are concatenated with a delimiter and stored
as the qualifier value. Thus in order to look for a word we need to read only
one row. Accordingly, the row size distribution varies as per the word history,
varying from a few bytes to 10s of KB.

4.4 Cluster Setup

We used a 5-node cluster on Amazon EC2 [3] to run our experiments. We used
the recommended node configurations, giving more memory to HMaster (HBase
Master process) and Namenode (HDFS master process) by running them on
m1.xlarge instance; and giving more processing power to Region Server (HBase
slaves) and Datanodes (HDFS slaves) processes by running them on c1.xlarge
instances. Since Coprocessors are not yet part of the stable released and we have
added/modified HBase source code to add our functionalities, we created our
own Amazon machine image (AMI) containing relevant Hadoop and HBase jars.
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4.5 Experiment and Results

We uploaded the Bixi and 1gram datasets to Amazon S3 [3]. Because the datasets
contain a varying size of rows, in order to have a fair evaluation between the
two approaches (reading from cache or from disk), we pre-run each query with
the same arguments a number of times, in order to cache the required table
rows in the Region Server. Thereafter we run the queries and report the average
value for the last 3 iterations. Thus, in case we are reading small amount of
data and using operating system cache instead of a disk I/O, it should happen
for all variations of the experiment. We performed experiments for the queries
described in the Sect. 4.2. For all these queries, we set the cache size of scan
and the cursor to be 1000 (number of results in one RPC). We now describe the
results of these experiments.

Table 1 gives the result for Query 1. This query reads only one row (essen-
tially a Get operation) and performs the computation for calculating distances
between 404 geographical points. The row size is 90KB, and it makes a negligible
difference whether this computation is done at client side or server side.

Table 1. Response time for Query 1, in seconds

Query 1 Get Coprocessor

response time in sec 1.57 1.61

We used Query 2 for computing the average for the last 1, 6, 12 and 18 hr
from a given time value with two variations. In the first condition, we compute
these values for 3 stations, and in the other we compute it for all 404 stations.
Figure 1 shows the response time of Query 2 for 3 stations. The X and Y axes
represents the hour for which the average was computed and the response time
of the computation, respectively. In the scanner approach, we only fetch the
relevant columns (i.e., the three stations) for the rows that fall in the time range
and compute the average value at the client side. Figure 2 shows the response
time for all 404 stations. We chose 3 and 404 as the boundary conditions for the
query, to realize the effect of processing larger data in this query.

Table 2 shows the response time for Query 3 on the NGram dataset. The target
word used was “America” and there are 424 distinct words that start with this
prefix. The scanner cache size was set to 1000, so all the results were returned in
one RPC. In order to test the streaming result from Endpoint functionality, we
also executed Query 3 to fetch all words that starts with ’America’ with batch
size of 100. This is shown in the second row of the Table 2. We also test the
result streaming by executing Query 3 to fetch all words that starts with prefix
’A’ with a batch size of 1000. There are 219,797 such words spanning across 2
Regions and the response times are shown in the third row of the Table 2.

The last row of Table 2 shows the experiment results for Query 4. In this query,
a user enters a bag of target words and it returns all the words that match the
prefix of either of these words. We used words that start with different letters
to evaluate the parallelism provided by the Coprocessor framework.
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Table 2. Response time for Query 3 and 4 on NGram dataset (sec)

Prefix Cache
size

Scanner
time (in sec)

Coprocessor time
(in sec)

Number of unique
words

America 1000 1.84 1.66 424
America 100 1.84 1.80 424
A 1000 29.65 21.15 219,797
blood, love,
change, passion

1000 158.21 44.7 NA

5 Evaluation

The four queries described above represent different use cases and we consider
them separately. Table 1 reports the response time for Query 1. This query is
a Get operation as it reads only one row of the table. It involves fetching the
row and computing distance between 404 geographical coordinates. Since the
row size is only 90 KB, the impact of having the computation at client side or
server side is rather insignificant. Thus, we have almost the same response time
for Get operation and Coprocessor approach.

Query 2 is evaluated under two different scenarios, one with 3 stations and
other with all 404 stations, with scan cache size and streaming result batch
size equal to 1000. We computed the average number of the available bikes at
stations for the last 1, 6, 12 and 18hr from a given time. Since we store the data
on a per minute basis, we need to read 60, 360, 720 and 1080 rows respectively.
Figure 1 shows response-time results for 3 stations. Note for the Bixi schema,
stationIds become the column qualifiers, and one can scan at a granularity of
qualifier level. So, we select only those 3 columns for this scenario. The response
time for 1 hour computation was better in the case of the scanner and as we
move to 18 hr average, the Coprocessor method started to give better response
time. This is because in the case of the scanner, all the selected values are sent
to the client and as we increased the time window, the number of such rows
increased from 60 to 1080. In the case of Coprocessor, the computation was
performed at the server-side and only the average value was sent to the client.
This difference gets manifested when we increase the number of stations from
3 to 404. Figure 2 shows the result of Query 2 with all 404 stations. In this
use case, the Coprocessor gives a better result than the scanner for all the time
ranges that we tested. This shows the Endpoint are more effective than normal
scanner when it involves computation with a large amount of data.

Queries 3 and 4 were applied on the NGram dataset. We used this dataset to
test the streaming-results functionality and tried to build up the case when we
can exploit the parallelism that comes inherent with the Coprocessor framework.
We tested Query 3 with the prefix as “America”. As mentioned in the Sect. 4.2,
we are interested in top 3 frequencies of words that share the same prefix. The
motivation in designing this query was to ensure that, apart from fetching the



Enhancing Query Support in HBase 85

Fig. 1. Response time (in sec) for Query
2 for 3 stations

Fig. 2. Response time (in sec) for Query
2 for all stations

rows, it also entails some processing at server side. For example, the row key
“America”, which matches the criteria, has more than 500 frequencies for these
many years. Table 2 shows the results for this experiment. The difference in
response time for Scanner and streaming Endpoint approach is not large, which
is due to the small computation and result size. The overall size of the result was
about 630 KB only, which can be termed as an insignificant amount and explains
the near same time (rather Scanner doing it marginally better). Interestingly,
there was almost no effect of changing the cache value from 1000 to 100 in the
case of a Scanner, as shown in rows 1 and 2 in the same table. This can be
credited to the smaller result size and nuances of virtual environment.

Since we aimed to test the streaming result, we executed a query where the
prefix was ‘A’; i.e., give the computation for all words starting with the letter
‘A’. There are around 0.2 million such words, distributed in 2 Regions. The end-
point approach finishes the task in 21 seconds as compared to 29 seconds taken
by the Scanner API. We further expanded this test to consider the query for a
bag of words. The aim was to further increase the number of target Regions and
test the result-streaming functionality. We used a bag of frequently used 4 words
(good enough to produce large amount of results) and start with different letters
to make it more distributed, as shown in the last row of Table 2. Before exe-
cuting requests to individual Regions, the Coprocessor framework first sorts the
argument row keys to define a range of “interesting” Regions. Then it executes
requests across all such Regions. It may happen that some interleaving Regions
do not have any of the target word, in that case they return a null result. The
ClientCursor makes sure that these Regions are not called in the next invocation
(as explained in Sect. 3.2). In case of the scanner, the call starts at the Region
having the start key, and flows sequentially to the Region containing the stop
key. The inherent parallel execution of Endpoint approach makes it finish the
task in 44 sec as compared to 158 sec taken by Scanner API.

In case where an interleaving Region does not have any result rows, the entire
Region has to be scanned before sending a null result. This scanning of the
entire Region in one RPC may take a while in case when there are many such
Regions. Therefore, in the first call to fetch result, these null resulting Regions
behave as bottleneck because the ClientCursor needs to aggregate results from
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all Regions before rendering result to client. We plan to improve this feature as
our immediate future work.

6 Related Work

Cloud databases, irrespective of their high scalability, lack the strong query
semantics present in relational database systems; they are designed in a funda-
mentally different architecture than traditional RDBMs, they lack secondary join
support and query languages. The primary reason for their relatively sparse func-
tionalities is their relative immaturity as a technology, as compared to RDBMs
which have been around for past 35-40 years. Thus, this field opens up number
of research directions for optimizing both at software and hardware level.

Konstantinou et al [7] used HBase for storing document indexes for a real-time
application. They used the existing APIs and commented that their application
has to make client-side merging two queries before rendering the complete so-
lution. It required two server trips before producing the end result. In a similar
work of creating and storing document index, N. Li et al [8] defined HIndex, that
gets persisted on top of HBase and supports parallel lookup of target indexes.
These indexes are fetched and results are merge at the client-side.

A Coprocessor Endpoint supporting result streaming will help such use cases
as it permits filtering and merging at server-side. Our claim is supported by the
results in Figure 2, which shows that its performance is better than normal scan
operation for a substantially large ngram dataset.

7 Conclusion

We are seeing an unprecedented growth of data in the last decade, primarily
unstructured. This has led people to look for alternatives storage solutions, other
than traditional RDBMs. Cloud databases seem to solve the scalability issues, as
they have been running on cluster size in the order of 100s of nodes. The current
tradeoff is that they lack support of structure query language, database objects
like trigger, stored procedures which are present in RDBMs. This provides an
active field of research to explore novel ways to improve it. We focused on HBase
and used its newly developed Coprocessor framework to improve the current
query execution mechanism. The main contributions of this work are as follows.

1. We designed and implemented standard aggregate functions using Coproces-
sors infrastructure. This work has been committed to the Apache HBase.

2. We designed a cursor framework that provides support for streaming results
from the Coprocessor endpoints. It adds on to the existing Coprocessor frame-
work where one can incrementally access the results set generated by Coproces-
sors at a given Region. This work is under review by the HBase team.

3. The cursor framework can also be used to create a parallel scanner infrastruc-
ture. The idea is it can use the parallelism inherently provided by the Coprocessor
framework, and one can stream in results in parallel.
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Abstract. Today’s cloud consumers gain a high level of flexibility by us-
ing externally provided cloud-based services. However, they have no means
for requesting combined services from different clouds or for enforcing an
individual quality level. Laying the foundation for market-based cloud col-
laborations including the negotiation of individual quality parameters is
an important aspect for future cloud computing. Cloud consumers, espe-
cially enterprises are then able to request complex services with consumer-
driven quality guarantees according to their individual needs and are not
concerned with the problem on how to make the different components
work together. In this paper, we present an approach for collaborative
complex service provisioning in cloud computing and an evaluation of se-
lected mechanisms for the negotiation of quality parameters in such a col-
laborative market-based scenario.

1 Introduction

Cloud computing has recently attracted a lot of attention with respect to IT
architectures and aims to provide computing resources in a highly dynamic and
flexible manner. In 2010, the cloud computing market reached a large market
volume and its size will grow further in the next years [11]. Nevertheless, cloud
computing is still in a very early stage concerning open standards and inter-
faces [13], so that consumers cannot change selected cloud providers very easily.
A vision aiming at these issues is a global cloud marketplace [1], which does not
depend on the specifics of a certain vendor offering standardized interfaces. Such
a cloud marketplace would also facilitate the combination of different services
from various cloud providers and enable cloud federation scenarios [8]. Hence, it
can be considered as a first step towards the Future Internet [7]. To realize the
vision of a global cloud marketplace, several requirements have to be fulfilled.
Quality parameters, such as reliability or availability, are especially crucial in a
business environment. In order to retain control of the service quality, so-called
Service Level Agreements (SLAs) can be negotiated between the service con-
sumer and the cloud provider to ensure a level of quality consumers can rely
on. Basically, an SLA represents a contract between two parties and defines
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the objectives (e.g., quality parameters) the cloud provider has to fulfill and the
penalties in case the provider violates the agreement. At present, cloud providers
offer no or only limited support for the negotiation of individual quality param-
eters [1]. Thus, consumers, especially enterprises are not able to obtain Quality
of Service (QoS) guarantees according to their specific business constraints. But
enabling consumer-driven QoS guarantees would increase the flexibility and effi-
ciency when using cloud-based services. Furthermore, consumers wish to dynam-
ically combine services from different cloud providers without further effort for
the interconnection of the different components. This requires the collaboration
between multiple cloud providers. Hence, an automated mechanism is required
to negotiate individual QoS guarantees and to dynamically select collaboration
partners from a set of multiple cloud providers.

In this paper, we present a collaborative cloud market model for complex
service provisioning. The collaboration allows cloud providers to share their
resources and to offer complex services on the cloud computing marketplace.
Besides the selection of collaboration partners, negotiating individual QoS pa-
rameters is also a major issue that we address in the paper. The remainder of the
paper is structured as follows. Section 2 describes the requirements for collabora-
tive complex service provisioning, Section 3 introduces our collaborative market
model and Section 4 presents initial experimental results of our approach. The
paper closes with a discussion of related approaches in Section 5 and with a
conclusion and future directions in Section 6.

2 Problem Statement

Our work focuses on a mechanism for collaborative complex service provisioning,
in which services from different cloud providers can be combined to a bundle.

Definition 1 (Bundle). A bundle B is a set S of m different functional ser-
vices. Each component c in the bundle has communication relationships with a
subset of S\ {c}, i.e., with some of the other components in the bundle.

For example, an enterprise could request a set of services from multiple cloud
providers to fulfill internal business activities, e.g., a Customer Relationship
Management solution, data storage, virtual machines for data processing, and a
database [8]. In this scenario, multiple providers offer heterogeneous services on
the envisioned global cloud marketplace, where the following assumptions hold:

– Specialization: Each provider has specialized in providing specific service
types. The providers participate in the market, because they are unable to
provide all the required services on their own [9].

– Comparability: We assume that the services can be classified according to
their functionality. Hence, all providers in a single category are competing
with the other providers in the same category.

– Standardized Interfaces: There are no consumer switching costs due to
specific service properties when changing cloud providers. The development
of cloud standards is currently addressed by several activities1.

1 An overview can be obtained from http://cloud-standards.org/

http://cloud-standards.org/
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– Scalability: In our basic model, we further neglect resource constraints in
the first instance. Thus, we assume that each provider has unlimited resource
capacities concerning the provider’s specific service types.

– Collaboration: After the determination of the collaboration partners, the
providers are responsible for providing the bundle. Since the several compo-
nents in the bundle must be able to directly communicate with each other
according to their communication relationships, the providers must establish
connections between the components coming from multiple clouds. Such a
so-called sky computing scenario [5] typically requires to lay a virtual site
over the distributed resources among the different administrative domains.

– Adaptability: Finally, we assume that the cloud providers can vary the
QoS levels that they provide according to their cost functions. Since they
have private information, e.g., concerning their cost factors, a negotiation of
QoS parameters is necessary.

– Relationships: Although cloud providers are located worldwide, they can-
not establish data centers everywhere. Thus, they may have difficulties in
fulfilling all QoS requirements, e.g., due to network delays. Hence, the rela-
tionships between the different components must be taken into account since
they have a direct impact on the QoS parameters.

Two major issues that have to be addressed arise in such a collaborative cloud
market scenario: How to negotiate the QoS parameters of a bundle with multiple
cloud providers and how to select the collaborating parties? Cloud consumers
must specify their requirements (e.g., upper or lower bounds) for the whole
bundle and for each service that is part of the bundle. A market model is required
to maximize the consumer’s utility and the cloud providers’ utility (in terms of
cost), while considering the boundaries for the different parameters.

3 Approach

3.1 System Model and Notation

Our model consists of three main actors: service consumers, cloud providers and
a market platform. Service consumers SC can request a bundle of services at the
market platform and specify their requirements concerning the non-functional
properties of the bundle, i.e., QoS parameters and price. These requirements
are used by the market platform to compose the bundle. The composition is
structured into two phases: the negotiation between the market platform and the
cloud providers and the selection of the collaboration partners for the provision
of the bundle. The two phases are described in the following.

To perform a first analysis, we assume a sequential order of the m services
within the bundle B. The consideration of more complex communication re-
lationships will be part of our future work. Furthermore, the services can be
grouped into functional categories Cati with i ∈ (1, . . . , m). Each category con-
sists of a set of cloud providers CP with p elements, where each element repre-
sents a cloud provider offering a service with the same functionality. The cloud
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Fig. 1. Market system

providers are denoted with CPi,j and the service a cloud provider CPi,j delivers
with Si,j , where i ∈ (1, . . . , m) and j ∈ (1, . . . , p). We assume that a service Si,j

is, besides its functionality, described with three properties: price Pri,j and two
QoS parameters Q1i,j and Q2i,j, which are generic representations of possible
QoS parameters (e.g., availability). From the service consumers’ point of view,
price is a negative attribute and QoS parameters are positive attributes. Service
consumers specify their requirements with two elements: thresholds and utility
functions. Both are provided for the functional category level as well as for the
whole bundle. The thresholds on category level are ThCatPri, ThCatQ2i and
ThCatQ2i for price and QoS parameters. In addition, the service consumer uses
a utility function UCati(Si,j), which shows the consumer’s utility dependent
on the non-functional properties of a service. The utility function is described
in Section 3.2. During the negotiation, the goal of the market platform is to
maximize the utility of the service consumer for each functional category while
keeping the provided thresholds. Analogously, the cloud providers have a cost
function, which specifies what effort is required to provide the QoS properties
at a certain quality level for a given service. Therefore, each cloud provider
CPi,j has two cost factors CFQ1i,j and CFQ2i,j for the two QoS parameters.
The cost function UCPi,j(Si,j) reflecting the utility of a cloud provider is de-
scribed further in Section 3.2. The overall model with its actors is shown in
Figure 1.

It is not sufficient to specify only the requirements of single services of the bun-
dle, but also the overall bundle must fulfill certain requirements. Therefore, the
thresholds and an additional utility function for the service consumer are speci-
fied at bundle level. This information comprises the three thresholds ThBuPr,
ThBuQ1 and ThBuQ2 and the utility function of the service consumer for the
bundle UBu(B). The goal of the market platform for the composition of the
overall bundle is to fulfill the thresholds and to maximize the consumer’s utility
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for the bundle. This problem is based on the previous negotiations in the func-
tional categories and deals with the optimal selection among the resulting offers
of the negotiation process.

3.2 Negotiation of Quality of Service

Negotiation takes place between the cloud providers and the market platform.
The market platform uses the utility function of the service consumer and the
provided thresholds for the negotiation. A service Si,j fulfills all thresholds if:

ThCatPri ≥ Pri,j and ThCatQ1i ≤ Q1i,j and ThCatQ2i ≤ Q2i,j (1)

The utility function is assumed to be additive and has a decreasing marginal
utility (shown by the square roots) for both QoS parameters [2]. Each non-
functional property of a service has an individual weight. The weight of the price
is negative, whereas the weights of the QoS parameters are positive to express
the utility for the service consumer. The weights are denoted with wCatPri,
wCatQ1i and wCatQ2i. The utility function of the service consumer is as
follows:

UCati(Si,j) = wCatPri ∗ Pri,j + wCatQ1i ∗
√

Q1i,j + wCatQ2i ∗
√

Q2i,j (2)

As already stated, each cloud provider has a cost function. In this function,
every provider makes use of other cost factors to enforce certain QoS parameters,
which are both negative, since the cloud providers have higher costs for providing
better (higher) QoS values. Hence, the cost function represents the utility of the
cloud providers. The utility function for the cloud provider CPi,j is as follows:

UCPi,j(Si,j) = Pri,j + CFQ1i,j ∗ Q1i,j + CFQ2i,j ∗ Q2i,j (3)

The two parties fulfill the requirements for a negotiation, since they have dif-
ferent preferences for the given properties and want to maximize their utility.
For the negotiation, a mechanism is required that specifies the protocol and the
strategy of the parties on both sides. The given scenario with the market plat-
form on the one side and p cloud providers in a functional category on the other
side and three negotiation domains (price and QoS parameters) requires support
for one-to-many negotiations and multiple attributes.

After an analysis of different negotiation protocols based on [12], which can
be used in automated negotiations, we decided to use the contract net protocol
[15] and the English auction [2] for an initial evaluation of the negotiation in
the model. The contract net protocol is a simple protocol originally used for
distributing tasks in computer systems. The tasks are specified by a central
manager and sent to providers. The providers return an offer for the specification
with the smallest price they can provide. After one round, the central manager
assigns a task to the provider with the best offer. Using the contract net protocol,
the price of the offer is calculated as follows:
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PrCNP
i,j = −CFQ1i,j ∗ ThCatQ1i − CFQ2i,j ∗ ThCatQ2i (4)

The cloud providers make a bid, if the QoS parameters they can provide meet the
desired thresholds, i.e., an offer is valid, if PrCNP

i,j ≤ ThCatPri. Since the utility
function of the service consumer is private, the cloud providers only optimize the
price of their offers according to the given thresholds. The assumption is that
they are willing to make a bid until they gain no utility from the offer anymore.
Hence, the value of the utility function is minimized in order to maximize the
probability for a bid to get accepted.

In the English auction, bidders may bid for a particular good during several
rounds, until no bids can be made anymore. A bid is valid, if it exceeds the
currently highest ranked bid. Finally, the highest bid wins the auction. We use
the English auction as a reversed auction (i.e., the cloud providers making offers
which can be accepted by the marketplace) with a multi-attribute extension
that enables the consideration of all requirements. In the original version of
the English auction, cloud providers can be outbid during a single round. In
our scenario, the market platform chooses the best offer after each single round
and sets it as lowest bid for the next round. The dominant strategy for the
cloud providers is to increase their offers in each round by a minimal difference
DiffOff between two offers. The increase does not refer to the price, but to
the utility of the service consumer. This enables to consider not only the price,
but all non-functional attributes for the auction. The calculation of the values
for the increase and the prices is adapted from [2]. The QoS parameters are
calculated as follows:

Q1EA
i,j =

(
wCatQ1i

wCatPri

2 ∗ CFQ1i,j

)2

and Q2EA
i,j =

(
wCatQ2i

wCatPri

2 ∗ CFQ2i,j

)2

(5)

Based on these values and the utility of the current best offer SBestOffer
i , the

price is calculated as follows:

PrEA
i,j =

wCatQ12i
|wCatP ri|
2∗|CFQ1i| +

wCatQ22i
|wCatP ri|
2∗|CFQ2i| − UCati(S

BestOffer
i ) − DiffOff

−wCatPri
(6)

However, there is a major difference between a standard English auction and
the scenario in this work: the thresholds for the non-functional properties. These
thresholds limit the properties and can lead to invalid solutions. Therefore, the
approach used in this work adjusts the QoS parameters, if the calculated values
are below the thresholds, and uses the new values for the calculation of the price.

Both negotiation protocols lead to a number of offers in each functional cat-
egory. These offers must be composed to a bundle in the next step, which is
described in the next section.

3.3 Partner Selection for Collaboration

The second part of the collaboration process is the selection of collaboration
partners from the set of valid offers SV al

i for each Cati after the negotiation.
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The size of SV al
i is less or equal p, because not every cloud provider must make

an offer. The selection of the collaboration partners is designed as optimization
problem, which selects one service from each functional category. Each valid ser-
vice Si,j has a binary decision variable xi,j , which is 1 if the service is part of
the optimal solution and 0 if not. The selection is based on the properties of the
services as well as the connections between the services. Connections between
services only exist if the services are neighbors in the sequential order of the bun-
dle. A connection between services Si,j and Si+1,k is denoted with Coni,j,i+1,k

and has the non-functional properties CPri,j,i+1,k, CQ1i,j,i+1,k and CQ2i,j,i+1,k.
The connections have an additional decision variable yi,j,i+1,k, which is 1 if each
variable xi,j and xi+1,k is 1. The aggregation operators of the non-functional
properties are assumed to be summations. The second QoS parameter uses two
additive functions to separate between services and connections. Other aggrega-
tion operators like multiplication or min-operators are also possible and can be
considered in future research. The utility function of the service consumer for
the bundle is as well additive and uses different weights to increase the flexibility
just as the utility function of the service consumer for the functional categories.
The weights wBuPr(≤ 0), wBuQ1(≥ 0) and wBuQ2(≥ 0) are used for both,
services and connections. The weighted utility and objective function and con-
straints are defined in Model 1, which is a linear optimization problem that can
be solved optimally with a branch-and-bound approach [4].

4 Experimental Results

For the evaluation, the previously described model has been implemented. The
implementation is agent-based and describes the behavior of the market platform
and the cloud providers during the negotiation and solution of the optimization
problem. The evaluation is a proof-of-concept for the developed model and, at
the same time, analyzes the influence of the amount of cloud providers on the
negotiation. The tests have been performed on a laptop with a 64bit dual core
2.53 GHz processor with 4 GB RAM and Windows 7 as operating system. For the
simulation of the agents, Repast Simphony2 has been used and the optimization
problem has been modeled and solved with LPSolve3. The number of cloud
providers within a category is varied between 2, 4, 6, 8, and 10 cloud providers.
For each variation, 20 test cases have been generated. The scenario has been
tested exemplary for 5 functional categories. The values for the parameters of
the following evaluation are shown in Table 1. The table shows the ranges of
the random numbers or if no range is given the fixed values of the parameters.
Besides these parameters, the English auction uses a minimal difference between
offers of 0.5 utility units.

The median run times of the two negotiation protocols are shown in Figure 2.
They are distributed from 1.9 to 13.6 ms. For both protocols, the run time
increases with a growing number of cloud providers. The contract net protocol
2 http://repast.sourceforge.net/
3 http://lpsolve.sourceforge.net/5.5/

http://repast.sourceforge.net/
http://lpsolve.sourceforge.net/5.5/
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Model 1. Collaboration Partner Selection Problem

Objective Function (Maximize):

m∑
i=1

∑
j∈SV al

i

xi,j(wBuPr ∗Pri,j + wBuQ1 ∗Q1i,j + wBuQ2 ∗Q2i,j) +

m−1∑
i=1

∑
j∈SV al

i

∑
k∈SV al

i+1

yi,j,i+1,k(wBuPr ∗ CPri,j,i+1,k + wBuQ1 ∗ CQ1i,j,i+1,k + wBuQ2 ∗ CQ2i,j,i+1,k) (7)

Constraints:

ThBuPr ≥
m∑

i=1

∑
j∈SV al

i

xi,j ∗ Pri,j +

m−1∑
i=1

∑
j∈SV al

i

∑
k∈SV al

i+1

yi,j,i+1,k ∗ CPri,j,i+1,k (8)

ThBuQ1 ≤
m∑

i=1

∑
j∈SV al

i

xi,j ∗ Q1i,j +

m−1∑
i=1

∑
j∈SV al

i

∑
k∈SV al

i+1

yi,j,i+1,k ∗ CQ1i,j,i+1,k (9)

ThBuQ2 ≤
m∑

i=1

∑
j∈SV al

i

xi,j ∗ Q2i,j (10)

ThBuQ2 ≤
m−1∑
i=1

∑
j∈SV al

i

∑
k∈SV al

i+1

yi,j,i+1,k ∗ CQ2i,j,i+1,k (11)

∑
j∈SV al

i

xi,j = 1∀i ∈ (1, . . . , m) (12)

∑
j∈SV al

i

∑
k∈SV al

i+1

yi,j,i+1,k = 1∀i ∈ (1, . . . , m − 1) (13)

xi,j + xi+1,k − yi,j,i+1,k ≤ 1∀i ∈ (1, . . . , m − 1) ∧ ∀j ∈ SV al
i ∧ ∀k ∈ SV al

i+1 (14)

shows slightly higher run times than the English auction. The reason for this is
that the contract net protocol produces a larger set of valid services than the
English auction, which increases the time to solve the optimization problem.

The service consumer’s utility considered in the problem is measured on two
levels: for each category and for the overall bundle. For the former, the absolute
and the relative utility of the consumer is measured and for the latter, we only
measure the absolute utility, since the relative utility is 100% for all the offers.
The relative utility is calculated by using the Lagrange method [4] to evaluate the
maximal possible utility a cloud provider can provide without given boundaries
and without achieving an own utility. The result is set as maximum and the
achieved utility is set in relation to it. The results for the relative utility are
shown in Figure 3(a). They show that the contract net protocol reaches a relative
utility of 60% and remains on the same level for all scenarios. The English auction
achieves a similar level, but the relative utility decreases for a higher number of
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Fig. 2. Run time of negotiation protocols

cloud providers within the categories. The reason for this decrease is that more
providers lead to a higher probability that one provider cannot reach the optimal
values for the non-functional properties. Thus, this provider increases the utility
faster, which leads to earlier discards of other providers and lowers the value.
Another result, the best absolute utility within a category, is shown in Figure
3(b). Concerning the utility, the contract net protocol does not depend on the
number of cloud providers and remains on the same level. In contrast, the English
auction shows a positive correlation between the number of cloud providers and
the best achieved utility. The reason for this is, that more providers lead to a
higher competition and, therefore, a higher utility value. The probability that
the two best providers have similar cost factors and increase their offers to the
maximum is higher in scenarios with many providers.

The evaluation of the service consumer’s utility for the bundle is shown in
Figure 4. The median utility achieved with the English auction is much higher
for the chosen weights than the utility achieved with the contract net protocol.
This can be explained with the low values for the two QoS parameters resulting
from the contract net protocol in contrast to the high values resulting from the
English auction. Low values lead to a low utility, since the achieved price cannot
compensate them.

It can be observed from the evaluation that both negotiation protocols show
small median run times and thus, are applicable in a dynamic collaborative
environment. Concerning the utility of the bundle, the English auction achieves
higher median utility values than the contract net protocol. However, the

Table 1. Values of the parameters for the evaluation

Category Bundle
Parameter Values Parameter Values

CFQ1i,j and CFQ2i,j [0; 1]
wCatPri −1 wBuPr −1
wCatQ1i and wCatQ2i 2 wBuQ1 and wBuQ2 0.5
ThCatPri [15; 20] ThBuPr [15; 20] ∗ m
ThCatQ1i [0; 5] ThBuQ1 [0; 3] ∗ m
ThCatQ2i [0; 5] ThBuQ2 [0; 1]
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(a) Median relative utility (b) Median best utility

Fig. 3. Service consumer median utility of negotiation protocols for categories

Fig. 4. Service consumer median utility of negotiation protocols for bundle

English auction depends on the amount of the providers. In summary, the con-
tract net protocol is preferable in scenarios, where the services must only satisfy
minimal requirements and the price is considered as the most important criteria.
In contrast, the English auction should be applied in case of a large number of
providers in order to achieve a high utility. Nevertheless, no negotiation mecha-
nism outperforms the other in all settings.

5 Related Work

A lot of research has been done in cloud computing. Yet, only a few approaches
focus on market-based scenarios. To the best of our knowledge, this is the first
work that combines the negotiation of individual consumer-driven QoS guaran-
tees and the selection of collaboration partners from sets of competing cloud
providers in a market-based cloud computing scenario. In contrast, Buyya et al.
[1] present a vision of a cloud market for trading resources in order to establish a
balance between supply and demand. The authors also consider the negotiation
of QoS parameters between a consumer and a provider. However, collaborations
are not considered in their work. Based on the market model of Buyya et al.,
Sim [14] focuses on QoS negotiations to allow for flexible pricing. He divides his
scenario into two disjunct markets for cloud services and cloud infrastructure
resources interconnected via brokers. Again, collaborations are not part of his
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work. Concerning the selection of collaboration partners, Hassan et al. [3] pro-
pose a multi-objective optimization model with multiple target functions that
depend on each other. The authors’ goal is to minimize the price and to maximize
the service quality and the performance of collaborative past relationships. The
collaborations are initiated by primary cloud providers, who identify a specific
business opportunity and search for appropriate partners. In the second step,
the resulting groups of collaborating cloud providers use the market to offer a
set of services to consumers, who can bid a price for the set of services. Ne-
gotiating individual consumer-driven QoS guarantees is not considered in their
approach. In their work in [6], Briscoe and Marinos describe a community cloud
market model, where community members provide and manage the resources.
The authors also discuss the enforcement of certain QoS levels with the help
of a community currency serving as a means for admission control. However,
collaborative resource provisioning is in the focus of their work, disregarding the
negotiation of individual QoS guarantees.

6 Conclusion

In this paper, we have presented an approach for collaborative complex service
provisioning in cloud computing and introduced a corresponding market model.
The model provides a good solution for market-based collaborations in cloud
computing and considers individual consumer-driven QoS guarantees. Further-
more, the model can be adapted to different negotiation mechanisms and con-
sumer and/or provider requirements. Hence, it serves as a foundation for future
investigations concerning collaborative cloud markets. In addition, we have ex-
plored the applicability of different QoS negotiation mechanisms in the designed
market model. The results revealed that both investigated negotiation mecha-
nisms are applicable in a dynamic collaborative setting. Although each strategy
offers advantages in some situations, no single negotiation mechanism outper-
forms the other in all settings. Thus, further negotiation mechanisms (e.g., Vick-
rey auction4) will be explored in future work. Also, smaller cloud providers will
not be able to offer an unlimited amount of resources. Hence, a small amount of
resources could also be considered as an incentive for collaborations. Therefore,
further directions for future work are the consideration of restricted resource
capacities of the providers as well as time constraints, which evolve through par-
allel consumer requests for the same resources and the temporary allocation of
the resources.
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4 The Vickrey auction is a sealed-price sealed-bid auction, where the best strategy is

to bid the best estimate value of a good [10].
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Abstract. In this paper a concept and an architecture of the Federated
Networks Protection System (FNPS) is proposed. The system compo-
nents are described and, particularly, the Decision Module (FNPS-DM)
is discussed. The major contributions of the paper are: concept of feder-
ated networks security, the proposition of the network events correlation
approach and semantic notations aimed at detecting complex cyber at-
tacks and 0-day exploits. Moreover P2P based communication between
federated networks is proposed.

1 Introduction

Nowadays, especially after successful cyber attacks on Estonia, Georgia, Iran
and on companies like Google and Sony, cyber attacks are considered a major
threat for critical infrastructures (e.g. power grids) and homeland security (e.g.
financing system)[1]. For example, in 2008 successful DDoS (Distributed Denial
of Service) attacks were targeted at Georgian government sites, Georgian pres-
ident site and servers of National Bank of Georgia [1]. Cyber attacks are also
considered a threat for military networks and public administration computer
systems. The goal of the Federated Networks Protection System developed in
the SOPAS project is to protect public administration and military networks
which are often connected into Federations of Systems (FoS). While adopting
the concept of federation of networks, the synergy effect for security can be
achieved.

In our approach, we use the capability of the federated networks and systems
to share and exchange information about events in the network, detected at-
tacks and proposed countermeasures. Such approach to share information about
network security (between trusted entities and networks) follows the Federation
of Systems (FoS) idea. Also in our case, FoS concept refers to a set of differ-
ent systems, which are not centrally managed, but cooperate in order to share
knowledge and increase their security. Such approach has recently gotten much
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attention and may replace inefficient approach of ”closed security” [2]. The con-
cept of federated networks and systems has gained much attention also in the
context of critical systems, military networks and NNEC [3][4][5].

The major contribution of this paper is the proposition of the networks pro-
tection system based on the concept of federated networks security. Moreover,
original design of Federated Networks Protection System (FNPS) architecture,
Decision Module (FNPS-DM) and network events correlation approach enhanced
with semantic notations are presented.

This paper is structured as follows: in Section 2 the general architecture of the
Federated Networks Protection System (FNPS) is presented. The components
of the Decision Module (FNPS-DM), the correlation mechanism, semantic ap-
proach and ontology, rules distribution, P2P enabled communications between
domains and graphical user interface are described in detail in Section 3. Section
4 presents sample scenario showing capabilities of our approach. Conclusions are
given thereafter.

2 General Architecture of Federated Networks Protection
System (FNPS)

The general architecture of the Federated Networks Protection System (FNPS) is
presented in Fig. 1. It consists of several interconnected domains, which exchange
information in order to increase their security level and the security of the whole
federation.

Different subnetworks are arranged in domains, according to the purpose they
serve (e.g. WWW, FTP or SQL servers) or according to their logical proximity
(two networks closely cooperating with each other). In each of the domains, a
Decision Module (FNPS-DM) is deployed. Each DM is responsible for acquiring
and processing network events coming from sensors distributed over the domain.

If the attack or its symptoms are detected in one domain, the relevant in-
formation are disseminated to other cooperating domains so that appropriate
countermeasures can be applied.

In our approach, the basic idea is to re-use the already available and exist-
ing sensors deployed in particular domains. Additionally, we will also use the
following sensors distributed in the networks and used in Federated Networks
Protection System (FNPS):

– Dedicated application layer sensors (e.g. log parsers),
– Dedicated IDS and IPS systems (e.g. we will use SNORT [7]),
– Dedicated Anomaly Detection Systems [8],
– ARAKIS system [9],
– HoneySpider Network (HSN) system [10].

Following FoS concept and information sharing paradigm, those systems do not
have to be deployed in each domain.

Currently, IDS or IPS systems are installed in networks as typical means of
cyber defense. In FNPS we will use SNORT system, also with additional FNPS
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Fig. 1. General Architecture of Federated Networks Protection System (FNPS)

preprocessors. Anomaly Detection Systems rely on the existence of a reliable
characterization of what is normal and what is not, in a particular networking
scenario. More precisely, anomaly detection techniques base their evaluations on
a model of what is normal, and classify as anomalous all the events that fall
outside such a model.

ARAKIS and HSN are existing commercial systems developed by NASK
(SOPAS project partner). These systems, if available in the network, will be
used as sensors in FNPS. However, there is no need to install these systems in
each domain. The important idea is to use and share important information from
the domain in which ARAKIS and/or HSN are installed with other members of
the federation.

ARAKIS is early warning system detecting novel network threats. ARAKIS-
GOV, a version dedicated for protecting public administration networks, is
widely installed in polish public networks.

ARAKIS system uses low interaction server side honeypots. Each honeypot
acts as a server exposing most popular services and passively waits to be at-
tacked. The system uses cutting edge technologies to detect anomalies and gen-
erate on-the-fly accurate attacks signatures. The public dashboard of the project
shows a snapshot of network activity observed by the system ([9]). Addition-
ally, ARAKIS can correlate events detected by its components and finds cross-
domains infections and misconfigurations of network devices.

The HoneySpider Network (HSN) is a system focused primarily on attacks
against, or involving the use of, web browsers. The HoneySpider Network is a
system based on the client-side honeypots. Basically, HSN actively interacts with
servers and processes malicious data. It engages a client honeypot solutions and a
novel crawler application specially tailored for the bulk processing of URLs [10].
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Each Decision Module can react to network events and attacks by sending
information to the Translator element. The output information from DMs is
the General Reaction Rule describing attack symptoms (information about net-
work events) and particular reaction rule to be applied by reaction elements.
Translator has the knowledge about its subnet capabilities and can access the
necessary reaction elements (e.g. firewalls, filters or IDS). Reaction elements can
be reconfigured by Translator in order to apply commands sent by the Decision
Module.

All Decision Modules within the federation can also interact with each other
and exchange security information. Particularly information about network in-
cidents, like attack in one domain, may be sent to different Decisions Modules
in order to block the attacker before the consequent attack takes place on an-
other domain. Communication between domains and Decision Modules is based
on P2P (Peer-to-Peer) in order to increase communication resiliency and enable
data replication.

3 Decision Module

Decision module in FNPS federated system is responsible for correlating network
events in order to detect and recognize malicious events in the network. FNPS-
DM consists of the following components (see Fig.2):

– Correlation Engine (e.g. based on the Borealis system),
– CLIPS rule engine,
– Ontology (in OWL format),
– Graphical User Interface.

Borealis is a distributed stream processing engine and is responsible for gathering
information generated by the network sensors [11]. Correlation engine has mech-
anism that allows the Decision Module to efficiently execute multiple queries

Fig. 2. Decision Module architecture and components
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over the data streams in order to perform event correlation. The result of a cor-
relation process is an intermediate event that is further processed by CLIPS rule
engine [12].

CLIPS uses ontology that describes broad range of network security aspects
(we use ”SOPAS ontology” developed in our project). CLIPS engine identifies
whenever some attacks or malicious network events have been discovered. The
information describing the network incident and reconfiguration procedures are
sent to Translator (see Fig. 1). Moreover, detailed information in human readable
format are generated and visualized to network administrators via FNPS-DM
GUI.

3.1 Event Correlation Mechanism

Data received from network sensors is arranged in streams. Each stream is built
of multiple tuples (events). Each tuple, depending on sensor type, may have
different schema. Borealis allows to process streams in order to correlate in-
formation coming from different sources and to detect network incidents more
efficiently.

The query that is executed over the multiple streams consists of operators.
There are different kinds of operators provided by the Borealis engine that allow
for aggregation, filtering and joining data coming from different streams.

3.2 Ontology

In both computer science and information science, an ontology is a form of
representing a data model of a specific domain and it can be used to e.g.: reason
about the objects in that domain and the relations between them. Ontology
defines basic terms and relations comprising the vocabulary of a topic area as
well as the rules for combining terms and relations to define extensions to the
vocabulary [13].

In the proposed Federated Networks Protection System, we use network secu-
rity domain ontology developed in this project (SOPAS Ontology). The knowl-
edge about various security aspects is modeled and formalized in the OWL
format [14]. Moreover, semantic rules are developed in SWRL language [15].

The ontology describes security aspects and provides common language that
increases interoperability between domains. It allows the DMs to communicate
using common abstract layers and to reason about security facts using common
language. However, different sensors have different data formats, therefore some
effort has to be made by administrators to inform the system what particular
parameters and values stand for (especially when new sensors are added).

The main classes and relations of the proposed ontology are shown in Fig. 3.
These describes following aspects:

– Attacks, symptoms, attack impact and reactions to attack,
– IM - Intermediate events (schemas, types and relations such as IM-Sensor

or IM-Asset),
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Fig. 3. Main classes of the SOPAS ontology

– Asset description and their relations - details are stored in CMDB (Config-
uration Management Database) format,

– Policy (what reactions are recommended/allowed in the particular domain),
– Decision Rules (how to react to attack).

According to Fig.2 only intermediate events are matched with the knowledge
stored in the ontology. The intermediate events are obtained via the Borealis
query that is executed over the streams of a network events. Their names, types
and schemas are maintained in the ontology.

Some examples of intermediate events are: multiple login failed action, multi-
ple request generated to several IPs by particular IP, multiple request generated
to one IPs by particular IP to multiple services, multiple request generated by
one IP to particular service, established connection to suspicious URL and sus-
picious SQL query.

3.3 Decisions Enhanced with Semantic Reasoning

Each intermediate event received by CLIPS rule engine is considered as attack
symptom and as such is matched with knowledge in the ontology in order infer
the most probable attack.

The example of symptom matching is graphically presented in Fig.4. When
the symptoms are received by CLIPS rule engine the most probable attacks are
inferred. However one symptom could match several attacks, therefore CLIPS is
responsible for computing the probability score and alerting about these attacks,
for which the calculated score exceeds the detection threshold.

In other words CLIPS is used to estimate the probability p(A|o1, o2, . . . , on)
of particular attack A given the observations o1, o2, . . . , on. For all the known
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Fig. 4. Matching sensor events (symptoms) with knowledge in ontology

attacks (maintained in ontology) and known symptoms the problem of finding
the most probable attack becomes a MAP (Maximum A-Posteriori) problem (1).

A∗ = arg maxA p(A|o1, o2, . . . , on) (1)

We have assumed that observations (intermediate events) are mutually indepen-
dent. Such approach allows us to apply Bayes theorem to estimate the probability
of the attack (see equation 2). Z indicates scaling factor.

p(A|o1, o2, . . . , on) =
1
Z

p(A)
N∏

i=1

p(oi|A) (2)

The probability of particular attack is established in two steps. In the first step,
CLIPS engine calculates the product of probabilities p(oi|A) (this information is
maintained in ontology and describes how efficiently the observation oi indicates
the attack A). In the second step, CLIPS decides if attack occurred (if the score
exceeds the system threshold).

The prior probability (p(A)) is a uniform one at the system startup and it is
updated dynamically as attacks are detected. This allows the system to adapt
differently in different domains.

If the attack is detected it may have accompanying (described in ontology)
general decision rule that will minimize consequences. There are several pre-
defined general reactions such as blocking, traffic redirection (e.g. to a trap or
back to the attacker), administrator notification or service disabling.

The ontology defines different security policies (what reactions are recom-
mended/allowed in the particular domain) for different domains, therefore CLIPS
additionally matches this knowledge with appropriate general reaction rule to
avoid policy violation.
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3.4 General Decision Rules Distribution

In order to provide high system flexibility, the Translator element is introduced
in the proposed system. Translators are distributed over the domains and are
responsible for interacting with the reaction elements inside the subnetworks.
Translators have knowledge about the particular subnet capabilities and its
topology. Particularly they have access (ssh, telnet, ldap) to the reaction ele-
ments. The decision rules sent by Decision Modules have a general format (e.g.
Block particular IP). The translator is responsible for translating it to appropri-
ate format (e.g IPTABLES) and applying it to appropriate asset (e.g. gateway).

The General Decision Rule is sent to Translator module using SOAP protocol.
The SOAP method has two arguments: gdrType and gdrParam:

bool trExecute(GDRType gdrType, Map gdrParam)

The grdType defines types of reaction. These can be (depending on particular
domain policy encoded in the ontology):

– Block/Drop
– Echo
– Forward to trap
– Admin notification

The Block/Drop reaction allows the Translator to drop the traffic coming from
the particular IP address. Echo indicates to redirect traffic back to the attacker.
This reaction forces the remote bot/worm to hack itself or other bot machine.
Similar reaction is ”Forward to trap”, which allows to redirect traffic to the trap
for further analysis. The ”Admin notification” produces text message (warning)
for the system administrator. The grdParam argument defines additional (spe-
cific for particular reaction) parameters such as trap address, IP address of the
attacker, time the rule is valid, etc.

In order to provide security information exchange the DM in the federation
can also share the General Decision Rules applied in the domains. In example
if the user inside one domain is infected with malicious code, the DM can share
that information and decide if the access for that user should be blocked to
particular domain.

3.5 P2P-Enabled Communication between Domains

In order to provide a robust, self path-replicated and resilient communication
between different domains in federation (between Decision Modules), P2P tech-
nology is used. This approach allows the proposed system to overcome IP ad-
dressing issues and minimize the configuration cost.

The proposed P2P overlay network is dedicated only for a communication
between domains in federation in order to minimize the impact on network
traffic. Each Decision Module is a peer hosting and requesting data concerning
federation security aspects. It is assumed that federation may have several public
IP addresses where lightweight P2P application can be installed. This allows to
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multiply a number of routing points in a P2P overlay network. Moreover, it is
possible that other machines (not only DMs) may also act as peers in FNPS
overlay network.

The proposed approach allows the system to have redundant communication
channels between Decision Modules. Particularly, when a physical connection is
under attack or is congested, the communication packets still have a opportunity
to reach the destination DM using a different path.

The used communication channels are encrypted using the SSL algorithm.
This allows to protect the communication against the packet sniffing (by third
persons). Additionally, payload is encrypted with different keys and it can be
only decrypted by domains that belong to the same distribution group (nodes
relaying the message can not read the payload).

3.6 Graphical User Interface and Visualization

The visualization methods and Decision Module GUI will allow the administra-
tor of the proposed FNPS system to increase the situational awareness.

Current operation tools for monitoring computer networks are not designed
to provide the operator with good situational awareness. Typically, these tools
are mainly experience-based solutions with a raw or tabular data presentation
user interface.

The goal of the Decision Module GUI is to visualize the network status and
provide information about historical and current network events and security
incidents. DM will use data about historical network performance, information
from the underlying online FNPS system and reported network events. The
tool will analyze and present the threats, provide support and guidance to the

Fig. 5. Visualization of security incidents
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operator and will evaluate potential actions to be taken as well as decisions made
by the administrator.

One of the visualization examples is shown in Fig. 5. This screen aims at
visualizing the topology and network incident (in one of the domains of the
federation) in the same time.

Furthermore, GUI allows the administrator to visualize the network events
currently processed by the Decision Module, manage the communication between
different DMs and decide what types of decisions rules can be distributed and
shared with other domains.

4 SQLIA Attack Detection Scenario

SOPAS is not yet a finished project with final products developed, but we can
show some preliminary results and application scenarios.

The SQLIA (SQL Injection Attack) scenario demonstrates how weakly pro-
tected domains can benefit from federation and sharing the information in order
to increase their security level. SQLIA is ranked #1 in The Ten Most Criti-
cal Web Application Security Risks released by Open Web Application Security
Project (OWASP) [16].

Simplified topology of the federation is presented in Fig. 6. It consists of 4
domains. Decision Modules (orange boxes) are deployed in each domain. There
are also different services (green boxes) and sensors responsible for detecting
particular type of attacks (blue boxes).

We assume that domains trust each other and cooperate in process of sharing
the security information.

Firstly, the attacker scans the federation to find HTTP services. Particularly
attacker aims at finding unsecured services running on unusual ports. The sensors
in domain 2 and 3 detect port scanning and report this fact to their Decision
Modules. This information is forwarded to domain 1 and 4. The source address
of attacker is stored by Decision Modules as suspicious one.

The HTTP services discovered by attacker are further penetrated in order to
find application flaws. The unusual traffic in HTTP service logs is spotted by
sensors, but only in the domain 1. Moreover, the sensors in the domain 2 report
an increasing number of failed and an untypical SQL queries to the database.
Also the sensors in the domain 4 report an unusual and huge traffic (typically
this domain is rarely visited). The Decision Modules exchange this information
using P2P enabled communication.

Now, thanks to information sharing in federation, all the domains are able to
analyze the complete set of information.

The ontology is engaged and the problem is inferred as the SQL Injection
Attack (SQLIA).

Each Decision Module works out a reaction appropriate to its policy stored in
the ontology (each domain may have a different policy). The Decision Modules in
the domains 1, 3 and 4 decide to inform the administrator about the attack, while
the DM in domain 4 decides both to block the traffic (there are already some
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Fig. 6. Simplified topology diagram of the federation (orange box - decision module,
green box - hosted services, blue box - installed sensors)

failed queries to database, suggesting that the flaw was spotted by the attacker)
and to inform the administrator. The DM in domain 4 sends the request to the
Translator to block the traffic coming from the attacker. Then the Translator
sends an appropriate command to one of the Reaction Modules to block the
attacker.

5 Conclusions

This paper presents preliminary results of the national project SOPAS funded by
Ministry of Science and Higher Education of Poland in the theme of homeland
security.

The major contribution of this paper is the concept of Federated Networks
Protection System that is being developed in the SOPAS national research
project. In particular, we focused on the Decision Module, the correlation mech-
anism and the semantic reasoning based on the ontology used to detect cyber
attacks. The presented system is dedicated for federated networks and systems
used by the public administration and military sector. Such systems can increase
their overall security and resiliency by sharing and exchanging security related
information and general reaction rules. We also presented a sample scenario
(SQLIA attack detection) to show how the proposed system can detect complex
attacks and benefit from information sharing between federated domains.
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Abstract. This paper presents an autonomic system for the monitoring
of security-relevant information in a Grid-based operating system. Our
approach is multi-layered. The first layer is security-agnostic, monitoring
the states of processes and jobs. The second layer is security-aware, mon-
itoring pre-defined security events and co-relating then using rule-based
policies. Policies are capable of controlling the system environment based
on changes in levels of CPU/memory usage, accesses to system resources,
detection of abnormal behaviour such as DDos attacks.

1 Introduction

Monitoring is the act of collecting information concerning the characteristics
and status of resources of interest. Monitoring open distributed systems is an
active research area, and monitoring security properties is still considered a
challenge. The aims of this paper is to present the monitoring of security-relevant
information in the distributed operating system XtreemOS [3], a Grid-based
operating system (OS) based on Linux.

The main contributions of the paper are the following. First, describing an
abstract architecture for monitoring security properties in a distributed oper-
ating systems. Second, presenting an autonomic system that triggers corrective
actions on monitored events. Finally, showing the implementation of the archi-
tecture and its integration into the XtreemOS operating system

The structure of the paper is as follows. Next section acts as background
section, introducing the main concepts related to monitoring distributed systems.
Section 3 focuses on the XtreemOS systems, describing its general monitoring
subsystem. Then, Section 4 explains how the general XtreemOS monitor was
customised for monitoring security properties. Section 5 describes an autonomic
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rule-based system that exploits monitored data in order to take some actions.
Section 6 shows the implementation of the secure monitoring subsystem. Then,
Section 7 compares our work with others. Finally, Section 8 concludes the paper
and highlights future work.

2 Background

We start by revising the main concepts and terminology related to monitoring,
following the terminology defined in [7].

– An entity is any networked resource, which can be unique, having a consid-
erable lifetime and general use. Typical entities are processors, memories,
storage media, network links, applications and processes.

– An event is a collection of timestamped, typed data, associated with an
entity, and represented in a specific structure.

– An event schema defines the typed structure and semantics of an event.
– A sensor is a process monitoring an entity and generating events.

Our interest is in monitoring distributed operating systems, and in particular
Grid-based operating systems. Hence, our starting point is the Grid Monitoring
Architecture (GMA) [5] proposed by the Open Grid Forum. The main compo-
nents of the GMA are the following.

– A producer is a process providing events.
– A consumer is any process that receives events
– A registry is a lookup service that allows producers to publish the event types

they generate, and consumers to find out the events they are interested in.

After discovering each other through the registry, producers and consumers com-
municate directly. GMA defines three types of interactions between producers
and consumers. Publish/subscribe refers to a three-phase interaction consisting
of a subscription for a specific event type, a stream of events from a producer to
a consumer, and a termination of the subscription. Both the establishment and
the termination of a subscription can be initiated by any of the two parties. A
query/response is an one-off interaction initiated by a consumer and followed by
a single producer response containing one or more events. Lastly, a notification
can be sent by a producer to a consumer without any further interactions.

3 Monitoring in a Distributed Operating System

This section first presents a brief description of the XtreemOS distributed oper-
ating system and then gives a general overview of its monitoring component. The
XtreemOS Grid OS is based on the Linux OS, extended as needed for enabling
and facilitating Grid computing [3]. XtreemOS Grid spans multiple administra-
tive domains on different sites, comprising heterogeneous resources that can be
shared by the participating organisations. As illustrated in Figure 1, XtreemOS
is composed of two subsystems:
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– The XtreemOS foundation, called XtreemOS-F, is a modified Linux kernel
embedding Virtual Organization (VO) support mechanisms and providing
kernel level process checkpoint/restart functionalities.

– The high-level Grid services, called XtreemOS-G, which comprises several
Grid OS distributed services to deal with resource and application manage-
ment in VOs, and it is implemented on top of XtreemOS-F at user level.
The three main subsystems of XtreemOS-G comprises: Data Management,
which federates multiple data stores located in different adminitrative do-
mains; VO Management, which manage the life-cycle of VO, including the
management and enforcement of VO security policies; finally, the Application
Execution Management (AEM) subsystem is in charge of discovering, select-
ing and allocating resources for job execution, as well as starting, controlling
and monitoring jobs. XtreemOS also includes a set of services facilitating
scalability, including a scalabe publish/subscribe subsystem.

Fig. 1. The XtreemOS Software Architecture (taken from [3])

XtreemOS follows the philosophy of associating a job with multiple processes
running on several nodes, similar to the Linux process-thread paradigm. To this
end, XtreemOS defines a hierarchy of entities composed of the job, job unit and
process. In order to check the status of jobs and processes, XtreemOS AEM
includes a monitoring infrastructure [4], which allows one to monitor the system
with user-defined events at the abstraction levels of jobs, processes and threads.

Figure 2 shows an abstraction of the XtreemOS monitoring infrastructure.
XtreemOS AEM includes two main components: the Job Manager, which pro-
vides job management features such as scheduling and storing job-related infor-
mation; and the Execution Manager, which manages execution of jobs at the
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Fig. 2. The XtreemOS Monitoring Infrastructure (taken from [4])

process level. Monitoring is performed at each of these levels, based on events
defined by the user or by the system. XtreemOS events, called metrics in [4],
have an event schema including a value type (Boolean, integer, timestamp, · · ·)
and a scope. A scope (JOB, JOBUNIT or PROCESS) indicates the source of
monitoring information.

The monitoring service in XtreemOS is a general one used by AEM services
as well as other XtreemOS services including the security monitoring service
described in the following section.

4 Monitoring Security in XtreemOS

Our main objective is to exploit the XtreemOS monitoring infrastructure in order
to assess the security status of the distributed system. This section describes an
instantiation of the XtreemOS monitor subsystem to monitor security events.
First we describe the architectural distribution of the XtreemOS monitor; then,
we introduce the main use cases exploiting the security-monitoring capabilities;
and finally, outline the security events defined.

4.1 Security Monitoring and Auditing

XtreemOS defines two types of sites (organisations) participating in a distributed
system: A core site is a site hosting and executing XtreemOS services and is
considered essential; usually it includes services such as VO membership man-
agement, VO security policy management and auditing services. Generally, there
is only one core site per XtreemOS Grid. Any other site participating in a Grid
is considered a resource site, usually providing resources to that Grid.

We define two types of monitors. First, the resource monitor is responsible
for monitoring resource-related events such as CPU utilizations, memory usage,
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network traffic, job status and job exit codes. There is one resource monitor
for each site participating in a Grid. Second, the core monitor monitors events
related to the Grid and VOs, and information collected from core XtreemOS
services such as VO Management. There is one instance of the core monitor
executing in the core site of the XtreemOS system.

In addition, we define an auditing service responsible for managing the mon-
itored information. It uses the monitors as a source of information, which is
stored in historical database for later analysis. There is one instance of the au-
diting service executing in the core site of the XtreemOS system.

4.2 Security Requirements

In order to define what type of information should be monitored, we analysed a
portfolio of fourteen Grid applications and identified the following use cases in
which the monitoring of security-related information is required:

– CPU/Memory Usage Restrictions . In this requirement, the system should be
able to register the amount of computational resources used by a user’s total
number of jobs. As soon as the user’s jobs use more than the specified quota,
the system takes an action; for instance, to forbid submitting any more jobs
by that user. A variation of this requirement would be to allow the quota to
be dynamically calculated based on the status of the distributed resources,
rather than presetting it statically during the initialization of the system.
The restriction on user actions may have expiration time, which may also be
based on predictions.

– Defense Against DDos Attacks. The aim of this case is to make the system
more resistant to Distributed Denial of Service (DDOS) attacks. A resource
analyzes incoming packets locally and exchanges aggregated meta informa-
tion with other resources, hence monitoring the traffic data. Accumulated
knowledge enables detection and prevention of such attacks.

– Dynamic Access Control. Cases like this aim at restricting potentially harm-
ful accesses to resources dynamically. An access to a resource is governed
by dynamically changing attributes, which could be managed and controlled
according to either a Separation of Duty model or a Chinese wall policy
model.

– VO Usage Policy Enforcement. This case restricts available actions in a VO.
Users actions in the VO are monitored and possibly stopped and/or logged if
they do not match the predefined policies. These may forbid usage of certain
actions or restrict the frequency of such actions. Monitoring repeated unrea-
sonable requests or failed attempts to use the resource in a short amount
of time may lead to the suspicion that the user is attempting to misuse the
resource with ominous intent.

– Malicious Behaviour Detection. Another important requirement of Grid sys-
tems is to detect possible misbehavior of jobs in a Grid environment and
warn users in time to minimise the risk of damage from malicious behaviour.
If the monitoring system detects certain characteristic patterns in events
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over some period of time during job executions, then this may imply execu-
tion of malware, therefore, requiring further the release of a warning to the
affected users.

– Peak Hours Detection. This requirement is related to determining time pe-
riods during which the resources are scarce and times when resources are
abundant. The system monitors resource availability in time and determines
trends, presenting useful statistical information.

4.3 Monitoring and Auditing Capabilities

Based on the requirements, the XtreemOS system has defined the following
monitoring and auditing capabilities.

Monitoring Capabilities. These are related to the monitoring of various in-
formation related to resource metrics, jobs, events, nodes and policy violations.

– Monitoring Resource Metrics. This capability allows the administrators to
obtain notifications when particular values for resource metrics change or
reach certain levels. For example, these include CPU utilization levels, mem-
ory usage levels and the amount of network traffic.

– Monitoring Jobs. This use case allows the administrators to monitor job-
related information. Different job metrics can be monitored, for example,
job status, job submission time and job exit status, as well as higher-level
information such as the number of jobs currently running on a node or over
several nodes.

– Monitoring Nodes. This includes the monitoring of various nodes in the Grid.
Example of what can be monitored on a node includes its state and the state
of the containers running on the node.

– VO Policy Violation Monitoring. This capability generates notifications about
any policy violations in the system. In an autonomic policy system, this is
very important as it may trigger the evolution process for new rules and
policies. For example, if a user continuously violate their CPU usage quota
on a particular node, it may trigger a new rule that blocks the specific user
from submitting future jobs to the node.

Auditing Capabilities. Auditing capabilities include any functionality that
is based on the information gathered from the monitoring capabilities. These
include archiving and securing monitored data, querying historical database and
the generation of the various VO, node and user behaviour reports.

– Archiving and Securing Monitored Data. This capability simply allows any
monitored data to be archived in a historical database. In most cases, moni-
tored data is sensitive information that needs protection for future references.
Hence, this capability includes functionalities to protect monitored data by
using encryption or access control mechanisms.

– Querying Historical Database. This use case allows the querying of the histor-
ical database in order to retrieve information about past events at different
level of granularity: process, jobs, VOs.
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– Report Generation. This capabilities allows generation of detailed reports
about either the VO state, the state of a particular node in the Grid, or a
specific user’s behaviour over a period of time.

5 Autonomic Management of Security Events

The monitoring and auditing capabilities described previously allows one to mon-
itor events, store them in a database, and query for particular events. In order to
achieve more autonomous behaviour, we have extended the monitoring capabili-
ties with a rule-based system able to analyse monitored information in real-time
and take corrective actions accordingly, which themselves could lead to new rules.

The rule-based system consists of four elements: Event Feeder, which provides
the stream of external events generated by the monitors into the autonomic
system; Rule Engine, the logic of the system; Rule Base, which contains the
collection of rule defined in the system; and Action Executor, which takes action
to affect external environment. In addition, there is a Working Memory that
is built dynamically from incoming facts and events during the life of system.
These main components of the architecture are shown in Figure 3.

 
Fig. 3. Architecture of the XtreemOS Autonomic Monitoring Sub-System

Next, we describe in more detail each of these components.

– Event Feeder is the part of architecture responsible for communicating with the
monitoring system. Its implementations gather events either by subscribing
to notifications from the monitoring system or by reading event objects from
external streams, like files. Events are then inserted directly into the working
memory, where the rule engine should react to them immediately. Different
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implementations of this subsystem can handle different monitoring systems
and varying event formats, converting events into a suitable type if necessary.

– Rule Engine works in stream mode, which means it can analyze events in
real-time, immediately firing any applicable rules. When a rule activated by
some incoming event fires, the result may call the action executor as well
as add new facts into the working memory. The newly added facts may
lead to other rules being fired and this potentially-recursive process is called
reasoning or inferring.

– Rule Base contains all of the system’s logic except for the relation to the
external environment. It is loaded into the system and compiled during ini-
tialisation, therefore it is not possible to modify it during runtime. Rules
however can be modified before loading the system, but also may be config-
urable while being loaded into the system.

– Action Executor is responsible for the manipulation of external environment.
Consequences of some rules may affect external environment like restricting
user’s accesses, as opposed to rules only affecting the working memory.

6 Implementation

The general XtreemOS monitoring component is part of the Application Execu-
tion Management (AEM) component [4]. XtreemOS monitoring includes events
and metrics. Examples of events include “job failed”, “VO created” or “user
certificate not valid”. By contrast, metrics are user-defined and has associated
a value. Examples of metrics include “cpu utilization - 80%”, “free disk - 100.5
GB” or “jobs running - 5”.

Information for Process Monitoring is obtained from a daemon reading the
/proc/pid file in the nodes. The Job Monitoring implementation provides in-
terfaces to get the information associated to jobs (getJobsInfo, getJobMetrics);
mechanisms to add new information to the generated by the system - user met-
rics (addJobMetric, setMetricValue, removeJobMetric); and mechanisms to be
notified when certain monitoring events fire (addMonitoringCallback).

The Monitoring Manager collects monitoring data from various sources and
stores it for a period of time. Interested parties define monitoring rules which
describe what to monitor. When conditions of the monitoring rule are met, a
notification is issued. A particular monitoring rule is identified by monitoring
rule name to which interested parties subscribe to receive notifications. The
Monitoring Manager implementation provides interfaces for saving events and
metrics (saveEvent, saveMetric); mechanisms for setting monitoring rules and
subscribing to monitoring notifications (addNotification, subscribe, unsubscribe);
and functionalities for defining aggregated metrics.

The Auditing Manager permanently stores monitoring data received from
the Monitoring Manager. Data is archived in a history database that can be
later analyzed and used for generating reports. The Auditing Management im-
plementation provides interfaces for defining archiving rules (addArchiveRule,
cancelArchiveRule); and querying the database (query). Hibernate is used as
query language.
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The implementation of the Autonomic Manager of Security Events was car-
ried out using the Java Drools technology, a platform for developing writing rules
and performing event processing. We have defined a Manager class that encap-
sulates and hides Java Drools interface in order to simplify starting and stopping
of the system. The Drools rule engine itself is not thread-safe, but Manager syn-
chronizes all necessary methods, thus the whole system may be used by multiple
threads, as its methods are non-blocking. The Manager implements the Even-
tEntryPoint interface, which is passed on as an argument to the EventFeeder
when it starts. In addition, we have defined a Configuration call that sets the
initial parameters of the system. Objects representing parameters are inserted
into the working memory when starting the system, therefore any subsequent
additions will not affect execution.

7 Discussion

The approach we followed in this work on monitoring security information is
multi-layered. The first layer is security agnostic, i.e. low-level information is
detected using the XtreemOS AEM infrastructure [4], monitoring the states
of various processes and jobs. Second, based on the information collected by
the AEM, a security-aware monitoring and auditing service [6] is implemented,
whose monitored events could be queried directly from a database. Finally, an
autonomic security monitoring service is also implemented based on the infor-
mation collected from the AEM monitor; the service is dynamic in the sense
that is able to evolve the various rules depending on the status of resources, the
jobs running within, and the environment.

This is not the first attempt at achieving comprehensive monitoring in Grid
systems. In [5], the authors define a full Grid monitoring architecture, though the
architecture is designed with performance of Grid systems in mind, rather than
security. There are many systems that have been developed to support real-
time monitoring in Grids; for instance, Ganglia [2] is used within the Globus
community as a result of its integration with the Globus Meta Directory Service
(MDS). The main advantage of XtreemOS monitoring approach in comparison
with Ganglia is the tight integration of XtreemOS with low-level OS features,
enabling good performance and lowering the system load [4]. On the other hand,
Ganglia has been widely used over various platforms including Cluster platforms.
In [1], a Grid monitoring infrastructure is defined, called OCM-G, which can be
used to support the development of various Grid monitors. However, OCM-G
is rather more complicated to use than the case of XtreemOS monitoring as
it requires monitored applications to include special “probes” to be inserted in
their source code and then re-compiled before becoming suitable for monitoring.

8 Conclusion and Future Work

This paper describes the monitoring of security properties in the XtreemOS oper-
ating system. Monitoring security is seen as a particular case of XtreemOS mon-
itoring, where relevant events and user metrics are monitored and aggregated
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in order to determine potential security problems. In addition, we presented
a Java-Drools-based autonomic monitoring system, which further extends the
functionality of the standard security monitoring service in XtreemOS with ca-
pabilities for the evolution of rules and policies based on the dynamic information
collected from the resources, jobs and VOs.

There are many directions for future work. Mainly, we would like to exploit the
XtreemOS autonomic monitoring service for the enforcement of more complex
autonomic security policies, in particular, focusing on the runtime detection
of malicious job signatures that could imply viral behaviour. The autonomic
monitoring service itself is somehow independant of the XtreemOS system in
that it only relies on the information collected by the AEM, therefore, another
main direction for future work will involve integrating the service with other
Grid middleware systems, in particular Globus and gLite.
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Abstract. Trust and reputation comprise a wide research area in social sciences, 
but are also pillars of many social phenomena that shape the Internet socio-
economic scene. The blossoming of virtual communities largely changed the 
way trust is formed and propagated. The few existing taxonomies provide only 
initial insights into the ways trust-benefits can be felt; they are neither complete 
nor elaborated in a systemic manner to provide a proper framework guided by 
real system-principles. In this paper, we propose a multidimensional framework 
for guiding the design-process, and assessing the completeness and consistency 
of reputation systems. Our framework is based on System theory principles; it 
identifies reputation system components, and more importantly, defines their 
interrelations. It considers the interaction-centric, dynamic and environment-
dependent trust-establishment and detects five major factors that guide 
reputation mechanisms design. The presented framework is applied to 
BarterCast reputation mechanism deployed in the BitTorrent-client Tribler.  

Keywords: trust, taxonomy, reputation mechanisms, system theory, context. 

1   Introduction 

The Internet is an environment of ubiquitous devices, entities and interactions among 
them, where the inherent uncertainty and risk require new tools to support decision 
making. Apart from Internet’s commercial expansion, traditional social networking 
relies on unwritten protocols, like gossiping and rumors, to judge about one’s 
trustworthiness and reliability. A global consensus on person’s reputation has neither 
been required nor needed, yet the social model has been successfully supporting 
legitimate interactions, identifying untrustworthy individuals. The advent of Social 
networking and computational semantics opens up a myriad of opportunities for 
merging the human-centric and dynamic character of trust with the technical 
possibilities of Information and Communication Technologies. The growth of user-
generated content, the vast offer of service providers, and the wealth of collaborative 
and market-based platforms, have added new levels of complexity in the processes of 
information filtering and decision making. They require systemic approaches for 
treating trust and reputation (T&R). Hence, the success of online trust-based methods 
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depends largely: a) on the research aimed at identifying where these methods offer the 
most benefit and b) on the quality of the frameworks where the system design 
principles reside. Our work is a contribution in both the aspects. The framework 
defined here is guided by the principles of System theory and taxonomic organization. 
It defines five major factors that influence the reputation mechanisms design and 
provides a multidimensional map of the interdependencies among the system 
components based on those factors. Such approach would also testify that trust 
awareness is as needed online as it is offline.  

To develop the outlined topics, the paper is organized as follows: the next section 
briefly examines related work, defines the notions of T&R and the progress towards 
their formalization. Succeeding sections outline the methodology used and introduce 
the proposed framework based on the principles of General Systems Taxonomy. 
Practical observations from other trust taxonomies and models are elaborated through 
the framework enabling addition of a new level of granularity to the existing research 
map on T&R. Sec.5 illustrates the application of the newly designed approach for the 
specific case of distributed environments, mapping the BarterCast reputation 
mechanism across the dimensions of the framework. The paper concludes with a 
review of the presented topics, outlining our future research plans. 

2   Short Survey of the State of the Art in Trust and Reputation 

The Notion of Trust and Reputation. Trust is a social manifestation we face on a 
daily basis. However, its definition is hard to grasp. One reason for this is its strong 
context-dependence. As a social conformity, trust gives researchers a hard time when 
it comes to defining its computational analog. Therefore, incorporating it into online 
scenarios has not been very fruitful. The literature on T&R in social sciences is 
exhaustive [1], [2]. The common attitude supports the aspect of relying on others’ 
willingness to perform beneficial actions. Based on Gambetta’s attitude on trust [3]: 

Definition 1. Trust is the belief, i.e., the subjective probability that an entity will 
perform in a way likely to bring the expected benefit, or not to do unexpected harm.  

Despite the interchangeable use of the concepts of T&R, reputation deserves its own 
and more specific definition that would stress how it differs from trust. 

Definition 2. Reputation is the empirical memory about an entity’s past behavior, 
performance, or quality of service, in a specific context, i.e., domain of interest. 

Hence, reputation is a quantitative representation of trustworthiness bounded by the 
domain of interest. It results from calculation and assessment and is based on facts 
rather than mere opinion and belief (e.g., I trust you because of your good reputation), 
unlike trust, which is a more subjective evaluation of someone's performance (e.g., I 
trust you despite your bad reputation). However, considering trust only as a subjective 
probability leaves out an extremely important concept related to trust, that of risk. 
This fact has been the catalyst of a vigorous debate between social psychologists and 
economists [2]. Thus, Josang defines two types of trust, Reliability and Decision trust 
[4]. The former covers the aspect of trust as stated by Definition 1. The latter 
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considers the risk brought about by the uncertainty of transactional outcomes and is 
used to extend the first definition, which now gains the following structure: 

Definition 3. Trust is the extent to which one entity is willing to depend on others’ 
decisions, accepting the unpredictable risk of a negative (undesired) outcome. 

Formalization of Trust and Reputation. Much of the research on trust evaluation 
has its roots in Game Theory, where concepts like quality, cost and utility are more 
formally defined [5]. The most fundamental trust problems there are captured by the 
Prisoner's Dilemma [6]. It demonstrates the tradeoffs in people’s decisions to 
maximize either their own profit or the overall outcome of the game, and is also used 
in strategies for fostering online cooperation in technical implementations, such as in 
BitTorrent’s tit-for-tat policy [7]. However, it is often people’s sense of community 
contributing to outcomes that improve community welfare [8]. Moreover, if members 
are held responsible for their actions, there is a greater pressure to adhere to the rules. 
Fehr has shown that, given the opportunity, individuals vigorously punish selfishness, 
even if punishment is costly to induce [9]. Despite this early work on trust relations 
and conflict resolution in, the notion of computational trust appears significantly later, 
when Marsh formalized trust in distributed artificial intelligence [10]. Although 
distinguished by its simplicity, this work brings the substantial finding about agents’ 
tendency to group together into clusters with similar trustworthiness and interests. 
However, it considers groups as encountering and equally resolving trust choices like 
the individual agents, omitting scenarios where trust may be undesirable to nourish 
(like adverse collusion). A work that relates quality and uncertainty within the 
framework of reputation is the Akerlof’s study on the lemon markets [11]. Analyzing 
the effect of social and trading reputation on transaction outcome and market 
maintenance, the study shows how low-quality goods can squeeze out those of high 
quality because of the information asymmetry in the buyers’ and sellers’ knowledge. 
Reputation mechanisms (RMs) would balance this asymmetry by incentivizing sellers 
to exchange high-quality goods and helping buyers make informed decisions. Akerlof 
makes an instructive distinction between the signaling and sanctioning role of RMs, 
which is only recently considered in computer science [12]. The formal modeling of 
T&R is mainly done by the use of a mathematical and formal logics apparatus. We 
omit that body of work here, as this paper is part of the identification, rather than the 
modeling phase of a RM. 

Trust Taxonomies. Several taxonomies of trust have been designed in the past 
decade [4], [13-15]. As a categorization of system entities, components and 
connections, taxonomy is hardly a useful systemic approach if it only identifies the 
RM entities. Cohesive factor for all systems, which has not been tackled by any of the 
known approaches, is identification of connections between the RM components. The 
framework presented in this paper not only specifies that, but it also provides analysis 
in several dimensions across the factors influencing RM’s design. To entitle this work 
a systemic approach, we turn to the principles of General Systems Taxonomy and 
determine the RM’s position in the general systems space. Our taxonomy differs from 
the existing in the field in a few crucial aspects: 1) It follows a systemic approach of 
revealing the design issues in building RMs and relies on System Theory principles; 
2) It relates the RM subsystems in a way that not only allows understanding of their 
interrelations, but also of their connection to the environment where the overall 
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system evolves; 3) It sets a common ground for the vast, but scattered research on 
computational T&R; 4) Most importantly, it determines the ‘system’ concept 
applicability of the defined taxonomy and detects the factors required for its 
completeness. The following sections outline the main content of the framework. 

3   Reputation Systems through the General Systems Taxonomy 

One of the most prominent works in General Systems Taxonomy is that of Nehemiah 
Jordan [16]. According to him, a system’s taxonomy has three organizing principles: 
1) Rate of change, 2) Purpose, and 3) Connectivity. Each principle defines two 
antitheses, resulting in the three pairs of properties shown in Table 1. 

Table 1. Organizing principles of Jordan’s Systems Taxonomy (the categories to which we 
assign RMs are bolded and italicized) 

Rate-of-change Purpose Connectivity 
Structural (static) Purposive (system-directed) Mechanistic (non-densely connected) 
Functional 
(dynamic)- D 

non-purposive 
(environment-directed) - E 

Organismic 
(densely connected) - C 

 
 

Dynamicity (D). Static systems exhibit no change in a defined time-span. RMs should 
provide long-term incentives and support decision-making in a dynamic manner. To 
do that, they consider the quality of experiences of the system entities and the history 
of transactions among them. RMs are directly tackled by the requirement of good 
information convergence (for proper signaling), as well as timely response (for proper 
sanctioning), which makes them very dynamic with a high rate of change. 

Environmental-orientation (E).The principle of purpose determines the direction of 
energy/information flow, inside or outside the system. The two possibilities are a 
system-directed or an environment-oriented flow. The former maintains stable 
conditions inside the system, whereas the latter modifies it to obtain a desired state or 
bypass certain disturbances. Although man-made systems are usually purposive, those 
with state and output depending on social factors tend not to be. RMs are human-
centric, utility-driven and are expected to perform well in conditions of high risk and 
uncertainty. This classifies them as non-purposive, i.e., environment-directed. 

Dense connectivity (C). The principle of connectivity states two possibilities: systems 
are a) mechanistic, i.e., not densely connected and the removal of parts or connections 
produces no change in the remaining components; or b) organismic, i.e., densely 
connected and the change of a single connection affects all the others. RMs depend 
heavily on the interactions among system entities. They are of inherently non-linear 
nature, implying that the outcome of each interaction has no predictable impact on the 
overall RM. This does not imply that a result obtained by some kind of superposition 
method cannot be produced with satisfying success-rate. It merely questions the 
relevance of the score obtained in such a way. Although many proposed models rely 
on the ability to determine general reputation score for an entity, there has been no 
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evaluation in the literature of the success-rate in terms of impact. This is no surprise, 
as RMs are non-linear complex and densely connected. 

The significance of considering General Systems Taxonomy is in the clarification 
and simplification of the often-misused concept of a system. Our work establishes 
RMs as real systems, and by using sufficient generality and simplicity, categorizes 
them as dynamic (D), densely connected(C) and environment-oriented (E). In the next 
section we move to identification of the RM components, and determine their 
interrelations. Moreover, we identify which of the design factors recognized so far by 
the research community do not consider the complete D-C-E nature of RMs. 

4   A Novel Taxonomical Framework for Reputation Mechanisms 

The contribution of our proposal is part of the work on both trust taxonomies and RM 
design: 1) It categorizes common and important concepts in the research on RMs, 
establishing a common systemic vocabulary; 2) It represents a novel approach to 
multi-dimensional mapping and assessment of the completeness and consistency of a 
RM; 3) It introduces additional granularity in the current taxonomic map of RMs, 
considering the notion of reputation and its application to the RM components; 4) It 
employs the D-C-E nature of RMs to detect additional factors that influence RMs 
design, providing better completeness of the taxonomy.  

As a skeleton, we take Stanford’s taxonomy [13], whose categorization of 
components is given in Table 2. In addition to the subsystems and factors outlined in 
[13], the framework resulting from our work (presented in Fig. 1) will allow a direct 
mapping of the models across the factors-dimension and subsystems-dimension in a 
consistent manner. This enables an immediate establishment of the interdependence 
between: a) the various RM subsystems; b) the subsystems and the RM as a whole; c) 
the RM and the general system where the RM is deployed; d) the RM and the 
environment where the overall system resides. 

Table 2. Breakdown of Reputation System Components (Marti et al.) 

Reputation Systems 
Information Gathering Scoring and Ranking Response 

Identity Scheme 
Information Sources 

Information Aggregation 
Stranger-Policy 

Good vs. Bad Behavior 
Quantity vs. Quality 
Time-dependence 

Selection Threshold 
Peer Selection 

Incentives 
Punishments 

4.1   Redefining the Factors of Impact 

To specify the requirements and implications of designing an efficient RM, [13] 
considered the following factors of impact: a) The limitations and opportunities 
imposed by the system architecture where the RM is deployed; b) The expected user 
behavior; c) The goals of adversaries. As stated in Section 3, RMs are of a D-C-E 
nature. Here, we claim that the user-architecture-adversaries trinity (the details of 
which can be found in [13]) is insufficient for capturing the complete set of factors 
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that influence RM design, as trust is context dependent and established in a highly 
dynamic environment. Table 3 contains an assessment of the factors of impact on a D-
C-E scale. It demonstrates which of them do not consider one or more system 
properties (D, C or E). The analysis show that the C-nature of RMs is not considered 
at all. Moreover, the dynamicity of the system environment is a crucial element that 
must be accounted for in the design of human-centric systems, as they operate in a 
dynamic way within a dynamic environment. Finally, the interactions and relations 
between entities and the environment are not captured by any of the known trust 
taxonomies, and consequently, by none of the computational trust models. 

Table 3. Evaluating the factors of impact on a D-C-E scale (Y =“Yes” – does consider, N = 
“No” – does not consider) 

        Factor 
Property 

User behavior System Architecture Goals of adversaries 

Dynamic 
(D) 

Y: through churn N:needed to capture 
environment evolution 

Y: by adversarial 
strategies 

Densely 
connected 

(C) 

N: very small number of 
users can have a large 
impact on the system 

N: the RM has a huge 
impact as subsystem of 
the overall system  

N: necessary to 
consider for the 
system resilience 

Environme
nt-oriented 

(E) 

N: environment influence 
on entity behavior (so far 
considered only as system-
oriented)  

Y: by considering the 
various properties of a 
centralized, distributed, 
hybrid architecture 

Y: few attacks (Sybil 
attack, collusion) 
resemble this nature 
of the RM 

The system architecture was extensively elaborated as an influencing factor in 
[13]. Our work acknowledges it as such in completeness, and adds five new factors. 
The detected lack of considering the dynamicity and environment-orientation by the 
system architecture will be covered by the five new factors. As a first distinctive 
element from Stanford’s taxonomy, we introduce the more general concept of 
reputation entity and recognize users as only one type of these entities. Entity refers to 
a party who participates in the process of reputation evaluation, either as an evaluator 
or as an evaluated side. We distinguish two types of reputation entities, active and 
passive. The former is enrolled actively in the reputation process: aggregating and 
disseminating information, acting upon certain triggers, and evaluating each other’s 
and the trustworthiness of the passive entities. Examples are agents, users, peers, etc. 
In contrast, passive entities are those whose trustworthiness is evaluated by the active 
entities; they do not provide any feedback, and do not participate in the aggregation of 
reputation scores. Examples are items, comments, video/audio content, etc. 

4.2   Active Entity Behavior (AEB): Considers the D and E Nature of RMs 

Some technical aspects of RMs attributed to AEB are mainly challenges in coping 
with the network dynamics. This implies considering the availability of entities in the 
network, as they are online for unknown periods of time and do not smoothly join and 
leave the system. Furthermore, forbidden communication among unreachable entities 
makes connectivity an additional design consideration. The importance of anticipating 
AEB in a human-centric system goes beyond mere understanding of the technical 



128 T. Ažderska and B. Jerman Blažič 

implications on human-computer interaction. A system burdening its users with 
unreasonable conditions for enrollment and continuous participation, or with 
inflexible access to its resources, will encumber its users and edge them out. RMs 
must exhibit a high adaptive capability to address these issues. An important part of 
the solution is both the hard-technical and the soft-usability aspects. The former may 
include availability and connectivity checking to form an overlay of reliable entities, 
while the latter will require bootstrapping techniques for the new-coming entities, and 
incentive policies for those who have already established some history of experiences. 

4.3   Resilience and Evolutionism: Considers the D, C and E Nature of RMs 

The circular, interlocking and time-relationships among RM components are also 
important in determining entities’ behavior. There are often properties of the overall 
solution that might not be found among the properties of its subcomponents, making 
the behavior of the whole system impossible to explain in terms of the behavior of its 
parts. In fact, this is a common property of complex systems that depend on social 
dynamics. Most of the known approaches use the MAS (Multi-Agent Systems) 
model, which is based on the assumption of the existence of multiple interacting 
agents as active entities. From the D-C-E nature of RMs, it follows that the MAS 
model is somehow restricted, as issues like insufficient adaptive capacity (in terms of 
communication, cooperation, context specialization, spatial/temporal organization), 
and complexity are not considered. Yet, the system as a whole is expected to have a 
higher resilience, even when some of its reputation components are exposed to 
malicious exploitation, or system entities exhibit sudden change in behavior. Systems 
that satisfy these requirements are classified as CAS (Complex Adaptive Systems), 
where any element in the system can be affected and may affect several other 
systems. The idea to use CAS-approach in the design of RMs has not been 
investigated in any depth so far. It is an evolutionary approach to tackling resilience 
and dynamics issues in complex, socio-technical environments. 

4.4   Context: Considers the D and E Nature of RMs 

Reputation information is significant only if put into a relevant context. Context is the 
set of circumstances or facts that surround a particular event or situation.1 Despite the 
various types of trust defined in the literature, very few definitions consider its 
context-dependency. The most prominent approaches in this direction incorporate 
semantics into reputation information, mainly in the form of ontology [17]. However, 
most of the current proposals employ context for content-filtering purpose and none 
of them considers its impact of on the separate RM components. By considering 
context in the reputation evaluation, not only can the level of the entities’ expertise be 
determined, but also the domain of its relevance. One way to address this issue is by 
implementing a method for assessing context similarity according to some given 
criterion. This would enable having a weighting scheme for assigning different levels 
of importance to the reputation information according to the similarity of contexts in 
which the entities reside. Such result could be used both as a measure of the impact in 
a reputation assessment, and as an interoperability enabler between different systems. 

                                                           
1 http://dictionary.reference.com 
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4.5   Time: Considers the D and C Nature of RMs 

Some relations between reputation and time have been studied extensively; however, 
many important time-properties have not received the expected attention. Each RM 
subsystem is influenced by the choice for: the permanency of IDs, the recentness of 
information, the time-stamp of feedback actions, convergence of the reputation value, 
synchronization of time- driven actions, or reputation updates. A proper time-policy 
would allow incorporating the traditional analogs for forgiveness and forgetting into 
 

 

Fig. 1. Taxonomy framework of system entities, design factors, and their interrelations 
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the result. In addition to the trustworthiness with respect to some expertise, insights 
into entities’ experience with regard to the claimed quality can also be obtained. 
Clearly, the time-issues in RMs depend on the subsystem observed. Some ways to 
address the issues include: introducing a sliding window when the reputation gains 
certain importance; time-discounting of the various (meta) results obtained at certain 
instants or a combined weighing with an entities’ reputation in a given context. 

4.6   Privacy: Considers the D, C and E Nature of RMs 

The interest in information is accompanied by privacy requirements. Many RM 
design choices face privacy challenges; RMs are expected to keep balance between 
the heterogeneity of users and their interest in information, enable inferring fragile 
trust information from less sensitive sources and restrict certain functions to be 
exploitable by everyone. As their main purpose is the embodiment of trust on the 
Internet, it would be useful to investigate where the offline forms of regulation-by-law 
fit in the online world and whether they can be used to help the trust establishment. 
Online, people acknowledge lower competences, tolerate worse experiences, exhibit 
lower privacy requirements, accept greater risks and act under higher uncertainty. The 
fast convergence of the reputation effects degrades reputation as soon as the 
information propagates the network. By limiting this to the relevant context, RMs will 
be more adaptable and flexible to user demands. The novel systemic framework is 
summarized in Fig. 1. It is multidimensional as it is based on the factors identified to 
capture the RM’s D-C-E nature and defines their relation to the RM subsystems. 

5   The BarterCast Use-Case through the Taxonomy Framework 

BarterCast (BC) [18] is a distributed RM deployed in the BitTorrent-client Tribler 
[19]. It is led by the premise that social phenomena affect positively system usability 
and performance. We briefly introduce BC, and then map it across the framework 
dimensions. For more extensive description of BC, we refer the reader to [18-20]. 

For peers (client software), BC uses permanent IDs (PermIDs) based on a public 
key scheme, validated by a challenge-response mechanism to prevent spoofing. Users 
are referred to by pseudonyms. The social network creation is facilitated by the ability 
to import contacts from other networks (MSN, Gmail). For privacy-preserving, there 
is an erase from profile option. Context information is stored in MegaCaches to 
support trust-based social groups. For content discovery, a semantic overlay of taste 
buddies (peers with similar taste) is maintained and discovered by a gossiping 
protocol [20]. Exchanging data is done by 1) exploitation, with the buddies, or 2) 
exploration, with a random new peer. Only direct experience (for aggregated amount 
of service) is exchanged during the gossip. Peers maintain private (based on an 
entity’s interactions with a single entity) and shared history (about interactions with 
all entities) and subjectively calculate the reputation. BC considers paths of two hops, 
due to the small-world effect in P2P file-sharing networks [21]. To obtain initial lists 
of neighbors, new peers use either pre-known super-peers or an overlay swarm to 
bootstrap into the network. The network is represented as a graph, with the peers as 
nodes and directed edges denoting aggregated amount of service. The scoring 
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algorithm takes as inputs the quantity (MBs upload) and the quality (contribution) of 
service, finds the highest reputation that a source node can assign to a target node, 
and gives a value in [-1,1]. BC has few types of incentives. A cooperative download 
improves the download performance of group members. Despite tit-for-tat, there are 
rank and ban policy, allowing initial cooperation in the order of peers’ reputation, if it 
is above a negative threshold (to differ strangers from disreputable peers). Costly 
procedures for using system resources additionally discourage malice.  

Fig. 2 maps BC to the framework, suggesting a space for substantial improvement. 
BC performs no integrity check of reputation entities and subsystems across any of 
the factors. This can be achieved by introducing witnessing scheme, similar to that in 
[22]. Coping with dynamics is tackled on network level (availability and connectivity 
check), not considering many time-properties. Although information is validated upon 
the 10 most recent transactions, this choice is fixed rather than based on system or 
interaction dynamics. One way to give time-meaning of information is by time-
discounting that will weigh information according to its recentness. Furthermore, BC 
lacks a penalizing policy. In an open, anonymous and dynamic environment, 
providing mechanisms that hold community members responsible for their actions is 
of crucial importance. Despite accounting for taste similarity, taste is much more  
 

 

Fig. 2. Mapping BarterCast onto the multidimensional framework 
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subtle than preference. Results from Behavioral Economy show that users are often 
unaware of their taste, even for experiences from previously felt outcomes [23]. 
Importing contacts from other social networks requires well-defined privacy policies, 
system interoperability and context-switching awareness. None of those is elaborated 
enough to justify such design choice. BC is led by the fact that, although non-resistant 
to cheating, real-world communities work well with millions of users. However, this 
does not speak about the impact these entities can have on the overall system welfare. 
A small percentage of peers in a file-sharing community contribute the largest amount 
of resources. Freeriding or collusion can have an impact that largely outweighs the 
benefit of RM design and maintenance. Finally, the small-world idea is not an 
organizational aspect of BC nodes, and the system performance and accuracy might 
benefit largely from a full gossip, instead of two-hop message exchange. 

6   Concluding Remarks and the Way Forward 

Handling numerous online experiences in a short time-span requires highly scalable 
solutions for trust establishment. In such a dynamic environment, having no RM to 
capture interaction trends is equal to being equipped for a world that no longer exists. 
The presented taxonomy is a systemic approach to designing dynamic, densely 
connected and environment-oriented RMs. It improves the existing work on trust 
taxonomies, but is flexible for improvement. As major factors that influence RM 
design we included context, time, privacy, active entity behavior, resilience and 
evolutionism, in addition to system architecture. The insights were incorporated into a 
multidimensional framework, together with the RM subsystems, to establish their 
connections. The result is a more granular categorization of design choices/decisions. 
Finally, we mapped BC as a representative distributed socially inspired RM onto our 
framework, revealing some weaknesses and proposing improvements of its design. 

Our future work will be a system-modeling approach to resolving the design issues 
for a novel RM. According to the outlined principles, the model will consider the 
system dynamicity and evolutionism. It will employ System theory methods, allowing 
the use of sophisticated tools for evaluation and verification. Moreover, it is a step 
towards the standardization of RMs design. A multidisciplinary approach is thus 
essential for preserving practicality, but adding innovation as well.  
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Abstract. How to design a security engineering process that can cope with the 
dynamic evolution of Future Internet scenarios and the rigidity of existing 
system engineering processes? The SecureChange approach is to orchestrate (as 
opposed to integrate) security and system engineering concerns by two types of 
relations between engineering processes: (i) vertical relations between 
successive security-related processes; and (ii) horizontal relations between 
mainstream system engineering processes and concurrent security-related 
processes. This approach can be extended to cover the complete system/ 
software lifecycle, from early security requirement elicitation to runtime 
configuration and monitoring, via high-level architecting, detailed design, 
development, integration and design-time testing. In this paper we illustrate the 
high-level scientific principles of the approach. 

Keywords: We would like to encourage you to list your keywords in this 
section. 

1   Introduction 

It is taken for granted that Future Internet scenarios, being them on content, services 
or things will be characterized by a quick pace of evolution: it should be possible to 
quickly design new services, or swiftly quickly integrate new devices providing new 
and interesting contents to the end users.  This quick pace of evolution should be 
supported at all times by maintaining security and trust properties. 

This assumption is somehow at odds with strong opposing forces that are currently 
shaping the engineering process in industry. In order to cope with complexity and 
quality control the system, software, and service engineering process in industry has 
been (is, and will likely be) subject to strong push towards rigidity, especially when 
strong security requirements are at stake. The need to show compliance with standards 
e.g. ISO 15288 [18] and ISO 12207 [17], respectively for system and software 
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engineering makes often the engineering process rigid. On one hand stakeholders 
demand flexibility to accommodate changes; on the other hand they demand 
compliance to standards in process and product. Process rigidity is further increased 
when security aspects standards are further taken into account. The use of ISO 2700x, 
EBIOS, CRAMM, BSIMM or SDLC might be mandated by customers or regulations 
and the design process must also be compliant with those standards.  

For complex systems the engineering process is often supported by artifacts (UML 
models of the system to be, DOORS format for requirements, UML risk profiles in 
CORAS etc), and companies tend to adapt and customize these artifacts to fit their 
needs and application domains (e.g. by using Eclipse GMF), in order to decompose 
and compartmentalize the work. Some parts of the processes might also be outsourced 
so that a shared artifact may no longer exist.  

In this scenario, integrating security and trust concerns which address 
simultaneously the calls for fast changes and hard compliance is difficult. While it is 
widely recognized that security considerations must be considered from the start, most 
research proposals have focused on new fully integrated security-system engineering 
processes (eg [34,13,14]). This is the “default solution” in many European Projects: yet 
another integrated process for security (service, content, things) engineering.  

Yet, all integrated processes have significant difficulties in adoption. The main 
reason behind these difficulties is that security-related activities (e.g. assessment, 
engineering and assurance [5,30])  must comply with the constraints and pace of the 
legacy mainstream engineering processes, methods and tools (e.g. [18,17]). The 
rigidity factors that we have mentioned above makes each step of engineering process 
highly customized and de facto unchangeable, as the switching cost would be too 
high. So there is no chance to adopt an entirely new security engineering process that 
can cope with the dynamicity and evolution challenges of the Future Internet.  

So what happens when a security requirement or a threat model changes? Changes 
must percolate through each step, with its own specific security artifacts and security 
processes and many errors might be introduced in this endeavor.  
Is there another way? 

1.1   The Contribution of This Paper 

The gist of the SecureChange project is to propose a security engineering process that 
can be deployed in practice without requiring a practically impossible integration of all 
its parts. Our idea is to deal with evolution and to accommodate proprietary steps by 
using orchestration instead of integration [10]. In order to orchestrate the various steps 
in the process we consider two types of relations: (i) vertical relations between 
successive security-related processes; and (ii) horizontal relations between mainstream 
system engineering processes and concurrent security-related processes. 

The orchestrated process is based on the separation of concern principle. An 
important advantage of separation of concern is that in-depth expertise in the 
respective domains is not a prerequisite. The orchestrated process allows the separate 
domains to leverage on each other without the need of full integration. However 
consistency of concerns must still ensured. For example security risk managers, 
requirement managers, and system designers share a minimal set of concepts which is 
the interface between their own processes: each process is conducted separately and 
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only when a change affects a concept of the interface, the change is propagated to the 
other domain following the ideas behind conceptual mappings [4] and relations [15]. 
In the next section we present the overall Security Engineering process and then 
discuss the specification (Sec.3) and design (Sec.5) steps of the lifecycle with their 
interplay with risk assessment (Sec.4). Then we focus on validation (Sec.6) and 
verification (Sec.7) steps and conclude the paper (Sec.8). 

2   The Security and System Engineering Orchestrated Process 

A system lifecycle typically has eight phases as illustrated in Figure 1: (i) architecting, 
(ii) specification, (iii) design, (iv) realisation or acquisition, (v) integration and 
verification, (vi) validation and deployment, (vii) operation and maintenance, and (viii) 
disposal. During the evolution process, a system may occupy several of these phases at 
the same time: earlier specs might be going already through security testing while new 
requirements might still be at the architectural phase. Security risk management 
activities can be conducted regardless of the system lifecycle phase although the 
pursued goals may differ. 

 

Fig. 1. One Mainstream and Security System/Software Engineering Processes 

The first phase is classically performed by the customer, using architectural 
frameworks (AF) such the NATO AF. It produces end-user requirements as 
documented in a call-for-tender. During this phase, the main goal of the security 
activities is to elicit security needs, possibly consolidated by a threat assessment. 

The following phases, except operation, are mainly performed by the system 
provider. 
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During the specification phase, the main goal of the security activities is to define 
the system requirements, and thus gain early assurance that the proposed architectural 
solution is sound with respect to security concerns. This step encompasses a high-
level risk assessment [24] backing-up the specification of security requirements. 

During this phase it is important to be able to quickly update models and bring 
them in synch [29,1]. The end customer might be involved in the loop and must be 
able to do some form of what-if scenarios [31]. For example it must be possible to 
identify possible evolutions and discuss possible tactical solutions in the choice of the 
components (e.g. the residual risk that a particular component might become useless 
depending on the outcome of a standardization body). 

In contrast, during the design phase, the system degrees of freedom slowly freeze. 
As time goes by, any major change in design has increasingly significant costs, may 
require going back to the customer and could lead to unacceptable delays. Changes 
must be managed differently. The main goal is to make sure that the security 
properties are preserved across evolution. We accept the change because we know 
that security properties won’t change. Technically this is an obvious observation. We 
could just re-verify the design after the change and see if the properties still hold. The 
challenge is to just specify the “delta” and use patterns or stereotype to capture only 
the “delta” of the change and specify the conditions on the delta that preserve security 
properties [22]. Proven security design patterns may be used. Security risk assessment 
is performed in parallel, re-defining security objectives until residual risks are 
acceptable. Some early validation techniques [23] may be applied in order to gain 
early assurance that the system design is sound. 

The main goal of the security activities during the realisation or acquisition phase 
is to implement or acquire the countermeasures. In some cases, when the proposed 
security controls are elementary or available off-the-shelf, this activity may be carried 
out as part of the mainstream engineering process. When SOA technology is the 
targeted platform, security-as-a-service might be the right solution [16]. 

During the integration & verification phase, the main goal of the security-related 
activities is to integrate and test the countermeasures. As for realisation or acquisition, 
the integration of the security countermeasures may be carried out as part of the 
mainstream engineering process; however testing represents a security-specific task, 
aiming at proving that the information system protects data and maintains 
functionality as intended. 

During the validation/quality check phase, the main goal of the security-related 
activities is the security qualification of the system, which will potentially lead to 
certification. The qualification of a product gives evidence of the robustness of the 
security services of the product. It is based on: (i) the verification of the conformity of 
the product with the security characteristics specified in the target, on the basis of an 
evaluation realized by a laboratory approved by a certification authority, e.g. ANSSI 
in France; (ii) the approval, by the certification authority, of the relevance of the 
security target with respect to the planned use and the requested level of qualification. 
This qualification allows: a) to separate the purely technical assessment of the system 
from a wider assessment of its ability to protect sensitive information in given 
conditions; b) to recognize that the same system can allow for the protection of 
information of different levels, and thus can obtain various levels of approval, 
according to the conditions of use. 
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During the operation & maintenance phase, the main goal of security risk 
management is to monitor the effectiveness of the countermeasures to determine the 
extent to which the controls are implemented correctly, operating as intended, and 
producing the desired outcome with respect to meeting the security requirements for 
the system or enterprise. In case security is found to be flawed, the previous activities 
may be performed anew to ensure an acceptable level of risk. 

3   Secure Specification and Design 

This section focuses on the early steps of the system development lifecycle, i.e. 
security requirement specification, security design and security risk assessment, 
which are carried out concurrently to system specification and design. We explain 
here the intuition behind the orchestration aspects (see [10] for details). 

The security analysis during the requirement phase is based on an iterative security 
methodology for evolving requirements (SeCMER for short, see [6] for details). It 
supports: (i) requirements elicitation, (ii) automatic detection of requirement changes 
that cause the violation of security properties and (iii) argumentation analysis to check 
that security properties are preserved and to identify new security properties that 
should be taken into account. 

These steps are present in almost all “traditional” integrated security engineering 
methodologies (see e.g. [13,14,8]). The distinguishing feature here is that we do not 
envisage the existence of a single integrated model. Every iteration of the SeCMER 
process starts with the requirements elicitation phase, which processes a change 
request as a set of incremental changes on a requirement model. Different aspects of 
security requirements can be modelled with different state-of-the-art requirement 
languages such as SI* [27] or Problem Frames (PFs) [31] or use traditional text-based 
description such as DOORS [7]. An underlying conceptual models maps the notions 
SI* to the other models such as PFs or other target security domain specific languages 
[26]. In this way an analyst can use its favourite (or mandatory) model to capture 
some requirements and use another model for validation purposes. For example, by 
using the propositions in the requirements model, argumentation analysis [33] 
determines whether the design has exploitable vulnerabilities that might expose 
valuable assets to malicious attacks.  

For this approach to work we need an automatic orchestration process which uses 
event-condition-action rules called evolution rules [2,1]. Whenever a change to the 
requirement model matches some evolution rule(s), the change is automatically 
detected, and the transformation engine applies specified actions on the requirement 
model and checks whether the existing security goals are still satisfied after the 
change. If this is not the case, the change is passed onto the argumentation process, in 
order to consider whether the security goal can be restored. When even that is not 
possible, the security goal will be passed back to the elicitation process where the goal 
will have to be renegotiated and/or reformulated. The same technology can then be 
used across all vertical and horizontal relations. 
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4   The Mutual Evolution of Risk and Requirement Analysis 

The risk assessment process must be as well adapted as well: a static risk 
methodology cannot cope with system evolution and the very dynamic process for 
managing security requirements that we have just discussed. In this section we 
exemplify the process by using the CORAS approach [24] which is a model-driven 
approach to risk assessment that is closely based on the ISO 31000 [19] standard. An 
alternative using Thales’s risk assessment modelling language is described in [10]. 

The CORAS method consists of a risk assessment method, a language for risk 
modelling, as well as a tool to support the activities of the method. For changing and 
evolving systems the challenge is that previous security risk assessment results may 
become invalid and obsolete after the occurrence of a change. SecureChange 
addresses this challenge by generalising the CORAS approach [24] to the setting of 
evolving systems [25]. The generalised approach incorporates techniques for tracing 
changes from the target system to the risk model. For the secure specification and 
design, this is depicted in Figure 1 by the horizontal relations from risk assessment to 
the system specification and design, respectively. A change that is proposed for the 
latter can be traced to affected parts of the risk model that in turn are reassessed and 
updated. The risk assessment will document how the security risks evolve, and 
moreover identify options for risk treatment that can be taken into account during 
specification and design so as to keep the security risks acceptable under change. 
Moreover, risks that change should explicitly be analysed and documented as such. 

A key principle is that only the parts of the risk picture that are affected by system 
changes should be analysed anew. The same principles of orchestration and 
separation of concerns are applied in this setting. The key concepts in the 
requirements models (loosely speaking the requirements APIs) are mapped into the 
concepts of the risk assessment model (the risk’s APIs). Then the evolution rules 
orchestrate the process by keeping the models in synch. For example, a change 
request during the specification phase may lead to changes in the requirement model, 
such as the identification of new assets. As part of the interface between the 
requirement and risk model, this model artefact can be passed to the security risk 
assessment. By separation of concern, the risk assessment proceeds with this change 
separately until eventually the interface is invoked again and treatments are passed 
back and included in the requirement model as security goals. 

5   Managing Evolution during the Design Step 

As we have already mentioned the analysis of changes during the design process must 
change focus and try to identify as much as possible the changes that preserve the 
security properties established during the earlier phases.  

In the SecureChange project we have used the UMLsec profile [23] to perform the 
security design and its early validation. The UMLsec profile is based on the mainstream 
software engineering modelling language UML and defines stereotypes which are used 
together with tags to formulate the security requirements and assumptions of a system at 
design time. These corresponds to the links in the horizontal relations in Figure 1 
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between the mainstream system engineering process and the security engineering 
process. 

The profile has been extended to the UMLseCh profile for specifying one or more 
evolutions on a model [22]. The stereotypes «add», «del», and «substitute» can be 
used to precisely define which model elements are to be added, deleted, and 
substituted in a model, and together with constraints in first-order predicate logic that 
allow to coordinate and define more than one evolution path.  Constraints give criteria 
that determine whether the requirements are met by the system design by referring to 
a precise semantics of the used fragment of UML.   

Based on the UMLseCh stereotypes used in the diagrams we can compute all 
possible “delta”s of a model and check whether an evolution of the design will 
preserve the security properties of the system. Besides the ability to analyse the 
security properties of all possible evolutions, we have an efficiency gain, since the 
analysis of the delta performs better than the re-evaluation of the complete design 
models.  

Once the security properties have been confirmed to hold we can use the model to 
propagate the security-preserving changes to the later phases, thus moving the process 
along the vertical relations in Figure 1. During the realization phase one can use the 
code generation tools generally available for UML. In the testing phase we can use 
model-based testing tools such as the one presented later in this paper. A further 
possibility, once we have the horizontal traceability link between security properties 
and system properties is to generate security monitors from the UMLsec specification 
to monitor the secure execution of the system.  

6   Security Testing of Evolving Systems 

With the overall goal to provide means of security verification and validation for 
evolving systems, Secure Change has a strong focus on verification techniques and 
test generation that can be applied to implementation artefacts during the development 
and deployment phases of the software life-cycle. 

Following the vertical relations in Figure 1 on the design models one can 
automatically generate the test models [11] where the traceability to the security 
requirements (the horizontal relations) is preserved.  

We can classify tests [12] with respect to requirements evolution: only the first 
time ever all tests are new; as the system evolves and requirements and design models 
are orchestrated together we can progressively divide tests in eight different groups: 
new, un-impacted (by evolution), re-executed (i.e. impacted by evolution but the test 
values are not changed), outdated (i.e. deleted by evolution), failed (i.e. animation of 
test failed, e.g. due to a modification of the system behaviour), updated (i.e. same as 
previous test, but oracle values changed), adapted (i.e. new version of test to cover a 
previous requirement) and removed (by the user). 

These eight status of the test are used to structure the test repository into four sets 
of test suites: evolution (contains new, adapted and updated tests exercising the 
novelties of the system), regression (contains un-impacted and re-executed tests 
exercising the unmodified parts of the system), stagnation (contains outdated and 
failed tests, which are invalid w.r.t. the current version of the system), deletion 
(contains removed tests). 
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The advantage of our approach is to keep track of test cases through evolution. 
This allows a better stability and transparency of the test suite which is an important 
industrial criterion and is a key factor to help the validation team to prioritise test 
execution. From the test models we can now use an efficient test generation process 
that takes into account changes in requirements and previous test status. 

7   Security Verification of Evolving Systems 

In many security critical applications it is also important to achieve stronger 
guarantees than those achievable with testing. For example embedded Java applet 
codes for smart card technology supporting identity, banking or health services must 
be certified with respect to Common Criteria security certification on assurance levels 
EAL4+ and EAL7. This means formally proving that the embedded software on the 
smart card device ensures a set of properties related to confidentiality, integrity, 
availability and authenticity of its assets. 

These formal verification steps must be deployed during the realisation and 
verification phases of the system engineering process illustrated in Figure 1 and 
therefore must be able to implement automatic rely-guarantee reasoning for programs 
written in Java and C (as opposed to formal assurance about model specifications 
used in Section 5).  For example, in SecureChange we used the VeriFast prover [21] 
to verify the absence of memory safety errors, data races, and to prove functional 
correctness. Applying VeriFast requires the source code of the program under 
verification to be annotated with method contracts in terms of separation logic [35]. 
The key strengths of VeriFast are its support for specifying and verifying deep data 
structure properties, reasoning about concurrent programs and its predictably short 
verification times, thereby providing immediate feedback to developers and testers. 

In order to support evolution a key aspect of verification technologies is to explore 
possibilities to reuse verification artefacts, such as code annotations, to leverage re-
certification of the card when change occurs. In the scenario considered in the project two 
non-trivial Java Card applets have been annotated and verified with respect to the absence 
of transaction errors, out-of-bounds operations, invalid casts and null-pointer de-references 
[29]. Furthermore, the full functional correctness has been proven for one applet. Using 
VeriFast, we were able to identify a total of thirteen bugs in one of the applets, with a 
relatively low annotation overhead of about one line of annotations per three lines of code. 
Ongoing work on VeriFast focuses on further reducing the annotation overhead [29,35] 
and providing support for highly concurrent usage of data structures [20]. 

Run-time verification techniques can then be used at load-time to complement the 
assurance guarantees obtained by development time verification techniques. For 
example one can use the Security-by-Contract approach to check that the updates of 
applets on the platforms maintain it security properties [8]. 

8   Conclusions 

In this paper, we have proposed an overview of model-based security engineering 
activities performed in symbiosis with mainstream system engineering activities. The 
baseline approach ensures the consistency of the different models, and allows for 
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change management throughout the complete system lifecycle. The key idea of the 
project is to automatically orchestrate the changes by providing suitable mapping and 
traceability link across different artefacts and processes. These features should make 
industrial adoption easier. 

The project’s approach has been validated on a large IT system, namely an Air 
Traffic Management (ATM) in the setting of the introduction of the Arrival Manager 
(AMAN) for traffic management while the later phases have been validated by 
considering the evolution of the smart-card systems based on GlobalPlatform. The 
application to a Service Oriented Architecture has also being validated in the scenario 
of the security of a multimedia home gateway and this is reported elsewhere [15, 3]. 
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Abstract. Security is becoming a major issue in the development of new envi-
ronments. Within the European Commission Programs oriented to define the 
Future Internet; the challenge taken on by FI-WARE project has been the de-
sign of server oriented architecture inspired by Secure by Design principles.  

Security in FI-WARE is defined as context adaptive architecture that guar-
antees protection against external attacks; privacy in communications & per-
sonal data sharing; and secure & trustworthy services as the default operation 
mode of the Future Internet.  

Keywords: Future Internet, Context based security, Dynamic Security and 
compliance. Run-time adaptive services. 

1   Introduction 

In the context of FI-PPP programs (Future Internet Public Private Partnership) [1] 
the goal of the FI-WARE [3] project is to advance the global competitiveness of the 
EU economy by introducing an innovative infrastructure for cost-effective creation 
and delivery of services, providing high quality of service and security guarantees. 

The key deliverables of FI-WARE will be an open architecture and a reference im-
plementation of a novel service infrastructure, building upon generic and reusable 
building blocks developed in earlier projects. 

The security mechanisms will ensure that the delivery and usage of services is 
trustworthy. 

The security layer of FI-WARE should be context-aware and should deal with 
highly dynamic and unpredictable context changes. 

This Context Based Security architecture inherits from Secure by Design and Pri-
vacy by Design [2] the concept that the future of secure & privacy cannot be assured 
solely by compliance with regulatory frameworks or by the use of privacy enhancing 
technologies; rather, secure & privacy assurance must become an organization’s de-
fault mode of operation and must be taken into account in the early stages of the de-
sign of the system architecture because it has a fundamental impact on it. 
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In our approach Future Internet’s security core architecture offers to the other  
services of FI-WARE a solid and trustworthy enough structure allowing service  
providers to focus on security requirements but delegate their implementation to the 
core Future Internet platform, as it will provide the needed security solutions.  

On reaching these objectives it becomes essential to have means to:  

• Develop an efficient security monitoring system which not only is able to quick-
ly respond against attacks but is intelligent enough to perform early attack de-
tection and offers support capabilities for decisions and actions to be taken. 

• Offer a security market place where both Basic an Additional security services 
are offered to applications and services to dynamically configure their required 
security level and where any provider could contribute with new solutions. 

• Provide a Context-based security and compliance framework to support the 
dynamic supervision and adaptation of the security of systems in the context 
of a changing environment. This framework helps searching and browsing 
thought the marketplace catalogue, in order to find the most appropriate ser-
vice to fulfill the Security and Compliance requirements from the end-user 
environments, and to deploy into the target system.   

2   The FI-WARE Approach 

This paper presents the architecture that will support the run-time and context-aware 
provision and monitorization of security and dependability (S&D) solutions. The  
 

 
Fig. 1. Overall FI-WARE security architecture 
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overall ambition of the Security Architecture of FI-WARE is to demonstrate that the 
Vision of an Internet that offers context based secure services is becoming a reality.  

FI-WARE security architecture will focus on key security functionalities such  
as identity management or security monitoring to be delivered as so-called generic 
security enablers that will be integrated with the design and implementation of the  
FI-WARE itself.  

This architecture is designed to be extensible to meet additional security require-
ments coming from user applications in run-time mode by deploying the appropriate 
so-called optional security enabler.  
 
2.1   Generic Security Enablers 

 
In FI-WARE a Generic Enabler (GE) is defined as: A functional building block of 
FI-WARE. Any implementation of a Generic Enabler (GE) is made up of a set of 
components which together supports a concrete set of Functions and provides a con-
crete set of APIs and interoperable interfaces that are in compliance with open speci-
fications published for that GE. 

The Generic Security Enablers will define the general core security mechanisms of 
the Future Internet.  

These Generic Security Enablers will be present by default in any FI-WARE in-
stance to assure that trust, security, privacy and resilience are its default mode of op-
eration. 

The Core Generic Security Enablers will provide these baseline services in FI-
WARE instances: 

• Security monitoring  
• Context base security & compliance  
• Other Generic Services such as: Identity and Access Management, Privacy 

and Trust, Authentication & Authorization services  
 

2.2   Security Monitoring 
 

The advanced Security Monitoring system will covers the whole spectrum from ac-
quisition of events up to visualization and reporting, going through normalization of 
heterogeneous events and correlation, risk analysis and business impact evaluation, 
but also going beyond thanks to a digital forensic for evidence tool and assisted deci-
sion making support in case of cyber attacks that helps in the selection of adequate 
countermeasures. 

We propose a security monitoring enabler composed of a number of industrial and 
academics security components. Some of them cooperate, and it is extremely chal-
lenging, to collect heterogeneous information coming from security sensors, security 
and privacy events, anti-malwares alerts, user privilege change tracking, objects 
access (with success or failure) and security compliance violations. Others compo-
nents in an innovative approach allow to draw up a topology of vulnerability, to iden-
tify the potential cyber attacks and give a original business vision of risk. This enabler 
will also provide comprehensive situational views, context adapted (Instant mobility, 
safe city, smartagrifood, etc) and stakeholder oriented (business managers, security 
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operators, service providers, cloud computing managers, etc) so that corresponding 
proactive actions can be taken in a timely and effective manner. 

The Digital forensic framework will allow establishing the proof of a malicious ac-
tion observing the European legislations that stands that the collection and exploita-
tion of evidence should not change the proof elements, and a second opinion will 
always allow finding the same results.  

The volumes of data to be processed, the diversity of technologies used in the con-
text of use cases, the dispersion of information with massive cloud computing tech-
nologies usage, are some of the challenges that face the FI-WARE Security Monitor-
ing GE. 

 
2.3   Context-Based Security and Compliance (PRRS Framework)  

 
The Platform for Run-time Reconfigurability of Security (PRRS) is a Security  
enabler in the Future Internet core architecture that allows an end-user application or 
service, to direct a request to the PRRS framework describing its particular security 
requirements.  

Then the framework will search into the “security market” of Security Enablers in 
order to find the most appropriate solution to fulfill both the requirements received 
and any applicable regulation from Private or Public sources. 

Finally it will deploy into the end-user environment the selected security  
solution.  

Furthermore the framework will also instantiate a runtime monitor with the respon-
sibility of detect anomalous behavior or non-conformance. 

In case of a non-conformance detected the framework will take compensation ac-
tions for the automated adaptation of the deployed security mechanism to the chang-
ing context conditions. 

 
2.4   Optional Security Services  

 
Specific end-user applications will require optional security services to fulfill their 
requirements which although they are potentially applicable across a number of end-
user applications, unlike generic services, it is not expected that all of them will make 
use of any particular one.  

The architecture is able not only to support the instantiation of the Security Enab-
lers which supports these services (thanks to Dynamic security management service), 
but define and maintain a standard security market where any security developer 
could integrate its technology into the Future Internet security platform, after proper 
validation and certification. 
Sample Optional Enablers that could be often included are: 

• Database risk evaluation services 
• Data anonymization services 
• Secure storage services 
• Malware detection service 
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3   Context-Based Security and Compliance 

The key component of these service is the PRRS [5] Framework defined taking into 
account previous software models and experiences [6].  

The PRRS framework provides run-time support to applications, by managing 
S&D solutions and monitoring the systems' context. 

The communication between the different components of the architecture and the 
end-user applications that will require its services will be performed by a new stan-
dard language (USDL-SEC) to be defined. 

This business service oriented language will be able to describe & register security 
services or capabilities.  

In a nutshell, the USDL-SEC language will support the following characteristics: 

• Describe functional security services provided by the platform and needed by 
applications 

• Describe the interface offered by the security enablers to the applications 
• Provide mechanisms to cover both high level description of the service and 

detail functionalities & implementations. 
• Provide event management capabilities to allow monitors get the context 

event information from the security enablers they overseen. 
• Describe requirements and compliance rules to be fulfilled in an specific end-

user environment 

3.1   PRRS Framework 

PRRS is implemented as a service running in a device, on top of the operating system, 
and listening to end-user applications requests. 

 
Fig. 2. Dynamic S&D Framework (PRRS) architecture 
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End-user applications send requests in order to fulfill their security requirements to 
the framework; these requests, once processed by the PRRS, are translated into S&D 
Solutions to be deployed as executable components in the context of the end-user 
application which is running.  

The communication between end-user applications, the deployed executable com-
ponents the framework is supported by the USDL-SEC language as we describe above. 

PRRS framework also provides another two USDL-SEC interfaces in order to 
communicate not only with end-user applications, but with monitoring components 
and Rules and enablers repositories 

The PRRS Framework also provides external monitoring components with the 
rules that the end-user applications context must fulfil.  

The monitoring components then get context and status events from the end user 
and the S&D security solution, and will trigger the PRRS Framework in case of a 
non-compliance detection. 

On the other hand framework offers an interface to get access to both Rules and 
Enablers repositories. 

From the rules repository it will get, as USDL-SEC patterns, the description of 
public laws and private agreements that should be applied in many scenarios; fur-
thermore end-user applications will have the possibility to refer to some of this exist-
ing rules instead of describe their requirements in detail.  

Finally PRRS framework will get access to the Enablers repository where, mainly 
optional security enablers created by any secure aware developer will be registered.  

From the service and interface description provided by this enablers, the PRRS 
framework will select the most suitable solution to fulfill the end-user applications 
requirements. 

The architecture of the PRRS has been designed taking into account the wide va-
riety of target devices where the system will run. The main elements of the architec-
ture have been split into separate components.  

This makes possible the implementation of each component by a separate way; for 
example implement each component for a specific platform, in the cases where this is 
necessary.  

The Framework manager is the core of the system. It controls the rest of the com-
ponents of the system. It processes requests from end-user applications orchestrating 
the instantiation of the Security Enabler selected.  

It also sends monitoring rules to monitoring services that monitor the proper opera-
tion of Enablers, and also takes the necessary recovery actions when it is informed by 
monitoring services of a monitoring rule violation by the reactivation, reconfigura-
tion, deactivation and/or substitution of the Enabler.  

Framework Manager delegates some of its more complex duties into two compo-
nents, the Request Manager and the Repository Manager. 

Request Manager is in charge of:  

• Managing the different service request form the end-user applications 
• Getting the notification from the monitoring systems 
• Sending monitors rules must overseen and update them in case of their 

change 
• Getting status information from the deployed Enables 
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Repository Manager is in charge of implementing the communication between re-
positories and PRRS framework. 

 
3.2   USDL-SEC 

 
The language will extend existing standard USDL 3.0 (we call it USDL-SEC) [4] by 
implementing a new module security oriented. USDL 3.0 aims to describe a service 
along with functional and non-functional properties in single and complete descrip-
tion file. It provides means to compare and select services according to consumer 
needs. A service description is first made by a service provider, which then exposes it 
to a service broker. Once a service consumer selects a specific service, the service 
provider deploys its service and runs it. 

Any Security model is fully defined by its associated properties file allowing con-
sumers and providers to agree on a security protocol, through expressions of concrete 
mechanisms and links to existing standard such as WS-SecurityPolicy, XACML, P3P, 
etc...  

This properties file also describes actions operated by the service provider on a de-
clarative-basis. That is the provider claims to undertake actions to achieve a higher 
level of security. 

 

Fig. 3. Meta-Model for the USDL-SEC Module 

The Figure 3 depict the associated meta-model of the USDL-SEC module. The 
module expresses metrics on the quality of security concerns for different realization 
levels.  

A level is a distinction that can be referred to the OSI model which specifies if a 
security description applies to the Transport level, the Application level or another 
level mentioned in Figure 3.  

The security expressiveness is defined by a set of property, such as Authentication, 
Confidentiality, Privacy, etc... Those properties relate to both the aforementioned 
Generic Security Enablers and undermentioned Optional ones. 

The current version of the USDL-SEC specification is not sufficient to depict the 
security functionalities defined by FI-WARE Security. For this reason one of our next 
tasks will be the enhancement of this description to cover as much as possible these 
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security functionalities. Security patterns should then be attached to the descriptions 
in order to facilitate the deployment and the consumption of the generic security  
services. 

4   Optional Security Enablers 

The optional security service enabler is used to customize the security service descrip-
tion within USDL-SEC when the security functionality is not covered by the specifi-
cation described before. This extension targets directly the application domain usage. 
For example, if we want to describe and publish a malware scanning service the basic 
version of USDL-SEC is not sufficient. The goal here is to make easily extendible the 
security service description for customized usage. This functionality will help devel-
opers to define and describe their own services through the USDL standard by adding 
new functionalities and new capabilities. 

 

Fig. 4. Relation of USDL-SEC and extensions with security enables 

In FI-WARE we want to overcome the limitations of the traditional service de-
scription languages that usually do not take into account the extensions wanted by the 
users. Most of the time the user has to add manually new elements and modify the 
delivery framework in order to take into account the new functionalities. Such ap-
proach is not feasible for any user.  

This optional security service will provide all the technical support to let users use 
and extend the USDL-SEC service description easily.  

The USDL registry entity in charge of publishing and discovering the services 
must be able to understand the meaning of the optional security services in order to 
provide an efficient search engine. 
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5   Future Works 

FI-WARE will provide a Core Platform architecture based upon services called Ge-
neric Enablers. 

A so-called “FI-WARE Testbed” instance will be generated to allow third parties 
run and test Future Internet Applications based on FI-WARE Generic Enablers. 

As the architecture is designed to be secure aware any subsequently service should 
also fulfill these requirements. 

End-user applications and services can trust the security of their transactions under 
the default operation mode of the Future Internet architecture, without reliance on 
individual security add-ons and disparate security solutions and configurations that 
represent potential security risks themselves. 

Furthermore, thanks to the application of a context base security philosophy, Fu-
ture Internet itself will have enough mechanisms both to face external attacks and 
adapt its security level to the changing application context. 
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Abstract. We focus on the assessment of the security of business
processes. We assume that a business process is composed of abstract
services, each of which has several concrete instantiations. Essential pe-
culiarity of our method is that we express security metrics used for the
evaluation of security properties as semirings. First, we consider primi-
tive decomposition of the business process into a weighted graph which
describes possible implementations of the business process. Second, we
evaluate the security using semiring-based methods for graph analysis.
Finally, we exploit semirings to describe the mapping between security
metrics which is useful when different metrics are used for the evaluation
of security properties of services.

Keywords: business processes, services, semirings, risk, security met-
rics, design graph.

1 Introduction

Rapidly changing world requires rapidly changing solutions. This is one of the
reasons why service oriented technologies (Grid, Web Services, Cloud) become
so popular. The idea behind such technologies is to be agile, easily reconfigurable
and provide different alternatives to fulfil the same goal. Thus, service consumer
is able to select the alternative she likes the most, i.e., the service which has the
most suitable qualities, expressed as Service Level Agreement (SLA).

Security requirements also must be included in the agreement, in order to
protect valuable assets not only during data transmission, but also during data
usage [12,13]. Naturally, selection of the most suitable business process must take
into account security requirements. Usually, requirements, or policies (we use
terms requirements and policies interchangeably) are precisely expressed with
help of metrics, which indicate the quantity of some parameter. We assume that
metrics may be evaluated using statistical methods, intrusion detection systems,
using questionnaires, or simply assigned by security specialists [14,15].
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Service consumer is able to select the service which has the best metric values.
The problem appears as soon as we have a complex service, a business process,
which is composed of several simple services. A way to aggregate the values of
simple services is required for the evaluation of the complex service. Moreover,
existing alternatives of the implementation of a business process should be com-
pared and the optimal alternative should be selected. Such analysis is useful not
only for service consumers, but also for the service orchestrator which provides
the complex service hiding the implementation details. For example, instead of
selection of the most secure implementation, the orchestrator may find the level
of protection it is able to guarantee even in case of problems with some sim-
ple services. Finally, the method for the analysis should be independent from
the metric used for the evaluation, since simple services may be evaluated using
different security metrics1.

1.1 Contributions

The main contributions of this paper are the following.

– Provide a general method for aggregation of security metrics and selection
the most secure implementation of a business process. This goal is achieved
using a special mathematical structure “semirings”.

– We have shown how similar metrics could be combined to conduct a general
analysis. This goal is achieved by considering relations between metrics using
mapping between semirings.

The paper is structured as follows. Section 2 presents a primitive transformation
of a business process described in Business Process Modelling Notation into a
graph. In Section 3, we evaluate overall security of a business process analysing
the graph with help of semiring-based methods. Section 4 shows how the relation
between security metrics may be described. Section 5 is devoted to the related
work. Section 6 presents directions for future work and a conclusion.

2 Decomposition of a Business Process into a Design
Graph

We consider a general business process (complex service) composed of simple
abstract services. An abstract service describes a single job that should be done
during the execution of the business process. Many notations for description
of the business processes could be used as a starting point for the analysis.
For example, Business Process Execution Language (BPEL) [1] is one of the
most well-known and wide-spread notations. The main disadvantage of using
BPEL for our purpose is that this language requires too much low-level details,
which are not used for the analysis. On the other hand, the process can be
described with Business Process Modelling Notation (BPMN) [2]. BPMN is a
1 We admit, that security is not the only quality which must be taken into account

during selection of the best alternative, but in this article we focus only on security.
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high-level notation and, thus, is suitable for the analysis of high-level security
properties. On the other hand, it is also only a graphical notation and an ad-hoc
formalisation is required for automatic transformation of the model.

We follow BMPN for the description of a business processes. We consider a
business process which is composed using the four basic structured activities:
sequence, choice, flow, and loop. Sequence describes a situation when the ser-
vices or structured activities are executed sequentially. Choice allows selecting
a service on the basis of attributes of the business process or events external to
the business process. Flow is used to denote two or more services or activities
run in parallel. Loop supports the iterative execution of services and activities.

We extend this set with one more structured activity called design choice
similarly to Massacci and Yautsiukhin [17,16], which denotes a design alternative
for a business process. Design alternatives denote sub-processes which fulfil the
same functional goal, but in different ways (i.e., these are different sub-processes).
The alternatives provide different qualities in general, and security properties in
particular. Semantics of the design choice is similar to a regular choice, but the
design choices are solved during the implementation of the business process,
while the regular choice is solved during the execution. We exploit a gateway
with letter “X” inside to denote the regular choice and a gateway with letter
“D” inside to denote the design choice in a business process diagram.

Each abstract service has several real instantiations, concrete services. Con-
crete services are run by different service providers. For instance, an on-line
trading platform may be provided by Amazon or eBay, off-the-shelf e-mail solu-
tion by Gmail or Hotmail. We suppose that an orchestrator of a business process
signs a contract with each service providers that deliver concrete services for the
implementation of the business process. The contract is based on a service level
agreement proposed by a service provider and accepted by a service consumer.
The orchestrator determines the security level of each concrete service analysing
the policies. The security level is computed as a security metric which the orches-
trator exploits for the future security evaluation and selection of the business
process implementations. An essential goal of the orchestrator is to solve all de-
sign choices and select instantiations for the abstract services in a way to obtain
the most secure implementation of the business process.

Example 1. We consider an on-line shop as an example of the business process
(see Figure 1). First, a customer uses an on-line engine for searching and select-
ing items for buying. The owner of the shop would like to choose the way to
implement the on-line engine. She considers two alternatives: to buy an on-line
trading platform or to rent a server and install a content management system
(CMS) there. Second, selected items are paid using a payment service. Third,
items are shipped to the customer. Finally, the customer gets information about
the payment and conditions of shipping by e-mail or VoIP service. The owner
considers two opportunities to organise an e-mail service: to run an off-the-shelf
e-mail solution or to organise her own e-mail server buying a hosting and in-
stalling an e-mail server software. We numerate abstract services for further
convenience.
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Fig. 1. Example of a business process in BPMN: an on-line shop

2.1 A Mathematical Model

We make a mathematical model of a business process in order to use it later
for our analysis. A high level business process can be easily transformed into a
graph in several ways (e.g., [17,16]). We propose first to make the transformation
into a process algebra. We use a notation similar to Calculus of Communicating
Systems (CCS) [19]. Then we build the graph according to the execution flow.

In the process algebra there are several operators, which are useful for formal-
ising a process. Let ai be an abstract service, SA be the set of all jobs (abstract
services) in a business process such that ai ∈ SA. P and Q are two processes
consisting of actions combined with basic operators and terminated with 0. Se-
quence activity can be formalised as ai.P , i.e., first action ai is executed and then
process P . Parallel activity Flow is coded as P |Q. Non-deterministic choice is
formalised as P + Q, i.e., process P or process Q is executed.

In the current work we simplify the transformation assuming that an orches-
trator has information about usual execution of business process in advance.
Thus, all choices except design choices are known in advance and we can con-
sider only a part of the initial business process containing design choices only.
Loop activity is considered as a number of the same executions in a raw. We
assume that the orchestrator knows exact number of loops or uses the average
number. The following technique is used to obtain a graph after the transforma-
tion of the business process into the process algebra.

We call a Design Graph a graph composed of concrete services connected
with edges representing message flow in a business process. The root node of the
graph is an empty node representing the beginning of the business process. For
the sequential composition, the child of a node is the next executed service in a
process algebra description. In case of parallel composition we select any activity
first and then another one, hence, the parallel composition is a sequence of
nodes in the graph. Intuition behind such transformation is that we consider the
security of the business process and all parallel branches should be successfully
executed for the successful execution of the business process. Regular choices
are solved according to assumption above. A node has several outgoing edges
if corresponding service is followed by a design choice. We call such node an
“or-node”. Outgoing edges lead to nodes corresponding to the first services in
design alternatives grouped by the design choice. In addition, “or-node” is used
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to represent a choice between concrete services. Finally, an empty node is used to
conclude the graph. The direction of connections is the same as the direction of
message flow in the business process diagram. Moreover, each node is assigned
with a weight according to the value of a metric expressing service security.
Source node and final nodes have zero weights. Now, we are able to formalise the
Design Graph we receive after transformation of a business process description.

Definition 1. Let SA = {ai} be a set of abstract services. Let also SC = {cij}
be a set of concrete services and any cij ∈ SC is a j-th concrete service for an
abstract service ai. Then, we define Design Graph as a tuple 〈N, E, L〉. Where

– N = {nij}∪{n0}∪{n∞} is a set of nodes, where nodes nij correspond to the
concrete services cij, n0 and n∞ are initial and final nodes corresponding to
the start and the end of the business process;

– E is a set of edges between nodes which correspond to the message flow in
the business process;

– L : N 	→ D is a labelling function which assigns to every node a number
from the domain D of a security metric, the source node and the final node
are always assigned with zero value of the metric.

Example 2. We continue Example 1. Consider transformation from a business
process in Figure 1 into a Design Graph. Suppose the owner of the on-line
shop knows that most of her customers prefer to be contacted via e-mail. This
information helps an orchestrator of the business process to remove the exclusive
choice between a VoIP service and implementation of e-mail service on the final
step of the business process.

The design graph starts with the initial node n0 which has three children
n11, n12, and n21. Nodes n11 and n12 describes the selection between concrete
services instantiating a trading platform in Figure 1 (e.g., n11 is for Amazon
and n12 is for eBay). The alternative implementation of the on-line engine is
presented by node n21 which stands for a hosting service and two its children
n31 and n32 denoting CMSs. Nodes n41 and n42 represent payment services,
n51 stands for shipping service, n61 and n62 denote external mailing services,
n71 and n72 represent hosting for an e-mail server, n81 and n82 are the e-mail
server software. The graph ends with the node n∞ which stands for the end of
the business process. We display the resulted Design Graph produced from the
business process in Figure 2.

Now if we follow the mathematical model every implementation of the business
process is represented as a path in the Design Graph.

Definition 2. Let 〈N, E, L〉 be a Design Graph andn, n′, n′′ ∈ N ∧N ′ ⊆ N ∧E′ ⊆
E . A path from n to n′ is a sub-graph π〈n,n′〉 = 〈N ′, E′, L′〉 such that

1. N ′ = {n} and E′ = ∅ if n′ = n;
2. N ′ = {n′} ∪ N ′′ and E′ = {〈n′, n′′〉} ∪ E′′, where 〈N ′′, E′′, L′′〉 is a path

π〈n,n′′〉;
3. L′ ≡ L.



158 L. Krautsevich, F. Martinelli, and A. Yautsiukhin

Fig. 2. A design graph representing an on-line shop

Any path π〈n0,n∞〉 represents implementation of the business process, where n0

is the initial node and n∞ is the final node.

In addition we define set P (n0, n∞) = {π〈n0,n∞〉} representing all the possible
paths between n0 and n∞. Each path has its own weight obtained by aggregating
weights of nodes belonging to the path. The weight of the path is representing
the security metric for an implementation of a business process. Aggregating of
weights corresponds to aggregating of metric values. The problem of the selection
of the most suitable implementation of the business process can be seen as to find
such path in a Design Graph that the weight of the whole path is the best one (e.g.,
maximal or minimal) among all possible. We call the path with optimal value of
metric the shortest path and denote it as πS

〈n0,n∞〉 ∈ P (n0, n∞). Implementation
of the business process corresponding to the shortest path has the best value of
the security metric. This implementation is the most secure one.

3 Security-Aware Selection of a Business Process
Implementation

As soon as the Design Graph is built we can start analysing it in order to select
the implementation of a business process which satisfies the desirable customer’s
policies. First, we simplify the task and select the most secure business process
implementation among other alternatives. Naturally, if this selection does not
satisfies the desirable customer’s policies then no other implementation does.

We aim at the assessment of the security of a business process using different
security metrics. However, in this section, we assume that the security of all
concrete services is assessed using the same security metric. This assumption
will be relaxed in Section 4. Each node nij in a Design Graph is assigned with
weight wij = L(nij). The initial n0 and the final node n∞ are assigned with a
zero value. We look for a method that allows abstracting the security metrics and
using universal algorithms for the computation of the shortest path in graphs.

Mehryar Mohri [20] proposed a framework that contains algorithms for search-
ing for the shortest path in a weighted graph, extending the work of Edsger
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Dijkstra [9]. The framework exploits the notion of semiring for the abstraction
of weights and operators over weights. A semiring consists of a set of values
D (e.g., natural or real numbers), and two types of operators: aggregation (⊗)
and comparison (⊕) values and constraints. Formally, the semiring is defined as
follows [4]:

Definition 3. Semiring T is a tuple 〈D,⊕,⊗,0,1〉:
– D is a set of elements and 0, 1 ∈ D;
– ⊕, is an additive operator defined over (possibly infinite) set of elements D,

for d1, d2, d3 ∈ T , it is communicative (d1 ⊕ d2 = d2 ⊕ d1) and associative
(d1 ⊕ (d2 ⊕ d3) = (d1 ⊕ d2) ⊕ d3), and 0 is a unit element of the additive
operator (d1 ⊕ 0 = d1 = 0⊕ d1).

– ⊗ is a binary multiplicative operator, it is associative and commutative, 1
is its unit element (d1 ⊗ 1 = d1 = 1 ⊗ d1), and 0 is its absorbing element
(d1 ⊗ 0 = 0 = 0⊗ d1);

– ⊗ is distributive over additive operator (d1⊗(d2⊕d3) = (d1⊗d2)⊕(d1⊗d3));
– ≤T is a partial order over the set D, which enables comparing different ele-

ments of the semiring, the partial order is defined using the additive operator
d1 ≤T d2 (d2 is better than d1) iff d1 ⊕ d2 = d2.

The weight δS(πS
〈n0,n∞〉) of the shortest path πS

〈n0,n∞〉 is computed using additive
operator ⊕:

δS(πS
〈n0,n∞〉) =

⊕
∀π〈n0,n∞〉∈P (n∞,n0)

δ(π〈n0,n∞〉) (1)

Here P (n0, n∞) is the set of all paths from the initial node n0 to the final one
n∞. The cost δ(π〈n0,n∞〉) of the path π〈n0,n∞〉 is computed using multiplicative
operator:

δ(π〈n0,n∞〉) =
⊗

∀nij∈π〈n0,n∞〉

wij (2)

We need to express security metrics as semirings for exploitation of universal
algorithms for the search of the shortest path in a weighted graph.

3.1 Semirings for Expressing Security Metrics

Security of the business process and concrete services is assessed using security
metrics. Different semirings must be used to express different metrics. In the
following list we display several semirings and describe metrics expressed using
these semirings.

– Weighted semiring 〈R+, min, +,∞,0〉 represent the risk of a successful at-
tack on a business process. A path in a tree computed under preferences
using weighted semiring will minimize the overall sum of risks of success-
ful attacks on services composing the business process. We assume that the
business process is compromised if a successful attack compromises at least
one service included in the business process.
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– Probability semiring 〈[0, 1], max,×,0,1〉 expresses the probability of a suc-
cessful operation of the business process (a resistance to all attack). In case
we know the probability pi of compromising the ith service, then (1 − pi) ∈
[0, 1] is the probability to tolerate all attacks.

– Semiring 〈N+, min, +,∞,0〉 serves for identification of a path with the min-
imal number of attacks.

This is not a complete list of metrics and semirings that can be used for the search
of a way for the optimal execution of a business process. Other semirings can
be defined for other metrics if necessary. Note, that semirings serve also for the
assessment of non-security properties of the business process. For instance, semir-
ing 〈N+, min, +,∞,0〉 is used for identification of the minimal number of steps
to reach the end goal of the business process. Semiring 〈R+, max, min,0,∞〉
allows evaluating the latency of the business process if we assume that only
one delay may occur during the execution of the business process. Probability
semiring 〈[0, 1], max,×,0,1〉 may be used to express users trust to the business
process.

We are able to apply any semiring-based algorithm (e.g., Generic Single Source
Shortest Distance [20]) for searching of the shortest path after a semiring was
chosen and the problem is defined by Equations 1 and 2. Note, that the algo-
rithm uses the weights on the edges while we use the weights on the nodes. The
algorithm can still be applied if we use the weights for the node as the weight of
every incoming edge leading to this node.

Example 3. Suppose each concrete service is assessed with the quantitative risk
value. Weighted semiring 〈R+, min, +,∞,0〉 is used to represent the risk. There
are 48 possible paths in the graph presented in Figure 2. Without loss of gen-
erality, we consider just two paths for shorter explanation. Let weights of nodes
be w11 = 100, w41 = 120, w51 = 150,w61 = 90, w62 = 110, w0 = w∞ = 0. First,
we find the weights for paths π1

〈n0,n∞〉 = n0n11n41n51n61n∞ and π2
〈n0,n∞〉 =

n0n11n41n51n62n∞. The weights δ1(π1
〈n0,n∞〉) = 480 and δ2(π2

〈n0,n∞〉) = 500
are computed using multiplicative operator ⊕ of weighted semiring. Second, the
best weight is selected using additive operator min: δS = min(δ1, δ2) = 480.
The shortest path is πS

〈n0,n∞〉 = π1
〈n0,n∞〉. Note, that here we used a simplified

computation for this example, when the mentioned algorithms (e.g., [20]) are
much more efficient.

The idea of exploitation of semirings has several advantages. The first advantage
is that it allows re-evaluating of security of a business process and choose an al-
ternative implementation of the business process. The need of the alternative
implementation may be caused by the change of the security level of current
implementation or by the change preferences of an orchestrator. The second ad-
vantage is that the orchestrator can evaluate the business process using different
security criteria and select several implementations corresponding to different
security metrics. The orchestrator can exploit an implementation satisfying the
major part of criteria.
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4 Interoperability of Services

Our idea requires services being assessed using the same metric. However in the
real world a situation when security of all services is evaluated using the same
metric is not always possible. Also a service consumer may express her security
requirements using metric different than service provider’s one. For instance,
consider a situation when the security of the first part of services is assessed
using minimal number of attacks and the security of the second part is assessed
using risk. One more example is a situation when the service provider assesses
risk level using quantitative risk while service customer uses qualitative risk
scale. There is a need for a method that can evaluate the security in case of
several metrics. We propose to tackle the issue by mapping between security
metrics. The metrics used for an evaluations of services may be mapped to the
most general one (e.g., risk) on the basis of formal relations between metrics
considered in [14,15]. The relations may be expressed using mappings between
semirings presented by Bistarelli et al. [3]. The analysis described in Sections 2
and 3 should be applied after the mapping is done.

Suppose there are two semirings T = 〈D, +,×, 0, 1〉 and T̂ = 〈D̂, +̂, ×̂, 0̂, 1̂〉.
Our goal is to map the first semiring onto the second one. A Galois insertion
〈α, γ〉 : 〈D,≤T 〉 ⇀↽ 〈D̂,≤T̂ 〉 is used for the mapping. Here α and γ are two
mappings such that

– α and γ are monotonic,
– ∀d ∈ D, d ≤T γ(α(d)),
– ∀d̂ ∈ D̂, α(γ(d̂)) ≤T̂ d̂.

If there is a constraint satisfaction problem (CSPs, [4]) H over semiring T we
get a problem Ĥ = α(H) over semiring T̂ applying α. Similarly, we obtain the
problem H ′ = γ(Ĥ) over semiring T applying the mapping γ to the problem Ĥ

over semiring T̂ .
The mapping has several useful applications. First, the mapping allows evalu-

ating bounds for the solution of H if the solution of the problem α(H) is known.
If there is the problem H over T , and ĥ is an optimal solution of problem α(H)
with semiring value d̂ in α(H) and d in H , then there is an optimal solution h

of H with semiring value d such that d ≤ d ≤ γ(d̂). Second, a mapping is called
order preserving if

⊗̂
d∈I1

α(d) ≤T̂

⊗̂
d∈I2

α(d) ⇒ ⊗
d∈I1

d ≤T

⊗
d∈I2

d, where I1 and I2 are

two sets of elements from D. If the mapping is order preserving then the set of
all optimal solutions of the problem H over T is the subset of optimal solutions
of the problem α(H) over T̂ .

A problem of searching the shortest path in a graph is a CSPs problem [20].
Thus, we are able to find bounds for a weight of the shortest path in a Design
Graph if we do mapping between metrics using semirings. The bounds may be
used as an approximated value of the security of business process. The bounds
also may be used as a starting point for searching a precise value. If the mapping
is order preserving, the set of shortest paths in the graph after the mapping
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contains all shortest paths for the graph before the mapping. Thus, we can also
use this set as a starting point for searching a precise value of a security for the
business process.

5 Related Work

The process of selection the optimal business process must also be based on the
quality of protection as one of the essential criteria. Such claim has been recently
raised by various authors [11,12].

The first problem here is to find a method of security assessment suitable for
services. Henning [10] proposed to evaluate a service against 15 security domains
each of which is evaluated separately and a level (from 1 to 4) is assigned to it.
Casola et al. [6] proposed a method for selection of the best alternative based
on the distance between two lists of security levels using the assessment results
provided by the method of Henning. In another work Casola et al. [5] proposed a
more generic method for aggregation of different appraisals common for security
and quality of service. Another approach to security assessment of a service is to
use risk for aggregation. For example, Krautsevich et al. [13] proposed to assess
risk of satisfaction of every security policy and then find the overall risk. The
overall risk is then used to select the most secure service.

The second problem in assessment of services is to find the quality of protec-
tion for a complex service, i.e., service which consists of other services. Cheng et
al. [7] proposed a framework for aggregation of downtime of a BP. The authors
consider the BP as a set of services, rather then as a structured sequence of steps.
Derwi et al. [8] analysed security in pervasive computing using multi-objective
optimisation. The aim of the analysis was to analyse the workflow in order to
select a set of security solutions. Our goal is slightly different, we focus on selec-
tion the best alternative. Moreover, we consider a more complex scenario, when
nodes have some complex value, in contrast to the work of Derwi et al., where
0-1 metrics were considered.

The closest approach to our work is the work of Massacci and Yautsiukhin
[17,16]. The authors proposed an approach which transforms a business process
to a tree and selects the most secure alternative according to the defined aggre-
gation functions. In our work, we proposed a different way of graph construction
and, more important, generalised the problem using semirings. Although, the
method proposed by Massacci and Yautsiukhin is able to solve wider range
of problems, our current proposal is based on a well-developed mathematical
structure (semirings) and, thus, automatically allows applying different existing
algorithms for analysis. Moreover, semirings allow considering interoperability
of services assessed using different security metrics.

Similar problems have been considered in a non-security domains. For exam-
ple, Jeager et al. [18] provided several aggregation functions for such criteria as
minimal execution time, cost, etc. Yu et al. [21] proposed a method for selection
of alternative business processes using the graph theory. These works do not con-
sider security assessment. Moreover, our goal is to propose a generic framework
which can be applied to different metrics (satisfying the required conditions).
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6 Conclusion

This paper is the first attempt to assess the security of business processes using
semirings. We described a simplified decomposition of a business process into a
design graph. We considered computing security metric values for implementa-
tions of business process and selecting of the best implementation on the basis
of semiring-based methods for weighted graphs analysis. We provided the idea
for mapping between security metrics for the case when security properties are
expressed using different metrics.

We would like to notice that this paper is just an initial step towards the
assessment of the security using semirings. We are going extend the method in
several ways. First, we are going to relax the assumptions on the transforma-
tion of a business process into the a design graph, since orchestrator often does
not have an information to avoid choices and loops. Second, we will aim at ex-
pressing more metrics as semirings. Third, we will try to determine explicitly
mappings between security metrics on the basis of their formal relation. Fourth,
we are going to focus on the case when parameters of the business process are
dynamic. In particular, we are going to consider the cases when the security
level of concrete services may change or a monitoring system returns different
values, rather than the ones declared in SLAs. Another example could be a new
concrete services added to the business process on-the-fly or, vice versa, become
unavailable. These cases require re-evaluation of the affected part of the process
and may result in selection of another composition. Finally, we would like to
implement the method as a software prototype and evaluate its performance.
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Abstract. In general, the use of adaptive services and adaptation frame-
works for services is justified by the need of providing a flexible environ-
ment for service execution in changing environments, due to changes of
context or changes in requirements. Such flexibility allows providing ser-
vices in ways that are most suited to the current situation of invocation
of the service. A parameter that is commonly used to assess the fitness
of services in changing situations is quality of service, that commonly in-
cludes parameters such as, for instance, response time, availability, trust.
Adaptivity can also be the basis for building dynamic service composi-
tions driven by other types of goals, and in this talk the focus is on
building adaptive services with the goal of improving energy efficiency.
Energy efficiency is defined as the ability of a system to make an effi-
cient use of the available resources. In variable and changing contexts
the use of resources might be overprovisioned, in order to be able to
cope with situations of system overload, maintaining the quality of ser-
vice guarantees associated with a given service. As a result, in general
we see a tradeoff between requirements imposed by quality of service
and energy efficiency requirements. Adaptivity can help smoothing this
tradeoff, since the services can be configured dynamically to exploit the
available resources in a better way.

We analyze energy efficiency in service compositions from two differ-
ent perspectives. The first case is the execution of services in large service
centers, in which services are executed dynamically sharing computing
resources and storage systems. Such a case is studied in the GAMES
(Green Active Management of IT Services) European project, in which
IT resources are managed dynamically according to the context of execu-
tion and the characteristics of the services, which are driving adaptation
policies. A second perspective is the use of dynamic services as enablers of
energy efficiency strategies in given application domains, such as services
in smart environments, e.g. in homes or buildings. In this case adaptive
services can help reducing CO2 emissions since the energy consuming
resources can be controlled by adaptive services, based on the context
which is providing information about the environment and behavior of
inhabitants.
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Research directions in both perspectives require the ability to man-
age monitoring information dynamically, to ensure an adequate level of
granularity of the information, and to model and control the components
of the environment in order to provide adaptivity to support energy ef-
ficiency on one hand, and on the other hand to guarantee the quality of
service required by the applications.
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Abstract. Service selection has been widely investigated as an effective
adaptation mechanism that allows a service broker, offering a composite
service, to bind each task of the abstract composition to a correspond-
ing implementation, selecting it from a set of candidates. The selection
aims typically to fulfill the Quality of Service (QoS) requirements of the
composite service, considering several QoS parameters in the decision.
We compare the performance of two representative examples of the per-
request and per-flow approaches that address the service selection issue
at a different granularity level. We present experimental results obtained
with a prototype implementation of a service broker. Our results show
the ability of the per-flow approach in sustaining an increasing traffic of
requests, while the per-request approach appears more suitable to offer
a finer customizable service selection in a lightly loaded system.

1 Introduction

A major trend to tackle the increasing complexity of service-oriented systems
(SOSs) is to design them as runtime self-adaptable systems, so that they can
operate in highly changing and evolving environments. The introduction of self-
adaptation allows a system offering a composite service to meet both functional
requirements, concerning the overall logic to be implemented, and non func-
tional requirements, concerning the quality of service (QoS) levels that should
be guaranteed to its user. The adaptation in a SOS may take place at two dif-
ferent levels. At the horizontal level, the adaptation involves mainly the service
selection, that determines the binding of each task in the composite service to
actual implementations, leaving unchanged the composition logic, while at the
vertical level the composition logic can be altered [7].

In this paper, we focus on the adaptation at the horizontal level and consider
the granularity level at which the adaptation can be performed. With the per-
request grain, the adaptation concerns a single request addressed to a composite
service, and aims at making the system able to fulfill the QoS requirements of
that request, independently of the concurrent requests that may be addressed to
the system. With the per-flow grain, the adaptation concerns an overall flow of
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requests, and aims at fulfilling QoS requirements concerning the global properties
of that flow.

In this paper, we compare the performance of the per-flow and per-request ap-
proaches considering a service broker that offers a composite service to prospec-
tive users having differentiated QoS requirements. To this end, we consider two
representative methodologies that tackle the service selection at the per-request
and per-flow grains and incorporate them into the MOSES (MOdel-based SElf-
adaptation of SOA systems) prototype [4], a runtime adaptation framework for
a SOS architected as a service broker. We compare the performance of the two
methodologies under two workload scenarios characterized by different workload
patterns, considering as main performance metric the fulfillment of the compos-
ite service’s response time agreed by the broker with its users.

Most of the proposed methodologies for service selection focus on the per-
request case (e.g., [1, 2, 5, 8, 9, 11, 12]) and have been formalized as optimization
problems. Zeng et al. [12] present a global planning approach based on inte-
ger programming. Ardagna and Pernici [2] model the service composition as a
mixed integer linear problem and their technique is particularly efficient for large
process instances. Alrifai and Risse [1] combine global optimization with local
selection techniques to reduce the optimization complexity. Canfora et al. [5] fol-
low a quite different strategy based on genetic algorithms. Since the per-request
service selection problem is NP-hard, heuristic algorithms have been proposed,
e.g., [8, 9, 11]. For the per-request approach we focus on the methodology in [2],
which is one of the top performing state-of-the-art approaches.

A few works have focused on the per-flow granularity. Beside the proposal
in [6], that we use as representative case of the per-flow approach and takes the
form of a linear problem, a per-flow methodology is in [3], where service selection
is based on a constrained non-linear optimization problem. The work in [3] is also,
until now, the only comparison between the per-flow technique therein presented
and the per-request proposals in [1, 2]; however, the performance comparison
in [3] concerns only the optimization time reduction due to the different problem
formulations and is conducted through simulation. On the other hand, in this
paper we compare the per-flow and per-request approaches plugging them into
the MOSES prototype, thus analyzing their impact on the overall performance
of a real service-oriented system.

The paper is organized as follows. In Sect. 2 we analyze the per-request and
per-flow service selection approaches. In Sect. 3 we provide an overview of the
MOSES system. In Sect. 4 we present the MOSES-based experiments to compare
the performance and effectiveness of the two approaches. We conclude in Sect. 5.

2 QoS-Driven Service Selection Approaches

We consider a service broker, which offers to prospective users a composite ser-
vice with a range of different service classes, which imply different QoS levels and
monetary prices, exploiting for this purpose a set of existing concrete services.
The broker acts as a full intermediary between users and concrete services, per-
forming a role of service provider towards the users and being in turn a requestor
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to the concrete services used to implement the composite service. Its main task
is to drive the adaptation of the service it manages to fulfill the Service Level
Agreements (SLAs) negotiated with its users, given the SLAs it has negotiated
with the concrete services while optimizing a suitable broker utility function,
i.e., response time or cost. Within this framework, one of the main broker tasks
is to determine a service selection that fulfills the SLAs it negotiates with its
requestors, given the SLAs it has negotiated with the providers. The selection
criteria correspond to the optimization of a given utility goal of the broker.

In this section we present the per-request and the per-flow approaches to
service selection, following the formulations presented in [2] and [6], respectively.

Let us denote by S the set of abstract tasks that compose the composite
process P offered by the broker, where Si ∈ S, i = 1, . . . , m, represents a single
task, being m the number of tasks composing P . Figure 1(a) shows an example
of business process workflow. For each task Si, we assume that the broker has
identified a pool �i = {csij} of candidate concrete services implementing it.

A A 

A 

S4 

S5 

A 

S4 

S6 

Fig. 1. Example of workflow (left) and execution paths (right)

For each candidate service, the broker negotiates a SLA with its provider,
establishing the values of the QoS attributes provided by each concrete service in
correspondence with a mean volume of requests generated by the broker for that
service. Then, the broker may negotiate a SLA with each requestor, establishing
the offered QoS level of the composite service. We consider the following subset
of representative QoS attributes:
• response time: the interval of time elapsed from the service invocation to its

completion;
• availability: the probability that the service is accessible when invoked;
• cost : the price charged for the service invocation.

Our general model for the SLA between the composite service users and the ser-
vice broker (acting the provider role) consists of a tuple 〈Rmax, Amin, Cmax, L〉,
where: Rmax is the upper bound on the service response time, Amin is the lower
bound on the service availability, Cmax is the upper bound on the service cost
per invocation. The provider can also specify the additional parameter L, that
indicates that performance thresholds Rmax and Amin will hold provided that
the request rate generated by the users does not exceed the load threshold L.
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The broker (acting the user role) negotiates and defines SLAs with the providers
of the concrete services. For each csij ∈ �i, we denote with the tuple 〈rij , aij , cij , lij〉
the corresponding SLA, whose parameters have the same meaning of the SLAs ne-
gotiated by the broker with the composite service users.

The SLAs stipulated in the per-request and per-flow approaches differ in two
aspects. The first one regards the granularity level at which the SLAs with the
composite service users are managed by the service broker. In the per-request
approach, the broker tries to meet the QoS constraints for each individual request
submitted to the composite service, irrespective of whether it belongs to some
flow generated by one or more users, and taking into account the worst case
(i.e., the maximum number of iterations in a loop and different branches). On
the other hand, in the per-flow approach the service level objectives stated in
the SLA concern the average value of the QoS attributes calculated over all
the requests pertaining to the flow of requests generated by a given user. In
the per-flow formulation in [6] the analysis focused on the average case rather
than the worst one. To compare the two approaches, in this paper we modify the
original formulation in [6], so that the per-flow approach takes the worst case into
consideration (specifically, the maximum number of invocations to each abstract
task rather than the average number). The second difference about the SLAs
in the two approaches regards the load threshold, which is not contemplated by
the per-request approach. As we will see in Sec. 4, this limits the applicability
of the per-request approach, which hardly scales with workload increases.

2.1 Per-request Approach

In the per-request approach we need to identify the concrete service to be bound
to each abstract service for all execution paths [2]. The per-request optimization
problem is formulated as a Mixed Integer Linear Programming (MILP) problem.
We denote with the vector x = [x1, . . . , xm] the optimal policy for a request to
the composite service, where each entry xi = [xij ], xij ∈ {0, 1}, i ∈ S, j ∈ �i,
denotes the adaptation policy for task Si and the constraint

∑
j∈
i

xij = 1
holds. That is, xij is the decision variable equal to 1 if task Si is implemented
by concrete service csij , 0 otherwise. Assume that the per-request policy x de-
termines that for a given request xi = [0, 0, 1, 0]. According to this policy, for Si

the broker binds the request to csi3.
Following the per-request strategy in [2], we need to consider all the possible

execution paths derived from the workflow. An execution path epn is a set of
tasks epn = {S1, S2, . . . , SI} ⊆ S, such that S1 and SI are respectively the
initial and final tasks of the path and no pair Si, Sj ∈ epn belongs to alternative
branches. An execution path may also contain parallel sequences but it does not
contain loops, which are peeled (see Fig. 1(b) for two execution paths derived from
the workflow of Fig. 1(a)). A probability of execution freqn is associated with
every execution path and can be evaluated as the product of the probabilities
of executing the branch conditions included in the path. Branch conditions that
arise from loop peeling produce other execution paths. Therefore, the set of all
the execution paths identifies all the possible execution scenarios of the process.
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The general goal of the optimization problem is to maximize the aggregated
QoS value, considering all of the possible execution scenarios, i.e., all the ex-
ecution paths arising from the business process. For simplicity’s sake, in the
formulation below we consider that the service broker’s goal is to minimize for
each request the response time of the composite service it offers.

Problem per-request: min
∑
epn

freqn ∗ Rn(x)

subject to: Rn(x) ≤ Rmax ∀epn (1)

log An(x) ≥ log Amin ∀epn (2)

Cn(x) ≤ Cmax ∀epn (3)

xij ∈ {0, 1} ∀j ∈ �i,
∑
j∈�i

xij = 1 ∀i ∈ S (4)

Rn(x), An(x) and Cn(x) denote the response time, availability, and cost of
the execution path epn. We note that the minimization of the response time is
only one of the possible objective functions that can be used, depending on the
utility goal of the broker. An alternative expression can be found in [2], where the
objective function is formulated using the weighted z-scores of QoS attributes.

2.2 Per-flow Approach

While in the per-request approach the optimization problem atomically considers
a single request, in the per-flow it is assumed to have a set K of service classes,
with k ∈ K ⊆ N, for each business process P . Hence, the SLA with each user u
of a class k ∈ K is defined as a tuple 〈Rk

max, Ak
min, Ck

max, Lk
u〉. The optimization

problem takes simultaneously into account the overall flow of requests belonging
to the service classes. Anyway, the granularity level of the service classes may
be arbitrarly fine, so that each user could have its own service class.

In the per-flow approach we need to identify the concrete service to be bound
to each abstract service for all the service class. For each class k, we denote with
the vector xk = [xk

1 , . . . , xk
m] the optimal policy, where each entry xk

i = [xk
ij ],

0 ≤ xij ≤ 1, i ∈ S, j ∈ �i, denotes the adaptation policy for task Si and the
constraint

∑
j∈
i

xk
ij = 1 holds. That is, the policy define a probabilistic binding

between Si and its implementation in �i, whereby each entry xk
ij of xk

i denotes
the probability that the class-k request will be bound to concrete service csij . As
an example, consider the case �i = {csi1, csi2, csi3, csi4} for task Si. Assume that
the per-flow policy x determines that for a given class k xk

i = [0, 0.2, 0.5, 0.3].
According to this policy, given a class-k request for Si, the broker binds the
request: with probability 0.2 to csi2, 0.5 to csi3, and 0.3 to csi4.

The per-flow approach is formulated as a Linear Programming (LP) problem,
and therefore its computational cost is lower than the alternative approach. As
in the per-request formulation, we consider the minimization of the response
time, but in this case the latter regards the aggregated flow of requests.
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Problem per-flow: min
∑
k∈K

LkRk(L, x)

subject to: Rk(L, x) ≤ Rk
max ∀k ∈ K (5)

log Ak(L, x) ≥ log Ak
min ∀k ∈ K (6)

Ck(L, x) ≤ Ck
max ∀k ∈ K (7)∑

k∈K

xk
ijV

k
α,iL

k ≤ lij ∀j ∈ �i,∀i ∈ S (8)

xk
ij ≥ 0 ∀j ∈ �i,

∑
j∈�i

xk
ij = 1 ∀i ∈ S (9)

where: L = [Lk]k∈K and Lk =
∑

u Lk
u is the aggregated class-k users service

request rate (being u a user); Rk(L, x), Ak(L, x), and Ck(L, x) the class-k re-
sponse time, availability, and cost, respectively, under the adaptation policy
x = [xk]k∈K . Their expression requires knowledge of V k

α,i, which is the α-quantile
of the number of times Si is invoked by class-k requests: for further details we
refer the reader to [6]. Here (8) represents the request load assigned to each
concrete service and ensures that the load does not exceed the volume of invoca-
tions lij agreed with the service providers. As in the per-request approach, the
minimization of the response time is just a possible utility goal of the broker.

3 MOSES System

MOSES is a QoS-driven runtime adaptation framework for service-oriented sys-
tems, intended to act as a service broker and designed with a flexible and modular
system architecture. In the following, we provide an overview of the MOSES sys-
tem; a detailed description of the per-flow methodology (for whom MOSES has
been originally designed) and prototype can be found in [6] and [4], respectively.

We first describe the core MOSES modules and then the remaining ones that
enrich the basic functionalities. The Optimization Engine computes the opti-
mal solution that drives the runtime binding according to the two alternative
approaches in Sect. 2. To achieve a flexible implementation, the Optimization
Engine exposes the same interface to the other MOSES modules irrespectively of
the specific approach. The BPEL Engine executes the business process, described
in BPEL, that defines the user-relevant business logic. Finally, the Adaptation
Manager is the actuator of the adaptation actions determined by the Optimiza-
tion Engine: it is actually a proxy interposed between the BPEL Engine and any
external service provider. Its functionality is to dynamically bind each abstract
task’s invocation to the real endpoint identified by the Optimization Engine.

The main execution sequence for a composite service request managed by
MOSES differs according to the service selection approach. With the per-request
one, every core module is involved in the execution, as depicted in Fig. 2(a): the
user issues a process invocation to the BPEL Engine which, in turn, requests
to the Optimization Engine the optimization problem solution, considering the
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specific SLA parameters agreed with the user for that request. The optimal
solution, that encompasses all the abstract tasks that will be invoked during the
request execution, is kept in the Storage layer, so that it can be retrieved for
each abstract task to concrete implementation binding that occurs during the
processing of that request. When the BPEL Engine reaches an invoke activity,
it contacts the Adaptation Manager, which retrieves the needed runtime binding
information from the Storage and invokes the selected concrete service.

The per-flow approach follows a different pattern: the optimization problem
solution is not computed synchronously at the receipt of every request for the
composite service, but rather only for the flow to whom that request belongs and
only when some monitoring module determines its need to react to some change
occurred in the MOSES environment. The corresponding sequence diagram is
thus simplified, because it does not include the gray shaded box in Fig. 2(a).

Service Manager

,

Adaptation 

Manager

SLA Manager

QoS Monitor

Optimization Engine
D

a
ta

 A
c
c
e

s
s
 L

ib
ra

ry

S
to

ra
g
e

Composition

Manager

Monitor + Analyze

Plan

Execute

Knowledge

BPEL Process Users Concrete Services

Execution Path 

Analyzer

BPEL Engine

WS Monitor

Service Registry

Fig. 2. MOSES system: request execution flow (left) and high-level architecture (right)

In a system subject to a quite sustained request rate, performing a per-request
solution of the optimization problem could cause an excessive computational
load, especially for a large-scale optimization problem, being the problem for-
mulated as MILP. To mitigate this issue, we have improved the per-request
execution sequence by introducing the caching of each calculated solution of the
optimization problem corresponding to a given instance of the system model.
Therefore, if a request matches with a cached solution (in terms of SLA and
system parameters), similarly to the per-flow approach, the binding is retrieved
from the Storage layer without involving the Optimization Engine.

MOSES is architected as a self-adaptive system based on the MAPE-K (Moni-
tor, Analyze, Plan, Execute, and Knowledge) reference model for autonomic sys-
tems [10]. Figure 2(b) shows how the MOSES modules implement each MAPE-
K macro-component, together with the system inputs (i.e., the business process
and the set of concrete services). This input is used to build a model (Execute),
which is kept up-to-date at runtime (Monitor). The monitored parameters are
analyzed (Analyze) in order to know if adaptation actions have to be taken; if
needed, a new adaptation policy is calculated (Plan).

The modules in the Monitor+Analyze macro-component capture changes in
the MOSES environment and, if they are relevant, modify at runtime the stored
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system model and trigger the Optimization Engine. The Service Manager and
WS Monitor detect the addition or removal of concrete services, respectively.
The QoS Monitor detects violations of the service level objectives stated in the
SLAs between MOSES and the service providers. The Execution Path Analyzer
tracks variations in the usage profile of the abstract tasks. The SLA Manager
manages the arrival/departure of a user with the associated SLA, eventually
performing a contract admission control.

4 Experimental Comparison

In this section, we present the experimental analysis we have conducted using
the MOSES prototype to compare the per-flow and per-request approaches.

4.1 Experimental Setup

The MOSES prototype is based on the Java Business Integration (JBI) imple-
mentation called OpenESB and the relational database MySQL. We use Sun
BPEL Service Engine for the business process logic, and MATLAB and CPLEX
to solve respectively the per-flow and per-request optimization problems. We
refer to [4] for a detailed description of the MOSES prototype.

The testing environment consists of 3 Intel Xeon quad-core servers (2 Ghz/core)
with 8 GB RAM each (nodes 1, 2, and 3), and 1 KVM virtual machine with 1
CPU and 1 GB RAM (node 4); a Gb Ethernet connects all the machines. The
MOSES prototype is deployed as follows: node 1 hosted all the MOSES modules
in the Execute macro-component, node 2 the storage layer together with the
candidate concrete services, and node 3 the modules in the Monitor+Analyze
and Plan macro-components. Finally, node 4 hosted the workload generator. We
consider the workflow of Fig. 1(a), composed of 6 stateless tasks, and assume
that 4 concrete services (with their respective SLAs) have been identified for
each task, except for tasks S1 and S3 for which 5 implementations have been
identified. The respective SLA parameters, shown in Tab. 1(left), differ in terms
of cost cij , availability aij , and response time rij (in sec). The concrete services

Table 1. SLA parameters for concrete services (left) and service classes (right)

cs rij aij cij

cs11 2 0.995 6
cs12 1.8 0.99 6
cs13 2 0.99 5.5
cs14 3 0.995 4.5
cs15 4 0.99 3

cs21 1 0.995 2
cs22 2 0.995 1.8
cs23 1.8 0.99 1.8
cs24 3 0.99 1

cs rij aij cij

cs31 1 0.995 5
cs32 1 0.99 4.5
cs33 2 0.99 4
cs34 4 0.95 2
cs35 5 0.95 1

cs41 0.5 0.995 1
cs42 0.5 0.99 0.8
cs43 1 0.995 0.8
cs44 1 0.95 0.6

cs rij aij cij

cs51 1 0.995 3
cs52 2 0.99 2
cs53 3 0.99 1.5
cs54 4 0.95 1

cs61 1.8 0.99 1
cs62 2 0.995 0.8
cs63 3 0.99 0.6
cs64 4 0.95 0.4

Class k Rk
max Ak

min Ck
max

1 14 0.9 39
2 17 0.88 35
3 19 0.86 32
4 22 0.84 29
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are simple stubs; however, their non-functional behavior conforms to the guar-
anteed levels expressed in their SLA. The perceived response time is obtained by
modeling each service as a M/G/1/PS queue implemented inside the Web service
deployed in the Tomcat container. For all concrete services the load threshold
lij is equal to 10 req/sec and the response time knee is beyond it.

On the user side, we assume a scenario with four classes of the composite
service managed by MOSES. The SLAs negotiated by the users are characterized
by a range of QoS requirements as listed in Tab. 1(right), with users in class 1
having the most stringent performance requirements (being willing to pay the
highest cost) and users in class 4 the least stringent ones (being willing to save
money). The usage profile of the service classes is given by the following values for
the maximum number of service invocations: V k

α,1 = V k
α,2 = V k

α,3 = 3, V k
α,4 = 1,

k ∈ K; V k
α,5 = 0.7, V k

α,6 = 0.3, k ∈ {1, 3, 4}; V 2
α,5 = V 2

α,6 = 0.5, being α = 0.96.
To issue requests to the composite service managed by MOSES we have devel-

oped a workload generator in C language using the Pthreads library. It mimics
the behavior of users that establish SLA contracts before accessing the com-
posite service. For the per-flow approach, upon the arrival of a new contract
there is a preliminary invocation to the SLA Manager for the admission con-
trol: a new contract is accepted if the per-flow problem can be solved given
the SLA requested by the new user and the SLAs agreed by MOSES with its
currently admitted users. On the other hand, for the per-request approach there
is no admission control, because each request is treated independently of other
concurrent requests. Once its SLA contract has been accepted, the user u starts
issuing requests to the composite service at a rate Lk

u until the contract ends.

4.2 Experimental Results

To compare the per-flow and per-request service selection approaches, we con-
sider two different workload scenarios. In the first scenario, we consider each
service class per time (i.e., in a specific experiment the requests pertain only to
one of the service classes in Table 1(right)) and we stress the MOSES system
by progressively increasing the request rate. To this end, we set for all the con-
tracts a fixed duration equal to 100 sec and Lk

u=1 req/sec, while the contract
interarrival rate ranges from 0.01 to 0.3 contr/sec for each step of the overall
experiment: this setting corresponds to an overall request arrival rate Lk from 1
to 30 req/sec. Each single step (corresponding to a given request rate) lasts 15
minutes. At each step, to avoid overwhelming a just started GlassFish instance,
which has a significant setup time, the workload generator does not immediately
issue requests at the required request rate but within a ramp (set to 100 sec),
during which the request rate is linearly incremented until it reaches the desired
value.

For space reasons we focus our analysis on the most sensitive SLA parame-
ter to the workload increase, i.e., the response time, obtained by the requests of
class 1, which has the most stringent SLA requirements. Figure 3(a) shows the re-
sponse time of the composite service achieved by the two alternative approaches
for an increasing request rate and with the MOSES monitoring modules disabled
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Fig. 3. Scenario 1: response time of the composite service for class 1

(except the SLA Manager). We observe that while the per-flow response time
remains well below the agreed SLA value (equal to 14 sec), for the per-request
approach (denoted by perReq w/o-QoSM) the response time increases exponen-
tially approximately at the concrete services’ load threshold (set to 10 req/sec).
In a lightly loaded system, the per-request approach is effective to address the
adaptation to each single request. However, when the workload increases, it in-
curs in stability and management problems, since it takes adaptation actions just
for a single request, independently of the other concurrent requests. Therefore,
the concrete services identified as the best ones by the per-request deterministic
policy are overwhelmed by the requests. On the other hand, the probabilistic
per-flow policy chooses the best implementations only until their load threshold
is not exceeded (see (8) of the per-flow problem); at that point, it distributes
the requests among a subset of (possibly all) the available concrete services. This
behavior is evident in Fig. 3(a), where the response time increases from around
6 to 7 sec at the concrete services’ load threshold. The stable behavior of the
per-flow approach is counterbalanced by an amount of dropped SLA contracts;
the rejection percentage ranges from 7% (for 12 req/sec) to 59% (for 30 req/sec).

To improve the performance of the per-request approach, we activate the QoS
Monitor, so that after a SLA violation the agreed values of the concrete services’
parameters are updated in the system model with the measured values and
the triggered Optimization Engine calculates a new solution of the per-request
problem. The SLA violation is detected when the data monitored during one time
window exceed by 20% the SLA agreed by MOSES with the service providers.
We can see in Fig. 3(b) that the monitoring activity and the subsequent reaction
improve the per-request behavior: when the best implementation for a given task
becomes overloaded, the requests are shifted towards another concrete service
determined by the new adaptation policy. However, the improvement is achieved
at a cost of having a very reactive system, characterized by a quite frequent mon-
itoring activity because the monitored data are analyzed either to 2 or even 0.7
sec, denoted by perReq withQoSM 2s and perReq withQoSM 0.7s in Fig. 3(b).

Let us now consider how in the first scenario the SLA is satisfied: Fig 3(c)
shows the percentage of violations for the response time agreed with the users.
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While under the per-flow approach only few requests suffer from a SLA violation,
the percentage dramatically increases for the per-request service selection, even
with a frequent monitoring activity.

In the second scenario we consider a mixed workload in which MOSES offers
simultaneously the composite service to all the service classes in Table 1(right).
We assume exponential distributions of parameters λk and 1/dk for the con-
tract inter-arrival time and duration and a Gaussian distribution of parameters
(μk, σk) for the request inter-arrival Lk

u. Each user u generates its requests to the
composite service according to an exponential distribution with parameter Lk

u.
The values of the workload model parameters are dk = 100 and (μk, σk) = (3, 1)
∀k; λk, dk, and μk values have been set so that for Little’s formula Lk = λkμkdk

and therefore on average L = (Lk) = (1.5, 1, 3, 1). For space reason, we analyze
only how the response time of the composite service varies over time for the
most demanding class 1, as shown in Figs. 4(a)-4(c) (the horizontal line is the
agreed response time, as reported in Tab. 1). Although in the second scenario
the system is only subject to a moderate workload intensity (the average over-
all request rate is 6,37 req/sec, being 20,4 req/sec the peak and 4,29 req/sec
the standard deviation), we find that the response time level achieved by the
per-flow approach has a much more stable trend and does not suffer from the
SLA violations of the per-request service selection. The percentage of dropped
contracts by the per-flow approach is 12%.
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Fig. 4. Scenario 2: response time of the composite service over time for class 1

5 Conclusions

In this paper, we have compared the per-flow and per-request approaches to
address the service selection issue for a service broker which offers a compos-
ite service with different QoS levels. Our results show that in a lightly loaded
system, it is effective to tailor the service selection to each single request, inde-
pendently of other concurrent requests, to customize the system with respect to
that single request. On the other hand, in a system subject to a quite sustained
flow of requests, performing a per-request selection could incur in stability prob-
lems, since the “local” decisions could conflict with the decisions independently
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determined for other concurrent requests. Furthermore, the solution of the per-
request problem at a frequent rate could cause an excessive computational load
due to its MILP formulation. In the latter scenario, the per-flow approach is
likely to be more effective, even if it loses the potentially finer customization
features of the per-request approach and can drop SLA contracts when there are
not enough system resources. We plan to extend the performance comparison to
other representative proposals for service selection and to address the lack of a
“global” system view that currently affects the per-request approach.
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Abstract. In the service computing paradigm, a service broker can
build new applications by composing network-accessible services offered
by loosely coupled independent providers. In this paper, we address the
admission control problem for a a service broker which offers to prospec-
tive users a composite service with a range of different Quality of Service
(QoS) classes. We formulate the problem as a Markov Decision Process
(MDP) problem with the goal of maximizing the broker revenue while
guaranteeing non-functional QoS requirements to its already admitted
users. To assess the effectiveness of the MDP-based admission control,
we present experimental results where we compare the optimal decisions
obtained by the analytical solution of the MDP with other policies.

1 Introduction

In the Service Oriented Architecture (SOA) paradigm, the design of complex
software is facilitated by the possibility to build new applications by composing
loosely-coupled services. The so built composite service is offered by a service
broker to different classes of users characterized by diverse Quality of Service
(QoS) requirements. To this end, the broker and its users generally engage in a
negotiation process, which culminates in the definition of a Service Level Agree-
ment (SLA) about their respective duties and QoS expectations.

In the upcoming Internet service marketplace, multiple service providers may
offer similar competing services corresponding to a functional description but at
differentiated levels of QoS and cost. Therefore, in undertaking the management
of the SOA-based system that offers the composite service, the broker has to
select at runtime the best set of component services implementing the needed
functionalities (with which we assume the service broker has contracted a SLA
specifying the QoS the component service will provide to the broker) in order to
maximize some utility goal (e.g., its revenue) while guaranteeing the QoS levels
to the composite service users.

A significant number of research efforts have been devoted to service selection
issues, e.g., [1, 6, 7]. The common aim of these works is to identify for each
abstract functionality in the composite service a pool (eventually a singleton)
of corresponding concrete services, selecting them from a set of candidates. All
these efforts implicitily assume that a user is admitted to the service as long
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as enough resources are available to serve its requests at the required QoS level
without violating existing users’ QoS. Nevertheless, it is not surprising that such
a simple policy, which we will call hereafter blind, might not turn to be optimal
with respect to maximizing the broker utility.

In this paper, to overcome the limitations of the aforementioned results we
study the admission problem for the MOdel-based SElf-adaptation of SOA sys-
tems (MOSES) service broker we proposed in [4, 7], which manages a composite
service offering differentiated QoS service classes. We formulate the optimal ad-
mission control problem as a Markov Decision Process (MDP) problem with
the goal to maximise the broker discounted expected infinite horizon reward
while guaranteeing non-functional QoS requirements to its users. Our results
show the MDP-based admission control always guarantees significantly higher
average rewards than the blind policy. We also considered finite horizon policies
which are computationally more efficient than the infinite horizon counterpart
and that allow us to tradeoff optimality with computational complexity/time-
horizon length. Our findings show that even with the simple 1-step horizon policy
it is possible to achieve better results with respect to the blind policy, quite close
to the infinite horizon optimum, but at a fraction of the computational cost.

A considerable number of research efforts have focused on the application
of MDP-based models and stochastic programming to SOA systems and, more
generally, to software systems [2, 3, 5, 8–10, 12, 14]. Some of these works have pro-
posed self-healing approaches in order to support the reconfiguration of running
services, e.g., [3, 8], considering also proactive solutions for SOA systems [12].
Some recent approaches [9, 10, 14] have used MDPs to model service composition
with the aim to create automatically an abstract workflow of the service com-
position that satisfies functional and non-functional requirements, and also to
allow the composite service to adapt dynamically to a varying environment [14].
Some of the aforementioned works have proposed MDP-based admission con-
trol in service-oriented systems [2, 5] and are therefore most closely related to
ours. In [2] Bannazadeh and Leon-Garcia have proposed an admission control for
service-oriented systems which uses an online optimization approach for max-
imizing the system revenue, while in [5] Bichler and Setzer have applied an
MDP-based formulation to tackle admission control for media on demand ser-
vices. However, both these works do not consider composite services organized
according to some business logic, while our approach is able to manage the
admission control for a composite service whose workflow entails the composi-
tion patterns typical of orchestration languages such as BPEL [11], which is the
de-facto standard. To the best of our knowledge, the approach we propose in
this paper is the first admission control policy based on MDPs for QoS-aware
composite services.

The rest of the paper is organized as follows. In Section 2 we present the
SOA system managed by the service broker. In Section 3 we present our MDP
problem. Then, in Section 4 we sketch out the implementation of our admission
policies and present the simulation experiments to assess the effectiveness of the
proposed MDP-based approach. Section 5 concludes the paper.
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2 MOSES System

MOSES is a QoS-driven runtime adaptation framework for SOA-based systems,
designed as a service broker. In this section, we provide an overview on the
MOSES system for which we propose in this paper MDP-based admission control
policies. A detailed description of the MOSES methodology, architecture and
implementing prototype can be found in [7] and [4], respectively.

Fig. 1. MOSES operating evenironment (left); MOSES-compliant workflow (right)

MOSES acts as a third-party intermediary between service users and providers,
performing a role of provider towards the users and being in turn a requestor
to the providers of the concrete services. It advertises and offers the composite
service with a range of service classes which imply different QoS levels and mon-
etary prices. Figure 1 (left) shows a high-level view of the MOSES environment,
where we have highlighted the MOSES component on which we focus in this
paper, i.e., the SLA Manager. The workflow that defines the composition logic
of the service managed by MOSES can include all the different types of BPEL
structured activities: sequence, switch, while, pick, and flow [11]. Figure 1
(right) shows an example of BPEL workflow, described as a UML2 activity dia-
gram, that can be managed by MOSES. The figure also shows the functionalities
(named tasks and represented by S1, . . . , S6) needed to compose the new added
value service.

MOSES performs a two-fold role of service provider towards its users, and
of service user with respect to the providers of the concrete services it uses to
implement the composite service it is managing. Hence, it is involved in two
types of SLAs, corresponding to these two roles. MOSES presently considers the
average value of the following attributes:

– response time: the interval of time elapsed from the service invocation to its
completion;

– reliability: the probability that the service completes its task when invoked;
– cost : the price charged for the service invocation.

Our general model for the SLA between the provider and the user of a ser-
vice consists of a tuple 〈T, C, R, L〉, where: T is the upper bound on the average
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service response time, C is the service cost per invocation, R is the lower bound
on the service reliability. The provider guarantees that thresholds T and R will
hold on average provided that the user request rate does not exceed L.

In the case of the SLAs between the composite service users and MOSES
(acting the provider role), we assume that MOSES offers a set K of service
classes. Hence, the SLA for each user u of a class k ∈ K is defined as a tuple
〈T k

max, C
k, Rk

min, L
k
u, P k

τ , P k
ρ 〉. The two additional parameters P k

τ and P k
ρ repre-

sent the penalty rates MOSES will refund its users with for possible violations of
the service class response time and reliability, respectively. All these coexisting
SLAs (for each u and k) define the QoS objectives that MOSES must meet. We
observe that MOSES considers SLAs stating conditions that should hold globally
for a flow of requests generated by a user. To meet these objectives, we assume
that MOSES (acting the user role) has already identified for each task Si ∈ F in
the composite service a pool of corresponding concrete services implementing it.
The SLA contracted between MOSES and the provider of the concrete service
i.j ∈ Ii is defined as a tuple 〈tij , cij , rij , lij〉. These SLAs define the constraints
within which MOSES should try to meet its QoS objectives.

New users requesting the composite service managed by MOSES are subject
to an accept/deny decision, with which MOSES determines whether or not it
is convenient to admit the user in the system according to the user SLA and
the system state. We will present in Section 3 the MDP-based formulation of
the admission control carried out by the SLA Manager component. Once a user
requesting a SLA has been admitted by the SLA Manager, it starts generating
requests to the composite service managed by MOSES until its contract ends.
Each user request involves the invocations of the tasks according to the logic
specified by the composite service workflow. For each task invocation, MOSES
binds dynamically the task of the abstract composition to an actual implemen-
tation (i.e., concrete service), selecting it from the pool of network accessible
service providers that offer it. We model this selection by associating with each
task Si a vector xi = (x1

i , ..., x
|K|
i ), where xk

i = [xk
ij ] and i.j ∈ Ii. Each entry xk

ij

of xk
i denotes the probability that the class-k request will be bound to concrete

service i.j. MOSES determines the service selection strategy x by solving the
following revenue maximization problem MAXRW:

max C(Λ, x) =
∑
k∈K

Λk
[
Ck −

(
Ck(Λ, x) + P k

τ τk + P k
ρ ρk
)]

subject to: T k(Λ, x) ≤ T k
max + τk, k ∈ K (1)

Rk(Λ, x) ≥ Rk
min − ρk, k ∈ K (2)

Ck(Λ, x) ≤ Ck, k ∈ K (3)
lij(Λ, x) ≤ lij , j ∈ Ii, i ∈ F (4)

xk
ij ≥ 0,j ∈ Ii,

∑
j∈Ii

xk
ij = 1, i ∈ F , k ∈ K (5)

τk ≥ 0, ρk ≥ 0, k ∈ K (6)
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where: Λ = (Λk)k∈K and Λk =
∑

u Lk
u is the aggregate class-k users service

request rate; T k(Λ, x), Rk(Λ, x), and Ck(Λ, x) the class-k response time, relia-
bility and implementation cost, respectively, under the service selection strategy
x. The objective function C(Λ, x) is the broker per unit of time reward. It is the
sum over all service classes of the service class-k invocation rate Λk times the
per invocation reward, that is Ck minus the cost Ck(Λ, x) (which is increased
by the penalty P k

τ τk +P k
ρ ρk for service violation). For space limitations we omit

the details on inequalities (1)-(6), which can be found in [7].
Since the proposed optimization problem is a Linear Programming problem

it can be efficiently solved via standard techniques. We will denote by x∗(Λ) the
optimal service selection policy.

3 An MDP Formulation for MOSES Admission Control

In this section we formulate the MOSES admission control problem as a
Continuous-time Markov Decision Process (CTMDP). We first present our bro-
ker model and define the user state space model. Then, we define the broker
actions/decisions and present the state transition dynamics. Finally, we present
our performance criterion and how to compute the optimal policy.

3.1 Model

We consider a broker that has a fixed set of candidate concrete services (and
associated SLAs) with which offers the composite service to prospective users.
Prospective users contact the broker to establish a SLA for a given class of service
k and for a given period of length. We model the arrival process for service class
k and contract duration of expected length 1/μd as a Poisson process with rate
λk

d. We assume that the contract durations are exponentially distributed with
finite mean 1/μd > 0, d ∈ D = {1, . . . , dmax} (which we assume for the sake of
simplicity to not depend on the service class k). Upon a user arrival, the broker
has to decide whether to admit a user or not. If a user is admitted, the user will
generate a flow of requests at rate Lk for the duration of the contract. When a
user contract expires, the user simply leaves the system. The broker set of actions
is then just the pair A = {aa, ar}, with aa denoting the accepting decision and
ar the refusal decision.

We model the state of our system as in [15]. The state s consists of the
following two components:

– the broker users matrix n = (nk
d)k∈K,d∈D, where nk

d denotes the number of
users for each service class k and expected contract duration 1/μd before the
last random event occurred;

– the last random event ω.

n takes values in the set N of all possible broker user matrices for which the
optimization problem MAXRW introduced in Section 2 has a feasible solution.
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ω represents the last random event, i.e., a user arrival or departure, occurred
in the system. We will denote it by a matrix ω = (ωk

d)k∈K,d∈D, where ωk
d = 1

if a new user makes an admission request for service class k and for a contract
duration with mean 1/μd, ωk

d = −1 if an existing user of class k and contract
duration of mean 1/μd terminates his contract, and ωk

d = 0 otherwise. We will
denote by Ω the set of all possible events.

The state space S consists of all possible user configuration-next event com-
binations, i.e., S =

{
s = (n, ω)|n ∈ N , ω ∈ Ω, ωk

d ≥ 0 if nk
d = 0

}
. It is important

to observe that, following [15], there is a subtle relationship between a state
s = (n, ω) value and the associated user configuration n. Indeed, if the current
state is s = (n, ω) it means that the user configuration was n before the last
occurred event ω. The actual current user configuration is instead n′, which de-
pends on both the event ω and the decision a taken by the broker as discussed
below.

For each state s = (n, ω), the set of available broker actions/decisions A(s)
depends on the event ω. If ω denotes an arrival, the broker has to determine
whether to accept it or not; thus A(s) = {aa, ar}. If, instead, ω denotes a contract
termination, there is no decision to take and A(s) = ∅.

System transitions are caused by users arrivals or departures. Given the cur-
rent state s = (n, ω), the new state s′ = (n′, ω′) is determined as follows:

– ω′ is the event occurred;
– n′ is the user configuration after the event ω (the previous event) and the

decision a ∈ A(s) taken by the broker upon ω. n′ differs from n upon a user
departure or a user arrival provided it is accepted. In compact form we can
write n′ = n + ω1{a�=ar}, where 1{.} is the indicator function.

Table 1. System transitions

Event ω Decision Next state s′ = (n′, ω′)
arrival admitted (a = aa) (n + ω, ω′)

refused (a = ar) (n, ω′)
departure - (n + ω, ω′)

Observe that while the system is in state s the actual user configuration is
n′, which will characterize the next state s′. Table 1 summarizes all the possible
transitions. The associated transition rates are then readily obtained:

qss′ =
{

λk
d ω′k

d = 1
μdn

′k
d ω′k

d = −1 (7)

An admission control policy π for the service broker is a function π : S →
A which defines for each state s ∈ S whether the broker should admit
or refuse a new user. We are interested in determining the admission con-
trol policy which maximizes the broker discounted expected reward/profit
with discounting rate α > 0. For a given policy π let vπ

α(s) be the ex-
pected infinite-horizon discounted reward given s as initial state, defined as
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vπ
α(s) = Eπ

s

{∑∞
i=1

∫ σn+1

σn
e−αuc(si, ai)du

}
where σ1, σ2, . . . represents the time

of the successive system decision epochs which, in our model, coincide with user
arrivals and departures. c(si, ai) is the broker reward between decision epochs
i and i + 1, that is MOSES reward under the optimal service selection strat-
egy x∗ between the two decision epochs. To compute its value, let us denote by
Λk(s, a) the aggregate class-k users service request rate when the state is s and
the broker action was a and let Λ(s, a) = (Λk(s, a))k∈K . Then, Λk(s, a) = n′kLk

where n′ = n + ω1{a�=ar} is the next state configuration, given the actual state
is s = (n, ω) and decision a was taken, and n′k =

∑
d∈D n′k

d is the number of
users in service class k. We thus have

c(s, a) = C(Λ(s, a), x∗(Λ(s, a)) (8)

The optimal policy π∗ satisfies the optimality equation (see 11.5.4 in [13]):

vπ∗
α (s) = sup

a∈A(s)

{
c(s, a)

α + β(s, a)
+
∑
s′∈S

qss′

α + β(s, a)
vπ∗

α (s′)

}
,∀s ∈ S (9)

where β(s, a) is the rate out of state s if action a is chosen, i.e., β(s, a) =∑
k∈K

∑
d∈D(λk

d +n′k
d μd). In (9), the first term c(s,a)

α+β(s,a) represents the expected
total discounted reward between the first two decision epochs given the system
initially occupied state s and taken decision a. The second term represents the
expected discounted reward after the second decision epoch under the optimal
policy. The optimal policy π∗ can be obtained by solving the optimality equa-
tion (9) via standard techniques, e.g., value iteration, LP formulation [13].

A potential limitation of the infinite-horizon approach we presented above
arises from the curse of dimensionality which gives rise to state explosion. As
shown in the next section, in our setting, even for small problem instances, we
incurred high computational costs because of the large state space. As a conse-
quence, this approach might not be feasible for online operation where a new
policy must be recomputed as user statistics or the set of concrete services vary
over time unless we resort to heuristics. In alternative, we also consider finite
horizon policies which not only are amenable to efficient implementations, and
allow to trade-off complexity vs horizon length, but also take into account the
fact that in a time varying system it might not be appropriate to consider a
stationary, infinite horizon policy. In a finite-horizon setting, our aim is to op-
timize the expected N step finite-horizon discounted reward given s as initial
state, vπN

α (s), which is defined as (3.1) with ∞ replaced by N in the summa-
tion, where N defines the number of decision epochs over which the reward is
computed.

For finite horizon problem, the optimal policy π∗
N satisfies the following opti-

mality equation:

v
π∗

N
i,α (s) = supa∈A(s)

{
c(s,a)

α+β(s,a)+
∑
s′∈S

qss′

α + β(s, a)
v

π∗
N

i+1,α(s′)
}

, ∀s ∈ S (10)
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where vπN

i,α (s) is the expected discounted reward under policy π from decision
epoch i up to N and vπN

α (s) = vπN
1,α(s). The optimal policy π∗

N can be computed
directly from (10) via backward induction by exploiting the recursive nature of
the optimality equation [13].

4 Experimental Analysis

In this section, we present the experimental analysis we have conducted through
simulation to assess the effectiveness of the MDP-based admission control. We
first describe the simulation model and then present the simulation results.

4.1 Simulation Model

Following the broker model in Section 3, we consider an open system model,
where new users belonging to a given service class k ∈ K and expected contract
duration 1/μd arrive according to a Poisson process of rate λk

d. We also assume
exponential distributed contract duration. Once a user is admitted, it starts
generating requests to the composite service according to an exponential inter-
arrival time with rate Lk

u until its contract expires.
The discrete-event simulator has been implemented in C language using the

CSIM 20 tool. Multiple independent random number streams have been used
for each stochastic model component. The experiments involved a minimum
of 10,000 completed requests to the composite service; for each measured mean
value the 95% confidence interval has been obtained using the run length control
of CSIM. The admission control policies have been implemented in MATLAB.

4.2 Experimental Results

We illustrate the dynamic behavior of our admission control policies assuming
that MOSES provides the composite service whose workflow is shown in Figure 1
(right). For the sake of simplicity, we assume that two candidate concrete services
(with their respective SLAs) have been identified for each task, except for S2 for
which four concrete services have been identified. The respective SLAs differ in
terms of cost c, reliability r, and response time t (being the latter measured in
sec.); the corresponding values are reported in Table 2 (left) (where i.j denotes
the concrete service). For all concrete services, lij = 10 invocations per second.

On the user side, we assume a scenario with four classes (i.e., 1 ≤ k ≤ 4)
of the composite service managed by MOSES. The SLAs negotiated by the
users are characterized by a wide range of QoS requirements as listed in Table 2
(right), with users in class 1 having the most stringent performance requirements
and highest cost paid to the broker, and users in class 4 the least stringent
performance requirements and lowest cost. The penalty rates P k

τ and P k
ρ are

equal to the reciprocal of the corresponding SLA parameter. Furthermore, for
each service class we consider two possible contract durations (i.e., dmax = 2),
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Table 2. Concrete service (left) and service class (right) SLA parameters

i.j cij rij tij

1.1 6 0.995 2
1.2 3 0.99 4
2.1 4.5 0.99 1
2.2 4 0.99 2
2.3 2 0.95 4

i.j cij rij tij

2.4 1 0.95 5
3.1 2 0.995 1
3.2 1.8 0.995 2
4.1 1 0.995 0.5
4.2 0.8 0.99 1

i.j cij rij tij

5.1 2 0.99 2
5.2 1.4 0.95 4
6.1 0.5 0.99 1.8
6.2 0.4 0.95 4

Class k Ck Rk
min T k

max

1 25 0.95 7
2 18 0.9 11
3 15 0.9 15
4 12 0.85 18

which can be either short or long. Therefore, the system state s = (n, ω) is
characterized by a 4 × 2 broker users matrix n, as defined in Section 3.1.

We compare the results of the following admission control policies for MOSES.
Under the infinite horizon policy, the admission control decisions are based on
the optimal policy π∗, which is obtained by solving the optimality equation (9)
via the value iteration method setting the discount rate α = − ln(0.9) = 0.1054.
With the 1-step horizon policy, the admission control decisions are based on
the optimal policy π∗

N with a local 1-step reasoning, i.e., N = 1. In this case,
as explained in Section 3, we obtain π∗

N by solving (10). Finally, with the blind
policy, no reasoning about future rewards is considered, because MOSES accepts
a new contract request if the service selection optimization problem MAXRW
described in Section 2 can be solved given the SLA requested by the new user
and the SLAs agreed by MOSES with its currently admitted users.

We consider three different scenarios, where we vary the arrival rate of the
contract requests. In all the scenarios the amount of request generated by an ad-
mitted user is Lk

u = 1 req/sec and the contract duration is fixed to (1/μd)d∈D =
(50, 200), where the first component corresponds to short contracts and the lat-
ter to longer contracts. In the following, we will denote short and long contracts
with s and l, respectively.

In the first scenario, we set the matrix (λk
d)k∈K,d∈D =

(
0.02 0.02
0.02 0.02
0.02 0.02
0.02 0.02

)
, that is all

the contract requests arrive at the same rate, irrespectively of the service class.

In the second scenario, (λk
d)k∈K,d∈D =

(
0.02 0.02
0.02 0.02
0.04 0.04
0.08 0.08

)
, that is contract requests

for service classes 3 and 4 arrive at a double (class 3) or quadruple (class 4)
rate with respect to requests for service classes 1 and 2. In the third scenario,

(λk
d)k∈K,d∈D =

(
0.08 0.08
0.04 0.04
0.02 0.02
0.02 0.02

)
, that is contract requests for service classes 1 and 2

arrive at a quadruple (class 1) or double (class 2) rate with respect to requests for
service classes 3 and 4. To compare the performance of the different admission
control policies, we consider as main metrics the average reward per second of
the service broker over the simulation period and the percentage of rejected
contract requests. Furthermore, for the MDP-based admission control policies
we analyze also the mean execution time. For space reason, we do not show the
QoS satisfaction levels achieved by the users for the response time, reliability,
and cost SLA parameters. Anyway, we found that once a contract request has
been accepted, the QoS levels specified in the SLAs are quite largely met by
MOSES for each flow of service class, independently on the admission policy.
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Table 3. Average reward per second

Admission policy Scenario 1 Scenario 2 Scenario 3

Blind 40.536 25.012 58.801
1-step horizon 59.607 63.865 75.751
Infinite horizon 66.737 65.553 76.116

Table 3 shows the average reward per second earned by the service broker
for the various admission control policies and under the different considered
scenarios. As expected, the infinite horizon policy maximizes the broker reward,
achieving significant improvements over the blind policy under all scenarios. In
these scenarios, the 1-step horizon policy yields results close to the optimum.

We now separately analyze the performance metrics for each scenario. From
Table 3 we can see that in the first scenario the 1-step horizon policy let the
broker earn 47% more than the blind policy, while the improvement achieved by
infinite horizon policy over blind is even higher, being equal to almost 65%.

Figure 2 (left) shows the percentage of rejected SLA contracts for all the
service classes, distinguishing further between short and long contract durations,
achieved by the different admission control policies (for each policy, the first four
bars regard the short-term contracts for the various service classes, while the
latter four the long-term ones).
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Fig. 2. Rejected contract requests under scenario 1 (left) and 2 (right)

While the blind policy is not able to differentiate among the service classes
from the admission control point of view, the MDP-based policies tend to accept
the more profitable classes 1 and 2, which pay more for the composite service,
and to reject the less profitable ones.

For the second scenario, which is characterized by a higher contract request
arrival rate for classes 3 and 4, Figure 2 (right) shows that, as expected, all
the admission control policies reject a higher percentage of contract requests for
these classes with respect to the first scenario. However, MDP-based admission
control, independently on the horizon width, prefers clearly service classes 1 and
2 with respect to 3 and 4, since the former ones yield higher rewards than the
latter which instead experienced high refusal percentages. We also observe that
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the infinite horizon policy slightly differentiates within classes 1 and 2 according
to the contract duration: long-term contracts are preferred to short-term ones (a
reduction in the rejection decisions equal to 16% and 11% for long-term classes
1 and 2, respectively). Analyzing the average reward reported in Table 3, we
can see that under the second scenario the MDP-based policies allow the broker
to more than double its revenue: the 1-step horizon and infinite horizon policies
let the broker earn 155% and 162% respectively more than the blind policy. In
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Fig. 3. Rejected contract requests under scenario 3

the third scenario, where classes 1 and 2 experience higher arrivals rates the
MDP-based admission control policies still allow to achieve a good improvement
in the reward gained by the broker, as reported in Table 3 (29% and 29.5% for
1-step horizon and infinite horizon policies, respectively, when compared to the
blind one). Figure 3 shows the corresponding rejection percentage.

Under all the considered scenarios, the 1-step horizon policy allows the service
broker to make a profit comparable, although slightly reduced, to the infinite
horizon policy. However, a strong argument in favor of the 1-step horizon policy
regards the execution time needed to achieve the optimal decision. We have
measured the mean execution time on a machine with Intel Core 2 Duo T7250 2
GHz and 2 GB RAM. The 1-step horizon policy requires only 0.0021 sec, while
the infinite horizon one requires 233 sec. for the state space generation, 5502
sec. for the matrix generation, and 800 sec. for the value iteration method. This
long execution time is also due to the computation of c(s, a), which requires to
solve the service selection optimization problem (see (8)). Therefore, the reduced
computational cost of the 1-step horizon policy makes it amenable to take online
admission control decisions.

5 Conclusions

In this paper, we have studied the admission control problem for a service bro-
ker, MOSES, which offers to prospective users a composite service with different
QoS levels. We have formulated the admission control problem as a Markov De-
cision Process with the goal to maximize the broker discounted reward, while
guaranteeing non-functional QoS requirements to its users. We have considered
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both infinite-horizon and the less computational demanding finite-horizon cost
functions. We have compared the different solutions through simulation exper-
iments. Our results show that the MDP-based policies guarantee much higher
profit to the broker while guaranteeing the users QoS levels with respect to a
simple myopic policy which accepts users as long as the broker has sufficient
resources to serve them. In particular, the simple 1-step horizon policy achieves
near to optimal performance at a fraction of the computational cost which makes
it amenable to online implementation.

In our future work we plan to implement the MDP-based admission control
in the existing MOSES prototype and run experiments in realistic scenarios.
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Abstract. We study cloud computing from the perspective of service 
engineering: the development of service-oriented application architectures that 
use cloud services, and the development of cloud services for use in service-
oriented application architectures. We discuss the inter-relationship between 
cloud computing and service engineering and argue for a cloud service 
engineering research agenda to advance research and practice of engineering 
cloud-based applications.   

1   Introduction 

Cloud computing is receiving enormous attention in both industry and academia. 
Among the benefits associated with cloud computing are supply side, demand-side, 
and multi-tenancy economies of scale. Cloud services are a fundamental component 
in cloud computing: infrastructure and platforms are provided and consumed as on-
demand services [1].  

Cloud services are unlike application Web services of traditional service-oriented 
architectures. Cloud services are middleware services to host applications. Using and 
composing cloud services hence is more like using and composing middleware. Existing 
(Web) service-oriented computing standards and specifications, however, target the 
description, interoperability, and composition of applications. Corresponding standards 
and specifications for cloud services are missing to-date. 

In this paper, we take a service-oriented perspective on cloud computing. We 
discuss the inter-relationship between cloud services and (service-oriented) 
application architecture. We argue for a cloud service engineering research agenda to 
advance research and practice of engineering applications that use cloud services.  

2   A Motivating Example 

Consider a Web application that needs to manage very large amounts of data. The 
main requirements on a storage solution for the Web application are cost-efficiency 
and Internet-level scalability. Cloud storage services (such as Amazon’s S3) have 
been designed with exactly these demands in-mind. They offer a simple, cost-efficient 
interface to read and write data objects. Scalability and availability of storage are 
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typically achieved behind the curtains through replication schemes; multiple replicas 
of the data are distributed within the same or across different geographic availability 
zones.  

While the use of such cloud storage may seem like a natural fit to the application, 
the use of a cloud storage service has implications on the qualities of the application. 
In order to understand these implications, understanding important internals of the 
underlying cloud infrastructure is beneficial, if not critical. 

Let us assume that the cloud storage service under consideration internally uses a 
ring-based replication scheme and an (N,R,W) quorum, such as Amazon’s Dynamo 
storage architecture [2]. Optimistic write and read requests are performed: among N 
replica nodes, W nodes are required for a successful write operation, and R nodes are 
needed for a successful read operation. A typical (N,R,W) configuration is (3,2,2).  

Lowering R or W in such a system will increase read availability or write 
availability, respectively, and improve performance in terms of client latency. Strong 
data consistency, however, cannot be ensured once the propagation of updates is 
handled asynchronously in the background – in cloud computing and cloud storage 
services, eventual consistency [3] correspondingly has to be carefully considered and 
responsibilities previously on the database layer (such as conflict resolution) are now 
shifted to the application layer. Pessimistic read and write operations that aim at 
strong consistency can be configured by increasing R and W to equal N, but this 
would significantly impact availability and client latency. 

3   Cloud Service Engineering: Research Challenges 

The motivating example above illustrates how configurations of internals of a cloud 
service can have a significant impact on qualities (and responsibilities) of the 
application, and, how application requirements on availability or data consistency 
may drive the configuration of cloud service internals, provided that there are 
corresponding “tuning-knobs” such as those for setting an (N,R,W) configuration. We 
also see that different qualities may be in conflict to each other, such as the well-
known trade-off between consistency and availability in distributed data storage.  

In traditional (Web) service-oriented computing, the implementation of services is 
hidden and middleware and infrastructure details are not exposed in (WSDL) service 
descriptions and (BPEL) service compositions. Hiding implementation details is a 
long-hailed software engineering principle. With the WS-* platform architecture, one 
can argue, some middleware and implementation aspects may be exposed by means 
of declarative policies that find its way into (SOAP) message headers for 
interoperability purposes [4]. Current (WS-* and Web) standards, however, do not 
differentiate between application services and cloud services as the middleware to 
host applications, but treat all services in a uniform manner. 

We argue that cloud services require dedicated abstractions in (Web) service 
engineering. In particular, we believe that special attention should be paid to the non-
functional qualities of application architectures and their inter-relationship with cloud 
services. To this end, we identify the following initial set of research challenges of 
cloud service engineering: 
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a. Modeling the (non-functional) qualities of applications and the trade-offs 
between qualities; 

b. Modeling cloud services with respect to the application qualities that they have 
an impact on; 

c. Providing sophisticated monitoring support to observe select qualities and 
trade-offs at runtime; 

d. Providing (runtime) “tuning-knobs” for cloud services for quality management 
(in addition to traditional service interfaces); 

e. Integrating the above in a multi-criteria decision support system and method 
for using and configuring cloud services in application architecture; 

f. Integrating the above in novel (application architecture and business process) 
service composition models that differentiate application services and cloud 
(middleware) services. 

4   Next Steps 

The above identified research challenges require further elaboration and concrete 
solutions. Here, we simply aim to motivate the need for a cloud service engineering 
research agenda. In our ongoing research related to the above challenges some first 
ideas are suggested ([5], [6]). 

In summary, we argue to reconsider some of the established principles of 
traditional service-oriented computing, such as uniform service abstractions and 
hiding of all service implementation details. We believe that dedicated cloud service 
abstractions in the engineering of (service-oriented) application architectures, along 
with appropriate “tuning-knobs” for cloud service internals, will prove to be very 
advantageous, especially for understanding and managing application qualities and 
application quality trade-offs. 
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Abstract. Service-based Applications (SBAs) will increasingly be de-
ployed in highly distributed and dynamic settings. To a large extent
this dynamicity is caused by the trend to increasingly compose SBAs
using third-party services. Those services are provided by external orga-
nizations and are thus not under the control of the SBA provider. For
critical application domains (such as emergency or financial) and im-
portant customers (such as key accounts), the SBA developer needs to
ensure that each individual SBA instance will live up to its expected
requirements even though its constituent, third-party services might fail.
To prevent such requirements violations, SBAs should be equipped with
monitoring, prediction and adaptation capabilities which are able to fore-
see and avert menacing violations. Several approaches exploiting preven-
tive adaptations have been presented in the literature, but they rely on
the existence of cost models or comprehensive training data that limit
their applicability in practice. In this paper we present SPADE, an auto-
mated technique that addresses those limitations. Based on assumptions
about the SBA’s constituent services (derived from SLAs), SPADE for-
mally verifies the SBA against its requirements during run-time. The
experimental evaluation of SPADE, using data collected for six real ser-
vices, demonstrates its practical applicability in predicting violations of
performance requirements.

1 Introduction

Service-orientation is increasingly adopted as a paradigm to build highly dy-
namic, distributed applications from individual software entities, offered as ser-
vices. In this paper we refer to such applications as Service-based Applications,
or SBAs for short. There is a clear trend that future SBAs will be increasingly
composed from third-party services that are accessible over the Internet [15]. As
a consequence, SBAs will increasingly depend on the functionality and quality
offered by those third parties [5].

If the services that are provided by third parties do not deliver the expected
(or contractually agreed) functionality or quality, failures of the running SBA
can happen if no countermeasures are taken. As an example, if a service fails
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to respond within the contractually agreed 500ms and there is no compensation
for this fault, this may lead to a violation of the performance requirements
of the overall SBA. Thus, researchers have proposed to equip SBAs with self-
adaptation capabilities which enable them to autonomously adapt to the faults
of third-party services during run-time [14].

Especially in application scenarios where the provider of an SBA needs to en-
sure that each running SBA instance provides the guaranteed end-to-end quality
properties, there is a strong need to monitor and adapt individual SBA instances.
One example are SBAs offered to “key accounts” or “premium” applications,
i.e., SBAs for which the provider agreed to pay severe contractual penalties in
case of a violation of the promised quality. Another example are applications
which might pose financial risks, e.g. caused by fire damage, or endanger human
lives. Imagine a fire emergency scenario, in which human beings are endangered
if the distributed, service-oriented emergency control system does not react as
expected (e.g., does not dispatch ambulances in time).

Current approaches for self-adaptive SBAs follow either reactive or preventive
strategies. Reactive strategies propose the execution of monitoring rules (cf. [8]
and [16]) to identify deviations during run-time, e.g. using Complex Event Pro-
cessing. Adaptations are triggered, based on monitored deviations. Monitoring
rules cover QoS-properties of a single service, parts of the workflow or an end-
to-end requirement. These approaches react on a requirements deviation and
are hence not suitable to prevent the deviation itself (cf. further explanations
in [6] and [5]). As motivated above, in an emergency situation such a reactive
response can lead to critical situations, as it might delay the timely dispatch of
operational forces, for example fire engines or ambulances.

To address these problems, researchers have proposed to employ preventive
adaptation, which enables SBAs to predict future failures and to perform preven-
tive actions. Although several approaches for preventive adaptation have been
presented in the literature (see Section 2), they pose certain limitations, such as
the need for cost models or comprehensive training data. In this paper, we aim to
address these limitations. Specifically, we will describe and validate the SPADE
technique (SPecification- and Assumption-based DEtection of adaptation needs).

SPADE equips SBAs with adaptation capabilities, empowering them to adapt
themselves preventively. To achieve this, SPADE uses run-time verification tech-
niques, execution data of the monitored instances and assumptions concerning
the SBAs’ context, derived from Service Level Agreements (SLAs) of third-party
services. Together, these mechanisms are used for performance prediction, which
is able to detect menacing performance requirements violations of running SBAs.
SPADE can thus be used in settings where no cost models or training data are
available.

The remainder of this paper is structured as follows. Section 2 provides further
insight into the limitations of current approaches for preventive adaptation. In
Section 3, we introduce a more complex scenario and example to illustrate the key
concepts of SPADE. In Section 4, we describe the SPADE approach in detail.
The applicability and effectiveness of SPADE are experimentally evaluated in
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Section 5. The experiments were performed on the basis of the example SBA
from Section 3 and a monitoring data from six real-world services. Section 6
concludes and provides an outlook on future work.

2 Related Work

Existing approaches related to preventing SLA violations of SBAs can be grouped
into two major classes: (1) approaches that aim to predict the SLA violation of
an individual SBA instance and to prevent the violation by adapting that SBA
instance; (2) approaches that reason about failures of SBAs at the model level
(and not at the level of running SBA instances) and which aim to prevent SLA
violations of future SBA instances by modifying the specification (model) of the
SBA.

Instance Level prevention (1): Various approaches which aim at preventing
SLA violations of running SBA instances, have been presented in the literature.
Ivanovic et al. propose a combination of computational cost analysis and simu-
lations taking the load of allocated resources into account (i.e. invoked services)
in order to predict the QoS characteristics of a service composition (see [10] and
[9]). This approach has two critical shortcomings. First, the approach requires a
cost function offered by the service providers involved in the SBA. This severely
impacts on the practical applicability of the approach, as such cost functions are
currently not available. Second, the sketched application only has a restricted
access to the load of third party services, as the SBA provider can only meter
the load produced by its own applications. Thus, the prediction could lack pre-
ciseness and reliability. Still, the approach can be considered complementary to
SPADE, as, once available, a cost function and assumptions concerning the re-
source load would provide a good means to refine the present assumption concept
used by SPADE.

Several approaches propose machine learning techniques, such as neuronal
and Bayesian networks, to predict a menacing SLA violation (e.g. [12], [11],
[17], and [13]). The effectiveness of these approaches strongly relies on historical
data, which is required as training data. As observed by the authors, several
hundreds, or in some cases, even thousands of executions are necessary to ensure
the expected precision for the SLA violation prediction. This means that these
approaches will exhibit severe limitations as for the applicability if only a small
amount of historical data is available. Also, the prediction component usually
has to be re-trained after each adaptation of the SBA. Still, those approaches can
be employed complementary to SPADE. While SPADE provides reliable results
independent of the amount of historical data, it might well be that, as soon as
sufficient data is available, the precision of the prediction using machine learning
is superior to those of SPADE.

Model Level prevention (2): Complementary to the approaches presented
above, approaches which aim at preventing SLA violations of potential future
SBA instances have been presented in the literature. The approach presented
by Ghezzi et al. in [7] suggests to adapt the workflow specification to meet the
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SBA’s requirements. The solutions focus on reliability as a quality attribute. To
predict the reliability of an SBA the historical data of past SBA instances is fed
into a probabilistic model checker. The monitored data of past faulty instances is
extrapolated and compared with the reliability values stipulated in the SLA. In
case the predicted value violates the SLA, the workflow specification is adapted.
As the prediction relies on past faulty instances, the approach cannot be used
directly to avoid an SLA violation of an individual instance, which is the aim of
approaches of class (1) and SPADE especially.

3 Example SBA

To illustrate and evaluate SPADE in the remainder of this paper, we will use
an abstract example of a service-based application, which is depicted in Fig. 1.
In the middle of the figure, the workflow is depicted as an activity diagram. On
the right hand side of the figure, the third-party services that are invoked by the
SBA (i.e., by the actions of the workflow) are shown. Finally, on the left hand
side, the service response times for one actual execution of the SBA are given.

:FastWeatherAction 15735 ms
5900 ms

Response
Times

Action 3
4320 ms

Action 2 :Google

4320 ms

4000 ms

FAILURE

:WSAmazonBoxAction 4
8400 ms

6400 ms

15083 ms
FAILURE

6162 ms Action 5 :HyperlinkExtractor

2547 ms :GetJokeAction 6
2700 ms

12174 ms
:CurrencyConverterAction 7

14000 ms

= service binding

= service invocation

= third-party service instance 

X ms = assumed max. response time

Fig. 1. Example SBA
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4 The SPADE Approach

In this section we present the SPADE approach. For that reason, we structure the
design time and run-time activities along the phases of the SBA life-cycle model
as elaborated by the S-Cube Network of Excellence (see Fig. 2). To illustrate the
approach, each life-cycle description comprises an example paragraph explaining
SPADE by means of the example SBA introduced in Section 3.

Identify
Adaptation

Need Operation &

Requirements
EngineeringNeed

Identify

Operation &
Management

Design

g g

Evolution

Deployment &

Adaptation
Strategy

Adaptation
Design

Deployment &
ProvisioningEnact

Adaptation
Realization

Fig. 2. S-Cube SBA Life-Cycle Model [14]

Requirements Engineering: In the requirements engineering phase, the func-
tional and quality requirements for the SBA are elicited and documented.

In order to assess automatically whether the application deviates from its
requirements during operation, functional and non-functional requirements are
formally expressed as input to SPADE. We propose to already perform this
formalization during the requirements engineering phase, as this facilitates an
early validation of the requirements, e.g., by means of formal consistency checks
(cf. [1]), and hence reduces the risk of expensive corrections in later phases.

To formalize the SBA requirements, SPADE uses the specification language
ALBERT (cf. [2]). We choose ALBERT because of its capability to express logical
and temporal dependencies of monitoring data along an executed path.

Example: For the example SBA from Section 3, we formalize the required
response time rper ε RASC , which demands an end-to-end response time of
at most 55 seconds. In ALBERT rper can be formalized as rper := onEvent
(start, ”Action1”) → Within( onEvent( end, ”Action7”), 55000). The onEvent
operator evaluates to true if the activity specified in its second argument per-
forms the state change denoted in its first argument. The Within operator
evaluates to true if its first argument evaluates to true within the amount of
milliseconds specified in its second argument.

Design: During the design phase, the activities and the control flow of the
application are specified (e.g. in BPEL or YAWL). Together with the definition of
the workflow, candidate services are identified that can provide the functionality
and quality to fulfill the requirements of the SBA [4].
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Following the same reasoning as in the requirements engineering phase, we
suggest to formalize the workflow during the design phase already in order to
reduce the risk of later corrections. We extend the idea presented by Bianculli et
al. [2] and propose using the BOGOR model checker during run-time. ALBERT
expressions can be executed by BOGOR. We formalize the workflow using BIR,
the BOGOR Input Representation.

Example: In order to use the BOGOR Model Checker, we specify the workflow
of the example SBA by using BIR. The resulting specification SASC can then
be executed and analyzed by BOGOR.

Realization: To achieve the desired end-to-end quality of SBAs, contracts be-
tween service providers and service consumers on quality aspects of services are
established. Following [4], this means that for each candidate service, the best
quality level for the available budget is negotiated and stipulated in an SLA.
In SPADE, the quality levels that have been negotiated and agreed upon with
the service providers are formalized. We treat quality levels as assumptions (A)
about the SBA’s context. We formalize A using ALBERT again.

During design time, a service repository must be established, e.g. based on
UDDI. This serves as a pool for alternative services. These services can be
converted during run-time.

Example: For our example we use the assumed response time given in the
example SBA (see Fig. 1). The assumption for the aFastWeather service bound to
Action 1 is formalized as follows1: aFastWeather := onEvent (start , ”Action 1”)
→ Within( onEvent(end, ”Action 1” ), 5900)

Deployment: The deployment and provisioning phase comprises all the ac-
tivities needed to make the SBA available to its users. During the deployment
phase, SPADE uses BOGOR to check whether the workflow specification (S),
under the given assumptions (A), satisfies the requirements (R), i.e. whether S,
A |= R. In case the requirements are not satisfied, the phases of the evolution
loop (cf. Fig. 2) are re-executed, e.g., in order to bind faster services. If the SBA
is successfully verified, the SBA is deployed on the run-time environment. In the
case of SPADE, we use the GlassFish application server2.

Example: The specification of the abstract service composition evaluates to
true, i.e. SASC and AASC satisfy RASC . Thus, the SBA is deployed.

Operation and Management: This phase comprises the execution of the
SBA and the monitoring of its constituent services using service monitoring
techniques.

To identify assumption violations during the operation of the SBA, monitoring
mechanisms are employed. SPADE uses the monitoring facilities of the GlassFish
application server to check, whether the monitoring data mi ∈ M of service i
satisfies the related formalized assumptions ai ∈ A, i.e. whether mi |= ai.

1 The complete set of formalizations is available from
http://www.s-cube-network.eu/SPADE

2 http://glassfish.java.net/
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Example: During the execution of the abstract service composition let us
assume that the monitoring data mFastWeather and mGoogle satisfy their related
assumptions, leading to an cumulative run-time of 10055 ms. Let us further
assume that the subsequent service WSAmazonBox responds too late. Instead
of the assumed 8400 milliseconds, the invocation lasts 23083 ms, i.e. mGoogle �

aGoogle. Due to this deviation, the current instance is suspended and the next
phase is entered immediately, as a performance violation could be indicated.

Identify Adaptation Needs: If an assumption violation has been identified,
SPADE checks whether the requirements are still satisfied. For all services that
have been invoked, SPADE replaces the assumption values by concrete monitor-
ing data. This means that only for the services not invoked, the assumptions are
used during run-time verification. SPADE thus uses a subset A′ ⊆ A together
with the set of monitored data M to check whether S, M, A′ |= R.

Similar to the deployment phase, SPADE utilizes BOGOR to perform this
verification during run-time. If the check reveals that R is still satisfied, the
workflow execution is continued. Otherwise, an adaptation must be triggered.

Example: To determine whether the requirement in the example is still met,
the workflow specification (SASC), the monitoring data (mFastWeather , mGoogle

and mWSAmazonBox) together with the assumptions of the to be invoked services
(aHylinkExtractor , aCurrencyConverter, aGetJoke) are checked against the require-
ment rper . The predicted end-to-end duration is 56238 ms, which exceeds the
55 seconds demanded by rper . In consequence, the workflow actually have to be
adapted, as otherwise a performance violation seems to be in all probability.

Identify Adaptation Strategy: Subsequent to an identified adaptation need,
the next step is to create an appropriate adaptation strategy such that the
menacing SLA violation can successfully be averted.

SPADE is equipped with service substitution capabilities, as this is one of
the few adaptation techniques that can be used to compensate for lost time.
Furthermore, SPADE exploits the CHOCO constraint solver3 to determine which
not-yet-invoked services have to be substituted. We consider the workflow as a
graph G = (V, E), composed from a set of vertices V , representing the workflow
actions, and a set of edges E, representing the transitions between these actions.
We consider p = (vi, ..., vj) as path in G. Path p includes all v, which are executed
until the occured deviation, i.e. p = {(vn, ..., vm)|v ∈ V ∧ invoked(v)}. G′ is
a subgraph of G containing all v1...vn which are not yet executed, i.e. G′ =
{(vn, ..., vm)|v ∈ V ∧ ¬invoked(v)}.

We now define a set of paths P ′ = {p′ ∈ G′} to formalize our constraint as
pper +p′per ≤ rper , where pper is the already consumed end-to-end execution time,
p′per is the cumulative response time of a possible workflow path in G′ and rper is
the performance requirement of the monitored service composition. CHOCO has
to solve this constraint with respect to the response times of the available alter-
native services (available from the service repository) for each p′ ∈ P ′. CHOCO
also has to consider the remaining possible paths of the workflow. Right after the

3 http://www.emn.fr/z-info/choco-solver/
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invocation of the deviating service we do not know which path will be followed dur-
ing the further execution of the workflow instance. Thus, we scrutinize a subset of
P ′, i.e. P ′′. P ′′ contains paths for which performance violations are predicted. The
constraint solver calculates a combination of services invoked along each p′′ ∈ P ′′,
based on the response time of alternative services. The necessary adaptation ac-
tions are easily derived from the results, as each identified combination exposes the
services, which need to be substituted as well as their substitution. The required
substitutions are summarized (where double entries are avoided) in the adaptation
strategy which is propagated to the mechanisms of the next phase.

Example: In our abstract service composition example we are facing two paths
in G′

ASC , i.e. p1 = (Action5, Action7) and p2 = (Action5, Action6, Action7).
Both paths will violate rper and therefore have to be adapted. Based on the
output of the constraint solver, services for Action5 and Action6 are chosen to
be substituted by faster services, thus satisfying rper.

Enact Adaptation: During this last adaptation phase the adaptation strategy
is executed. For this purpose, the instructions comprised in the adaptation strat-
egy are dispatched. The dispatching usually utilizes the facilities provided by the
chosen run-time environment or involves additional adaptation mechanisms.

In SPADE we use the interception-mechanisms provided by the GlassFish
application server. We exploit the built-in Enterprise Service Bus to manipulate
the target of a message. These messages are generated by the workflow engine,
when a service has to be invoked. We switch the target service of the invocation
to the service identified during the previous phase.

Example: In our example, the two service invocations Action5 and Action6
are redirected to the substituting services. For this purpose the message routing
table comprising the message destinations is manipulated. Consequently, the
execution of the instance is resumed.

5 Experimental Evaluation

This section presents the experiments we performed to assess the efficiency of
SPADE in detecting adaptation needs. Experimental validations of comprehen-
sive approaches like SPADE must be accurate and comprehensive as well. To
reduce this complexity, we focus on SPADE’s ability in identifying adaptation
needs in our first set of experiments.

Our measurement of SPADE’s efficiency is twofold. First, we examined unnec-
essary adaptations, i.e. false positives, as such adaptations could lead to avoid-
able costs, e.g., when replacing a free service with a commercial service to com-
pensate for faults. Secondly, we count the amount of situations in which SPADE
cannot perform an adaptation. It can happen that a service invocation leads to
a violation of an SLA, such that the end-to-end requirement is already violated.
In those situations, the SBA instance obviously cannot be adapted preventively
in order to avert that requirements violation, as the requirement has already
been violated. Both values are expected to be low, as a low value implies a high
number of cases where SPADE was successfully applied.



202 E. Schmieders and A. Metzger

Experimental Design: The performed experiments are based on a simulated
execution of the example SBA’s and its services. This enables the reproducibility
of the test results for the exact same “input” data, thus allowing other researchers
to reproduces the performed tests. We simulate the example SBA, introduced
in Section 3. Specifically, we simulate the execution of the workflow and retrieve
the response times for its constituent services from a large set of monitoring
data [3]. This dataset comprises real monitoring data, which was crucial for our
experimental design. By using realistic monitoring data, we show the applica-
bility of SPADE in realistic settings. The number of SBA instances that can
be experimentally assessed is limited by the size of the used dataset. To each
service invocation within an SBA instance we assign one single data point from
the dataset of the respective service. In the example SBA, this allows for the
execution of 5884 different SBA instances4.

Determining the Degree of False Positives: In our experiments, one single
SBA instance is represented by one path through the example SBA together with
the concrete monitoring data. As part of the simulation, we calculate the end-
to-end response time for each SBA instance execution by adding the monitored
response times of the invoked services along the SBA instance’s path. Based
on this calculated SBA instance response time, we can determine false positive
adaptation triggers. Once SPADE has triggered an adaptation, it is checked
whether the calculated SBA instance response time violates the SBAs end-to-
end requirements. For example, the check indicate that the assumed instance
response time exceeds the upper bound of rper ≤ 55 (seconds) as in our example,
thus an adaptation is triggered. However, if the calculated instance response
time reveals that the requirement would not have been violated in case the
SBA execution continues without adaptation, we consider this workflow instance
as a false positive. To take the duration of the three phases into account, in
which SPADE suspends the execution of the workflow instance, we measured
this duration (i.e. ca. 170 ms) and added it to the calculated SBA instance
response time.5

Determining the Degree of Impossible Adaptations: There were situa-
tions in which service invocations deviated from their stipulated response time,
such that the performance requirement is violated. In these situations, it is too
late to apply SPADE as the performance requirement is already violated. To
determine the percentage of these situations we put the number of the service
invocations which lead to these SLA violations in relation to the amount of all
service invocations.

4 Please note that in the example SBA, the Google service is bound twice. There are
2943 data points in the Google dataset. In order to provide data for each binding, we
split the dataset in half and assigned an interleaved subset to each of the two service
invocations. Each subset comprises 1471 datasets. As the workflow of the example
SBA allows four different paths, this leads to a total number of 5884 SBA instances.

5 The measuring has been carried out on an Intel Core i5-760 platform with a 2.80
GHz CPU and 4 GB RAM.
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Data Analysis and Interpretation: The SPADE approach has been applied
to 5884 SBA instances (cf. row (a) in Table 1). 629 of those SBA instances have
been executed without any assumption violations (b). During the execution of
the complementary 5255 SBA instances assumptions have been violated (c).
This number is explained in the discussion on threats to validity. For those SBA
instances, SPADE has identified 604 preventive adaptation triggers (d)6.

Table 1. False Positives in Relation to Executed SBA Instances

Description % SPADE

SBA Instances Executed (a) 5884

SBA Instances without Assumption Violation (b) b/a 629 10.7%
SBA Instances with Assumption Violation (c) c/a 5255 89.3%
SBA Instances with Adaptations (d) d/a 604 10.3%
False Positive Adaptations (e) e/a 72 1.2%

72 of the adaptation triggers were false positives (e). Thus, 1.2% of the work-
flow instances would have been unnecessarily adapted. With respect to the chal-
lenging time constraint of 55 seconds, motivated by the introductory emergency
scenario, we consider the percentage of false positives extremely promising, es-
pecially, as an unnecessary adaptation does not imply an SLA violation. Fur-
thermore, the amount of situations in which SPADE cannot adapt is very low
as well. As depicted in row (c) of Table 2, a total of 825 out of 28624 service
invocations, i.e. 2.5%, lead to situations where an adaptation is not possible.
Nevertheless, this could still mean a threat in an emergency setting. We will
discuss this shortcoming in our future work section (cf. Section 6).

Table 2. Invocations leading to Performance Violation

Description % SPADE

Service Invocations in Executed SBA Instances (a) 32362

Actual Service Invocations until Adaptation Trigger (b) b/a 30784 95.1%
Assumption Viol., where Adaptation is not Possible (c) c/b 825 2.5%

Discussing Threats to Validity: First exploratory checks indicate that the
efficiency of SPADE depends on the concrete values for assumptions and require-
ments. This can pose a threat to internal validity, as it might be the case that
the values used in the example SBA are not realistic. We address this issue by
referring to failure rates of service invocations observed in a case study, in which
150 different services have been examined [18]. In our experiments we approxi-
mate the observed service failure rate of 95% by adjusting the monitoring rules
(which use the assumption values) accordingly, thus aligning the experimental

6 Please note that only those situations have been counted as triggers, in which adap-
tations were still possible (cf. below and Table 2).
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design to the observed, realistic values. In order to learn more about the effect
of assumptions and requirements values on SPADE’s efficiency, we are planning
several series of experiments during which we vary both values.

The example SBA does not cover all possible control constructs available to
build SBAs (such as loops and forks), which might pose threats to external
validity. We thus will extend our SPADE prototype with a full-fledged model
checker to handle more complex workflows and will perform further experiments
based on this update to improve the applicability of the SPADE approach.

6 Conclusions and Future Work

This paper described the SPADE approach, which is an automated technique
to determine adaptation needs to trigger preventive adaptations of SBAs. As
SPADE does not rely on historical data, SPADE overcomes some of the short-
comings of the existing solutions. The applicability of SPADE has been sup-
ported by experimental results, using monitoring data of real services.

We plan to continue our work on preventive adaptation in two directions.
First, we will combine SPADE with our PROSA approach. The PROSA ap-
proach is capable of predicting quality violations of individual services. The
combined approach is expected to act in situations in which SPADE is not able
to prevent requirements violations as intended.

Secondly, we plan to apply SPADE in a cross-layer adaptation setting. In
this setting, SPADE is expected to exploit the adaptation mechanisms of two
different layers: the service composition and the service infrastructure layer. We
expect that harmonizing the adaptation on both layers will increase the number
of situations in which SPADE is able to compensate for deviations, which thus
may increase SPADE’s success in avoiding requirements violations.
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Abstract. The support of stakeholders is critical to the success of any
project, and is equally important in SOA-related projects. Traditional
software development methodologies no longer meet the requirements
for developing service-based applications, or SBAs, due to the shift away
from monolithic application development to service provision and com-
position. This shift introduces more types of stakeholders, each of which
can take multiple roles within the lifecycle of the SBA, and who have an
interest in or are influenced by the service-oriented software process.

To understand these stakeholder types and roles, this paper presents
an initial set of stakeholder types and roles solicited from within the
EC’s Network of Excellence in Software Services and Systems (S-Cube).
By describing these stakeholder types in the context of the S-Cube ser-
vice engineering lifecycle, we demonstrate the lifecycle phases each stake-
holder and role is involved in during the development and operation of
SBAs. The stakeholder roles and types found and the methodology we
describe for their discovery aids the identification of the requirements
for these stakeholders and contributes to research in service engineering
methodologies.

Keywords: SOA, Service-Oriented Software Engineering, Stakeholders.

1 Introduction

A stakeholder can be defined as “any group or individual who can affect or is
affected by the achievement of the organization’s objectives” [5]. In the field of
software engineering, the identification of stakeholders and how to address their
concerns has been of significance in the areas of requirements engineering and
architectural design [3,25]. In this paper, we take the stakeholder concept and
apply it to service-oriented software engineering (SOSE) with the aim of identi-
fying groups or individuals who can effect or who are effected by the engineering
of Service-Based Applications (SBAs).

SBAs are composed of one or more software services each realizing an in-
dependent business function, possibly spread across organizations. An SBA is
different to, for example, a component-based application as the owner of an SBA
generally does not own or control all of the services the SBA contains, whilst in

W. Abramowicz et al. (Eds.): ServiceWave 2011, LNCS 6994, pp. 206–219, 2011.
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a component-based application the owner controls all the constituent parts [6].
Once built, SBAs are dynamic and may be adapted in response to changes in
end-user requirements, service performance and/or the context of the service.

Shifting from monolithic application development to SBA service provision
means traditional software engineering (TSE) [24,14] methodologies no longer
meet the requirements for developing these service processes. This is because
the engineering, composition, continuous adaptation and consumption of services
involves:

1. New stakeholder types: In SOSE, business functions are delivered in
the form of both complete SBAs (analogous to software systems and applications
developed using TSE) and pools of reusable software services. Some TSE stake-
holders, such as software designer, software architect and software developer, are
often split into two types, one focusing on services and another focusing on SBAs
(e.g., service designer and SBA designer, respectively). Moreover, some types of
stakeholders are specific to SOSE and are not found in TSE; for example, ser-
vice modelers, service monitors or adaptation designers are only found in SOSE.
Note that in this paper, the term stakeholder type defines the specific function
played by a stakeholder in SOSE.

2. Multiple stakeholder roles: SBAs are often composed of services owned
by other stakeholders. This naturally increases the complexity of the develop-
ment process as well as the execution environment. As discussed in previous
work [8], due to the separation of service consumption and provision and the
shift in ownership of services, a stakeholder may play multiple roles simultane-
ously, each with different goals and competencies. For example, in TSE software
designers are responsible for software design and software developers are respon-
sible for implementation. However, in SOSE a service designer in the role of
service provider is concerned with the identification of services to provide to
others whereas when they are in the role of service consumer she is concerned
with the identification of services for integration purposes. As a result, a designer
with a service provider’s perspective should focus on requirements external to the
organization, whereas a designer with the service consumer’s perspective should
pay particular attention to the constraints internal to the organization. In this
work, the term stakeholder role defines the perspective taken by a stakeholder
in SOSE.

Currently, there is no common understanding of these stakeholder types and
roles and their relationship to service engineering. To help find these stake-
holders, determine their role(s) and show where they are involved in the SBA
lifecycle, we used the collective knowledge and experience of the EC’s S-Cube
NoE [21], a four-year project with the aim of establishing an integrated, multidis-
ciplinary and vibrant research community in the field of SOSE. S-Cube1 counts
16 academic partners, an industrial advisory board with 6 industrial partners
and 11 industrial and academic associate members. In total the network contains
approximately 200 researchers or experts in various SOSE-related fields.

1 http://www.s-cube-network.eu/

http://www.s-cube-network.eu/
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Since S-Cube’s participants work on different areas of software services and
systems research and development, part of S-Cube’s work is to integrate their re-
search through the development of a methodology for the design, implementation
and operation of SBAs. To ensure that methodology is relevant, this integration
requires the identification of stakeholders who are involved in SOSE. This study
of stakeholder types and roles are, therefore, important not only to the SOSE
community but also to assist the S-Cube NoE as it seeks to tailor and promote
its service engineering methodology to the correct audience.

This paper provides an initial taxonomy of these stakeholder types and roles
and a description of the method used to collect and derive this information. The
initial taxonomy contains nineteen stakeholder types and five roles we solicited
from institutions within S-Cube. To demonstrate when each stakeholder and role
is involved during the design, development and operation of an SBA we provide
a context for our results by mapping them to the S-Cube service engineering
lifecycle. Due to the nature, size and relevance of the information gathered,
we feel these findings are important to the community, though it should be
emphasized that this paper contains only one set of results (from the S-Cube
NoE) and is not a comprehensive field study containing responses from many
types of organizations. It is hoped this set of stakeholder roles and types will aid
the future identification of the requirements for these stakeholders and contribute
to the continuing research in service engineering methodologies.

This paper is structured as follows: Section 2 describes the S-Cube service en-
gineering lifecycle we use to position and SOSE stakeholders; Section 3 describes
the four-step method we used to determine the set of stakeholders; Section 4 de-
scribes the taxonomy of service engineering stakeholders we found using the
research method; Section 5 shows how the taxonomy maps to the S-Cube ser-
vice engineering lifecycle; Section 6 discusses related work in the identification
of SOA stakeholders; Section 7 provides our conclusion.

2 The S-Cube Service Engineering Lifecycle

Figure 1 shows the SBA lifecycle model developed by S-Cube to capture the
iterative process of continuously developing, implementing, and maintaining ser-
vices. The development (right-hand) cycle addresses the classic development and
deployment phases, including requirements and design, construction, operations
and management. The entry-point to the lifecycle (the point where the SBA
is conceived) is through the Early Requirements Engineering phase. The second
(left-hand) cycle extends the first lifecycle by defining phases addressing changes
and adaptations. This lifecycle is added to the traditional development cycle be-
cause a distinguishing feature of SBAs is that they are modified during their
lifetime to satisfy new situations and requirements. The adaptation lifecycle can
be broken into three phases: deciding if an adaptation to the SBA is needed
(Identify Adaptation Needs); deciding how the system should be adapted (Iden-
tify Adaptation Strategies); and performing the adaptation (Enact Adaptation).
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Fig. 1. The S-Cube Service Engineering Lifecycle

Other lifecycles, including SOMA [2], SOAD [26] and ASTRO [17], were
evaluated by S-Cube. However these lifecycles cannot adequately explain the
evolution and adaptation of SBAs and is why a new lifecycle was created [4].
In this work, we use the lifecycle to illustrate when a stakeholder is involved in
the SBA lifecycle and provide another view of the connections between them.
Further details on the S-Cube service engineering lifecycle can be found in [1].

3 Research Method

As described above, part of the work of S-Cube is to develop of a methodol-
ogy for the design, implementation and operation of SBAs. Our motivation for
identifying stakeholders was to provide this methodology with an initial set of
stakeholders. To do this, we applied state-of-the-art research methods: a ques-
tionnaire survey [22] for step 1, content analysis [19] for steps 2 & 3, and a
case-specific mapping study [12] for step 4. Due to space limitations this sec-
tion provides an overview of how we used these methods to collect, collate and
compile the stakeholder specifications gathered from S-Cube researchers.2

Step 1: Soliciting stakeholder types. Since each S-Cube partner per-
forms research in one or more service engineering topics (e.g., service composi-
tion, service engineering, service design, etc.) to find the stakeholders relevant
to S-Cube’s engineering methodology we designed a questionnaire so S-Cube re-
searchers could describe types of stakeholder, record which activities the stake-
holder participates in, how the stakeholder relates to the S-Cube engineering
lifecycle and why this stakeholder is particular to service engineering.

2 The survey results and the information derived at each step of the methodology are
available in a Microsoft Excel spreadsheet from
http://www.s-cube-network.eu/results/deliverables/

wp-ia-3.1/cd-ia-3.1.4/survey results.xls. Each worksheet is numbered accord-
ing to the steps in the methodology.

http://www.s-cube-network.eu/results/deliverables/wp-ia-3.1/cd-ia-3.1.4/survey_results.xls
http://www.s-cube-network.eu/results/deliverables/wp-ia-3.1/cd-ia-3.1.4/survey_results.xls
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We asked S-Cube researchers to use the questionnaire to identify service en-
gineering stakeholders from their own work and the literature and to provide
justifications for their inclusion. We feel the data we collected is highly represen-
tative of the SOSE research community and their responses are highly relevant
for other researchers, educators and industrial practitioners. In total 50 com-
pleted questionnaires were returned back to us. Nevertheless, we need to further
generalize our results as reported in our conclusions (See Section 7).

Step 2: Classification of stakeholder types. The information in the ques-
tionnaires was used to classify the stakeholders based on the roles they take with
the goal of finding which roles are played by different types of stakeholders and
which types of stakeholders have multiple roles.

Initially, our classification schema was based on the four roles described in [7]:
Service Provider, Service Broker, Service Consumer, and Application Builder. Within
these roles, an Application Builder can be a Service Consumer when locating and
executing services. When analyzing the data collected in Step 1, we identified
another type of service consumer, the Service Composer. This role is different to
the Application Builder (who builds applications using services) as the Composer
builds composite services and provides them to other consumers. Since building
applications requires different skills, expertise and knowledge to building services
(e.g., the former activity collects requirements from the end-user while the latter
collects requirements from its potential consumers) we explicitly differentiate
between service composers an application builders. As a result, we split the role
of Service Consumer from [7] into two specific consumer roles: Application Builder
and Service Composer.

When categorizing the stakeholder types, some types could not be classified
using the above roles. These types were either end-users (the initiators of SBA
interactions) or experts that provide support during the service engineering life-
cycle. As a result, we identified two more roles, the former as Application Clients
and the latter as Supporting Roles to classify these types.

Finally, in this step we also found that none of the stakeholder types collected
from the questionnaires acts as a Service Broker, an intermediary role between a
service provider and service consumer that provides service location information
from a service registry. We discuss this finding in detail in Section 4. The result
of this step is the classification of stakeholder types according to the following
five roles:

1. Service Providers: design, implement, own, publish and maintain services that
can be invoked/executed.

2. Application Builders: integrate services into an application that meets the
requirements of its end users.

3. Service Composers: provide composite services for internal or external usage
and compose existing services or SBAs to achieve business goals.

4. Application Clients: use the application to achieve their goals.
5. Supporting Roles: are indirectly involved with the service lifecycle and pro-

vide auxiliary functions such as project management, technical advice and
consultancy.
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Step 3: Consolidation of stakeholder types. From the stakeholder ques-
tionnaires completed by the S-cube partners, we noticed that stakeholders with
similar descriptions were often named differently. For example, in the question-
naires returned to us the stakeholder responsible for modeling the business pro-
cess was called Business Modeler, Business Analyst and Domain Expert by dif-
ferent partners. To consolidate the types of stakeholders gathered and to obtain
a list of unique types, in this step of the method we re-named the types of
stakeholders when they had the same meaning but were named differently.

To do this we first determined the context and function for each classified
stakeholder. For instance, the stakeholder Business Process Architect has the
context Business Process and the function Architect. By analyzing the context
and function of all stakeholders we identified synonyms that were used to re-
name stakeholders. For example, the Analyst function was treated as a synonym
for Modeler, Designer was considered a synonym for Architect, Enterprise was
judged a synonym for Business and Service-Based Application (SBA) was used
as a synonym for System, End-point Service-Based System and Service Network.

We then compared the descriptions of stakeholders with the synonyms. If their
descriptions were the same or very similar, the stakeholders types were given the
same name. After renaming, we obtained the list of unique types of stakeholders
(described in detail in the next section).

Step 4: Map stakeholder types to S-Cube lifecycle phases. In the
previous step, stakeholder types with similar descriptions were given the same
name. However, these stakeholders may participate in different phases of the
service engineering lifecycle, therefore to provide information on where the con-
solidated stakeholder types mapped to S-Cube’s service engineering lifecycle, we
inspected the lifecycles of each of the submitted stakeholder types and for each
type recorded the lifecycle phase(s) they apply to. If multiple specifications de-
fine the same stakeholder type but assert they belonged to different phases of
the S-Cube lifecycle, we merge and record the coverage of the relevant S-Cube
lifecycle phases for the consolidated stakeholder type. Using this method we ob-
tained the consolidated list of the different types of stakeholders and how they
participate in the S-Cube lifecycle, which we discuss further in Section 5.

4 A Taxonomy of Service Engineering Stakeholders

Table 1 shows the results of Steps 1-3 of the methodology. Taking the columns
from left-to-right, the first column lists the stakeholder types found in the ques-
tionnaires returned in Step 1. Note the same type may appear more than once
— this is because two partners may have returned questionnaires with the same
name but not necessarily the same description. All responses received are in-
cluded for completeness.

The second column of Table 1 lists the roles defined in Step 2 and shows how
multiple stakeholder types are categorized. The third (final) column of the table
shows the consolidated stakeholder types found in Step 3 of the method and
how similarly named stakeholder types can be consolidated using the synonyms
described above.
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Table 1. Classified, sorted and consolidated stakeholders

Stakeholder Role Consolidated
Stakeholder Type

Description

Application Architect

Application
Builders

SBA Architect Creates structure and design of the SBA.

Application Designer

Business Process Engineer

SBA Assembler

SBA Developer

SBA System Builder

System Analyst

SBA Modeler
Makes hypothetical descriptions of SBAs, possibly for
use in testing.Service Network Modeler

Business Process Architect

Application Builder Application
Developer

Concerned with facets of the application development
process.Application Developer

Business Analyst
Business Analyst

Analyzes operations to develop a solution to its
problems.Business Analyst

Business Process Analyst Business Process
Analyst

Controls the configuration and operation of a process or
organization.Business Process Modeler

Business Process Manager Business Process
Administrator

Administers the operations of a process or organization.
Business Process Owner

Domain Expert

Domain Experts
Subject matter expert, or person with special
knowledge or skills in a particular area.Domain Experts

Experts for User Interfaces

Requirements Engineer
SBA Engineer Uses their scientific knowledge to design SBAs.

Service Engineer

End User

Application
Clients

End User The ultimate user for which the SBA is intended.
End User

Direct User

Service Consumer Initiator and client for the SBA interaction.
Indirect User

Service Consumer

Service Consumer

Composition Designer
Service
Composers

Composition
Designer

Combines services and/or SBAs into more complex
ones.Service Composition Designer

Negotiation Agent

Enterprise Architect

Service
Providers

Service Architect Creates structure and design of individual services.
Service Architect

SOA Domain Architect

SOA Platform Architect

Service Deployer Service Deployer Installs services into an operational environment.

Service Designer

Service Designer Works out the ‘form’ of the service.Service Designer

Service Designer

Service Developer

Service Developer Involved with the creation or improvement of services.

Service Developer

Service Developer

Service Developer

Service Developer/Provider

Service Provider
Service Provider Supplies one or more services.

Service Provider

Change Manager

Supporting
Roles

Manager Controls resources and expenditures
Project Manager

Technology Consultants & Suppliers
Supporting Expert Provides assistance in a particular area.

Lawyers & Data Privacy Officers
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When looking at the results in the table, the categories with the largest num-
ber of stakeholder types are Application Builders and Service Providers. With
respect to the Application Builder role, although this role has the primary task
of building SBAs with services it also has the functions of a service provider
and/or consumer depending on the service realization strategy. For example, [20]
describes four strategies for realizing services: 1) in-house service design and im-
plementation, 2) purchasing/leasing/paying for services, 3) outsourcing service
design and implementation, and 4) using wrappers and/or adapters. In the first
and fourth strategies the Application Builder functions as a Service Provider as
it implements and publishes service for consumption. When taking the second
and third strategies, the Application Builder acts as a Service Consumer that uses
third-party services. Due to the broad scope of the Application Builder role —
from design and implementation of services to integrating services to SBAs —
it is natural that many types of stakeholders are required to perform this role.

The second role most present in our findings was the Service Provider, and
we identified 5 types of stakeholder that perform this role. This is because in
the engineering of SBAs it is not the design and development of integrated
applications that are of most importance but on the engineering of services
that can be reused by many, unknown service consumers. As a result, much
of the research of the S-Cube NoE is focused on how to design, deploy and
publish services to service consumers, all of which are a concern of the Service
Provider.

As mentioned in Section 2, what we were not expecting is the non-
identification of a stakeholder playing the role of a Service Broker. The benefit
of a Service Broker is that they facilitate the discovery of (possibly third-party)
services through a consumer sending a description of the requested service to the
Broker, who selects a service that best fits the requirement and returns this infor-
mation to the client [18]. There is a great deal of work on how service discovery
can be realized, e.g., by matching between requests and services [13] or through
context awareness [16]. However, in our experience, that work concentrates on
service discovery mechanisms but not on their operation or use with service bro-
kers. This observation is aligned with our survey on existing service engineering
methodologies [9]: only two of the twelve methodologies we analyzed describe
service discovery as an explicit part of the engineering process, demonstrating
how service discovery and brokering are underrepresented in SOSE research.

5 Coverage of the S-Cube Service Engineering Lifecycle

Step 4 maps the consolidated stakeholder types to the phases of the S-Cube
service engineering lifecycle. The results of the mapping are shown in Table 2.
We now discuss the coverage of the S-Cube life phases by analyzing: 1) the
stakeholder types, 2) the participation of each stakeholder type in the lifecycle
and 3) the differences between the evolution and adaptation cycles.
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Table 2. S-Cube lifecycle coverage by consolidated stakeholder types

Evolution Lifecycle Adaptation Lifecycle

Role Consolidated Stakeholder Type
Early Re-
quirements
Engineering

Requirements
Engineering
& Design

Construction
Deployment
& Provision

Operation
& Manage-

ment

Identify
Adaptation

Needs

Identify
Adaptation
Strategies

Enact
Adaptation

Application Builders SBA Architect � � � � � � � �

SBA Modeler � � � � �

Application Developer � � � �

Business Analyst � � � �

Business Process Analyst � � � � �

Business Process Administrator � � � � �

Domain Expert � �

SBA Engineer � � �

Application Clients End User � � � � �

Service Consumer � � � � � �

Service Composers Composition Designer � � � � �

Negotiation Agent � � �

Service Providers Service Architect � � � � � � � �

Service Deployer �

Service Designer � �

Service Developer � � � � �

Service Provider � � � �

Supporting Roles Manager � � � � � � � �

Supporting Expert � � � �

Coverage 84% 68% 42% 58% 53% 63% 48% 42%

5.1 Coverage of Lifecycle Phases by the Stakeholder Types

With reference to Table 2, we can see each phase of the lifecycle is covered
but some more completely than others. The last row of the table shows the
coverage of each lifecycle phase as a percentage relative to the total number of
consolidated stakeholder types. Reviewing the figures we can see the lifecycle
phase of Early Requirements Engineering has the greatest amount of coverage
with respect to stakeholder types. This is understandable as ensuring the service
or SBA being developed or built is useful to its intended end-users requires the
input and experience of many stakeholder types, ranging from Service Architect
to the eventual End Users. Only the Negotiation Agent, Service Deployer and
Service Provider types, responsible for the provision of services, are not involved
in collecting requirements at an early stage of the lifecycle.

It is interesting that the phase of Identify Adaptation Needs is covered by 63%
of the stakeholder types identified in this work; dynamically adapting SBAs to
meet changing requirements through the identification of adaptation require-
ments raised by stakeholders involved in the execution of SBAs, or generated by
the technological environment in which the system is running is complicated as
the adaptation requirements may be conflicting [15]. As more than half of the
stakeholder types are involved in this phase this result shows the adaptation of
SBAs is well covered by the research carried out within the S-Cube NoE.

The lifecycle phases of Construction, Enact Adaptation and Identify Adap-
tation Strategies have relatively less coverage (less than 50%). This can be in-
terpreted as fewer stakeholder types are required or that insufficient research
has been done in these phases. We feel that these phases may involve fewer
types of stakeholders since implementing SBAs without the design, provisioning
or enacting a adaptation strategy requires relatively fewer stakeholder types to
complete, which is what we would expect.
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However, for the Identify Adaptation Strategies phase we expected more
stakeholder types. In this phase, the ways through which the adaptation require-
ments are satisfied are designed and an adaptation strategy is chosen based on
the specific adaptation needs. In the stakeholder types derived, we didn’t see any
stakeholders that were specifically dedicated to these activities. From our survey
of adaptation-related activities of sixteen service-oriented approaches [15], we
found identifying adaptation strategies and selecting the most suitable strategy
are generally not well supported and this finding reinforces this point.

5.2 The Participation of Each Type of Stakeholders

Table 2 shows how certain stakeholder types feature more prominently than
others. Specifically, the SBA Architect, Service Architect and Manager types are
omnipresent throughout the entire lifecycle, whilst Service Designer and SBA
Engineer are present only in a few phases. It is understandable that the Manager
may be involved throughout the whole lifecycle, taking care of management-
related issues such as cost control and customer relationship management. We
are not totally convinced the SBA Architect should be involved in all of the
lifecycle phases, however, as an SBA Architect is responsible for the creation
of structure and design of individual services or SBAs and should be active in
the early stages of the lifecycle. This is because when a service or SBA has
been implemented and deployed the operation and maintenance tasks should
be dedicated to other stakeholders, such as the service monitor or adaptation
designer, and should not be part of the SBA Architect’s responsibilities.

5.3 Comparison between the Evolution and Adaptation Cycles

Looking at the differences between the stakeholders involved in the left-hand and
right-hand side of Table 2 (i.e., differences between the stakeholders involved in
adaptation and evolution phases of the lifecycle), we see that in the adaptation
side of the S-Cube lifecycle a much broader range of roles are involved than in
the evolution phases. E.g., it appears roles such as Application Clients and Service
Composers are more present in the adaptation phase than in the evolution phase.
Conversely, we find that roles such as Application Builders are represented to a
greater extent in the evolution phases rather than the adaptation phases. We
think this demonstrates how the evolution phase is focused much more on the
engineering and design and implementation processes rather than the adaptation
lifecycle which requires the input of the SBA’s end-users, such as Application
Clients and Service Consumers.

6 Related Work

The need for determining SOSE stakeholders has been recognized and initial re-
search has been performed into their identification.3 Kajko-Mattsson et al. [11]
proposed a framework with an initial set of IT stakeholders adapted for the
3 Note that in the literature stakeholders are often referred to as actors or roles.
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development, maintenance and evolution of SBAs. Within the framework, 22
stakeholders are suggested and these are categorized into four groups: namely
SOA support, SOA strategy and governance, SOA design and quality manage-
ment and SOA development and evolution. Kajko-Mattsson’s framework has a
different focus to our work however, as it specifically takes into account business
ownership and focuses on new concerns introduced by SOA (e.g., the understand-
ing of the individual services and their cooperation with other services within a
combined business process). As a result, many stakeholders (7 out of 22) are re-
lated to business, such as Business Process Support Engineer, Business Process
Assistant, Business Process Architect, etc. Since we did not focus specifically
on business-related tasks and responsibilities, these business-specific stakeholder
types can be considered as complementary to our taxonomy.

Zimmermann & Mueller [27] propose a model for roles in a Web Services
development project. Int it, the roles are divided into three categories, existing
roles identified by TSE, extended roles that take additional Web services-related
responsibilities and extra roles responsible for Web services-related tasks. The
advantage of this model is that existing TSE stakeholders are explicitly differen-
tiated from SOSE stakeholders. In our taxonomy, this difference is not obvious,
although the description of each stakeholder and its participation in the service
lifecycle helps make this distinction. The identification of service-specific aspects
of stakeholders in our taxonomy is planned as a piece of future work.

The service delivery framework proposed by SAP [23] identifies five stakehold-
ers; the service provider, service host, service gateway, service aggregator and
service broker. However, SAP’s framework only focuses on stakeholders involved
in service provision and not the whole service engineering lifecycle.

The most important difference between previous work and the work presented
here is that none of the related works describe how stakeholders were identified.
Although Kajko-Mattsson et al. mention that they take traditional stakeholders
as a starting point and use SOSE literature for reference, a systematic approach
and methodology is missing. In this paper we have not only identified an initial set
of SOSE stakeholders but also have described the structured approach we used to
solicit, classify and consolidate the stakeholders found in the SOSE activities.

Another difference between the above work and ours is how stakeholders are
classified: for instance, in the framework developed by Kajko-Mattsson et al. the
stakeholders are classified by their function with the implication that these stake-
holders need to collaborate more often and solve problems together; in [27] stake-
holders are classified by their innovativeness, indicating that specific skills are
required for performing certain roles. Our work contributes a new perspective
by classifying stakeholders according to SOSE roles. In service engineering it
is not uncommon for these roles (e.g., service provider, service consumer, etc.)
to be distributed across multiple organizations. As a result, when engineering
activities are performed collaboratively across organizational boundaries, addi-
tional concerns such as trust, governance and regulatory compliance must be
considered [10]. Understanding the roles a SOSE stakeholder plays in this pro-
cess aids the management of these issues.



A Taxonomy of Service Engineering Stakeholder Types 217

Finally, identified stakeholders are associated to SOSE activities using the S-
Cube service engineering lifecycle to provide them with a structure and context.
This is different from the work we reviewed, which only identifies stakeholder
responsibilities and skills and does not explain at which stage of the engineering
lifecycle the stakeholders should participate. The lack of explicit links between
stakeholders and SOSE engineering activities significantly reduces the applica-
bility of SOSE methodologies, which was observed in our evaluation of a number
of well-known SOSE methodologies [9]. The mapping of identified stakeholders
to SOSE engineering activities provides an understanding of the stages where
each stakeholder is expected to participate. This view is beneficial to the project
management and governance of an SOSE project and is a contribution to the
SOSE research community as it provides a precise instrument to identify the
competencies required for specific service engineering lifecycle activities.

7 Conclusion

The development of SBAs requires more types of stakeholders than traditional
software engineering and stakeholders may take multiple roles during the lifecy-
cle of an SBA. In this paper we have reported our research to find information
about these stakeholders from institutions within the S-Cube NoE and presented
a taxonomy of nineteen stakeholder types performing five roles and a mapping
between these stakeholders and the S-Cube service engineering lifecycle. How-
ever, despite the S-Cube NoE being the largest network of excellence in-the-field
and hence containing broad SOSE know-how, we are aware that S-Cube does
not represent the entire SOSE community. In particular, industrial practitioners
have not directly participated in this survey; further investigation in industry is
needed to validate this taxonomy and ensure generalization and completeness.

From the results it is clear that more types of stakeholders participate in the
lifecycle of SBAs than in that of traditional applications and that stakeholders
may play different roles depending on their focus on e.g. engineering services,
SBAs, service provision or consumption. Moreover, we observed that: some types
of stakeholders (such as Service Architects) are required in all of the lifecycle
phases; there is a lack of stakeholders specifically dedicated to adaptation; and
an absence of stakeholders playing the role of service broker. These observations
will provide input for future research into these stakeholders that will concentrate
on developing and tailoring service engineering methodologies for them.

Acknowledgments. These results has received funding from the European
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agreement 215483 (S-Cube).

References

1. Andrikopoulos, V. (ed.): Separate Design Knowledge Models for Software Engi-
neering & Service-Based Computing. Deliverable CD-JRA-1.1.2, S-Cube Network
of Excellence (December 2008)



218 Q. Gu, M. Parkin, and P. Lago

2. Arsanjani, A.: Service-Oriented Modeling and Architecture (SOMA). IBM Devel-
operWorks Article (November 2004)

3. Bass, L., Clements, P., Kazman, R.: Software Architecture in Practice. Addison-
Wesley, Reading (2003)

4. Di Nitto, E. (ed.): State of the art Report on Software Engineering & Design
Knowledge. Deliverable PO-JRA-1.1.1, S-Cube Network of Excellence (July 2008)

5. Freeman, R.E.: Strategic Management: A Stakeholder Approach. Pitman (1984)
6. Gehlert, A., Bucchiarone, A., Kazhamiakin, R., Metzger, A., Pistore, M., Pohl,

K.: Exploiting assumption-based verification for the adaptation of service-based
applications. In: Proceedings of the 2010 ACM Symposium on Applied Computing,
pp. 2430–2437 (2010)

7. Gu, Q., Lago, P.: A Stakeholder-Driven Service Life-Cycle Model for SOA. In:
Proceedings of the 2nd International Workshop on Service Oriented Software En-
gineering, pp. 1–7 (2007)

8. Gu, Q., Lago, P.: On Service-Oriented Architectural Concerns and Viewpoints. In:
Proceedings of the 8th Working IEEE/IFIP Conference on Software Architecture,
pp. 289–292 (2009)

9. Gu, Q., Lago, P.: A Service Aspects Driven Evaluation Framework for Service-
Oriented Development Methodologies (2010) (submitted for publication)

10. Gu, Q., Lago, P., Di Nitto, E.: Guiding the Service Engineering Process: The
Importance of Service Aspects. In: Poler, R., van Sinderen, M., Sanchis, R. (eds.)
IWEI 2009. LNBIP, vol. 38, pp. 80–93. Springer, Heidelberg (2009)

11. Kajko-Mattsson, M., Lewis, G.A., Smith, D.B.: A Framework for Roles for De-
velopment, Evolution and Maintenance of SOA-Based Systems. In: Proceedings
of the International Workshop on Systems Development in SOA Environments,
International Conference on Software Engineering, pp. 117–123 (2007)

12. Kitchenham, B., Brereton, O.P., Budgen, D.: The value of mapping studies - a
participant-observer case study. In: Proceedings of Evaluation and Assessment of
Software Engineering, EASE 2010 (2010)

13. Klusch, M., Fries, B., Sycara, K.: Automated semantic web service discovery with
OWLS-MX. In: Proceedings of the 5th International Joint Conference on Au-
tonomous Agents and Multiagent Systems, pp. 915–922 (2006)

14. Kontogiannis, K., Lewis, G.A., Smith, D.B., Litoiu, M., Muller, H., Schuster, S.,
Stroulia, E.: The Landscape of Service-Oriented Systems: A Research Perspective.
In: Proceedings of the International Workshop on Systems Development in SOA
Environments, pp. 1–6. IEEE Computer Society, Los Alamitos (2007)

15. Lane, S., Gu, Q., Lago, P., Richardson, I.: Adaptation of service-based applications:
A maintenance process? (2010) (submitted for publication)

16. Lee, C., Helal, S.: Context Attributes: An Approach to Enable Context-awareness
for Service Discovery. In: Proceedings of the 2003 Symposium on Applications and
the Internet, pp. 22–31. IEEE Computer Society, Los Alamitos (2003)

17. Marconi, A., Pistore, M., Traverso, P.: Automated Composition of Web Services:
the ASTRO Approach. IEEE Data Engineering Bulletin 31(3), 23–26 (2008)

18. Massuthe, P., Reisig, W., Schmidt, K.: An Operating Guideline Approach to SOA.
In: Proceedings of the 2nd South-East European Workshop on Formal Methods
(2005)

19. Miles, M.B., Huberman, M.: Qualitative Data Analysis: An Expanded Sourcebook,
2nd edn. Sage Publications, Inc., Thousand Oaks (1994)

20. Papazoglou, M.: Service-Oriented Computing: Concepts, Characteristics and Di-
rections. In: Proceedings of the 4th International Conference on Web Information
Systems Engineering, pp. 3–12 (2003)



A Taxonomy of Service Engineering Stakeholder Types 219

21. Papazoglou, M., Pohl, K.: S-Cube: The Network of Excellence on Software Services
and Systems. In: At Your Service: An Overview of Results of Projects in the Field
of Service Engineering of the IST Programme (2009)

22. Pfleeger, S.L., Kitchenham, B.A.: Principles of Survey Research: Part 1: Turning
Lemons into Lemonade. SIGSOFT Softw. Eng. Notes 26(6), 16–18 (2001)

23. SAP. Service delivery framework - supporting service delivery for on-demand, busi-
ness network, cloud environments on an internet-scale (2009),
http://www.internet-of-services.com/uploads/

media/SDF-Value-Proposition 01.pdf

24. Shan, T.C., Hua, W.W.: Service Spectrum for Service Engineering. In: IEEE In-
ternational Conference on Services Computing, pp. 686–687 (2007)

25. Tarr, P., Ossher, H., Harrison, W., Sutton, S.M.: N Degrees of Separation: Multi-
Dimensional Separation of Concerns. In: Proceedings of the 21st International Con-
ference on Software Engineering, pp. 107–119 (1999)

26. Zimmermann, O., Krogdahl, P., Gee, C.: Elements of Service-Oriented Analysis
and Design. IBM DeveloperWorks Article (June 2004)

27. Zimmermann, O., Mueller, F.: Web services project roles. IBM DeveloperWorks
Article (January 2004)

http://www.internet-of-services.com/uploads/media/SDF-Value-Proposition_01.pdf
http://www.internet-of-services.com/uploads/media/SDF-Value-Proposition_01.pdf


Service Oriented Middleware for the Internet of Things:
A Perspective�

(Invited Paper)

Thiago Teixeira, Sara Hachem, Valérie Issarny, and Nikolaos Georgantas

INRIA Paris-Rocquencourt, France

Abstract. The Internet of Things plays a central role in the foreseen shift of the
Internet to the Future Internet, as it incarnates the drastic expansion of the In-
ternet network with non-classical ICT devices. It will further be a major source
of evolution of usage, due to the penetration in the user’s life. As such, we en-
vision that the Internet of Things will cooperate with the Internet of Services to
provide users with services that are aware of their surrounding environment. The
supporting service-oriented middleware shall then abstract the functionalities of
Things as services as well as provide the needed interoperability and flexibil-
ity, through a loose coupling of components and composition of services. Still,
core functionalities of the middleware, namely service discovery and composi-
tion, need to be revisited to meet the challenges posed by the Internet of Things.
Challenges in particular relate to the ultra large scale, heterogeneity and dynam-
ics of the Internet of Things that are far beyond the ones of today’s Internet of
Services. In addition, new challenges also arise, pertaining to the physical-world
aspect that is central to the IoT. In this paper, we survey the major challenges
posed to service-oriented middleware towards sustaining a service-based Internet
of Things, together with related state of the art. We then concentrate on the spe-
cific solutions that we are investigating within the INRIA ARLES project team as
part of the CHOReOS European project, discussing new approaches to overcome
the challenges particular to the Internet of Things.

1 Introduction

The Internet of Things (IoT) is characterized by the integration of large numbers of
real-world objects (or things) onto the Internet, with the aim of turning high-level inter-
actions with the physical world into a matter as simple as is interacting with the virtual
world today. As such, two types of devices that will play a key role in the IoT are sensors
and actuators.

In fact, such devices are already seeing widespread adoption in the highly-localized
systems within our cars, mobile phones, laptops, home appliances, etc. In their current
incarnation, however, sensors and actuators are used for little more than low-level infer-
ences and basic services. This is partly due to their highly specialized domains (signal
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processing, estimation theory, robotics, etc.), which demand application programmers
to assume the role of domain experts, and partly due to a glaring lack of interconnectiv-
ity between all the different devices.

To be truly useful, sensors and actuators must be ubiquitous rather than constrained
to an area around a small set of personal devices, such as a mobile phone or a car. This
translates to having a network with a massive number of things, spread over a large
area — until it covers the entire world. But as the number of sensors and actuators in a
network grows to millions and even billions, interoperability, scalability, and flexibility
challenges arise. Many of these challenges are, at the surface, the same as those already
observed in the existing Internet. However, as we contend later in this paper, these chal-
lenges are often significantly different when taking into consideration the complexity
of handling physical-world information, especially at never-before-seen scales.

The goal of this paper is to discuss these challenges and propose new directions
for solutions at the middleware layer. Throughout this discussion, we take a service-
oriented view by abstracting a thing as a software service that also has a physical side:
that is, things sense/actuate the physical world, and they carry physical attributes such
as location and orientation in space. We start in Section 2 by stating what in our view
are the foremost challenges of the IoT. Then, Section 3 surveys the existing IoT middle-
ware in the literature. Section 4 continues by presenting an overview of our envisioned
service-oriented middleware for the IoT, which aims to address the challenges posed
by the IoT by leveraging well-studied characteristics of physical phenomena. Finally,
Section 5 concludes the paper.

2 Challenges

Many of the challenges related to the Internet of Things are directly inherited from
the existing Internet. However, when factoring in the massive scale of the IoT with the
intricacies of handling the physical-world information (something that is not consid-
ered in the traditional Internet), we find that even some of the most commonly-studied
challenges of the Internet appear with significant differences in their IoT manifestation.

In the discussion below, we describe those challenges that stand out, using minimal-
istic examples in an effort to pinpoint the fundamental cause of each of them. Note,
however, that real-world uses of the IoT will no doubt be much more complex. As a re-
sult, these challenges will appear not in isolation, but rather as any number of different
combination thereof. What we search is a system that can address these even when they
occur simultaneously.

1. Scale—When performing a sensing or actuation task that pertains to millions of
Sensors or Actuators (S&A), it is often infeasible to coordinate every one of the
required devices due to constraints such as time, memory, processing power, and
energy consumption. To put this into perspective, consider the simple case of an
application that requires to know the average air temperature on the city of Paris at
this very moment. The answer to this query can be “easily” found by calculating
the mean value of the set of temperature readings of all the thermometer-carrying
devices in the region. However, if there are millions of such devices in Paris, then
this set of temperature readings quickly grows unmanageable. Thus even a simple-
looking query such as this often leads to unattainable results when the massive
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scale of the IoT is factored in. In this example, the solution taken by a domain ex-
pert might be to approximate the average temperature by selecting a small sample
of temperatures uniformly-distributed within the city, using the well-known equa-
tions for the sampling distribution of the mean to calculate the optimal sample size.
However, how can an IoT middleware bypass the need for a human expert in the
loop, and perform this probabilistic sensor selection on its own?

2. Deep Heterogeneity—An important aspect of the IoT that is usually not empha-
sized enough is that services representing things are much more heterogeneous
than typical services on the current Internet. For one, due to cost considerations,
new sensing/actuating hardware will often not replace older generations in already-
deployed networks — rather, different generations of devices will operate alongside
one another. Likewise, it is probable that the future Internet will be composed of
numerous sensor/actuator networks deployed by distinct entities, for distinct rea-
sons. In all of these cases, these networks are bound to contain devices from an
assortment of vendors, with highly varying sensing/actuating characteristics, such
as error distributions, sampling rates, spatial resolution, and so on. All of these pa-
rameters (including functional and non-functional properties) lead to a deep hetero-
geneity that makes S&A networks extremely hard to work with, even for experts.
And as networks increase in size, delegating these types of coordination tasks to
humans will simply not be feasible. In such a dynamic environment, with so many
unknowns, it is clear that fully automated methods for high level inference will
become a necessity.

3. Unknown Topology—Much like the existing Internet, one of the IoT’s main char-
acteristics is the fact that its topology is both unknown and dynamic. As a conse-
quence, applications will often end up depending on services which are not actu-
ally available from any single preexisting component of the network at that given
time. For instance, if an application would like to obtain the value of the wind-chill
factor at a certain location, it may happen that the network does not have a wind-
chill sensor in that exact neighborhood. However, if instead the network does have
temperature and wind speed sensors (i.e. anemometer), then a field expert could
easily obtain the desired information through the composition of the temperature
and wind speed readings using the well-known wind-chill equation. This is possible
because the function of a wind-chill sensor is equivalent to the function provided
by the thermometer/anemometer combination put together by the expert. The ques-
tion is, then: can an IoT middleware perform these types of functional substitutions
on its own without supervision? How can this type of service composition be per-
formed in an optimal manner when the network is massive in scale, with unknown
topology?

4. Unknown Data-Point Availability—A second consequence of the unknown topol-
ogy is that sometimes there will be no suitable device at the desired geographical
location or, other times, the device has not collected/stored the data-point that is
desired. However, oftentimes the missing data-points can be estimated with a very
high degree of accuracy. For instance, if an application would like to know the tem-
perature at a location where no thermometer exists, then an expert should be able to
estimate the result using the values of the temperature readings in the surrounding
area (for example, with a Kalman filter). Or when the application requires access
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to the location of a car at some time t1, but only the locations at time t0 and t2 are
known (t0 < t1 < t2), then a user versed in Newton’s laws of motion should be
able to calculate the midpoint-speed t1. But how can these estimations take place
in an automated fashion, without the need for human intervention?

5. Incomplete or Inaccurate Metadata—The solution to many of the challenges
above likely lies on the extensive use of metadata. However, since much of this
metadata must be manually entered by a human operator at installation time, in a
massive network this will surely result in a large amount of incomplete/inaccurate
information due to human error. In addition, some of this information includes char-
acteristics that change over time (e.g., calibration parameters). Therefore, even dis-
counting human error, the state of the metadata in the network is bound to degrade
until it no longer represents reality. In these scenarios, how can missing metadata
be recovered? And how can existing information be monitored and updated when
necessary?

6. Conflict Resolution—Conflict resolution is an issue that arises mainly with actua-
tors, but not so much with sensors. Conflicts arise, for instance, when multiple ap-
plications attempt to actuate the same device in opposing ways, or when they would
like to exert mutually-incompatible changes on the environment. For example, in a
scenario where a smart building is able to adapt to people’s personal temperature
preferences, one person may want a choose a temperature of 17C while the other
25C. A human mediator would likely resolve this conflict using the average of the
two temperatures, 21C. However, a much tougher example presents itself in the ac-
tuation of pan-tilt-zoom cameras: if one application requires the camera to turn left,
and the other requires it to turn right, how can the network satisfy both applications
— or at least gracefully degrade their quality of service?

3 Related Work

Most middleware solutions for the IoT adopt a service-oriented design in order to sup-
port a network topology that is both unknown and dynamic. But while some projects
focus on abstracting the devices in the network as services (such as in HYDRA[1–
3], SENSEI [4], SOCRADES[5], and COBIS[6]), other projects devote more attention
to data/information abstractions and their integrations with services (among which are
SOFIA1 [7], SATware[8], and Global Sensor Networks GSN [9]). A common thread
throughout all of these solutions, however, is that they handle the challenge of unknown
topology through the use of discovery methods that are largely based on the traditional
service/resource discovery approaches of the existing Internet, ubiquitous environments
and Wireless Sensor & Actuator Networks [10–12]. For instance, SOCRADES provides
discovery on two levels, the device level and the service level, which can employ either
standard WS-discovery (for WS Web Service) or a RESTful discovery mechanism (for
RESTful services). COBIS, on the other hand, uses its own service description lan-
guage COBIL2 (Collaborative Business Item Language) where service functions and
keywords are annotated with a verbal description.

1 http://www.sofia-project.eu
2 http://www.cobil-online.de/cobil/v1.1/

http://www.sofia-project.eu
http://www.cobil-online.de/cobil/v1.1/
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Another point of agreement in the state-of-the-art in IoT middleware is in the wide-
spread use of semantics and metadata to overcome heterogeneity challenges. Indeed
it is standard practice to use ontologies to model sensors, their domains, and sensor
data repositories [2, 13, 14]. Some projects even go a step further and also include con-
text information[4], or service descriptions[5]. And as a type of service composition,
many projects support the concept of virtual/semantic sensors (for instance, in HYDRA,
GSN and SATware), i.e. entities that abstract several aggregated physical devices under
a single service. A different implementation of a similar idea, though, is provided in
the SATware project: in their work, virtual sensors actually correspond to transforma-
tions applied to a set of raw sensor streams to produce another semantically meaningful
stream. Although it can be said that the concept of virtual sensors is a sort of service
composition, one must be careful to point out that this composition is not fully dynamic,
in that the services are first specified at design time, and only then are they dynamically
mapped onto the network at run time. In contrast, a much more flexible type of com-
position is to perform both operations at run time, through the help of small predefined
composition building blocks as supported by the SENSEI and SOCRADES projects.

Regarding scalability, most IoT projects address this challenge by pursuing modi-
fications in the underlying network topology. At times, this is done by adopting fully-
distributed infrastructures (such as in COBIS and SOFIA), and at other times through
an architecture of peer-to-peer clusters (e.g., GSN). In our view, however, while these
approaches work well for the existing Internet (where traffic is made up of a relatively
small amount of service interactions) they are not fit for the complex weave of interac-
tions that will be commonplace in the Internet of Things. In the IoT, a large number of
requests will involve intricate coordination among thousands of things and services,
whereas on today’s Internet most requests are largely point-to-point. Therefore, the
number of packets transmitted in the network will grow strongly nonlinearly as the num-
ber of available services increases. In such an environment, performing even a simple
service discovery or composition may exceed acceptable time, processing, and memory
constraints. For this reason, in Section 4, we propose to address the challenge of scal-
ability by modifying the discovery and composition algorithms themselves, rather than
focusing solely on designing optimal network topologies.

Finally, among the aforementioned projects, to the best of our knowledge, none
considers the challenges of data-point availability, inaccurate metadata, and con-
flict resolution. To address such issues, in our proposed work, we rely on the highly-
structured nature of physical information. We design our middleware to support not
only semantic models but also estimation models that perform all of these tasks trans-
parently, in the background, without ever burdening the application with the internal
details of this process. In some ways, it can be said that this aspect of our approach
bears some similarity with Google’s Prediction API3. This is a web service which al-
lows application writers to train and use classifiers on their own datasets without re-
quiring any knowledge of machine learning or data mining. In our work, however, we
do not aim to compete with the Prediction API, but rather provide the means by which
these kinds of prediction services can be leveraged without the user or application-
writer even knowing about it. The process, we claim, should be realized in a completely

3 http://code.google.com/apis/predict/

http://code.google.com/apis/predict/
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Fig. 1. Architecture of our IoT middleware

automated manner. To support all of these features, we envision an IoT architecture that
is described in the next section.

4 Blueprints of a Solution

To address the challenges of the IoT, we take a service-oriented approach as commonly
done in the literature, relying heavily on semantics to describe devices, their data, and
their physical attributes. Building upon this semantic, service-oriented foundation, how-
ever, we also introduce the support for mathematical models capable of estimation, cal-
ibration, and conflict resolution. As a result, our proposed architecture produces a loose
coupling of things and traditional services, all of which can contribute to resolving
sensing/actuation requests, but none of which is strictly required. When one of these
components is not available in the network, our middleware, then, makes use of estima-
tions, approximations, and predictions.

Our envisioned IoT middleware, as shown in Figure 1, consists of three parts: a
Discovery module, and Estimation & Composition module, and a Knowledge Base
(KB). A description of these three modules, and the main innovations that we introduce
in each of them, follows.

4.1 Discovery Module

The process of service discovery consists of two parts: registration and look-up. Regis-
tration is the process where each service connects to a server (called a registry) to give
some information about itself, including a network address. Look-up can be described
as finding the services that match a given set of desirable attributes (sensing modality,
geographic location, error characteristics, etc.). However, to address the challenges of
scale described in Section 2-1 we here introduce the concept of probabilistic discovery
to provide, instead, the set of services that can best approximate the result that is being
sought after. In the context of the example from Section 2-1, where a person would
like to find out the average temperature in Paris, the middleware should proceed by
first fetching the definition of “average” from the Knowledge Base, which includes a
description of the well-known equation for the sampling distribution of the mean. This
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equation states that in a network of M sensors, we can afford to instead use only N
sensors (N < M ) to calculate the average temperature within some mean error of e.
Then, with this information the middleware should perform the following actions:

1. Use the provided error equation to estimate the number N of sensors that will be
needed for this request.

2. Produce a random sample of N points in time, space, and other dimensions (such
as sensor/actuator orientation in space, their coverage area, or any other attribute of
a device).

3. Discover N devices in the network that approximately match those N points.
4. Given this set of devices, recalculate the error estimate.
5. Repeat 2–5, depending on whether the new error estimate is satisfactory.

The steps above are an instance of what we call a probabilistic lookup. That is, an
intelligently-constructed query that makes use of probabilities to find approximate sets
of services when exact solutions would be too costly to compute. In a similar man-
ner, another aspect of discovery that can also be made probabilistic is the registration
process. In probabilistic registration, services use non-deterministic functions to deter-
mine (1) which registry they should register with, (2) at what times registration should
take place, and (3) what attributes they should register with each registry. Part of our up-
coming research will consist on characterizing the different combinations of probability
distributions that can be used throughout the discovery process (during both lookup and
registration), in order to establish the advantages and disadvantages of each discovery
scheme.

4.2 Composition and Estimation Module

As can be seen in Figure 1, the component that is directly in charge of processing
sensing and actuation requests is the Composition & Estimation module. Within this
module, the process responsible for coordinating all tasks is the composition process.
“Composition” consists of finding a dataflow graph that, given a description of the input
parameters and the format of the desired output, connects the available services in order
to produce the desired output from the parameters.

To clarify what this means, let us consider a brute-force implementation of the com-
position process, consisting of the following phases:

1. Expansion: This step expands the initial query by replacing each term with an
equivalent expression, found by traversing the domain ontology. In this brute-force
implementation, the final result of the expansion phase is a set of all possible com-
binations of service dataflows that answer the initial query.

2. Mapping: This step takes all dataflows produced by the expansion step and maps
them to the actual network topology. As such, mapping is necessarily performed by
interacting closely with the Discovery module. This phase also interacts with our
device ontology (present in the KB) that models real world devices, to complement
any information found to be missing during the discovery process. The output of the
brute-force mapping step is the set of all possible mappings of the input dataflows
onto the network topology.
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3. Optimal mapping selection: Once all feasible dataflows have been mapped (in the
mapping phase), the IoT middleware must choose one dataflow to enact. In this
phase, therefore, a dataflow that is (in some predefined way) optimal is found and
passed on to the execution block, below.

4. Execution: Now that the best composition of services has been determined for the
query, in the execution step the services are actually accessed and the result is
returned (or stored). In addition, during execution, the middleware must check for
any conflicts that may arise at run-time, in a process that we call conflict resolution.

In an ultra-large-scale network with a large-scale Knowledge Base, seeking an optimal
composition becomes an intractable problem. So instead of pursuing an exact solution
as was done in the brute-force case above, in our research we will pursue the idea of
approximately-optimal composition, where the concepts of expansion and mapping
are modified as follows:

1. Smart expansion: To avoid exhaustively calculating all possible equivalent sets of
dataflows, only one of which will eventually be selected during the optimization
phase, a much smarter approach to expansion is to instead produce a reduced set of
good candidate dataflows. These candidates are the dataflows that have the highest
likelihood of having a matching overlay in the network that satisfies a set of prede-
fined constraints. An example constraint could be that the predicted execution time
should fall within a certain acceptable interval.

2. Probabilistic mapping: Taking as input the set of candidate dataflows from the pre-
vious phase, the probabilistic mapping phase differs from regular mapping in that
it does not attempt to find all possible mappings of the input dataflows into the net-
work topology. Instead, this phase will randomly pick a small subset of all imple-
mentable mappings by making small, atomic queries to the probabilistic Discovery
module. The result is a much reduced set of dataflow mappings that are computed
in considerably less time and using (hopefully) orders of magnitudes less resources.

So far, all of the new features mentioned above focus on addressing the way the chal-
lenges of scale, heterogeneity, and unknown topology magnify one another. However,
in addition to these challenges, we also address the challenge of unknown data-point
availability (Section 2-4), by injecting in the IoT middleware enough knowledge about
sensing, actuation, physics, devices, etc., to be able perform the automated estimation
of any missing data-points. This is possible through the use of physical/statistical mod-
els that are provided a priori by field experts and made available in a Knowledge Base.
Then, when a missing data-point is detected, or when more accurate data is requested
by an application, the middleware can apply the provided models onto the timeseries of
measurements from a set of sensors, and therefore estimate the most likely true value
of the data at the desired spatiotemporal point. This process takes place in three steps:

1. Model discovery: Look in the KB for models related to the desired devices.
2. Optimal model selection: Pick the most appropriate models based on a few param-

eters and a cost function (also specified in the ontology).
3. Estimation execution: Apply the models to the existing historical data from sensors,

using as input parameters the sensor and deployment metadata. This will be done
using pre-developed engines for each model.
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Furthermore, it is likely that the same framework used for automated estimation can be
extended to support auto-calibration and conflict-resolution techniques, given that all
of them rely on enacting expert-provided models stored in the KB. This would address
the challenges described in Sections 2-5 and 2-6. In the case of the former challenge,
the same physical and probabilistic models employed during estimation could even be
reused with little or no changes: here, however, the models would be executed back-
wards, to extract the parameters given the data (i.e. calibration), rather than estimate the
data given the parameters (estimation).

4.3 Knowledge Base

A key piece that is fundamental to all others listed above is a comprehensive set of
ontologies describing sensors, actuators, physical concepts, physical units, etc., as well
as spatiotemporal and statistical correlation models of the data. This set of ontologies
goes by the name “Knowledge Base”, consisting of three parts:

The Domain Ontology carries information about how different physical concepts are
related to one another. For instance, the “wind chill” concept can be described as a
function two other concepts: “temperature” and “wind speed”. This ontology also links
each physical concept with a set of physical units (“km/h”, “m/s”, etc.) as well as
with the known sensors/actuators that can measure/change them.

The Device Ontology stores information regarding actual hardware devices that may
exist in the network, including manufacturers, models, type of device, etc., and connects
each device to related concepts in other ontologies (for example, which physical units
it uses when outputting data, what is the device’s transfer function, etc.).

Finally, the Estimation Ontology contains information about different estimation
models (“linear interpolation”, “Kalman filter”, “naı̈ve Bayesian learning”, etc.), the
equations that drive them, the services that implement them, and so on.

Turning once again to the example from Section 2-3, what should be clear is that even
the simplest-looking requests, upon closer inspection, end up requiring a rather complex
composition of services in order to obtain an accurate result. However, it is likely that
once the IoT infrastructure is in place, the most common requests will certainly be much
more complex than the examples in this paper. Therefore, one of the greatest challenges
in building a middleware for the IoT lies in envisioning an architecture that can grow
and adapt to new, unforeseen situations. We believe that the system outline presented
here fulfills this requirement. By deriving its composition and estimation decisions from
models entered by domain experts in a Knowledge Base, our middleware is built from
the ground up to evolve with the ever-changing demands of future IoT applications.

5 Conclusion

We have described the core challenges of the Internet of Things, and analysed the state-
of-the-art within the context of these challenges. We, then, proposed an IoT middleware
that addresses these challenges through probabilities and approximations. Our middle-
ware adopts a service-oriented architecture to abstract all sensors and actuators as ser-
vices in order to hide their heterogeneity, and relies heavily on a knowledge base that
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carries information about sensors, actuators, manufacturers, physical concepts, phys-
ical units, data models, error models, etc. To address challenges stemming from the
IoT’s massive scale and deep heterogeneity, we concentrate on three core research con-
tributions: probabilistic discovery, approximately-optimal composition, and automated
estimation. Together, these three contributions will allow our middleware to respond to
sensing or actuation requests while managing the complex relationship between accu-
racy and time, memory, processing, and energy constraints.
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Abstract. The Future Internet will emerge through the convergence of
software services, things, content, and communication networks. Service-
orientation is expected to play a key role as enabling technology that
allows the provisioning of hard- and software entities and contents as ser-
vices. The dynamic composition of such services will enable the creation
of service-oriented systems in the Future Internet (FI Apps), which will
be increasingly provided by third parties. Together with increased expec-
tations from end-users for personalization and customization, FI Apps
will thus face an unprecedented level of change and dynamism. Based
on our understanding of adaptive service-oriented systems, this paper
discusses the key adaptation characteristics for FI Apps (illustrated by
a concrete application domain). The importance of each of those char-
acteristics has been empirically assessed by means of a survey study. We
provide the results of this study which can help in better understanding
where future research and development effort should be invested.

1 Introduction

The Future Internet (FI) is expected to become a ubiquitous infrastructure that
will overcome the current limitations of the Internet for what concerns interop-
erability, accessibility, resource efficiency, security, and trustworthiness, as well
as integration with the physical world [9]. Specifically, the Future Internet will
be built around four major areas: The IoS (Internet of Services) that relates to
the provision, discovery, composition, and consumption of (software) services via
the Internet. The IoT (Internet of Things) relates to embedded systems, sensors
and actuators that collect and carry information about real-world objects via
their interconnection with the Internet. The IoC (Internet of Content) relates to
the discovery, distribution, combination, and consumption of all kinds of media
objects (e.g., text, 3D graphics and audio) which carry meta-information about
their content and can be accessed via the Internet. Finally, NoF (Networks of the
Future) relates to ubiquitous communication facilities (e.g., mobile, broadband).

In the Future Internet setting, services are expected to play a key role as
enabling technology and core building entities. These services will provide the
right level of abstraction from hard- and software entities, extending from busi-
ness functions to data storage, processing and networking, devices and content.

W. Abramowicz et al. (Eds.): ServiceWave 2011, LNCS 6994, pp. 230–241, 2011.
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Service-oriented systems in the Future Internet, we call them FI Apps, will be
dynamically composed from these service-based entities, operating on federated,
open and trusted platforms exploiting the Future Internet areas.

The capabilities and features of FI Apps will be increasingly provided and
“owned” by third parties. Examples include Internet-based software services,
public sensor networks, and cloud infrastructures. Due to this “shared owner-
ship” [1]), FI Apps will face an unprecedented level of change and dynamism.
Further, expectations from end-users for what concerns the personalization and
customization of those FI Apps are expected to become increasingly relevant for
market success. For instance, a FI App should be able to adapt depending on
the usage setting (e.g., office vs. home) or based on the available communica-
tion infrastructure (e.g., sensors vs. WiMAX). It will thus become increasingly
important to engineer FI Apps in such a way that those applications can dy-
namically and autonomously respond to changes in the provisioning of services,
availability of things and contents, as well as changes of network connectivity
and end-user devices, together with changes in user expectations. Ultimately,
this means that adaptation will become a key capability of FI Apps.

There has been significant progress for what concerns principles and tech-
niques for building adaptive service-oriented systems. For example, many solu-
tions have been developed within S-Cube1. However, if we consider the Future
Internet setting, those solutions will need to be significantly augmented, im-
proved and integrated with a complete systems perspective. Specifically, this
requires significant progress towards novel strategies and techniques for adap-
tation, addressing key characteristics of adaptive FI Apps. To enable the next
wave of adaptive service-oriented systems in the Future Internet, it will thus be
critical to understand the importance of the various adaptation characteristics
to specifically target research and development activities.

This paper, therefore, identifies and analyses key characteristics of adaptive
FI Apps (Section 3). Those characteristics are illustrated with examples from a
scenario of the application domain of transport and logistics (Section 2). The
paper scrutinizes the relevance of those different characteristics through an em-
pirical study (Section 4). As a research method we have employed an exploratory
survey study, involving 51 respondents from the Future Internet community.

2 The Transport and Logistics Scenario

Modern transport and logistics processes are characterized by distributed inter-
organization activities often spanning several countries and continents. An illus-
tration of current transport and logistics process associated with the construction
of an offshore wind energy plant is presented in Figure 1. Based on this example,
we describe some of the limitations of current processes and present insights on
how Future Internet can contribute to overcome those limitations.

1 The EU Network of Excellence on Software Services and Systems.
http://www.s-cube-network.eu/

http://www.s-cube-network.eu/
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(a) Current Process (b) Process using the Future Internet

Fig. 1. Offshore Wind Energy Plant Example

Figure 1(a) shows the stages required currently to accomplish the construc-
tion of a wind energy engine. The individual components are produced by various
suppliers that typically are geographically distributed and in the first stage they
are delivered to the manufacturer (i.e., the system integrator) of the wind en-
ergy station who is responsible for storing these components. To ensure that all
resources and semi-finished goods are available on time at the production line,
this structure of the supply chain requires a considerable amount of buffer and
warehousing space at the sites of each supplier as well as at the system integra-
tor. This inefficient and highly cost intensive process results from the fact that
current logistic processes lack the required end-to-end visibility of the supply
chain, which itself results from insufficient integration between IT systems of
the various logistics stakeholders.

After component production and supply management, the complete wind en-
ergy station is constructed in a trial assembly for a full operational test (stage 2).
This is required to ensure defect-free operation as expected by the end-customer,
and can avoid any costly and time-consuming delivery requirements for missing
or defective parts when assembly occurs at the final destination. From the busi-
ness perspective, the trial assembly is necessary because the information provided
throughout the supply chain is often incompatible, so that operational reliability
cannot be guaranteed by merely inspecting the documentation of the delivered
components. After the trial assembly and a final operational test, the plant is
disassembled and shipped to the intended destination (stage 3).

This example shows that current transport and logistics processes face obsta-
cles that prevent the achievement of a more reliable, lower cost and environmen-
tally friendly industry. Solutions for these obstacles must be characterized by:
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integration of different ICT environments, better integration among systems and
the real world, reduction of manual intervention and guarantees of ubiquitous
access to information among the partners. The Future Internet is an alternative
that can encompass all these characteristics. Indeed, the employment of Future
Internet areas, as illustrated in Figure 1(b) can enable the end-to-end visibility
of the supply chain, where information derived from the real world (e.g., data
retrieved from sensors or cameras in the vessel) can be ubiquitously accessed
by all the partners of the chain (using for this any kind of network connectiv-
ity) and the service based applications of those partners are able to exchange
information, negotiate and collaborate in order to accomplish the business goals
of the supply chain. The environment aforementioned constitute, indeed, the so
called Future Internet application. In such heterogeneous environment, dynamic
and unexpected changes can happen and, thus, adaptive characteristics become
of great importance for Future Internet applications.

3 Adaptive Characteristics of FI Apps

In this section, we elaborate key characteristics for adaptive FI Apps. Those
characteristics have been identified jointly by S-Cube, the EU Network of Excel-
lence on Software Services and Systems [7], and FInest (the EU FI PPP Use case
project on transport & logistics). Figure 2(a) shows the projects’ shared under-
standing of the the layers of the Future Internet. This will be used to explain the
different adaptation characteristics and their relationships that are presented in
Figure 2(b) and described further below.

The Future Internet Platform layer (in Figure 2(a)) constitutes generic tech-
nology building blocks from various Future Internet areas (IoS, IoC, IoT and
NoF). Those building blocks can be instantiated to platform instances on top of
which FI Apps can be executed. The Future Internet Application layer consti-
tutes domain-specific technology building blocks, as well as domain-specific FI
Apps. As illustrated in Figure 2(a), possible application domains are transport

(a) Layers of Future Internet (b) Adaptive Characteristics

Fig. 2. Future Internet Layers and Adaptation
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& logistics, eHealth and media. The Socio-Economic layer constitutes networks
of people and organizations, which can benefit from the FI Apps.

3.1 Cross-Layer Adaptation

The proposals in the research literature highlighted fundamental aspects of cross-
layer adaptation in service-oriented systems [7,1]. These proposals considered
the interaction among the SOA layers (business process management, service
composition and service infrastructure). For FI Apps, however, the cross-layer
adaptation is expected to gain a much broader meaning. An example of how
cross-layer adaptation might have to be reconsidered can be derived from the
scenario presented in Section 2. Consider that sensors are used to monitor the
conditions of the wind engine parts transported by the vessel (Figure 1(b)) and
this information is used by the supply logistic chain to organize and synchronize
the collaboration among the parties (all suppliers, warehousing and transport
providers). Now, if the vessel informs that goods inside of the containers have
been damaged, this information must be escalated up to the Socio-Economic
Layer so that the parties can adapt their applications and business values and
networks in response to a change in the FI Platform layer. Therefore, future
service-oriented systems need to expand on the concept cross-layer adaptation.

3.2 Cross-Area Adaptation

As motivated in the introduction to this paper, the Future Internet will enable
end-users to experience an ubiquitous and transparent access to applications,
services and information using any kind of device at any time. One important
consequence of this vision is thus the anticipated need for FI Apps to adapt
not only considering the changes and resources in one specific area (e.g., service
availability in the IoS), but also regarding other areas (e.g., adapting accord-
ing to sensor information availability in the IoT). In our running example, for
instance, if the sensors of the vessel stop sending information for the transport
& logistics application, it is necessary to start adaptive actions to gather infor-
mation about the status of the containers in the vessel from other sources. One
possible solution would be to exploit the capabilities of the IoC, e.g., by pro-
cessing the video streams from the surveillance cameras of the vessel. Cross-area
characteristics of adaptation, thus, can lead to many new research questions.
One of such questions, is related to understand the limits and the interactions
between the adaptive capabilities in each of the FI areas.

3.3 Distributed Adaptation

Most of current solutions for adaptation in the scope of service-oriented appli-
cation (i.e., based on third-party services) typically employ a central entity for
gathering information from distributed sources and taking the decisions. This
leads to at least two critical problems. First, in a third-party scenario, the central
entity will only have limited access to information from the third-party service
providers (e.g., the load of the computing infrastructure at the providers’ side
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is unknown to the service user). Second, a central entity will present classical
problems like single point of failure, lack of scalability, and bottlenecks which
will not be acceptable once the scale of the Future Internet. In our view, distri-
bution is not only about retrieving information from distributed entities, but it
is also about the distribution of the actual decision-making process. This need
is expected to be exacerbated if we also take into account the relevance of cross-
layer and cross-area characteristics in FI Apps. In our example, for instance,
once the vessel informed to the collaborative supply chain (Figure 1(b)) that a
container is damaged and the parts of the wind engine are compromised, the
service-oriented application of each partner in the supply chain has to adapt, for
instance, by re-negotiating contracts (e.g., delaying the actual physical trans-
port and requesting more warehouse space). In this case, the service-oriented
applications could distribute and negotiate the decision of which parts of the
supply chain should adapt because in such a distributed business network it will
not possible to collect complete information from all the parties (e.g., due to
privacy or IP concerns). Thus, distributed decision-making would help to avoid
unilateral and isolated adaptations in the supply chain.

3.4 Context-Aware Adaptation

The information about the context in which service-based systems are executed
as well as their users impact on the expected behaviour and quality of the sys-
tems [7]. For the Future Internet, not only information about the users’ context
will impact on the applications, but also other context aspects from the FI areas
related to the application will gain importance; e.g., information about the envi-
ronment (from IoT) or about the geographic region (from IoC). For example, if
the service-oriented applications of the supply chain of the wind energy plant do
not receive the expected report from the vessel, they cannot assume that adapta-
tion actions are needed because no status of the wind engine parts was received.
It is necessary to check the context of the vessel. For instance, because of a very
strong storm, the radio and satellite communications might have been inter-
rupted. One possible manner to become aware of such a context change would
be through the combination of information from GPS and weather forecasts.
Another context-aware adaption issue in the transport and logistics scenario is
associated with country-specific regulations. In this case, if some change occurs
and the freight needs to be delivered through another country, the documents
and delivery processes need to be adapted to reflect that country’s regulations.

3.5 Autonomic and Human-in-the-Loop Adaptation

One important perspective of Future Internet applications will be the involve-
ment of different user roles in the adaptation activities. Although many adap-
tation decision can be performed autonomously (e.g., communication networks
and computing infrastructures are furnished with self-* capabilities), there will
be a certain limit for such an automation. Specifically, once adaptation decisions
can impact on the business strategy and success of an organization, or it in-
volves creative decision making, humans need to be involved in the adaptation
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process. This means that there will be a range of adaptation strategies from
completely automated (autonomous) to interactive and manual (human-in-the-
loop), as illustrated in Figure 2(b). In the wind energy scenario, for example,
when the vessel informs the application that parts of wind engine are damaged,
there might be the option to automatically contract an alternative provider for
those parts. However, a more effective decision would have been to change the
assembly order of the parts, thereby saving the costs incurred in starting a new
procurement process with an alternative provider. When designing adaptive FI
Apps, we thus need to find a proper balance between these two characteristics.

3.6 Reactive and Proactive Adaptation

The adaptation of service-oriented applications mostly occurs reactively, i.e., the
application is re-configured due to changes in the context or due to faults of third-
party services [7]. In contrast to reactive adaptation, preventive and proactive
adaptation offer significant benefits. Preventive adaptation is associated with the
case in which an actual local failure is repaired before its consequences become
visible to the end-user, while proactive adaptation predicts future failures and
changes, and modifies the application before those changes impact2. For instance,
if a problem is discovered before it impacts on the actual application, no com-
pensation or roll-back actions have to be performed (cf. [5,8]). For the FI Apps
proactive adaptation is expected to gain further importance, mainly because of
the heterogeneity of elements involved in the design of such applications and the
intensification of the inter-organizational dependencies. Thus, a local fault can
lead to a chain of reactive adaptations across organizations. For example, in the
construction of the wind energy plant, the transport and logistics application
must be very well synchronized in order to avoid extra costs with transport and
warehousing in case of delays. A proactive supply chain application for this sce-
nario (as illustrated in Figure 1), could predict – e.g., based on weather forecasts
– if deviations along some of the transport routes might occur (e.g., when severe
thunderstorms impact on air-traffic situations). If such a deviation is predicted,
the FI App could either modify the transport processes by using alternative
transport modes (such as trains), or schedule further warehouse capacity.

4 Survey Study

Currently, there are few empirical studies for what concerns assessing the im-
portance of characteristics of FI Apps. The NESSI membership survey (pub-
lished in May, 2011) is one of those. That survey has identified “adaptable” and
“self-manageable” as being among the top 7 characteristics. However, no further
details on what kind of “self-management” or “adaptiveness” would be expected
has been provided. Therefore, to gain insight into the practical importance of
the various characteristics of adaptive FI Apps (as the ones identified in Sec-
tion 3), we have performed an exploratory survey study involving practitioners

2 In this paper, preventive adaptation is subsumed in proactive adaptation.
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and researchers involved in Future Internet activities. This section reports on
the design and the results of this survey study, for which we follow the recom-
mendations for empirical research by Kitchenham et al. [2].

4.1 Context

The survey study was performed by involving the participants of the 6th Future
Internet Assembly, which was held in Budapest from 17-19 May, 2011. The
Future Internet Assembly serves as a forum, where European and international
practitioners, academics and policy makers come together to discuss emerging
issues in the Future Internet. More specifically, the survey study was carried
out as part of a dedicated session on “Adaptive Future Internet Applications”,
co-organized by the authors3. We consider the FIA event as an ideal setting for
our survey, as its participants are representative for the FI community.

The research question that we aimed to answer with this survey study were
associated with the importance of the different characteristics of FI Apps. In
addition, we wanted to explore the relative importance of adaptation for the
various layers, areas and application domains that we see emerging in the Fu-
ture Internet (see Section 4.3 for details). We believe that the outcomes of the
survey can give insights that contribute to a better understanding of the practi-
cal relevance of the issues addressed in this empirical study and ultimately can
lead to more targeted research activities (as analyzed in Section 3).

4.2 Design, Execution and Data Collection

Concerning the design of our survey questionnaire, we specifically took into
account the following findings from psychology as reported by Krosnick [3].

(i) Based on the observation that ranking can be very time consuming and that
people enjoy ratings more than rankings, we asked participants to rate the
various characteristics. We decided to determine the ranking based on the
rates by applying a simple weighing function to the responses.

(ii) Concerning the answer choices, we did not offer a “no opinion” choice.
This was based on the observation that offering a “no opinion” choice, can
compromise data quality. Further, we used verbal scale labels, as numeric
labels might convey the wrong meaning. Following a recent survey study
presented by Narasimhan and Nichols [6], we used their five-point scale
employing the following labels: unimportant, of little importance, some-
what important, important, very important. Finally, we started with the
negative options first, as studies have shown that people tend to select the
first option that fits within their range of opinion. By doing so, our study
will thus lead to more “conservative” results.

The questionnaire has been pretested by 10 researchers from our institute. This
pretest lead to significant improvements for what concerns the understandability
3 http://www.future-internet.eu/home/future-internet-assembly/

budapest-may-2011.html

http://www.future-internet.eu/home/future-internet-assembly/budapest-may-2011.html
http://www.future-internet.eu/home/future-internet-assembly/budapest-may-2011.html
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of questions and options. Specifically, questions that have been perceived as
difficult to understand have been augmented with examples. In addition, the
context in which the survey was carried out (the session at FIA) started with
a short introductory presentation that explained the key terminology. Further,
three different application domains have been presented to further illustrate
adaptive FI Apps. Those included media, eHealth, as well as transport and
logistics (the last one being described in Section 2 of this paper).

Each of the participants has been handed a survey questionnaire (see Sec-
tion 4.2) during the course of the FIA session. Altogether we received responses
from 19 of the 51 of the registered participants of the session4, i.e., we achieved
a response rate of 38%. As we have distributed the questionnaire only to the
participants of the FIA session on “adaptive services”, we can assume a general
interest and knowledge about the topic and thus can expect good data qual-
ity. Further, as Table 1 shows the respondents demographic distribution closely
matches that of the population, which implies that respondents constitute a
representative sample.

Table 1. Demographic Distribution (Organization Type)

Population (% of TOTAL) Academia Industry Other TOTAL

Registered Participants 26 (51%) 24 (47%) 1 (2%) 51

Survey Respondents 10 (53%) 8 (42%) 1 (5%) 19

4.3 Analysis, Findings and Validity Threats

The results of our survey are presented along the four questions that we asked
the participants:

Q.1 How important are the following adaptation characteristics for Future In-
ternet applications?

Q.2 How important are adaptation capabilities within the following Future In-
ternet areas?

Q.3 How important are adaptation capabilities on the following layers?
Q.4 How important are adaptive FI applications for the following application

domains?

The adaptation characteristics and the rating for each one of them are illus-
trated in Figure 3. The three most important characteristics are context-aware,
human-in-the-loop and cross-layer, which indicates the need to better under-
stand the role of users for what concerns adaptation of FI Apps. Usage settings
constitute a relevant context factor, human-in-the-loop adaptation relies on the
critical decision making capabilities of humans, cross-layer adaptation involves
the business and socio-economic layers, where human interaction starts to play
an important role. Reactive and proactive adaptation capabilities have been
4 Organizers and speakers did not answered the survey in order not to bias the results.
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rated roughly similarly, indicating that both characteristics need to be consid-
ered for FI Apps. Interestingly, distributed and cross-area adaptation have been
ranked least important. Although the recent research literature points out some
proposals towards distribution in service-oriented systems [4], it seems that this
is not perceived yet as an important feature. We perceive the low rating of cross-
area adaptation as a consequence of the fact that each one of the FI areas are
not consolidated and well established (in terms of their specification founda-
tions). Therefore, it is comprehensible that the need for this type of cross-area
adaptation is not perceived as important.
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Fig. 3. Replies to Question Q1: Relevant Adaptation Characteristics

The left side of the Figure 4 illustrates the importance rating of question
“Q2”. Adaptation has been deemed to be most relevant for software services
(IoS) and for security, privacy and trust (SPT) aspects, followed right behind by
communication networks (NoF). Interestingly, adaptation in the IoT has been
deemed least important, which might be attributed to the fact that so far, the
IoT has been perceived a rather static entity, only now becoming increasingly
dynamic (e.g., due to the increased use of nomadic devices).
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Fig. 5. Replies to Question Q4: Relevant Application Domains

The observations associated with question “Q3” are presented in the right
side of Figure 4. The communication infrastructure layer has been deemed most
important, followed by the application and the business layers. Although the high
rank of the communication layer might contradict the findings that the IoS is the
most important area, one needs to understand that the adaptation of services can
be strongly impacted by network connectivity. Interestingly, adaptation at the
computing infrastructure layer (such as cloud) ranks as less important, although
one would expect that with increasing demands for cloud computing (such as
provisioning of SaaS for multiple tenants), adaptation should be more relevant.

Figure 5 shows the results related to question “Q4”. In this survey study,
eHealth with quite some difference from other domains, has been deemed the
application domain where adaptive capabilities will be most important. Smart
cities and utilities, as well as mobility, transport and logistics follow right behind.

The analysis of validity threats to our survey is also an important issue to
be discussed. We believe that the construct validity has been addressed by the
carefully design of the survey questionnaire as discussed in Section 4.2. The ques-
tionnaire itself is accessible at http://www.s-cube-network.eu/fia. Another
issue is the internal validity. In this survey study, one should be careful in inter-
preting the results for question Q.4, as three application domains, viz., eHealth,
transport & logistics and media have been elaborated during the FIA session,
thus possibly leading to biased answers. Finally, the we also analyze the external
validity threat, and we believe that Section 4.3 demonstrated that the respon-
dents of our session, during the FIA event, show a demographic distribution that
is very close to the one of the whole population of registered session participants.
Still, the participants in our survey study have not been selected randomly, which
implies that generalization of results should be done with caution [3,2].

Based on the aforementioned, therefore, we believe that the results of this
survey study can contribute to understand where adaptation can play a key role
for FI Apps. It also demonstrates which are the research fields where adaptation
issues can to be further explored, like human-in-the-loop, cross-area adaptation.

http://www.s-cube-network.eu/fia
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5 Conclusions

This paper has introduced and discussed key characteristics for service-oriented
systems in the Future Internet (FI Apps). In addition to identifying such charac-
teristics based on the state of the art, we have performed an empirical study to
assess the importance of those characteristics. The survey has confirmed some of
the typical expectations (e.g., the importance of adaptation for service-oriented
systems). However, the survey also lead to unexpected outcomes. Specifically,
distributed and cross-area adaptation capabilities have been deemed least impor-
tant, although one would have expected those characteristics to become highly
relevant in the Future Internet. We believe this deserves further investigation.
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Abstract. In the field of natural and engineering science, computer simulations 
play an increasingly important role to explain or predict phenomena of the real 
world. Although the software landscape is crucial to support scientists in their 
every day work, we recognized during our work with scientific institutes that 
many simulation programs can be considered legacy monolithic applications. 
They are developed without adhering to known software engineering 
guidelines, lack an acceptable software ergonomics, run sequentially on single 
workstations and require tedious manual tasks. We are convinced that SOA 
concepts and the service composition technology can help to improve this 
situation. In this paper we report on the results of our work on the service- and 
service composition-based re-engineering of a legacy scientific application for 
the simulation of the ageing process in copper-alloyed. The underlying general 
concept for a distributed, service-based simulation infrastructure is also 
applicable to other scenarios. Core of the infrastructure is a resource manager 
that steers server work load and handles simulation data.  

Keywords: Service compositions, simulation workflows, distributed simulations, 
BPEL, Web services. 

1   Introduction 

The importance of computer simulations increases steadily. Nowadays many 
scientific institutes utilize computer simulations for their research. Due to 
achievements in information technology it is possible to use more and more complex 
and hence realistic simulation models. Nevertheless, there is still potential to improve 
existing solutions. In collaborations with scientific institutes in the scope of our 
research project we perceived that many simulation applications are based on legacy 
software that was developed over years and is still in development process. Many 
authors contributed to the software and may already have left the institute or 
organization. Usually, there is no time, money or knowledge to re-implement the tools 
in a modern programming language. The software is simply enhanced with new 
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features. We experienced that there are many simulation tools in use that do not 
benefit from multi-core CPUs, distributed computing, Grid computing or computer 
clusters. The programs often cannot deal with parallel invocations, e.g. because they 
do not organize the result files appropriately. The simulation applications are 
monolithic or consist of only a few applications with simple, usually command line-
based interfaces. It is even common that simulations are programmed and compiled 
into an executable (e.g. simulations based on Dune, http://www.dune-project.org). In 
this case, the simulation parameters are hard-coded and can only be changed by 
programming and re-compilation. There are a lot of manual tasks for scientists, such 
as copying result files between the participating applications, starting these 
applications, or merging results. These and other problems leave room for 
improvements of existing scientific simulation applications. 

In this paper we present a conceptual architecture for a distributed simulation 
environment based on SOA and service compositions. In the last 5 to 10 years much 
research has been done to apply workflows for scientific applications (e.g. [1, 2, 3, 4]). 
We are convinced that workflows and service compositions possess great potential to 
improve the tool support for many scientists. These are the tools scientists work with 
every day. There is a need to automate and optimize simulation processes, to exploit 
recent developments in hard- and software, and to improve user-friendliness and 
flexibility of simulation applications. This can be done if modern IT and software 
engineering technologies and techniques are used. At the same time, scientists do not 
want to re-write existing code or re-implement applications for simulation tasks. The 
proposed concept addresses these and other requirements.  

The main contributions of the paper are follows: (1) based on a scenario for the 
simulation of solid bodies and on our experience on software projects with scientists 
we have conceived a concept for a service-oriented simulation infrastructure. Major 
part of the infrastructure is a resource manager that steers work distribution between 
the scientific services and that handles simulation data. (2) we have implemented the 
concept for the simulation of solid bodies with Web services (WS) and BPEL [5]. 
Where possible we adopt existing concepts, e.g. from Grid computing. 

The paper is structured as follows. Section 2 presents the real use case for the 
simulation of solids. In Section 3 we discuss related work. In Section 4 we describe 
the service composition-based simulation infrastructure using the example of Section 
3. Section 6 closes the paper with a conclusion. 

2   Related Work 

Using service compositions to orchestrate scientific applications is not new. E.g. for 
BPEL the applicability in the scientific domain is shown in [1, 6, 7], for YAWL in 
[8]. To the best of our knowledge no service-oriented scientific workflow system 
makes use of a resource manager as middleware for load balancing and simulation 
context storage. 

The Message Passing Interface (MPI) [9] is a specification of a programming 
model that allows parallel computing in Grids or computer clusters by exchanging 
messages, accessing remote memory or by parallel I/O. MPI provides a set of 
operations to implement the communication between applications. MPI-based 
programs mix process (or communication) logic and domain logic which is the main 
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difference to our approach with workflows/service compositions. This minimizes  
the communication overhead but increases the programming effort for scientists.  
Our service-based solution relieves scientists from the knowledge about other 
applications when implementing their modules/services, increases reusability of their 
applications, allows monitoring of the simulation process and load balancing in the 
infrastructure.  

Grid middleware (e.g. the Globus Toolkit (http://www.globus.org/toolkit/), Unicore 
[10]), especially in combination with Grid workflows, provide features similar to our 
approach, e.g. load balancing and distributed computing. The main difference is that 
we foresee a resource manager as first-class citizen in our infrastructure that handles 
and correlates simulation data. In Grids such a data storage is not a standard 
component. With OGSA [11] and the WSRF [12] Grid resources can be made 
available as services. Grid services provide operations to clients to steer their life time 
and to reserve computing time. These existing concepts had an impact on our ticket-
based approach to issue or deny computing power. Nevertheless, a middleware is 
needed to steer work distribution on Grid services based on the processor load of 
resources. This task is addressed by the resource manager proposed in this paper. In 
fact, our general concept allows using Grid services to conduct scientific simulations 
and to combine Grid and Web services for simulations.  

Pegasus [13] is a system to compile and run workflow-like graphs in Grids. 
Pegasus makes use of different catalogues that are conceptually similar to our 
resource manager. The site catalogue lists all participating servers; the transformation 
catalogue lists the software installed on these servers; and the replica catalogue 
contains the data items in the system. The difference to our resource manager is that 
Pegasus’ replica catalogue does not correlate data items to a specific simulation run. 
The user has to know or find out himself which items are associated.  

In a SOA environment, the enterprise service bus (ESB) has the task to find and 
bind services which are stored in a service registry [14]. ESBs do not account for the 
server load and for data correlation issues because business services are usually not 
resource-demanding and can serve many requests in parallel. The resource manager in 
this paper can be seen as a lightweight ESB and service registry with extensions to 
manage long-running, resource-demanding scientific services and the simulation data. 
In [15] the open source ESB Apache ServiceMix (http://servicemix.apache.org/)  
was extended with WSRF functionality so that resource properties can be used as 
service selection criteria besides the usual functional and non-functional service 
requirements. Simulation data storage features or fault handling patterns (e.g. service 
availability checks) are not implemented as foreseen in the proposed infrastructure. 

In [16] the authors propose a concept for passing arbitrary data by reference in 
BPEL (e.g. files, database tuples). This keeps huge data sets out of the BPEL engine if 
not needed for navigation through the workflow (as is usually the case in scientific 
simulations). The data storage of the resource manager in this paper does the same but 
in a more light-weight fashion: Passing references is not reflected in the workflow 
itself, data items are always passed by reference. Currently, we support only data 
because many simulation applications rely on data stored in files. In future, we should 
extend the data handling towards relational databases. 
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3   Use Case: Simulation of Solid Bodies 

The macroscopic mechanical properties of metals strongly depend on their underlying 
atomistic structures. Copper-alloyed α-iron, e. g., changes its material behavior during 
the ageing process, especially when operated at high temperatures of above 300°C. In 
that case, precipitates form within the iron matrix, yielding to precipitation 
strengthening of the material [17] followed by a decrease of the material strength as 
the precipitates grow further in time. In order to model this complex behavior, the 
growth process of precipitates, which is a diffusion based mechanism, is accounted 
for by a Kinetic Monte-Carlo (KMC) approach [18, 19].  

A number of copper atoms is placed into a fixed body-centered cubic (bcc) iron 
lattice by exchanging an iron atom with a copper atom. This yields a solid solution 
crystal as starting configuration. 

a) b)
 

Fig. 1. Body-centered cubic crystal lattice nearest neighbors and a vacancy for one possible 
atom configuration (a). KMC simulation of precipitation (b). Iron atoms are transparent for 
better visualization. Solid solution: copper atoms are randomly distributed (A). Precipitates 
form during the thermal ageing process (B) [20]. 

The chemical interaction between atoms is described by nearest neighbor binding 
energies. A vacancy within the simulation box allows the movement of an atom by 
site exchange between the vacancy and a neighboring atom (iron, copper) (Fig. 1a). 
The jump activation energies depend on the local atom configuration around the 
vacancy. For each of the eight first neighbours of the vacancy the corresponding jump 
frequencies are calculated. By applying a rejection-free residence time algorithm, one 
of these eight possibilities is selected as the new position of the vacancy. In the long 
run, a series of vacancy jumps during the simulation yields the formation of 
precipitates with mean radii above 1 nm (Fig. 1b). 

The time scale is adjusted according to the number of Monte-Carlo steps and the 
vacancy concentration. Periodic boundary conditions are applied in all directions in 
order to approximate a bulk single crystal. A more detailed description can be found 
in [21]. At desired time steps the atom configuration is analyzed yielding particle size 
distributions, mean radii of particles and the degree of supersaturation of the 
remaining solid solution. 
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3.1   Simulation Application 

The simulation application opal (Ostwald-Ripening of Precipitates on an Atomic 
Lattice) [21] consists of five monolithic Fortran programs where the individual 
programs require manually created input data and are started manually. Two of them 
(opalbcc and opalabcd) build up the starting configuration and calculate the input 
values such as interaction energies, respectively. In addition to iron and copper, two 
more atom species can be incorporated. The precipitation process is simulated by the 
main application opalmc. After specified time intervals, opalmc generates output files 
containing the atom configuration (snapshot). The analysis of these atom 
configurations at different time steps, i.e. after specified amounts of vacancy jumps, is 
performed by the two programs opalclus and opalxyzr which identify the clusters 
within the matrix and determine size distributions and mean radii, respectively. After 
the analysis, the results are visualized applying commercially available software like 
MatLab, VMD, Rasmol, POV-Ray or Gnuplot. All in all, the overall simulation can 
be subdivided into four phases: preparation, simulation, analysis and visualization. 

4   Service-Based Distributed Simulation Environment 

Due to increasingly complex simulation models, computer simulations consume more 
and more computing power and storage capacity. Although the information 
technology improves steadily, many legacy simulation programs cannot benefit from 
these advancements (e.g. the opal simulation application).  

Usually, computer simulation makes use of multiple tools, e.g. for calculations, 
visualizations, or analysis. Simulations often require manual tasks such as creation of 
input files, copying files between different applications that participate in a 
simulation, or transformation of data (e.g. merging of files). The simulation 
applications can conduct CPU-intensive calculations and hence exclusively engross 
the CPU of a machine. Using computer clusters or (public) Grids to run simulation 
applications would help but these infrastructures are rare and highly demanded (i.e. 
computing hours are difficult to obtain). In contrast, scientific institutes usually have a 
sufficient inventory of commodity hardware (ordinary desktop PCs). The typical work 
of employees (e.g. working on documents) does not use the workstations to full 
capacity allowing for the operation of simulation tasks in the background. 

4.1   Using Services and Service Compositions to Improve This Situation 

The application of SOA concepts and service compositions in these scenarios is 
beneficial to scientists. When scientific programs are provided as services, they can 
be invoked over a network using appropriate middleware. Thus, it is easy to 
implement distributed applications by orchestrating scientific services that are located 
on different resources. These resources do not have to be high-end servers—
connected commodity hardware is sufficient. Furthermore, different application types 
can be integrated, e.g. the invocation of a visualization tool after a simulation run is 
finished. This contributes to the automation of manual steps, too. Thus the overall 
execution of an application can be sped up and can be made more efficient. Common 
service composition languages provide fault handling features. These can increase the 
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robustness of simulation applications, especially if the simulation functions are 
implemented with a programming language that offers only restricted fault handling 
mechanisms. Service compositions have an additional benefit because they can also 
be used as (graphical) documentation of the simulation logic and help new employees 
and programmers to understand the overall simulation process. This is necessary due 
to the relatively high fluctuation of employees in scientific institutes. 

4.2   Simulation Infrastructure 

These above-mentioned advantages of a service-based re-engineering of legacy 
applications are well-known to the SOA community in theory and practice. But 
legacy simulation applications provided as services differ from services that 
implement business functions. The reason is that simulation applications can be long-
running and processing power-demanding. Running simulation programs can easily 
allocate a complete computer processor. Thus, natively invoking scientific services 
results in the problem that busy services can get crammed with requests they cannot 
serve (Fig. 2a). In business environments an ESB is employed to prevent from these 
cases. The ESB would recognize that server A is busy because it does not respond. If 
the communication is asynchronous, it might be impossible for the ESB to perceive 
that the service is used to capacity. In both cases, the ESB reacts to the unavailability 
of a service, which means loss of time. It would be better to have a mechanism that 
conducts load balancing based on the processor load of servers. A resource manager 
that acquires services on behalf of a client can perform this task (Fig. 2b).  

Message
Message

Server A Server B

Simulation A Simulation B

Message

Server A Server B

Simulation B

Resource Manager

1. Acquire service
3. Send EPR

2. Reserve

Message

IDLEBUSYIDLEBUSY

a) b)

4.

 

Fig. 2. Invocation of a scientific service natively (a) and with a resource manager (b) 

Existing work on service compositions for scientific applications does not report 
on how to deal with long-running, resource-demanding services. We claim that a 
service-based infrastructure for scientific simulations needs a resource manager that 
knows the participating servers and services as well as their current load and that 
works as mediator between the clients and the services (Fig. 3). Note that the 
components can be arbitrarily distributed on participating servers and workstations. 
Nevertheless, having the simulation client and simulation manager installed on 
different engines has the advantage that the scientists can shut down their 
workstations without affecting the started, possibly long-running simulations. Please 
consider [22] for a demonstration of the prototype that implements this architecture. 



248 M. Sonntag et al. 

 

Fig. 3. Architecture of the service-based simulation infrastructure 

4.3   Simulation Applications 

Providing the simulation applications as services does not imply that existing code 
has to be re-implemented. However, there are cases where modifications of the 
simulation code are needed. This strongly depends on the granularity and the interface 
of the application. As a first step, it should be examined if the application consists of 
logical units that may be separated. This step is tedious but improves the resulting 
simulation application enormously [23]. The probability increases that the logical 
units can be reused and the simulation workflow is finer-grained. The latter enables a 
more detailed monitoring and more options to adjust the workflow in order to create 
new or adapted simulations without the need for programming and code re-
compilation. Additionally, the simulation logic can be optimized with workflow 
analysis techniques [24]. Besides modularization of the application optimization of its 
interface may also be needed. It should at least be possible to invoke the application 
with parameters instead of hard-coding these parameters or configurations [25]. 

The second step is to make the application units remotely accessible as services. 
When using the WS technology [26], a thin WS wrapper is needed. The WS wrapper 
can be tailored to the application or a reusable, generic wrapper can be used that is 
able to invoke the application [25]. Note that the former is only possible if the 
simulation application is implemented in a language that allows native invocations. A 
WS wrapper has to be deployed on the server that offers the simulation applications. 
Now the simulation application can be registered with the resource manager.  

With five Fortran programs and Gnuplot the simulation application opal already 
has an acceptable granularity (Fig. 3); there was no need to subdivide the programs 
into smaller units. But we extended the Fortran applications with interfaces that allow 
their invocation with parameters. That eliminates the need to re-compile them if the 
simulation configuration changes. Since there is no WS toolkit for Fortran programs, 
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we implemented a JAVA-based WS wrapper. The approach with Java Native Access 
(https://jna.dev.java.net/) failed because Fortran had difficulties to process parallel 
write operations on files spread over several threads in a single Java process. 
(Curiously, this happened even for writes on different files.). The way to invoke the 
Fortran programs over file system commands solved these problems as each 
invocation creates a new Java process for execution. The re-engineering of this use 
case took approximately one person month for a student developer unfamiliar with 
Fortran 77.  

4.4   Resource Manager 

Besides its registry and load balancing functionality the resource manager (RM) also 
works as storage for simulation data. It provides functions to register and manage 
servers and scientific applications prior to or during the execution of simulations. 
Clients that want to use a simulation application have to ask the RM for permission. If 
the RM cannot find a requested service in its registry, it sends an appropriate fault 
message to the client. If the RM could allocate a requested service (i.e. an 
implementation of the service is registered and the corresponding server has 
computing capacities), it creates a service ticket and responds to the client with the ID 
of that ticket, the endpoint reference (EPR) to the service implementation, and the 
ticket validity in seconds. A service ticket warrants exclusive usage right to the client. 
The RM can recall this permission by invalidating the ticket (e.g. to enable other 
clients the usage of the application). This usage permission mechanism is comparable 
to advanced reservation techniques in Grid Computing [27]. The goal of the RM is to 
ensure that a server is not overloaded with requests (i.e. load balancing). If a server 
provides two logical processors, then it can deal in parallel with two requests for 
simulation applications where each allocates one processor. If the ticket validity runs 
out, the service is released automatically by the RM. Service clients can reset the 
validity time to its maximum by calling an appropriate operation of the RM. Note that 
the validity countdown is stopped during usage of a service. This prevents the loss of 
a service ticket during long-running operations. Furthermore, the RM checks the 
infrastructure on network partitions. A network partition between RM and a service is 
recognized when the service cannot acknowledge the start of an operation to the RM. 
The service ticket then times out; the RM removes the corresponding server and its 
services from the registry; and the client gets informed about ticket expiry so that it 
can react accordingly (e.g. by requesting the service again). A network partition might 
separate a service from the RM after the start of an operation was acknowledged. The 
RM would perceive this because we implemented a periodical availability check that 
would fail in this case. Again the service client is informed about the failure. The 
simulation applications have to implement and provide a set of operations in order to 
facilitate allocation, de-allocation and observation by the RM.  

Additionally, the RM can be used as storage for simulation data (e.g. simulation 
parameters, configuration, results). The data may be distributed among the servers, 
but the RM provides a logically centralized view on them. Each simulation run gets 
its own simulation context where data can be saved, organized and deleted. The 
context correlates data items that belong to the same simulation run. This improves 
reproduction of simulations because the configurations and input data as well as result 



250 M. Sonntag et al. 

data are assembled and can be observed by scientists at a glance. The data items do 
not have to be searched for and correlated later on, which may not be possible at all 
since simulation applications may not have a sophisticated storage mechanism (e.g. 
legacy simulation applications might overwrite simulation data of former runs). 
Furthermore, collaboration between scientists is fostered because simulation 
configurations and results can easily be exchanged. Another advantage of the data 
storage within the simulation infrastructure is that data can be accessed and thus 
transmitted by reference. Only those components that are interested in a data item can 
load its value from the storage.  

4.5   Workflow Engine, Simulation Manager and Simulation Client 

The workflow engine executes the scientific service compositions. Due to the data 
RM’s storage the engine is relieved of holding huge simulation data. Usually, this 
data is not needed for workflow navigation and it is thus sufficient to keep only the 
references to this data in the engine. Each simulation workflow has to be tailored to 
the specific simulation applications. We use Apache ODE (http://ode.apache.org/) as 
workflow engine and have implemented the opal workflow with BPEL. The 
workflow automates formerly manual tasks (e.g. starting post-processing, invocation 
of Gnuplot) and parallelizes the post-processing of the lattice snapshots. We have 
created reusable BPEL snippets for scientific service acquisition, service usage and 
release. This simplifies modeling workflows for other use cases or even for other 
BPEL-based workflow system, e.g. Sedna [6]. 

The simulation managers offer functions specific to the corresponding simulation 
application and workflow. With the opal manager, e.g., the client can create and 
manage global simulation data such as initial lattice configurations. This data is stored 
in the RM and can be used for several simulation runs. The opal manager can start 
new simulations by sending an appropriate message to the workflow engine and 
creates a new simulation context in the RM. All related data is stored in this context. 
For an asynchronous communication with the workflow engine the opal manager 
provides a callback were acknowledgements and other information can be sent to (e.g. 
the information that an error occurred in the simulation workflow). For the deletion of 
a simulation, the opal manager deletes the context and related data in the RM and 
terminates the simulation workflow instance to clean up the simulation environment.  

The simulation client is a GUI for scientists to interact with the simulation 
environment. We have experienced that simulation tools are often command line-
based and lack an acceptable UI. Some even have to be re-compiled if parameters 
change (e.g. opal, Dune). The client improves the usability of such simulation tools. 
The domain-specific part of the simulation client makes use of the opal manager or 
other simulation managers to create new simulations, provide them with input data, 
run and monitor the simulations, steer the simulation runs (e.g. termination, deletion), 
and observe intermediate and final results. The opal client allows storing input data in 
the RM as profile for other simulation runs (Fig. 4a). We have implemented a file 
explorer that shows all files related to a selected simulation run in a tree view. 
Additionally, we have realized a two-colored rotating 3D visualization of the lattice 
snapshots with the help of Java 3D (Fig. 4b). That makes it possible for scientists to 
observe the convergence of the simulation results during run time. 
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a) b)  

Fig. 4. The simulation client with the dialog to start a new opal simulation (a) and the 3D 
preview of the simulation snapshots (b) 

Further, the RM functions of the client enable scientists to administrate the 
simulation infrastructure, e.g. registering servers and installed simulation applications. 
For each server it can be specified how many CPU cores are enabled for simulations. 
For each simulation service the scientist can set how many CPU cores are allocated 
by the service during execution. For monitoring purposes we have implemented a 
view that shows all service ticket requests sent to the RM and a view that lists all 
issued service tickets. This enables scientists to observe the status of the simulation 
environment and existing problems (e.g. a long list of open service requests may 
indicate too few available instances of a simulation service in the system). 

5   Conclusions 

In this paper we applied services and service compositions to re-engineer a legacy 
scientific application for the simulation of solid bodies. The resulting solution 
improves the existing application and speeds up the overall simulation by automating 
manual tasks and parallelizing formerly sequential work. A new GUI increases the 
ease-of-use for the scientists, especially with the visualization of intermediary results. 
The general concepts behind this use case and the extension points allow an 
application to other legacy simulation tools. Due to the difference between business 
and scientific services we had to introduce a component that steers the work 
distribution in the infrastructure, the resource manager. Its functionality is in parts 
orthogonal to that of ordinary ESBs since it accounts for the server occupation during 
service selection and works as storage for correlated simulation data. To the best of 
our knowledge none of the existing scientific workflow systems that enable the 
orchestration of scientific services make use of such a resource manager. 
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The simulation client hides the actual service compositions from the scientists. On 
the one hand the non-IT scientists do not get overwhelmed with technical details of 
the implementation. On the other hand they have to use other tools to see the 
workflow progress or change the workflow. In future we therefore want to integrate 
the simulation client in a workflow modeling and monitoring tool. Extending the 
resource manager so that it can install the services on demand on an idle server (with 
the help of provisioning techniques [27, 28]) is another open issue. Finally, a 
comparison of the service and workflow overhead with the automation and 
parallelization speedup needs to be done. 
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Abstract. The growing importance of Web-based service organizations
and agile enterprise service networks creates a need for the optimiza-
tion of semi- or unstructured, decision-centric service processes. These
decision-centric processes often contain more event-driven and situation-
aware behavior, more non-standard knowledge intensive cases and event-
driven routings, and more variability and agility than traditional
processes. Consequently, systems supporting these decision-centric ser-
vice processes require much more degrees of freedom than standard BPM
systems. While pure syntactic BPM languages such as OASIS WS-BPEL
and OMG BPMN addresses the industry’s need for standard service
orchestration semantics they provide only limited expressiveness to de-
scribe complex decision logic and conditional event-driven reaction logic.
In this paper we propose a heterogenous service-oriented integration of
rules (decision rules and complex event processing reaction rules) into
BPM to describe rule-based business processes. This leads to a declar-
ative rule-based Semantic BPM (SBPM) approach, which aims at agile
and adaptive business process execution including enforcement of non-
functional SLA properties of business services via rules.

1 Introduction

Typical business processes often include a number of decision points which effect
the process flow. For example, in OMG’s Business Process Management Notation
(BPMN), decision points are represented by a diamond and choices in the flow
forks. However, the expressiveness of the current purely syntactic BPM stan-
dards, such as the OASIS Web Services Business Process Execution Language
(WS-BPEL 2.0 or BPEL for short) and BPMN 2.0, for explicitly representing
more complex decision logic is rather limited to simple qualifying truth-valued
conditions (without e.g. explicitly representing the decision goals, decision struc-
tures and decision types by declarative rule chaining, variable binding with back-
tracking over multiple solutions, etc.). Although more complex decision can be
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included as a decision activity or as an (external) decision service in BPMN
and BPEL, in a large number of the modern agile Internet of Services business
cases, the entire process flow is controlled by semi-structured decisions which are
evaluated based on complex events and knowledge-intensive (situation) condi-
tions. Decisions are often based on knowledge intensive decision criteria, require
multiple subdecisions, use a complex event/situation based decision technique,
and conclude one or more results, etc. For instance, a process can try to opti-
mize on-demand the enterprise service network, according to the service levels
defined in the service provider’s service level agreements (SLAs). Other deci-
sion criteria can focus, e.g., on the end-to-end optimization from the customers
point-of-view, or on the minimization of the information flow reducing commu-
nication overhead and information requests, or focus on decision criteria based
on the organizational and collaboration structures, etc. These decision-centric
processes need higher levels of semantic understanding of the decision goals and
structures, the real-time process situations (including non-functional properties,
e.g. SLA enforcement), and the complex events which happen internally and
externally and influence the decision-centric process flow. Such agile processes
require higher levels of declarative semantic expressiveness, then the pure syn-
tactic orchestration languages such as BPEL provide.

In recent years we have seen the rise of a new type of software called business
rule management systems (BRMS) which allow enterprize architects to easily
define, manage, update and run the decision logic that directs enterprize ap-
plications in a business rules engines (BRE) without needing to write code or
change the business processes calling them. This addresses an urgent need busi-
nesses do have nowadays: to change their business rules in order to adapt to a
rapidly business environment, and they contribute to agility in Service Oriented
Architectures (SOAs) by enabling reduced time to automate, easier change, and
easier maintenance for business policies and rules. Early manifestations of BREs
which have their roots in the realm of artificial intelligence and inference sys-
tems were complex, expensive to run and maintain and not very business-user
friendly. New rule standards such as OMG SBVR, RuleML (W3C RIF) and
improved technology providing enhanced usability, scalability and performance,
as well as less costly maintenance and better understanding of the underlying
semantics and inference systems makes the current generation of BREs and rules
technology more usable. Business rules have been used extensively in enterprizes,
e.g., to implement credit risk assessment in the loan industry (what is the inter-
est rate for my car loan?), yield management in the travel industry (what price
to sell a ticket?), operations scheduling in manufacturing (what should we build
today to maximize throughput and keep customers happy?), etc.

In this paper we describe a heterogeneous service-oriented combination of
BPM technology and rule technology which incorporates BREs as inference /
decision web services into the BPEL process logic (BPEL + Rules). While BPM
enables automated and flexible business processes, declarative rules enable de-
cision logic, reaction logic for processing complex events (CEP) and for react-
ing to them, and various types of constraints. The declarative rules address the
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event-based, message driven, decentralized choreography semantics, while BPEL
manages the overall orchestration execution of the business process. The infer-
ence services, which run a BRE (implemented in Prova), are deployed on an
enterprize service bus (the RuleML Rule Responder ESB) and can be invoked
by the BPEL process as semantic web services (SWS), using one of the many
transport protocols supported by the Rule Responder middleware.

This service-oriented rule-based approach has the potential to profoundly
change the way IT services are used and collaborate in business processes. Akin
to multi-agent systems (MAS) the rule-based logic inference layer which wraps
the existing web services and data sources allows for semi-autonomous decisions
and reactions to complex events detected by the rule-based event processing
logic. The combination of rules with ontologies gives precise semantics to used
concepts such as processes, events, actions, tasks, state, time etc. Different rule
inference services can communicate in (agent-based) conversations via messaging
reaction rules, which enables them to build agent-based choreography workflows,
that can be used as external subprocesses in the main orchestrated BPEL pro-
cess. Potential application scenarios of BPEL+Rules for BPM are, e.g.:

– Dynamic processing
• Intelligent routing
• Validation of policies within process
• Constraint checks

– Ad-hoc Workflows
• Policy based task assignment
• Various escalation policies
• Load balancing of tasks

– Business Activity Monitoring
• Alerts based on certain policies and complex event processing (rule-based

CEP)
• Dynamic processing based Key Performance Indicator (KPI) reasoning

In this paper we contribute with a declarative rule-based service-oriented busi-
ness process execution approach exploiting WS-BPEL in combination with Cor-
porate Semantic Web (CSW) technologies (semantic rules, ontologies and events/
actions) and a scalable ESB middleware to operationalize such a distributed
rule-based approach. Rule-based reaction logic for event processing and event
messaging, and rule-based decision logic in combination with ontologies play a
central role in connecting the various IT resources, human and knowledge re-
sources, and Web-based services to agile business service networks. Ultimately,
our novel rule-based design artifact might put the vision of highly flexible and
adaptive Internet of Services supply chains / enterprize service networks into
large scale practice and will lead to a highly flexible and agile BPM.

This combination of semantic technologies, i.e. declarative rules, ontologies
and semantic event/action logics, with BPM, which leads to Semantic Business
Process Management (SBPM) promises:



A Semantic Rule and Event Driven Approach 257

– enhanced automation in semantic discovery, configuration and composition
of appropriate process components, information objects, and services (in-
cluding human agents)

– automated mediation between different heterogeneous interfaces (e.g. seman-
tic web services) and abstraction levels

– targeted complex queries on the process space and the process flow and state
– much more agile business process management via expressive rule-based de-

cision and reaction logic

The key benefits of our approach are:

– use of complementary technologies: semantic technologies for representing
rules, events, actions, state, etc. + BPM technologies

– standard-compliant use of WS-BPEL for orchestration of services as well as
people and partners implemented as external semantic web services or seman-
tic agents (having a precise meaning/semantics defined for their interfaces)

– clear separation of concerns:
• BPEL is used for orchestration in the business process
• rules for declarative specification of constantly changing business policies

and regulations
• rules focus on decision making, policies and rule-based event processing

for building complex events of higher level of abstraction and relevance
for the business process

• rules can be used to integrate choreography sub-workflows in orches-
trated BPEL processes

– enables business users to participate in business processes and in adapting
business rules

– modify and apply new business rules without redeploying processes
– declarative semantics for processing events, actions, rules, state etc. (includ-

ing logic for transactions, compensations etc.)

The rest of the paper is organized as follows: In section 2 we discuss related
work and describe what is missing in current BPM standards with respect to
semantics and rules. In section 3 we introduce the heterogenous service-oriented
integration approach for adding rules to BPEL. In section 4 we implement this
integration approach with a highly scalable and efficient rule-based inference
ESB middleware, called Rule Responder. Section 5 concludes this paper and
gives an outlook on our ongoing efforts to integrate humans by means of rule-
based agents.

2 Enhancing Non-semantic BPM to Semantic BPM

Current BPM languages, such as BPMN 2.0 for modeling and WS-BPEL 2.0
for execution, are mostly syntactic process specification languages without a
precise declarative formal logic semantics. This allows for ambiguities in the
interpretation of models and specific functionalities such as compensations or
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exceptions. It hinders the integration of, e.g., rule inference services or humans
via people link interactions. Modeling languages and models become incompat-
ible and are no longer interchangeable. For instance, there are problems with
model-to-model transformations and round-tripping, e.g. between BPMN and
BPEL and vice versa. There is also a semantic gap between the business world
and the IT world which use different vocabularies to describe the models and
have different requirements on the abstraction level. The inner semantics of ac-
tivities and their effects cannot be represented semantically in the current BPM
approaches, which makes it hard to analyze and understand the business process
behavior and the effects on the process states, beyond the pure functional de-
scription of the orchestration flow and the invoked web service interfaces. Agile
business decisions in terms of business rules, complex event-driven behavior, and
choreography interactions cannot be semantically integrated into BPEL.

What it missing for the semantic enrichment of BPM, i.e. for SBPM, is the
integration of rules for declaratively representing the decision and reaction logic
and the integration of ontologies for events, processes, states, actions, and other
concepts that relate, e.g., to change over time into the BPEL definitions. With
rules and ontologies the processes and their causalities and roles would be pre-
cisely defined by logic. This would also make rules or logic that govern processes
or react to events truly declarative knowledge which can be used in the processes
for decisions and ad-hoc reactions. It would increase the ability to interchange se-
mantic models across major BPM and BRMS vendors and would allow reusable,
enterprize-relevant knowledge such as business policies and business vocabularies
to be used in BPM models.

In the last years, Semantic Web Services (SWS) as a combination of on-
tologies and Web services have been extensively studied in several projects in
the Semantic Web community and different approaches exist such as RBSLA
(Rule-based Service Level Agreements), OWL-S (former DAML-S), WSDL-S,
SAWSDL, SWWS / WSMF, WSMO / WSML, Meteor-S, SWSI . They are all
aiming at semantically describing the interfaces of Web services, their functional
and non-functional properties, and policies such as SLAs. Several extensions to
WS-BPEL using SWS approaches have been proposed - see e.g. the SUPER
project1. These works mainly address the execution layer of business processes,
where the semantics solves the discovery and integration of services into business
process execution, but also semantic mapping problems between the business ori-
ented modeling and management of processes, e.g. in BPMN, and the translation
into an execution syntax such as BPEL. In [1] we have described an approach
which uses ontologies and rules to incorporate semantic bridges between cross-
organizational business process models.

In this paper we will mainly focus on the heterogenous integration of rules
technology with BPEL in order to enhance its expressiveness for representing and
declaratively executing decision-centric businness processes. We will not specifi-
cally address ontologies for BPM and CEP which must relate processes, events,
states, and actions, must include tense (past, present and future; perfected and

1 http://www.ip-super.org/

http://www.ip-super.org/
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progressive), time intervals with quantities (units, duration, composition, conver-
sion and accuracy), etc. However, since our rule language allows using ontologies
as type system for the rules, existing ontologies for semantic BPM and CEP [11]
can be easily used.

3 Integration of Rules in Business Processes Execution

In this section we describe a heterogenous integration approach of rules into
service-oriented BPEL processes. Rules are integrated as external distributed
rule inference services. This means they are not directly part of the BPEL process
(homogenous integration), but are integrated by invoking the inference service
(heterogenous integration) which runs a rule engine and executes the rule logic.

Fig. 1. Heterogenous Integration of Rule Inference Services into BPEL Processes

Figure 1 illustrates this integration approach. A BPEL decision activity in-
vokes a rule inference service sending event or fact data (e.g. queries) to the
rule engine. The rule engine processes the received data according to its internal
rule-based logic. The results might be, e.g. derived answers (e.g. decisions) on
the queries of the BPEL process, or they might be actions which are triggered
by the reaction rule-based processing of the events from the BPEL process.

The concrete steps in this approach are

1. Create a rule inference service with rule repository and define the semantic
interface description of the inference service

2. Create a new inference service Partnerlink, choose a rule connection and
choose an interaction pattern and the parameter bindings

3. Add a rules Activity which invokes the rule inference service; Bind BPEL
variables to parameters of the Partnerlink

During the process execution the BPEL engine will invoke the rule inference
service mapping the BPEL variables to the input facts / events and the result
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from the rule inference service. It is possible to implement different stateful
and stateless interaction patterns between the BPEL process and the inference
service.

4 Implementation of the BPEL+ Rules Approach

In this section we will implement the proposed heterogenous BPEL+Rules in-
tegration approach and describe the main technical components with a focus
on the expressiveness of Prova, which is used as the underlying semantic rules
engine.

4.1 Rule-Based Semantic Decision Services

In order to use rules for BPEL a BRMS, which manages and executes the rule
logic with an internal BRE, is provided as Semantic Web Services (SWS). A
SWS is a Web Service which in addition to its syntactic interface description
(WSDL) is extended with semantic information, for semantic discovery, selection,
invocation and composition. In [7,9] we have implemented a rule-based SWS
approach which in addition to the semantic interface descriptions of the service
allows representing non-functional properties of the service, in terms of a Rule-
based Service Level Agreement (RBSLA) - see figure 2.

Fig. 2. RBSLA Semantic Web Services

For instance, a rule set from a Service Level Agreement might define three
different IT Service Level Management schedules (see ITIL ITSLM process):

if current time between 8am and 6pm then prime schedule.
if current time between 6pm and 8am then standard schedule.
if current time between 0am and 4am then optional maintenance schedule.

if prime schedule then the service level "average availability"
has a low value of 98%, a median of 99% and a high value of 100%
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and a response time which must be below 4 seconds.
...
if standard schedule then the responsible role for service outages
is the second admin.

As shown in the RBSLA (Rule-based Servicel Level Agreements) project [7,9]
such rule sets can be adequately represented as logic programs and easily ex-
tended with further rules, e.g. rules describing escalation levels and deontic
norms such as certain obligations if service levels are missed.

The additional semantic information provided by RBSLA service descriptions
is used for effectively invoking the inference services from the BPEL process,
e.g. invoke an inference service which provides the requested decision func-
tionality and the required quality of service (QoS). [9] Furthermore, in cross-
organizational business processes, RBSLA’s support for semantic ontologies,
which are used as type system for the rules, allows for semantic mediation
in of the information flow in cross-organizational business process models. [1]
The monitoring and enforcement events from the validation of hierarchical SLA
chains of the involved partner services can be used on-demand to decide and
restructure the service supply chains used to execute the business process. [3,4]

4.2 Prova - A Semantic Rule Engine

Prova (http://prova.ws) [5,7] is both a Semantic Web rule language and a highly
expressive distributed rule engine which supports declarative (backward reason-
ing) decision rules, complex reaction rule-based workflows, rule-based complex
event processing (CEP), and dynamic access to external data sources such as
databases, Web services, and Java APIs. It has a typed logic approach which
allows using external ontologies or Java class hierarchies as type system for the
rules. Prova follows the spirit and design of the W3C Semantic Web initia-
tive and combines declarative rules, ontologies (vocabularies) and inference with
dynamic object-oriented programming and access to external data sources via
query languages such as SQL, SPARQL, and XQuery. One of the key advantages
of Prova is its separation of logic, data access, and computation as well as its
tight integration of Java, Semantic Web and event processing technologies.

For instance, the following rule defines a discount policy of ten percent for
gold customers. The example shows how variables (starting with upper case let-
ters) and constants (starting with lower case letters) can be typed with concepts
defined in external ontologies, e.g., a business ontology defining the type busi-
ness:Customer or a math ontology defining a type math:Percentage. The type
ontologies are typically provided as Web ontologies (RDFS or OWL) where types
and individuals are represented as resources having an webized URI. Namespaces
can be used to avoid name conflicts and namespace abbreviations facilitate are
more readable and compact language.
% A customer gets 10 percent discount, if the customer is a gold customer

discount(X^^business:Customer, 10^^math:Percentage) :-
gold(X^^business:Customer).

% fact with free typed variable acts as instance query on the ontology A-box
gold(X^^business:Customer).
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Prova’s semantics draws on backward-reasoning logic programming (LP) con-
cepts to formalize decision logic in terms of derivation rules and combines them
with forward-directed messaging reaction rules for distributed event and action
processing in order to exploit the benefits of both worlds. The following syntac-
tic and semantic instruments in Prova 3.0 capture the basics and offer unique
advanced features for implementing rule-based workflows and business processes:

– reactive messaging;
– inherent non-determinism for defining process divergences;
– concurrency support, including partitioned and non-partitioned thread pools;
– built-in predicate spawn for running tasks;
– process join;
– predicate join;
– reaction groups combining event processing with workflows;
– support for dynamic event channels;
– guards

Messaging reaction rules in Prova describe processes in terms of message-driven
conversations between inference agents / services and represent their associ-
ated interactions via constructs for asynchronously sending and receiving event
messages. Choreography interaction flows between distributed Prova inference
agents/services are defined by the order of sending and receiving message con-
structs in messaging reaction rules. Messaging reaction rules maintain local con-
versation states which reflect the different activity flows and support performing
them within in simultaneous conversation or sub-conversation branches.

The main language constructs of messaging reaction rules are: sendMsg pred-
icates to send outbound messages, reaction rcvMsg rules which react to inbound
messages, and rcvMsg or rcvMult inline reactions in the body of messaging re-
action rules to receive one or more context-dependent multiple inbound event
messages:

sendMsg(XID,Protocol,Agent,Performative,Payload |Context)
rcvMsg(XID,Protocol,From,Performative,Paylod|Context)
rcvMult(XID,Protocol,From,Performative,Paylod|Context)

where XID is the conversation identifier (conversation-id) of the conversation to
which the message will belong. Protocol defines the communication protocol such
as JMS, HTTP, SOAP, Jade etc. Agent denotes the target party of the message.
Performative describes the pragmatic context in which the message is send. A
standard nomenclature of performatives is, e.g. the FIPA Agents Communication
Language ACL or the BPEL activity vocabulary. Payload represents the message
content sent in the message envelope. It can be a specific query or answer or a
complex interchanged rule base (set of rules and facts).

For instance, the following messaging reaction rule waits for an inbound query
which might come from the invoke request of a BPEL activity: (variables start
with upper case letters)
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% receive query and delegate it to another inference agent
rcvMsg(CID,esb, Requester, acl_query-ref, Query) :-

... some conditions finding e.g. another inference agent ...,
sendMsg(Sub-CID,esb,Agent,acl_query-ref, Query),
rcvMsg(Sub-CID,esb,Agent,acl_inform-ref, Answer),
... (other conditional goals)...
sendMsg(CID,esb,Requester,acl_inform-ref,Answer).

Via logical unification the data from the received inbound message is bound to
variables and is used by the conditions in the body of the rule, which act as goals
on other derivation rules in the local rule base (so called rule chaining). In the
example the rule sends the query in a new sub-conversation (with the unique id
Sub-CID) to another agent and waits for the answer. That is, the rule execution
blocks at the rcvMsg condition in the body until an answer message is received
in the inlined sub-conversation (or some timeout occurs), which activates the
rule execution flow again, e.g., to prove further subsequent conditions (subgoals)
of the rule or start other sub-conversations. Data from the received answers is
bound to variables including backtracking to several variable bindings as usual
in logic programming. Finally, in this example the rule sends back the answer to
the original requesting party, which would be the BPEL process and terminates
(finitely succeeds).

By using the conversation id to distinguish different processing branches Prova
includes a mechanism (inspired by Join-calculus) for creating diverging branches
(parallel gateway) and process join points (inclusive gateways). For instance, the
following two rules, will create two parallel processing streams for a task and will
join the received results.

fork(CID):-
sendMsg(CID,self,0,reply,task(X),corr_a),
rcvMsg(CID,self,Me,reply,task(X),corr_a).

fork(CID):-
sendMsg(CID,self,0,reply,task(X),corr_b),
rcvMsg(CID,self,Me,reply,task(X),corr_b),
join(Me,CID,join,task(X)).

CEP-based Event-driven gateways for event-driven BPM (edBPM) can be pro-
grammed in Prova using reaction groups which allow correlation of event
reactions.

fork(CID):-
@group(ab)
rcvMsg(CID,Protocol,From,command,runTaskA), ... .

fork(CID):-
@group(ab)
rcvMsg(CID,Protocol,From,command,runTaksB), ... .

fork(CID):-
@or(ab)
rcvMsg(CID,Protocol,From,or,_).

In the above example the two event processing handlers for the events runTaskA
and runTaskB are grouped (correlated) by defining a reaction group @group(ab).
The OR reaction group @or(ab) in the third reaction rule waits for either of the
two events to arrive. When either event arrives, due to the semantics of OR, the
group as a whole is terminated (i.e. the alternative reaction is also terminated).
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While an event-driven gateway is a simplified version of a reaction group,
the general concept of reaction groups provides much more expressiveness for
defining Complex Event Processing (CEP) patterns. Prova 3.0 includes a large
collection of annotations for reaction groups that help with defining expressive
correlated complex events and designing sophisticated event-driven workflows.
For instance, consider the following example which defines a complex event pat-
tern which detects suspicious logins from different IPs.

% Start detection on each new user login
rcvMult(XID,Protocol,From,request,login(User,IP)) :-

service(XID).

service(XID) :-
@group(g1)
rcvMsg(XID,Protocol,From,request,logout(User,IP)),
@group(g1) @timeout(1000)
rcvMsg(XID,Protocol,From,request,login(User,IP2)) [IP2!=IP].

service(XID) :-
@and(g1) @timeout(2000)
rcvMsg(XID,Protocol,From,and,Events),
println(["Suspicious Login Pattern detected: ",Events]," ").

Once the initiator event (a user login) is detected by the global rcvMult in the
first rule, the predicate service creates two reactions that simultaneously wait
for subsequent events. For each new initiator event, more reactions will become
active.2 The two sub-event reactions in the first service rule belong to the group
g1, indicated by the reaction group annotation @group(g1). They concurrently
detect the follow-up event sequences of a logout followed (again) by a login
from another IP which is detected by the pre-conditional guard [IP2! = IP ].
Additionally, a @timout annotation of 1 second is defined in milliseconds, which
starts at the moment the second rcvMsg statement is executed (and consequently,
an inline reaction for a second login from another IP is created). After the
timeout elapses, the inline reaction is purged and is no longer active. The third
reaction is the result (composite) reaction corresponding to the operator AND
(@and(g1)) applied to the two event handlers waiting for a logout followed by
a login event from another IP. This means that the whole group will terminate
when both composed reactions are detected or the (global group) timeout expires
after 2 seconds.

In summary, the declarative rule-based approach provides an expressive and
compact declarative programming language to represent complex event process-
ing logic in arbitrary combination with conditional decision logic implemented in
terms of derivation rules. Via sending and receiving event messages it is possible
to implement (complex) event-driven choreography workflows that span several
communicating (messaging) rule inference agents / services. With that approach
it is possible to implement e.g. petri-net style conversation flows, and all complex
event-based workflow patterns (as described, e.g. by Van der Aalst et al. [12]) such
as Join, Simple Merge, Cancel Activity, Multi-Choice, Structured Loop, Milestone

2 However, it should be noted, that Prova does not block on any active reactions
but instead keeps them in real-time memory ready to match when new qualifying
inbound messages are detected.
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can be implemented including also patterns like Deferred Choice which cannot be
implemented by orchestration flows. The major benefit of the described rule-based
approach is the tight integration of standard derivation rules for implementing
complex decision logic and messaging reaction rules for implementing behavioral
event message based reaction logic, conversation-based interactions and choreog-
raphy workflows. Complex (business) decision logic, such as business rules, can be
implemented in a declarative way in terms of derivation rules (as logic programs)
and used to prove conditional goals mixed in arbitrary combinations with send
and receive message constructs in messaging reaction rules.

4.3 Rule Responder Enterprise Service Bus Middleware

To deploy and execute distributed Prova inference agents as semantic web ser-
vices an enterprise service bus based middleware, called Rule Responder [10], is
used. We focus on the technical aspects of the middleware and on the machine-
to-machine communication between automated rule inference agents. Figure 3
illustrates the architecture of the ESB middleware.

Several Prova rule engines [5] are deployed as distributed semantic web-based
services. Each service runs a local rule base which implements the decision and
reaction logic. The rules have access to local applications, data sources (e.g. web
services, Java object representations such as EJBs, databases etc.), etc. and use
them as local fact bases. The rule agents react to incoming events messages
(requests) according to the defined rule-based execution logic. To communicate
between the rule inference agents, Reaction RuleML [8] [2], the current de-facto
standard language for reactive web rules, is used as common rule interchange

Fig. 3. Rule-based Middleware
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format. Translator services translate from Prova execution syntax into Reaction
RuleML and vice versa.

To seamlessly handle asynchronous message-based interactions between the
Prova rule inference services and with other applications and web-based services
an enterprise service bus (ESB), the Mule open-source ESB [6], is integrated
as communication middleware. The ESB allows deploying the rule-based agents
as distributed rule inference services installed as Web-based endpoints in the
Mule object broker and supports the Reaction RuleML based communication
via arbitrary transport protocols such as JMS, HTTP, SOAP, REST (more than
30 protocols are supported) between them. That is, the ESB provides a highly
scalable and flexible event messaging framework to communicate synchronously
but also asynchronously between services.

5 Conclusion

In this paper we have examined how the logic of decisions in business processes
can be semantically represented by using rules. We have proposed a declarative
rule-based approach for executable decision-centric business processes descrip-
tions in BPEL, where complex conditional decisions, complex event processing
(CEP) logic, and choreography workflows are implemented in terms of declara-
tive logic-based rules. The rules are heterogeneously integrated into the BPEL
process by invoking and executing them as semantic inference services. The rule
based logic language combines derivation rules as means to represent conditional
decision logic such as business rules with messaging reaction rules to describe con-
versation based process flow between agents. The conversational interactions take
place via event messages. We have implemented a rule-based ESB middleware
called Rule Responder which deploys Prova rule engines as distributed inference
services. At the platform-independent level it uses Reaction RuleML as a com-
pact, extensible and standardized rule and event interchange format between the
platform-specific Prova services. A highly scalable and efficient enterprize service
bus is integrated as a communication middleware platform and web-based agent/
service object broker. The realization of decision and reaction logic in business
processes by means of rules provides an expressive enhancement of the syntactic
BPEL orchestration language which forms the technical foundation to integrate
the business rules technology with the enterprize service and BPM technology. In
summary the key benefits of our rule-based SBPM approach are:

– BPEL for orchestration of services , people and partners
– Rules focus on decision making and policies
– Rules can be used to integrate choreography sub-workflows in orchestrated

BPEL processes
– Declarative specification of constantly changing business decisions, policies

and regulations
– Enables business users to participate in business processes via adapting busi-

ness rules
– Modify and apply new rules without redeploying processes
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The agent model of our rule-based approach in Prova (with distributed event-
based conversations) can be used to implement (distributed) event processing
agent networks and for distributed problem solving by rule-based choreography
of multi-agent services. It also provides promising means to integrate people
into the BPEL process via intelligent agent interfaces providing semi-automated
decision services and self-autonomous reactions. While we have focused on the
declarative logic-based programming expressiveness of the underlying rule-based
approach on the platform specific execution layer in this paper, we have also
worked on the computational independent modeling layer extending BPMN with
rules and ontologies [1] and on the platform independent description of process
services and their SLA properties [3,4,7,9].
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Abstract. Proper selection of a Web Service for a particular business process 
from a set of services offered by external parties is a complex task that involves 
significant level of risk. It requires extensive knowledge not only on service ca-
pabilities but also on specific business context of its use as well as ability to 
compare contexts with capabilities. This article presents shortcomings of exist-
ing approaches to service discovery and selection in this area. Based on these 
observations, it proposes a vision of solution to this problem in terms of trust-
worthiness calling for the further research in this subject.   

Keywords: Web Services, trustworthiness, service discovery, service selection. 

1   Introduction 

A decade ago fully automated business processes that span boundaries of one organiza-
tion were domain of large and wealthy enterprises. Only these organization could afford 
to carry out necessary large scale integration projects, as integration was complex at that 
time. Open standards were uncommon and proprietary protocols were the norm. Know-
how on integration technologies and knowledge on best practices in integration patterns 
were scarce. Moreover, the legal environment was not helping ether. It did not encourage 
and sometimes forbade electronic interchange of information.  

It all began to change with emergence of domain specific platforms for electronic in-
formation interchange (EDI, SWIFT etc.) as well as with increasing popularity of open 
standards. The biggest enabler for inter-company automated processes are however in-
ternet technologies. Web Services (as understood by WS-I (WS-I 2011)) but also much 
more simpler approaches to integration based on exchange of XML or JSON documents 
via HTTP protocol (so called WebAPI) drastically broadened the scope of companies 
that can exchange electronic information with their business partners.  

Required tools can be acquired free of charge (not counting the cost of related 
work). Acquisition of required know-how is fairly cheap as these technologies are 
open, relatively simple and popular. Moreover, we may also observe gradual changes 
in legal environment that not only acknowledges the validity of electronic information 
interchange, but also starts to facilitate progress in this area. 

This all leads to the situation, where the number of inter-company automated busi-
ness processes is unprecedented. Companies of every size are buying and selling their 
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services in electronic form. These services are then relatively easy (from technical 
standpoint) composed into complex processes (companies are focusing on their core 
capabilities and acquire many non-core capabilities in form of electronic services 
from external vendors).  

It is also worth to note, that due to low technical complexity of integration, these 
processes can be composed dynamically (often partial automation of these composi-
tion may be supported). Furthermore, due to low cost of integration, these processes 
can be short-lived or frequently reconfigured/recomposed. For instance, a particular 
service in a dynamically reconfigurable process may be automatically selected from a 
pool of available substitutive services provided by different vendors. Additionally, 
this selection can be performed at every process invocation (or even at the time of 
service invocation, i.e. the service is selected just prior to its execution, not at the 
beginning of the process), therefore every process instance may be based on different 
services. 

However, the dynamic service selection poses new challenges related to the selec-
tion of the most suitable one. Suitability of an service for a particular business process 
covers many different dimensions: the basic function of the service, required parame-
ters, expected output, quality attributes, security attributes etc. The problem with the 
selection is even more demanding, as there is no single source of trustworthy informa-
tion regarding this information. In this context, methods and tools that facilitate prop-
er selection of service providers and selection of particular services are more vital 
than ever before. 

2   Related Work 

2.1   Web Services Quality 

From 1960’s development of software was perceived as discipline of engineering. 
These was also the beginning for all attempts to define goals and measures for soft-
ware. One of the most important measures was software quality. Unfortunately, since 
the beginning it has been more than difficult to create unambiguous definition of qual-
ity. It remains an open issue up to the present day (compare the works of ISO/IEC 
JTC1/SC7/WG6 on SQuaRE model (ISO/IEC25010 FDIS 2011)). 

Since first publications on quality appeared, it has been known that quality related 
issues are often a mixture of different quality meanings. Important work in these area 
was made by Kitchengam et al. (Kitchenham and Pfleeger 1996), where five quality 
views have been identified: 

─ quality as an abstract, meta-physical term – unreachable ideal, which shows the 
direction where to products are heading but will never get there, 

─ quality as a perspective of a user considering attributes of software in special 
context of use, 

─ quality as a perspective of a manufacturer, seen as compliance with stated re-
quirements and following ISO 9001 series view, 

─ quality as a product perspective understood as internal characteristic, resulting 
from measures of product attributes,  

─ quality as a value based perspective, differing in dependence on stakeholder for 
whom is defined. 
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Special case of software quality, relates to quality of Web Services. The software 
itself is said to be different from other human craft products, mainly because it is 
intangible (Basili 1993). It should be noted, that Web Services for the user are even 
more intangible, as their quality is being assessed only on the basis of the results of 
their invocation. These invocations are in turn dependent on software which provides 
the service, underlying infrastructure, maintenance procedures etc. (compare 
(Abramowicz, et al. 2009)). Therefore in the context of Web Services “quality” means 
the whole spectrum of attributes related to the service. 

Web Services Quality attributes, quality characteristics or quality models have 
been presented in literature since the beginning of the 21st century. Large number of 
researchers perceive quality of Web Services as an abbreviation of Quality of Service 
(QoS). In this case, typically proposed quality attributes are similar to those used for 
low level telecommunication services (compare (Kalepu, Krishnaswamy and Loke 
2004), (Evans and Filsfils 2007)). An extensive review of attributes appearing in lite-
rature was presented in (Abramowicz, et al. 2009). The conclusion is similar to the 
one related to the legacy software product - there is no commonly accepted under-
standing of QoS, nor even quality related attributes of Web Services. 

2.2   Web Services Selection 

Problem of proper, preferably automated, selection and composition of services have been 
already discussed in literature a number of times and different models have been pre-
sented. Most of these models deals specifically with Web Services (as understood by WS-
I). They also share many similarities among themselves. They all relay heavily on services 
descriptions. This is a natural choice, as service description should be the only place, 
where details related to a service usage should be defined. However, as (Abramowicz, et 
al. 2008) points out, Web Service description expressed in a well-defined and widely ac-
cepted notation Web Service Description Language (WSDL) is insufficient, as it limits 
itself only to technical interface description - structure (but not semantics) of exchanged 
documents, a list of supported operations, available endpoints etc.  

Therefore, if services are to be selected solely based on service descriptions, these 
descriptions must be enhanced with additional information on: 

─ real-life results of service invocation. In many cases, service invocation results 
in changes to the state of real life. It may be change in obligations or responsi-
bilities between parties involved or sometimes it leads to physical changes like 
movements of goods. Therefore, service description should precisely state its 
goal, impact on the state of the world, preconditions for service invocation etc., 

─ terms and conditions of service usage. Service description should not only cov-
ers technical details or rules governing service invocation but also state clearly 
what are the mutual obligations of the service provider and the client with re-
spect to the service usage, 

─ service level, i.e. certain measurable goals describing important and relevant as-
pects of service performance.  

The discrepancy between information present in WSDL descriptions and information 
required for automatic service selection and invocation led to the emergence of  
Semantic Web Services,  which is a general term for approaches to development of 
infrastructure that would enable automation of Web Services provisioning and usage 



 Web Services Trustworthiness Model 271 

(which according to (Friesen and Altenhofen 2005) covers: publication, discovery, 
selection, composition, mediation negotiation, invocation, monitoring, composition 
and recovery), by means of semantic technologies. Semantic Web Services involves, 
among many others, development of replacements or extensions to WSDL, which 
enhances services descriptions with additional, business-oriented information. Nota-
ble examples in this area includes, such frameworks as: OWL-S (Ontology Web Lan-
guage for Web Services) (Martin, et al. 2004), WSMO (Web Services Modeling On-
tology) (Roman, et al. 2005) and SAWSDL (Semantic Annotations for WSDL) 
(Farrell and Lausen 2007). All these frameworks are constructed in a way, that service 
description should contain all information necessary for automatic service discovery 
and execution. Input and output parameters, goals as well as state of the real-world 
before and after successful service execution should be presented and encoded in 
machine readable format.  

These frameworks are however limited when it comes to other, non-functional as-
pects of service invocations. This limitations raised motivation for another wave of 
research on selection and composition of services based on their quality attributes 
(this research is thoughtfully summarized in (Abramowicz, et al. 2008)). However, 
due to the lack of common understanding of non-functional parameters definitions, 
proposed approaches to discovery and selection of Web Services based on their quali-
ty information are highly limited (see the review in (Abramowicz, et al. 2009)). 
Moreover, basing the selection of services on explicitly declared quality, rises the 
concerns of trust towards QoS attributes values (even if one assumes that there are 
commonly understood definitions), which is usually neglected.  

3   Problem Statement 

A business entity considering usage of Web Services for their business processes 
faces several sources of uncertainty. It has to consider if the service, it is to choose 
provides: 

─ adequate level of quality of results (the service delivers what it promises to de-
liver). The main concern of the customer is getting the result which is relevant 
to the desired purpose of the Web Service invocation. For example, if one needs 
to get translation from English to Hungarian, he is interesting in finding a ser-
vice providing such function with the highest available quality of translation, 

─ adequate level of quality of service. In many cases, the Web Service call has to 
be fast or reliable enough to use the service. For example, an agent using Web 
Services for ongoing analysis of stock market for the purpose of trading deci-
sion, may suffer significant loss if the Web Service provides information with a 
delay or does not provide them at all, 

─ acceptable business terms. 

In (Abramowicz, et al. 2009) authors also point out that in the selection process the 
aspects related to the provision of the service should be considered as well. These 
aspects may include hosting and network related issues.  

Unfortunately, even if all the above criteria have been analyzed and proved to be 
satisfactory for a particular scenario, it still does not guarantee that the service would 
be suitable for end-to-end process, which is being executed by service customer. To 
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illustrate this limitation, let us consider a sample scenario. Let us assume, that there 
are two Web Services (WS1 and WS2), each providing weather forecast for geo-
graphic location (exemplary call: N: 52° 24' 23", E: 16° 55' 5", Radius: 10 km, Date: 
28.10.2011, Hour: 12:00, Forecast: 12h). Let us also assume that there are two cus-
tomers which would invoke any of these two services: a travel agency and air-traffic 
operations center. Both customers are using the same invocation method therefore on 
the technical level both services are considered to be equivalent. It may be further 
assumed that both services are provided by competing providers aiming to attract as 
many customers as possible, therefore both services are described with all possible 
tags related to weather forecasting. Furthermore, both providers assure the same level 
of QoR, QoS and terms of service (including price).  

Which service should be then chosen for air-traffic planning, and which should be 
used for holiday planning? If any of the two services mentioned above is suitable for one 
of these contexts of use, then it is almost certain that it will be useless for the other one 
and vice versa (for holiday planning one needs the overview of complete situation, while 
air traffic planning requires information related to detailed situation in the air – for exam-
ple the temperature and wind parameters 10 km above the sea level). 

Similar problem is related to security and safety of the service and their impact on 
the overall process. It is commonly stated, that the security level is as high, as the 
worst cell in the chain. However, it may be shown, that combining several services, 
each with acceptable level of security, may result in overall security level which is 
unacceptable for the whole process. Therefore, selection of a Web Service should take 
into consideration context as well as security and safety requirements for the overall 
process. An example of such situation may include a service, which contains a securi-
ty vulnerability, which is not dangerous in itself, however when is combined with 
another vulnerability in the end-to-end process it introduces some side off effects 
which make the whole process prone to data disclosure. 

The problem described above may be presented from another perspective as well. 
In this perspective it should be assumed that services are similar, have indifferent 
QoR, QoS and business parameters, however the access to the services uses different 
network routes. The routing is independent from both: the service provider and the 
customer (it is assumed that the impact on the access to the service may be made 
somewhere between). It is natural that customer cannot expect from the provider that 
they will ensure the complete route, however in the selection process the customer 
should be aware that there is another set of parameters, not related to service descrip-
tion, which affect the execution. 

The common denominator for the above parts of the problem is the lack of trust-
worthiness of Web Services, what is completely reasonable, because provided de-
scriptions may be misleading for the process of service selection. The trustworthiness 
cannot be based solely on service description (what is neglected by most of service 
frameworks). Therefore, if the customer is to decide to use a Web Service, then he 
would need enough proofs that the service is adequate to what he is looking for.  

The consequences of the problem of limited trustworthiness are significant. Profes-
sional customers are unable to select (manually, not to mention automatically) Web 
Services that are adequate to their end-to-end processes requirements, to their context 
of use. As a consequence, they cannot allow their crucial processes to be delivered by 
many different providers (they typically select statically service provider, sign up an 
agreement and use the idea of SOA only for the technical integration layer). 
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In conclusion, dynamically composed intercompany business processes requires 
solution to the above-presented problem. The fundamental question presented in this 
paper is, if introduction of context of use to the service selection process will improve 
trustworthiness of the Web Services from business perspective? 

4   The Vision of Solution 

In the beginning of this section the term “trustworthiness” has to be defined. The term 
has developed for decades, however, in the context of IT, trustworthiness was de-
scribed by Bishop as the degree of conformance to a given set of requirements and the 
evidence for this conformance. The term is being used mainly by history researchers, 
where trustworthiness refers to the reliability and authenticity of records (Minnesota 
State Archives 2011) or in linguistic approach, where trustworthiness is an attribute of 
an entity deserving of trust or confidence, being dependable and reliable (Suryn 
2011). The understanding of trustworthiness is therefore based on conformity with 
defined requirements and the evidence corroborating this conformity. Roughly speak-
ing, trustworthiness may be perceived as the degree of certainty that the service will 
deliver what the user expects, based on prior experience of all users. 

The models of reliability assessment of the Web Services based on customer 
feedback or RES agency were already proposed (see (Abramowicz, et al. 2009) for 
the review), however these solutions leave the problem defined in the previous 
section intact. The first issue results from service descriptions limitations. In the 
example provided in the previous section, both Web Services could be described in 
exactly the same way, but each of them was relevant to different contexts of use. 
Addressing this issue calls for building up an ontology of business contexts of use. 
This ontology should allow expressing the end-to-end processes in which the ser-
vice can be used. However, as previously noted, service providers might act in a 
way, which may mislead potential customers while maximizing provider’s traffic 
(and potentially his revenue). In this situation, both services could still use the 
same list of ontology tags making the descriptions indifferent. 

The second issue could be solved using analogous ideas, to those proposed for QoS 
reliability propagation - a common institution holding information regarding calls and 
users automatic feedbacks. Contrary to solutions proposed in literature, it should be 
assumed that the information regarding calls and feedbacks contains not only technic-
al parameters, but also end-to-end process context involved in the service call. A new 
customer, knowing their own end-to-end process, would be able to search for a Web 
Service which proved to be adequate for a similar context of use. After the call, the 
information regarding this particular context of use and the feedback, should be 
stored.  

In the previous section not only the context of use was described as the potential 
source of inefficient service selection, but also security (as the separate dimension of 
parameters) and the technical location of the caller (in the meaning of network route). 
In general the number of dimension may be unlimited, however in this article, the 
three mentioned above are used to describe the vision of context aware model. The 
applicability of these dimensions is analogous to the flow described for end-to-end 
context: the caller searches for a service knowing their location and security parame-
ters and leaves the feedback with this information after the call. 



274 R. Hofman and A. Bassara 

  

Fig. 1. Three dimensions of WS descriptions with rankings 

The degree of similarity measurement statutes the third pillar of the vision. Begin-
ning from the most easy to describe – the technical location, it could be measured by 
comparison of the route necessary to call the service to routes ranked previously by 
user feedbacks. Comparison process should focus on the first common node, assum-
ing that the route from common node to the same service is similar. For example if 
the route necessary to call the service requires the use of A, B, C, D, E network infra-
structure elements (lines, switches etc.), and there are ranked calls X, Y, C, D, E, and 
Z, B, C, D, E then it may be concluded that both rankings are similar to desired route. 
This example is presented on Fig 2. 

 

Fig. 2. Network path similarity assessment 

It is not known what impact on the ranked calls came from X, Y or Z nodes, how-
ever if overall feedbacks are positive it may be expected that: 

─ if A works properly then the second ranked call supports the positive probability 
of reaching the service 

─ if A and B works properly then the first ranked call supports the positive proba-
bility of reaching the service 
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The first corollary contains only the uncertainty about A, since B was already ranked. 
The measurement of end-to-end context similarity is more complicated. The main 

challenge, as it was mentioned at the beginning of this section, is an adequate ontolo-
gy, which should describe and categorize end-to-end contexts. The similarity degree 
could be based on simple ontology-based similarity measures (such as (Resink 1999) 
or (Araújo i Pinto 2007)). These measures are simple and general, however having 
knowledge regarding details of desired end-to-end context, one may use their own 
algorithm for the similarity assessment. 

Security context, on the other hand, seems to consist of several binary attributes 
which are provided (or not) by the service. For example, in a search for payment ser-
vice one may require the service to provide “Payment from link”, while the other one 
may require the same future to be disabled (for instance, if an entity is providing di-
rect sales they could use payments from links sent via email, while other merchants, 
which are unable to validate variables during the call, may perceive payments from 
link as the door for cross-site-scripting (XSS) vulnerability). If the desired service 
must provide certain parameters, then the user will evaluate binary attributes relevant 
for their call or adopt other selection pattern. 

In summary, the vision proposed in this article consists of three pillars: 

─ context awareness of the user, expressing their requirements in common terms 
(using ontology for end-to-end context, network infrastructure information and 
ontology for security parameters etc.), 

─ common information source containing information on the context of calls and 
user feedbacks, 

─ similarity assessment method or selection algorithm. 

It is beyond the scope of this article to propose the details of the implementation of 
the vision, however it should be the subject of further research, in order to make SOA 
dynamic service composition more acceptable for the business. 

5   Further Research 

In has been shown above, that proper selection of a service for a particular business 
process from a set of services delivered by external parties is a complex task. It re-
quires extensive knowledge not only on service capabilities but also on specific busi-
ness context of its usage. Since existing approaches to service discovery and selection 
are limited in this area, a sketch of sample solution to this problem based on trustwor-
thiness was presented. This model needs however to be detailed and its major under-
pinning concepts further refined. Major areas of concern for further research are pre-
sented in the remaining part of this section. 

The importance of the trustworthiness problem may be presented in the context of us-
er experience influence on the evaluation process. Hofman (Hofman, 2011) proposes a 
quality assessment model that takes into account not only the direct attributes, but also 
associated attributes, user mental state and knowledge. The experiment results shown in 
this article reveals that software quality assessment is based on memories of users.  

This observation should be considered as a crucial factor for trustworthiness build-
ing. User, who will become not satisfied with the service, may never change their 
mind. Therefore Web Service providers should plan their maintenance and service 
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development activities in such a way, that in any time all users will be handled appro-
priately. Adequate trustworthiness framework should be designed in such a way, 
which will maximize the reliability of the model. In other words, trustworthiness 
framework will deliver services reflecting trustworthiness degree of evaluated servic-
es. However the service delivering these ranks in acoordance with trustworthiness 
framework should also be trustworthy. 

It is also worth to note, that the methodology regarding trustworthiness certifica-
tion of software (especially COTS1) is actually in its experimental phase. It has been 
developed in international cooperation among three scientists: Dr. Yuyu Yuan from 
Beijing University of Posts and Telecommunication, Dr. Witold Suryn from École de 
technologie supérieure, Montréal, Canada and Mr. Jørgen Bøegh from TERMA, 
Denmark (Suryn 2011). It is expected that currently the ISO/IEC JTC1/SC7 will 
launch a new project aiming to research the area, and prepare the standard of trust-
worthiness certification of software. 

It should be noted that the general aim of this project addresses the issues related to 
complete product, however the discussion regarding trustworthiness of Web Services 
may fall beyond software related framework. Mainly because of intended context of 
call, which does not affect the evaluation of product as much, as the evaluation of 
single service invocation. The model of trustworthiness of Web Services assessment 
seem to be important challenge for both: the research and implementation into market. 

One should also consider challenges that appear in intra-organizational setting. 
Processes that span boundaries of organizations may often lead to their suboptimal 
composition. For instance, if more than one entity is involved in business process and 
each entity acts independently, then the selection process may be expressed in con-
cepts of the game theory. In this case, every entity (taking into consideration proper 
risk management and limited trustworthiness) should select services in a way, that 
would maximize its benefit but also should take into account uncertainty, possible 
conflicting of interests with other entities as well as their possible actions. As a result, 
every entity should select services in a way that would yield optimal result for this 
particular entity no matter what are the actions of other entities. In consequence, 
process composition may not be optimal. For instance, if we have two entities that 
buy services in a process, they would probably optimize their cost locally, it does not 
imply however that the overall cost of services in a process is optimal. 

This situation calls for development of service composition frameworks that take 
into account the whole end-to-end process as well as existence of many independent 
parties with limited trust and often conflicting interests. 
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Abstract. The identification and specification of generic and specific enablers 
of the Future Internet is based on a use-case oriented methodology taking into 
account life cycle and architectural constraints. The approach is illustrated by 
examples from the geospatial and environmental domain that are both 
elaborated in the ENVIROFI usage area project as part of the Future Internet 
Public Private Partnership program. The approach claims to be applicable to 
other thematic domains and usage areas.   
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1   Introduction 

The presented approach for identification and specification of generic and specific 
future internet enablers has been developed and applied in the context of the 
ENVIROFI usage area project [1] as part of the Future Internet Public Private 
Partnership (FI PPP) program. ENVIROFI addresses, in particular, the geospatial and 
environmental domain. However, the suggested methodology for enabler 
identification and specification is designed to be independent of thematic domains and 
usage areas, and thus claims to be applicable more broadly. The methodology starts 
with use case modeling, potentially linked with user stories from an agile modeling 
approach. It continues with a use case analysis activity that is closely related to a 
system description approach using RM-ODP, including a mapping to enablers that 
takes into account life cycle and architectural constraints. 

In section 2 we first present the methodology.  Section 3 describes the life cycle-
based approach whereas section 4 focuses on the architectural approach for the 
identification of enablers. Section 5 presents conclusions and outlines further work. 

2   Methodology for Enabler Identification and Specification 

This section provides an overview of the methodology illustrated for geospatial and 
environmental usage areas. It is based on use case modeling and combines the 
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SERVUS methodology [2] with agile modeling and SoaML. SERVUS is a Design 
Methodology for Information Systems based upon Geospatial Service-oriented 
Architectures and the Modelling of Use Cases and Capabilities as Resources. 

2.1   Use Case Modelling 

The methodology requires that requirements for enablers are elaborated in a first step 
as user stories and use cases by the experts of thematic domains. Applying an iterative 
approach, the use cases are matched in a second step with the capabilities of the 
emerging Future Internet platform, encompassing both generic enablers (to be 
provided by the FI-WARE project as part of the core platform) and specific enablers, 
provided by usage area projects, e.g. environmental enablers to be provided by 
ENVIROFI as illustrated in Figure 1. 

 

Fig. 1. Overall Idea of the ENVIROFI Use Case Analysis 

Use case modelling has been proven to be an efficient and powerful approach to reach 
a common understanding of the system itself and its behaviour. In interdisciplinary 
projects, involving thematic experts from different domains (e.g., air and water) as well 
as software experts, it is as challenging as essential to reach consensus on a common 
terminology. Use cases represent the most common practices for capturing and deriving 
requirements. The requirements of the system are described in a narrative way with 
minimal technical jargon. In a nutshell, “a use case describes who can do what with the 
system and for what” [3]. Those quotes of Cockburn indicate that the most important 
basis to implement case studies is use case modelling.  

We propose that use cases are described in a semi-formal way, with a use case 
template based on a structured textual description in tabular form. Furthermore, the 
SERVUS design methodology argues that additional information about the requested 
information resources (e.g. type and format of needed data) is necessary to completely 
describe a use case from both a user’s and system’s point of view. This small 
extension with respect to a classical use case approach heavily facilitates the 
transition to the abstract design step (e.g., the specification of the information model 
in the Unified Modelling Language UML) but is still very easy to understand by 
thematic experts. Furthermore, requirements (for enablers) should be derivable from 
the use cases. Three types of requirements can be identified: 
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• Functional requirements, 
• Informational requirements, 
• Non-functional requirements. 

 

Functional requirements can be derived from the sequence of actions (main success 
scenario, extensions and alternative paths) as part of the use case description. The 
informational requirements address data that is exchanged between two 
communication partners, i.e. between users and the system or between system 
components. Here, the identification of requested information resources already as 
part of the use case description is quite helpful. Finally, the non-functional 
requirements cover all requirements that do not alter the foreseen functionality of the 
system, e.g. the quality of data and results. 

2.2   Use Case Analysis Process 

Figure 2 illustrates the use case analysis process [4]. As part of the project planning there 
needs to be some agreement of how to document use cases. For this continuous activity a 
project space has to be created which preferably should be supported by a use case server 
that is accessible by all participants of the analysis process. In ENVIROFI, this use case 
server is provided in the form of a web-based collaborative tool. 

 

Fig. 2. Procedure of the ENVIROFI Use Case Analysis 

As a first step of the analysis iteration loop a set of preliminary use cases (UC) is 
identified, mostly by those thematic experts who drive the effort. For each of them an 
entry in the project space has to be generated. As described above, the methodology 
proposes that use cases are initially described in structured natural language but 
already contain the list of requested resources. This description is the language which 
is used in the UC discussion that takes place in workshops that are facilitated by the 
system analyst. Depending on the level of agreement that can be reached the iteration 
loop is entered again in order to refine or add new use cases. 
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Fig. 3. Screenshot of the Use Case Server (source: Fraunhofer IOSB) 

In order to identify inconsistencies and check the completeness of the UC model, 
the system analyst may transform the semi-structural UC description into formal 
UML specifications. However, these UML diagrams should still be on a high 
abstraction level such that a discussion with the end-user is possible. It is the 
advantage of this formal transition step already in an early analysis phase to detect 
inconsistencies and missing information as quickly as possible. The UML 
specification helps to (re-) discuss and check the use cases with the thematic experts. 

However, in addition to the usual UML use cases they already comprise the links 
to the set of requested (information) resources, their representation forms and the 
requirements to create, read, write or delete them1. Once an agreement is reached 
about the set of use case descriptions and related UML specifications it is then up to 
the system analyst to specify the resulting information model taking the resource 
model as a modeling framework. 

2.3   Reference Model based on ISO RM-ODP 

The identification and discussion about enabler requirements analysis cannot take 
place without having in mind a common reference model of a Future Internet system 
architecture. Here, we propose to rely upon agreed international standards such as 
ISO RM-ODP. Inspired by “distributed processing systems based on interacting 
objects”, ISO defined the Reference Model for Open Distributed Processing (ISO/IEC 

                                                           
1  Inspired by the resource-oriented architectural style as used by RESTful web services [4]. 
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10746-1:1998). The RM-ODP standards have been adopted widely. They constitute 
the conceptual basis for the ISO 191xx series of geospatial standards from 
ISO/TC211. The viewpoints of RM-ODP are applied as follows. The Enterprise 
viewpoint describes the purpose, scope and policies of that system and contains the 
use cases described above. The Information viewpoint describes the semantics of 
information and information processing and contains the information resources 
identified as the use case extension. The computational viewpoint2 describes the 
functional decomposition of the system into components and objects which interact at 
interfaces. The Engineering viewpoint describes the mechanisms and functions 
required to support distributed interaction between objects in the system. The 
Technology viewpoint describes the choice of technology in that system.  

The identification of generic and specific enablers is done based on a combination 
of top down and bottom up analysis using a complete life cycle approach as well as a 
complete end to end architectural approach.  The two following sections describe the 
framework for the identification of life-cycle based enablers and architectural based 
enablers. 

3   Life-Cycle Based Enablers 

In this section we describe a life-cycle based perspective for the identification of 
enablers with both a service centric and data centric view. 

We re-use components which have been identified in a recent activity of the 
European Committee for Standardisation (CEN), Technical Committee (TC) 287 for 
building a reference model for spatial data infrastructures (SDI) [5], see also Fig. 4. 
Notably, the Service Centric View could be applied to any service-oriented system. 
Only the Data Centric View contains instantiations, which are specific for the 
geospatial and environmental domains. Likewise, GeoPortals are a specific type of 
geospatial applications. 

 

Fig. 4. Core Components of the SDI Reference Model ([5], modified) 

                                                           
2  Sometimes also referred to as „Service Viewpoint“ acknowledging its application in 

(geospatial) service-oriented architectures [2]. 
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The primary organizing structure is determined by the following generic core life 
cycle components (corresponding to the service centric view in the figure): 

 
• Register: for describing and publishing resources. 
• Discovery: for searching for and discovery of resources. 
• View: for visualising of resources. 
• Download: for downloading and exchanging resources. 
• Invoke: for interacting with resources. 
• Orchestration and Composition: for providing aggregated resources 

including in particular workflows for service composition. 
• Security and Rights Management: for managing access rights to resources. 

Related to the data centric and service centric view shown in figure 4 we illustrate the 
requirements of the environmental usage area following a life-cycle centric approach. 
First, we introduce the roles, which are involved in generating knowledge about our 
environment and define the overall added-value chain. In a second step, we present 
common requirements for future eEnvironment services. In doing so, we provide a 
bridge between practical environmental applications and the wider political 
framework. The presented findings could equally be applied to other geospatial and 
non-geospatial domains beyond the environmental domain. 

3.1   The Value Chain of Environmental Knowledge Generation 

Analyzing the requirements of eEnvironment services for the terrestrial, atmospheric 
and marine sphere, we could extract a total of six roles, which contribute to the 
generation of environmental knowledge [6]: 

 

1. Observer, being the initial source of information about the environment. This 
may reach from sensor measuring weather conditions to citizen observing 
species occurrences. 

2. Publisher, making a resource, such as an observation, discoverable to a wider 
audience, e.g. by providing required resource descriptions (metadata). 

3. Discoverer, being the entity that finds a resource, e.g. species occurrence 
data, based on all available descriptions. 

4. Service Provider, making information or an environmental model accessible 
to (and usable by) the wider audience, e.g. by offering a standard based 
service for data download. 

5. Service Orchestrator, being responsible for combining existing services in a 
way that they create information for a distinct purpose, i.e. environmental 
application focusing on a particular sphere, such as terrestrial biodiversity. 

6. Decision Maker, consuming an environmental application in order to retrieve 
decision supporting material and making a final decision based on the 
information available, e.g. designating a new protected area. 

Consequently, the process workflow can be summarized as in the figure below (Fig. 
5). Notably, following this workflow services may themselves get published in order 
to serve as building blocks for more complex eEnvironment solutions. 
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Fig. 5. Added value chain of environmental knowledge generation [6] 

3.2   Overview of Stakeholders 

The tasks identified above (section 3.1) are played by a variety of individuals and 
organizations. Those have been again extracted from requirements of eEnvironment. 
In a nutshell, those can be defined as: 

 

• Citizens of a particular social, political, or national community; 
• Environmental agencies on sub-national, national and European level; 
• Public authorities of national and regional and other level; 
• Industries from the primary, secondary and service sector; 
• Platform providers offering frameworks on which applications may be run; 
• Infrastructure providers offering physical components and essential services; 
• Sensor network owners holding the sensor and basic communication hardware. 

Table 1. Added-value chain of environmental knowledge generation [6] 

  observe provide discover create orchestrate decide 
Citizens x x x x x x 

Environmental agencies x x  x  x 

Public authorities  x  x  x 

Industries   x x x x 

Platform providers    x   

Infrastructure providers    x   

Sensor network owners x (x)  (x)  x 

 
Table 1 provides an overview of the manifold mappings between these 

stakeholders and the different roles in the value chain of environmental knowledge 
generation. Notably, citizens can play all roles, they may even discover available 
information and provide new services (mash-ups). The decisions they may take are on 
individual level, such as “Should I travel through an area with bad air quality?”. 

3.3   Requirements for a Next Generation of eEnvironment Services 

Given the above, we can now identify the requirements for a next generation of 
eEnvironment services in Europe. They can be summarized as follows: 
 

• publication, discovery, access and visualization of environmental data sets; 
• planning, publication, discovery, access and visualization of measurements; 
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• publication, discovery, access and visualization of objective, semi-objective and 
subjective observations by end users; 

• transformation of data sets and fusion of observations; 
• publication, discovery and access to environmental models and simulations; 
• composition and invocation of workflows; 
• support and enforcement of data and service policies based on identity, licenses, 

trust chains, etc.; 
• publication, discovery, access, visualization and annotation support for 

controlled vocabularies, taxonomies, and ontologies; 
• integration with the Semantic Web and Web 2.0; and 
• interoperability with existing and planned infrastructures in the context of: 

- the most relevant initiatives at international level, such as INSPIRE [7], 
GMES [8], SEIS [9], GEOSS[10], 

- relevant well-established communities, including research and e-
government infrastructures [11], and 

- the mode relevant policies on international level, above all related to Public 
Sector Information (PSI) [12]. 

 
Specific components (environmental enablers) should support these requirements. 
They should be designed and developed leveraging existing architectural approaches 
and technical specifications, and re-using/extending existing tools. Particular attention 
should be paid to open international standards and communities-of-practice 
specifications, and to open source components in order to make the resulting system 
more flexible and scalable (see also [13]). 

4   Architectural Based Enablers 

The life cycle based enablers and relevant applications can further be described in 
terms of their architectural components and enablers/services. The following figure 
shows how the different types of enablers can be related in the context of a complete 
end-to-end ICT architecture.  
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Fig. 6. Relationships of enablers in both a layered and a bus architecture 
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Figure 6 shows the relationship of different enabler categories both in a layered 
architecture and also as a bus architecture. The taxonomy of the enabler types is in 
accordance with ISO 19119 Geographic information – Services, clause 8.3. [14]. The 
approach is to define both generic domain independent and specific enablers, such as 
geospatial and environmental specific enablers, in each of the following six groups, 
color coded in the figure: 

 

• Boundary Interaction Enablers are enablers for management of user 
interfaces, graphics, multimedia and for presentation of compound 
documents. Boundary Interaction services have been defined to not only  
include human interaction services, but also other system boundaries like 
sensor and actuator services. Specific enablers focus on providing 
capabilities for managing the interface between humans and Geographic 
Information Systems and location based sensors and actuators. This class 
includes also graphic representation of features, as described in ISO 19117. 

• Workflow/Task Enablers are services for support of specific tasks or work-
related activities conducted by humans. These enablers support use of 
resources and development of products involving a sequence of activities or 
steps that may be conducted by different persons. The specific enablers focus 
on workflow for tasks associated with geographic and environmental 
information — involving processing of orders for buying and selling of 
geographic information and services. These services are described in more 
detail in ISO 19119. 

• Processing Enablers perform large-scale computations involving substantial 
amounts of data. Examples include enablers for providing the time of day, 
spelling checkers and services that perform coordinate transformations (e.g., 
that accept a set of coordinates expressed using one reference system and 
converting them to a set of coordinates in a different reference system). A 
processing service does not include capabilities for providing persistent 
storage of data or transfer of data over networks. The specific enablers focus 
on processing of geographic information. ISO 19116 is an example of a 
processing service. Other examples include services for coordinate 
transformation, metric translation and format conversion. 

• Model/Information Management Enablers are enablers for management 
of the development, manipulation and storage of metadata, conceptual 
schemas and datasets. The specialization of this class of enablers focuses on 
management and administration of geographic information, including 
conceptual schemas and data. Specific services within this class are 
identified in ISO 19119. These services are based on the content of those 
standards in the ISO 19100 series that standardize the structure of geographic 
information and the procedures for its administration, including: ISO 19107, 
ISO 19108, ISO 19109, ISO 19110, ISO 19111, ISO 19112, ISO 19113, ISO 
19114 and ISO 19115. Examples of such services are a query and update 
service for access and manipulation of geographic information and a 
catalogue service for management of feature catalogues. 

• Communication Enablers are enablers for encoding and transfer of data 
across communications networks. The specific enablers focus on the transfer 
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of geographic information across a computer network. Requirements for 
Transfer and Encoding services are found in ISO 19118. 

• System Management and Security Enablers are enablers for the 
management of system components, applications and networks. These 
services also include management of user accounts and user access 
privileges. The specific enablers focus on user management and performance 
management, and on Geo Right Management. 

The six categories of enablers have been identified through an end-to-end 
architectural analysis.  Since the initial version of this approach in the ISO 19101 and 
19119 standards around 2001 they have been found sufficient for most identified 
service types and enablers, with the escape mechanism that many new instances will 
be put into the processing category. There are also situations where tools and 
applications are composite and contain components that will span multiple categories, 
and also for this reason the life cycle based classification has been found useful as an 
additional classification. In general, multiple classification schemes from different 
perspectives should be supported. 

The different service types can also be categorized according to their relevance for 
emerging cloud services, starting with a classification for the application level and 
software as a service (SaaS), but also further down to platform as a service (PaaS) and 
infrastructure as a service (IaaS).  

SaaS Provider

PaaS
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IaaS Provider

Generic
Enablers

Specific Enablers
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Generic
Enablers

Specific Enablers
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Fig. 7.  Generic and specific enabler types for SaaS, PaaS and IaaS 

The initial generic enabler areas identified by the FI-WARE project is targeted at 
providing further support in many of the areas identified through the life cycle based 
perspective and the architectural perspective here. The initial six areas can be mapped 
to the architectural areas as follows: 

 

1. Cloud hosting (IaaS)  is addressing generic enablers in particular related to 
processing and model/information management on the IaaS level. 

2. Data/Context management (with intelligent services) is related to 
model/information management enablers on the SaaS and PaaS level. 
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3. Application Services framework – is related to processing and system   
management enablers on the PaaS level. 

4. IoT Service enablement – is related to boundary enablers on the SaaS and 
PaaS level 

5. Interface to Network and Devices (I2ND) is related to communication 
enablers on the PaaS and IaaS levels. 

6. Security is related to System management/Security enablers on the SaaS and 
PaaS level. 

 

In the ongoing FI PPP activities about the identification of further generic and specific 
enablers, it is assumed that more enablers will be found for all of the different enabler 
areas across all of the cloud levels from SaaS to PaaS and IaaS. 

5   Conclusions and Further Work 

The presented methodology and approach for the identification and specification of 
generic and specific Future Internet enablers is currently being used in the ENVIROFI 
project for the purpose of identifying and specifying enablers in the FI PPP program. 

A broader initiative has been started for the further identification of enablers 
through the ENVIP community and CEN TC287.  It is an aim that this approach can 
be further applied also in other domains and usage areas. 
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Abstract. International freight transport is the foundation of global trade, repre-
senting a large and growing industry where various stakeholders collaborate to 
transport goods around the world. The ICT infrastructures currently employed 
throughout logistics business networks are limited and the use of manual sys-
tems is common.  This drastically hampers the operational efficiency of logistic 
service providers, carriers, and the various other stakeholders involved in trans-
port processes. This paper presents an initial conceptual architecture for an ICT 
platform to overcome these deficiencies.  The architecture is built on top of Fu-
ture Internet technologies that provide generic capabilities for the efficient and 
effective development of cloud-based applications based on the Internet of Ser-
vices, Internet of Things, and Internet of Contents with integrated security and 
privacy mechanisms. 

Keywords: Future Internet, Transport, Logistics, Conceptual Architecture, 
Business Collaboration, E-Contracting, Event Handling, Transport Planning. 

1   Introduction and Motivation 

The efficient operation of international transport and logistics networks is a critical suc-
cess factor for sustainable growth in global trade.  Such inefficient operation creates 
barriers to trade by causing shipment delays and raising trading costs.  Since transport 
and logistics activities account for 10% to 20% of a country’s Gross Domestic Product, 
increases in the efficiency of these activities can dramatically improve a country’s com-
petitiveness.  In addition, environmental impacts resulting from the operation of transport 
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and logistics activities are significant, so any improvement in efficiency within a logistics 
network positively contributes to sustainability objectives. 

While the transport and logistics industry has made great strides in attempting to 
improve its efficiency, limitations in technology, transport infrastructure and regula-
tory regime incompatibilities have created significant barriers to future improvements.  
Overcoming these barriers requires new information and communications technolo-
gies that allow organizations to rapidly assemble collaborative logistics networks that 
can efficiently and effectively execute international trading activities.  The Future 
Internet, with its promise of ubiquitous operation and information access, provides a 
potential platform for overcoming the limitations of current ICTs.   

Building on the proposed capabilities of the Future Internet being developed under 
the European Union’s Future Internet Public Private Partnership program (FI PPP), 
the FInest Use Case project (www.finest-ppp.eu) is designing a collaboration and 
integration platform for the transport and logistics industry.  The FInest platform 
leverages generic capabilities, so called generic enablers, provided by the Future 
Internet and implements a domain-specific configurable set of services for the trans-
port and logistics domain.  

This paper presents the initial conceptual architecture of the FInest platform.  In 
Section 2 the high level architecture of the platform is introduced. Section 3 refines 
this architecture by describing the initial set of services which are being implemented 
for the transport and logistics domain. 

2   FInest High Level Architecture 

The FInest platform consists of three layers shown in Figure 1. The layers and mod-
ules that reside within these layers are interconnected by using service-oriented tech-
nology.  Service-oriented technology facilitates interoperability, openness and exten-
sibility through standard interfaces. The use of integrated security and privacy man-
agement mechanisms ensures the secure and reliable exchange of confidential and 
business-critical information.  

In the following we outline the three layers of the FInest architecture and discuss 
how we envision to exploit Future Internet technologies for the implementation of the 
platform. 

2.1   Front End Layer 

The front end layer of the FInest platform provides users with role specific, secure, 
ubiquitous access from different devices to information concerning the operation of 
the transport and logistics network. Roles that are supported through this front end 
layer include, but are not limited to, the following: 

 

• end-users (customers) – can issue or trace their orders. 
• transport planners – can develop, monitor and update transport plans based on 

end-user/customer orders.  Transport plans may include the individual legs of a 
shipment, the mode used for that leg of the shipment and the provider of the 
transport service for that leg of the shipment. 
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• logistics service providers – can provide offers for transport and logistics ser-
vices and retrieve demands for these services via dedicated marketplaces. 

2.2   Back End Layer 

The back end layer of the FInest platform provides access to, and integration with, 
legacy systems, third party services and any Internet of Things (IoT) devices that may 
provide information during the transport lifecycle.  Legacy system integration is fa-
cilitated by service-oriented technology, e.g., by exposing features of legacy systems 
as services, or by offering access to legacy systems via the “Software as a Service” [1, 
2] delivery model. 

Core Modules
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Module (BCM)

Transport Planning Module
(TPM)

Front End

Back End
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services3rd Party 
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Fig. 1. FInest platform high level conceptual architecture1 

                                                           
1  The notation used throughout this document is TAM (Technical Architecture Modeling), see 

http://www.fmc-modeling.org/fmc-and-tam 
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2.3   Core Modules Layer 

The core layer of the FInest platform is composed of independent transport and logis-
tics service modules integrated through the Business Collaboration Module.  The 
independent service modules are “cloud-based” applications that provide essential 
domain services for the shipment of goods.  The initial set of core modules that are 
being developed for the FInest platform include the following: 

 

• Business Collaboration Module (BCM) – the central module of the FInest 
platform that supports the inter-organizational collaboration between transport 
and logistics network partners and acts as an integration service between these 
partners and the various cloud based components selected to manage the effi-
cient flow of goods between the partners. 

• E-Contracting Module (ECM) – this module provides computer support for 
service provider selection, contract negotiation and agreement, contract man-
agement and the provision of contract related service requirements to other 
modules that utilize this information for ensuring the effective and efficient 
network operation. 

• Event Processing Module (EPM) – this module provides end-to-end visibility 
of shipments through event-driven monitoring across domains and transporta-
tion modality. The module is also responsible for SLA monitoring (based on 
data from the ECM) and triggers transport re-planning when needed. 

• Transport Planning Module (TPM) – this module provides support for dy-
namic transport planning and re-planning activities, exploiting real time event 
data provided through the EPM and with respect to contracts between business 
partners that are managed within the ECM component.  Re-planning of ship-
ments occurs when real-time signals from the EPM indicate that a current 
transport plan cannot be achieved because of some event that has arisen in the 
shipment process. 

2.4   Usage of Future Internet Technologies 

The FInest Platform will be developed using Future Internet technologies that provide 
a foundation for cost-efficient and rapid development of cloud-based end-user appli-
cations based on emerging techniques for the Internet of Services, Internet of Things, 
and Internet of Content. The following list describes the Future Internet technologies 
of primary importance for implementing the FInest Platform. Most of these are ad-
dressed within the FI-WARE project, which develops the Future Internet Core Plat-
form within the FI PPP program (www.fi-ware.eu):  
 

• Infrastructure, methodology, and tools for cloud-based platform and ap-
plication development, including an infrastructure for deploying the FInest 
Platform and its components on public or private clouds along with methodol-
ogy and tool support for developing additional end-user services for individual 
transport and logistics stakeholders;  

• Language and tool support for the Internet of Services, including a service 
description language that covers both technical and business requirements 
along with integrated tool support for the provisioning, management, and  
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consumption of services; this shall be used for realizing the back-end layer of 
the FInest platform and for managing the interaction of the FInest core mod-
ules;     

• Access to real-world data from the Internet of Things, enabling the integra-
tion and technical handling of real-world data obtained from sensor networks 
for real-time monitoring and tracking during the execution phase of transport 
and logistics processes;  

• Facilities for data and event processing in the Internet of Contents, allow-
ing to process huge amounts of data to retrieve insights into relevant scenarios, 
as well to analyse real-time event data to quickly determine relevant situations 
and instantly trigger actions. 
 

• An integrated framework for security and privacy management for the 
Future Internet, including identity management, authentication and authori-
zation facilities, non-repudiation services and policy management for user pro-
files as the basis for ensuring the security, privacy and confidentiality of in-
formation exchanged between business partners, which is a pre-requisite for 
employing the FInest Platform in real-world business environments.   

3   FInest Platform Core Modules 

The details for each of the FInest platform core modules, as introduced above, are 
further elaborated in the following sections. The focus in these descriptions is on the 
conceptual architecture and the main capabilities of the core modules; the technical 
realization and actual usage of Future Internet technologies is subject to future work.    

3.1   FInest Business Collaboration Module (BCM) 

Logistics processes are distributed and involve numerous different stakeholders.  
Stakeholders may include customers (such as the consignor and the consignee), one or 
more transport planners, a set of actual transport providers (carriers or shippers), in-
surance companies and other legal parties, governance authorities (e.g., customs or 
border control) as well as other partners.  Each one of these parties needs information 
about the goods being shipped in order to successfully conduct a transport process.  
However, currently employed ICT systems have been developed for intra-
organizational management and do not provide easy access for external partners.  
Coordination between the different stakeholders, therefore, requires manual interven-
tion in order to share information.  The large amount of manual intervention required 
hampers effective supply chain management and increases the likelihood of errors as 
well as shipping costs.   

The FInest Business Collaboration Module (BCM) provides transport and logistics 
network partners with the ability to securely manage their end-to-end networks by 
integrating component based services for e-contracting, planning and event monitor-
ing.  The BCM is the central module of the FInest platform for interaction with busi-
ness partners.  It holds all necessary information about the logistics processes and 
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provides specialized user interfaces so that necessary information can be presented 
while confidential information remains undisclosed.  

To enable this, the BCM uses so-called Collaboration Objects (CO) which imple-
ment a data-centric modelling approach [3, 4].  Each CO encapsulates information 
about a certain aspect of the overall transport and logistics chain (e.g., a certain trans-
portation leg or an involved carrier) and the process fragment associated with this 
aspect.  Hence, a CO consists of two different elements: a data element and a process 
or lifecycle element. The combination of different COs describes the end-to-end 
transportation process and establishes a global view of the entire process.  In addition, 
the distribution of information about the various aspects of the transport process over 
multiple COs enables privacy management due to the fact that only the information 
that is contained in the particular process aspect which a stakeholder is authorized to 
see is actually presented to this very stakeholder.  

The general functionality of the BCM can be described as follows and is depicted 
in the conceptual architecture shown in Figure 2 below:  
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Object Manager
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Transport 
execution 

plan
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Contract 
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Fig. 2. Business Collaboration Module (BCM) conceptual architecture 

• Create a representation of the end-to-end transport and logistics process – To 
create a representation of the end-to-end process the BCM initializes the COs 
by integrating data from existing business (legacy) systems, transport plans 
from the transport planning system and end-user inputs.   

• Store the CO-based process representation – The BCM stores the CO-based 
representation of the end-to-end process in a shared database.   

• Provide secure access to process data – Business partners have access to the 
shared database, but only to those stored COs that their user rights allow.  The 
BCM uses the scattering of information among the COs to ensure security and 
only discloses the necessary objects to the client.  

• Provide value added services – The BCM provides stakeholders with access to 
other FInest modules enhancing their ability to manage their network.  Access 
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to information about the current status of a logistic process is provided by the 
EPM, which can be integrated to automatically update the status of the logistic 
process.  Planning and re-planning information for the logistic process can be 
obtained through the integration of the TPM by the BCM.  Information about 
contract details can be obtained through the integration of the ECM. 

3.2   FInest E-Contracting Module (ECM) 

Contracting within the transport and logistics domain for complex international move-
ment of goods is currently a manual and time consuming process.  The process begins 
with the identification of a need to ship something.  Needs identification is followed by 
partner identification and qualification, partner bid development and bidding, bid evalua-
tion and tentative partner selection.  Once a tentative partner has been selected a contract 
is negotiated and agreed between various members of the contracting parties.  The con-
tract specifies all legal terms and conditions for the carriage of goods and SLA conditions 
such as: escalation processes for those occasions when problems arise, payment sched-
ules and service level requirements.  Unfortunately, all of this information is contained in 
a paper based document that is not generally available to the downstream individuals 
who are responsible for executing the contract. 

The FInest E-Contracting Module (ECM) is being designed to address the highly 
manual nature of transport and logistics contracting and the problem of downstream 
transparency to contracted  SLA conditions by exploiting solutions from e-contracting 
[7, 8]. It is important to remark that the legal terms and conditions of a contract are 
not in the focus of the ECM. The e-contracting module is envisioned as providing 
support for: 

 

• A dynamic marketplace to support partner selection, bidding and spot market 
requirements; 

• Semi-automated execution of contract negotiation, establishment and man-
agement; 

• Electronic distribution of contract-specified execution information (e.g., SLAs, 
pricing, escalation processes, etc.); 

• On-line management and review of contracts with automatic notification of 
contract end dates and renegotiation time fences. 

 

The key architectural elements that are planned for the ECM include: 
• Contract Repository – data repository for all established transport and logis-

tics contracts, including a set of contract primitives (such as general attrib-
utes that characterize transport and logistics contracts); 

• User Contract Demand Manager – single interface where actors (human or 
electronic) interact with the ECM and inform it of the type of contract (e.g., 
blanket, spot, etc.) to be negotiated; 

• Blanket Contract Manager – service responsible for assembling the elec-
tronic form of a blanket contract, selection of partners (via auctioning or 
other processes) and contract creation; 
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• Spot Market Contract Manager – service responsible for selecting qualified 
bidding partners for a spot contract, developing and establishing the spot 
contract; 

• Spot Marketplace – space for executing an auction process (offering, bid-
ding, selecting, etc.); 

• Special Contract Manager – service responsible for handling user requests 
associated with SLA violations or requests to handle special issues not cov-
ered under blanket contracts; 

• Data Extractor – service responsible for generating information about/from 
contracts for other external modules. 

 

A high level architecture of the ECM is shown in Figure 3 below. 
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Fig. 3. E-Contracting Module (ECM) conceptual architecture 

3.3   FInest Event Processing Module (EPM) 

Event-driven architectures support applications that are reactive in nature, ones in 
which processing is triggered in response to events, contrary to traditional responsive 
applications, in which processing is triggered in response to an explicit request [5].  In 
FInest, an event-driven architecture is employed for the purpose of end-to-end moni-
toring of a logistics process and to facilitate immediate and proactive response to 
problems and potential deviations occurring during execution time. The functionality 
can be described at three levels.  
 

• On the surface, event processing provides visibility into the current status of 
the logistics process: the location of a shipment, whether it is on a carrier or in 
a warehouse, whether or not it was customs-cleared, etc. 

• Beyond the functionality of mere track-and-notify, event-processing employs 
rules that encapsulate specific logic applied to events. The basic functionality 
of rules exists in indicating whether or not the logistics process progresses as it 
should, or whether something has gone wrong.  
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• At a deeper level, events potentially provide insights regarding parts of the 
scenario that have not yet been reached; for example, stormy weather near a 
seaport may indicate that a ship carrying the managed containers will be de-
layed in entering the port.  Security alerts at an airport may imply flight delays.  
Detecting those events relevant to the scenario at an early stage allows the sys-
tem to respond to events before they occur, and thus to surface proactive 
event-driven computing functionality [6].  
 

The Event Processing Module (EPM) can be characterized according to four ele-
ments, which are identified in Figure 4: 
 

• Event Sources – FInest differentiates between two types of event sources. The 
first type refers to various existing (but usually incompatible) systems. These 
include airport systems, sea freight systems employed by ports and vessels, 
scanning and tracking systems of packages, and others. The second type refers 
to sources that will be provided by the Future Internet infrastructure and will 
allow more accurate monitoring, as well as predictive capabilities; these in-
clude, for instance, RFID tags, smart cameras on roads and other smart items. 

• Events – FInest also distinguishes between two types of events: the events 
emitted by existing sources and events emitted from Internet of Things arte-
facts. While the latter must be defined and characterized in order to generate 
requirements from the Future Internet, existing events are described by domain 
sources such as Cargo 2000, which is an airline industry standard.  

• Run-time Engine – The run-time engine exploits a set of rules to determine situa-
tions. Rules can either be permanent (for any scenario) or instantiated for a spe-
cific scenario, e.g., according to SLA parameters provided by the ECM or accord-
ing to information about the execution of the transport plan (e.g., ETA for indi-
vidual transport legs). 

• Determined Situations – In FInest, the results of event processing can be directed 
either to the human interface, and / or to one of the other technical components in 
order to trigger actions. The TPM should get information regarding future events 
that might trigger re-planning. The ECM and BCM should be notified of potential 
breaches of SLAs.  
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Fig. 4. Event Processing Module (EPM) conceptual architecture 
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3.4   FInest Transport Planning Module (TPM) 

Efficient and effective transport planning and re-planning is all about making sure 
that relevant information is available at the right time and place to support supply 
chain operations. Planning consists of resource and information requirements which 
are tightly linked to resource status, availability, and configurability. Resources can 
be found both inside a logistics service provider (LSP) and outside an LSP, e.g., in 
ports or customs agencies. The ability to incorporate or “wrap-in” this information 
into the planning process is essential. Today this is mainly done through manual inter-
organizational collaboration processes [9, 10].  

The FInest Transport Planning Module (TPM) will make real-time information 
about resource status available across actors and organizational boundaries, which 
constitutes a significant improvement in planning and optimization processes [11, 12].  
The TPM considers all elements that are part of an end-to-end supply chain planning 
process, structured according to the following four stages: 

 

• Stage 1: Marketing of services – Relevant information includes: service cate-
gory and type (vehicle services, terminal services, sea services, etc.); operation 
areas (location or district that the service should cover); environmental profile 
of the service; service capacities such as weight restrictions, dangerous goods 
limitations, availability; price information.   

• Stage 2: Planning of a shipment – Relevant information includes: selection and 
negotiation of transport services to be included; pre-booking and booking of 
services; contracting with the service providers and with customs; reservation 
of space on the transport mean(s); definition of transport items (goods to be 
transported); split and joint booking activities; stuffing and stripping activities.  

• Stage 3: Execution – Relevant information includes:  status information and 
deviation reporting; information reporting to authorities.   

• Stage 4: Completion – Relevant information includes: proof of delivery; in-
voicing; claims and deviation management; contract evaluation.  

 

The TPM is being developed in order to support the planning processes regarding all 
these information aspects while being supported by the other modules of the FInest 
platform. For instance, the ECM will provide capabilities for contracting with service 
providers, as well as selection and negotiation of transport services. The EPM, as a 
further example, allows monitoring of progress and obtaining status information and 
deviations from the plan. 

The TPM architecture includes several service components as shown in Figure 5 
below:    

• Service search – This component supports searching for available services by 
interacting with the ECM. If no contracts are available, additional contracts 
(e.g., spot market contracts) can be requested.  

• Transport chain composition – This component is used to create an end-to-end 
transport plan in which many services are included.  

• Stuffing and stripping – This component assists in planning the stowage of 
goods, e.g., in a container on a ship.  

• Planning handler and data extractor – These components provide statuses and 
can be used to store information based on the planned transport. 
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Based on the information processed through the TPM, a Transport Execution Plan is  
created that provides a complete overview of the planned transport for both the items to be 
transported and the services to be used that together make up the transport plan [13,14]. 
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Fig. 5. Transport Planning Module (TPM) conceptual architecture 

4   Conclusion  

This paper has introduced the FInest platform, a Future Internet based services platform 
for the transport and logistics domain that addresses many problems that currently exist 
with ICTs employed in this domain.  The FInest platform integrates various value added 
“cloud-based” components through a Business Collaboration Manager.  Cloud-based 
service components for contracting, visibility and pro-active event management, and 
planning are integrated to provide transport and logistics domain actors with access to 
real-time statuses on shipments.  The platform facilitates the dynamic re-planning and 
contracting of services for domain participants providing a clear step forward in capabili-
ties over existing technologies and processes.  The FInest services are realized by lever-
aging Future Internet services based on the Internet of Things, Internet of Services and 
Internet of Content currently under development through the European Union’s Future 
Internet Public Private Partnership (FI PPP) program.  Refinement of the FInest platform 
will occur as the platform services move beyond the conceptual stage described in this 
paper and are deployed in live use case pilots.  

 

Acknowledgements. The research leading to these results has received funding from 
the European Community’s Seventh Framework Programme FP7/2007-2013 under 
grant agreement 285598 (FInest). 

References 

1. Turner, M., Budgen, D., Brereton, P.: Turning Software into a Service. Computer 36(10) (2003) 
2. Mietzner, R., Metzger, A., Leymann, F., Pohl, K.: Variability modeling to support custo-

mization and deployment of multi-tenant-aware Software as a Service applications. In: 
Proceedings of the ICSE 2009 Workshop on Principles of Engineering Service Oriented 
Systems, PESOS (2009) 



 Future Internet Technology for the Future of Transport and Logistics 301 

3. Meijler, T.D., et al.: Coordinating Variable Collaboration Processes in Logistics. In: 13th 
International Conference on Modern Information Technology in the Innovation Processes 
of Industrial Enterprises, Trondheim, Norway (2011) 

4. Hull, R., et al.: Introducing the Guard-Stage-Milestone Approach for Specifying Business 
Entity Lifecycles. In: 7th International Workshop WS-FM 2010, Hoboken, USA (2010) 

5. Etzion, O., Niblett, P.: Event Processing in Action. Manning (2010) 
6. Engel, Y., Etzion, O.: Towards Proactive Event-Driven Computing. In: 5th ACM Interna-

tional Conference on Distributed Event-Based Systems, DEBS (2011) 
7. Papazoglou, M., Pohl, K., Parkin, M., Metzger, A. (eds.): Service Research Challenges and 

Solutions for the Future Internet: S-Cube – Towards Mechanisms and Methods for Engi-
neering, Managing, and Adapting Service-Based Systems. Springer, Heidelberg (2010) 

8. Nitto, E.D., Ghezzi, C., Metzger, A., Papazoglou, P., Pohl, K.: A journey to highly dynam-
ic, self-adaptive service-based applications. Autom. Softw. Eng. 15(3-4) (2008) 

9. Stevens, G.C.: Integrating the Supply Chain. International Journal of Physical Distribution 
& Logistics Management 19(8) (1993) 

10. Al-Mashari, M., Al-Mudimigh, A., Zairi, M.: Enterprise resource planning: A taxonomy of 
critical factors. European Journal of Operational Research 146(2) (2003) 

11. Fjørtoft, K., et al.: MIS - Identification and organization of MIS users and processes, Deli-
very A, MARINTEK (2010) 

12. Sleire, H., Wahl, A.M.: Integrated Planning - One road to reach Integrated Operations. In: 
SPE Bergen Conference (2008) 

13. The FREIGHTWISE project, http://www.freightwise.info/cms/ 
14. The TCMS project,  

http://www.sintef.no/Home/MARINTEK/ 
Software-developed-at-MARINTEK/TCMS/ 



W. Abramowicz et al. (Eds.): ServiceWave 2011, LNCS 6994, pp. 302–308, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

ICT Enablers for Smart Energy 
(Invited Paper) 

Johannes Riedl1, Kolja Eger1, Werner Mohr2, and Ludwig Karg3 

1 Siemens AG, Corporate Technology, Otto-Hahn-Ring 6, 
81739 Munich, Germany 

{Johannes.Riedl,Kolja.Eger}@siemens.com 
2 Nokia Siemens Networks GmbH & Co. KG, St. Martinstrasse 76, 

81541 Munich, Germany 
Werner.Mohr@nsn.com 

3 B.A.U.M. Consult GmbH, Gotzinger Str. 48/50, 
81371 Munich, Germany 
l.karg@baumgroup.de 

Abstract. Almost all innovative applications in usage areas like energy, 
transport & logistics, healthcare rely on specific Information & Communication 
Technologies (ICT). These often need to fulfill very stringent requirements 
which cannot easily be fulfilled by today’s technologies. Developing usage area 
specific ICT solutions is not the solution since this prohibits benefiting from an 
economy of scale. Initiated by the European Commission (EC) the Future 
Internet Public Private Partnership (FI-PPP) has been setup to systematically 
identify ICT requirements from different usage areas and address as many of 
them as possible by so-called generic Future Internet / ICT enablers. Obviously, 
Smart Energy is a very important usage area which is addressed by the FI-PPP 
project FINSENY. This article will provide a detailed description of the project 
setup and its methodology.  

Keywords: Future Internet, ICT, Smart Energy, Smart Grid. 

1   Introduction 

Sustainable energy supply is currently one of the most important and critical topics. It 
is heavily discussed at technical and political level. Consequently energy from 
renewable sources like wind and solar are playing a very critical role. Beside 
sustainability, also reliability and affordability of energy are two dimensions which 
are in the focus. In fact optimum trade-offs need to be found between sustainability, 
reliability and costs. One of the challenges is the volatility of many of those energy 
sources. Another challenge will be unpredictable loads e.g. from electric vehicle 
loading. It is commonly understood that this requires significant use of Information 
and Communication Technologies (ICT) which fit to the corresponding requirements. 

Innovative applications in many other usage areas, like intelligent transport 
systems, logistics or smart city applications, will also require ICT functions. And 
many of these requirements are expected to be quite similar so that they should be 
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provided in a generic way; such functions are called generic ICT enablers. This 
avoids the development of similar ICT functions in a different way for different usage 
areas which finally would end up in breaking the economy of scale. In order to avoid 
fragmentation and a lack of interoperability, the Future Internet Public Private 
Partnership (FI-PPP) [1; 2] has been recently installed by the EC.  

Within the FI-PPP all ICT requirements will be identified for a certain set of usage 
areas. An understanding will be commonly achieved, which of them need to be 
addressed in a generic way and which must be taken care of by every usage area 
itself. Large-scale trials will be prepared for a later phase of the program to be able to 
demonstrate that finally generic ICT enablers and specific ICT enablers are indeed the 
enablers of innovative and impact creating applications in the respective usage areas. 
In this context, the usage area project dealing with Smart Energy is FINSENY, Future 
INternet for Smart ENergY. This article provides a detailed overview of the work 
being done in FINSENY. Due to the start of the project on 1st April 2011, no project 
results can be provided yet, but the approach and methodology will be described in 
detail. 

2   Smart Energy – Key Drivers and Challenges 

Increasingly, renewable decentralised energy generation will be used in order to limit 
climate change and to replace nuclear power generation. Renewable energy 
generation is depending on changing weather conditions and the energy system has to 
cope with this volatility. The entire system has to optimally use existing grid 
infrastructures and adapt to the new requirement. That is not only a question of 
electrical engineering but also a question of bringing more intelligence to the entire 
power system. In addition, the liberalisation of the energy market allows for and even 
calls for new services and new market roles. These developments require a 
combination of action fields like smart grid and smart home as well as smart grid and 
electric mobility. A key enabler for the smart energy world is ICT – Information and 
Communication Technology. 

The ICT challenge of Smart Energy is to exchange information across multiple 
domains, among devices and between subsystems of diverse complexity. In addition 
to interoperable communications between such elements, future Smart Energy 
systems will rely on the availability of access to and correct configuration of systems 
across ownership and management boundaries (such as the boundaries between 
energy management systems, energy markets, electricity distribution with distributed 
resources and the boundaries between interactive customers with smart meters, energy 
management devices, smart appliances and electric vehicles). 

3   FINSENY’s Approach 

The FINSENY project represents a European consortium with partners from the ICT 
domain, the energy utility and manufacturing domain, SMEs, Associations, R&D 
centres and universities.  

FINSENY will use scenario techniques to identify the prominent ICT challenges. 
The term ‘scenario’ refers to an application domain in the evolving Smart Energy 
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landscape, expected to be of significant importance, and requiring advanced ICT 
technologies. The following five smart energy scenarios will be addressed in the 
project:  

 

• Distribution network,  
• Microgrid,  
• Smart buildings,  
• Electric mobility, and  
• Electronic market place for energy.  
 

To focus work on each individual scenario, FINSENY will assume that energy 
transport and energy distribution takes place solely as electricity. For every 
considered scenario four main tasks have been identified: 

3.1   Scenario Evaluation 

Every scenario will be evaluated in detail by describing the framework conditions, the 
roles and players as well as the detailed most relevant use cases. Obviously there are 
quite some activities ongoing in these fields which will be taken into account. This 
will avoid repeating work and allows for making use of it. The relevance of the use 
cases will be evaluated according to their potential to induce remarkable ICT 
requirements. Finally, selected use cases will be described according to common 
templates. 

3.2   ICT Requirements 

Based on the use case descriptions the ICT requirements will be identified. These will 
be described along a certain template which needs to be agreed upon not only within 
the FINSENY project but within the entire FI-PPP program. In the following there are 
two different stages of ICT requirements consolidations required: first between all the 
scenarios within the FINSENY project, and second between all usage area projects 
within the FI-PPP. Finally, a detailed understanding will be available, which of the 
ICT requirements will be addressed by generic ICT enablers and which ones require 
domain-specific ICT enablers that each usage area needs to take care by itself. 

3.3   Functional ICT Architecture 

Based on the detailed understanding of the respective scenario, the generic ICT 
enablers being made available by the ICT industry, and the domain-specific ICT 
enablers taken care of by the energy & ICT industry, a functional ICT architecture 
will be developed. This will result in an architecture, which describes how the 
scenario use cases shall be supported and equipped with the available ICT enablers. 
This will also require coordination between the scenarios, since they are obviously not 
disjoint. Where scenarios are interfacing to each other or even overlapping, the 
respective functional ICT architectures need to be consistent. 
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3.4   Trial Candidates  

Following the overall process of the EC’s FI-PPP, pan-European trials will be 
prepared, which – after a further Call for Proposal in the European Framework 
Programme 7 – are expected to start in April 2013. To prepare for such a suitable trial 
in the Smart Energy domain, every FINSENY scenario will propose candidates and 
work out a potential field trial design in more detail. Thus, the FINSENY proposal for 
a Smart Energy trial will involve existing and promising demonstration projects as 
well as new approaches at various test sites all over Europe. 
 
Intensive cooperation on all levels will be an important success factor. This is on the 
one hand side organized through a Smart Grid Stakeholder Group as described below 
and on the other hand side via interactions with other projects in the field and the FI-
PPP. This includes European funded projects (like ADDRESS, BeAware, FENIX, 
PREMIO, SAVE ENERGY, Web2Energy, etc.), national programs (like E-Energy in 
Germany, Energy@Home in Italy, SG Model Regions in Austria, etc.), and further 
industrial initiatives. For this purpose projects and initiatives are being collected, 
stored and assessed in the FINSENY database. 

4   FINSENY’s Scenarios 

All five smart energy scenarios investigated by FINSENY are large domains. As 
mentioned before, a detailed evaluation of them is the first step FINSENY is working 
on. Just to give a rough impression what the scenarios are about this section shortly 
summarizes the most relevant aspects in terms of ICT requirements and in terms of 
the progress beyond state-of-the-art which shall be achieved by FINSENY.  

4.1   Scenario Distribution Network 

Advanced automation, control and management of distribution networks are needed 
in order to meet the anticipated increase in distributed energy generation and to tackle 
new challenges such as the charging of electrical vehicles. This involves new methods 
of load prediction and demand side management as well as interfaces with the 
existing and new markets. 

4.2   Scenario Microgrid 

The large scale introduction of distributed generation supports the establishment of 
local or regional microgrids. Using techniques like virtual power plants or virtual 
power systems they strive for aggregating and autonomously controlling their own 
supply and demand side resources to balance production and consumption in as small 
as possible entities. Interaction with the surrounding distribution network and with the 
connected production, storage and consumption appliances is the key to the efficient 
control of such grids. 



306 J. Riedl et al. 

Table 1. Advancements Beyond State-of-the-Art for the scenarios “Distribution Network” & 
“Microgrid”  

Distribution Network & Microgrid 
State-of-the-Art                                                   Beyond State-of-the-Art 
Supervision and Control of primary 
substations and their periphery only 

Supervision and control of all active 
components in the Distribution Network, e.g. 
to assure power quality even with high 
percentage of renewable energy 

Indirect fault detection and vague fault 
localization 

Extensive use of sensor data and of an ICT-
based control infrastructure for fast fault 
detection, precise fault localization and 
automatic restoration 

Standard profiles to predict consumption and 
adapt generation 

Detailed consumption information and means 
to adapt consumption to production (demand 
side management) 

Uncontrolled feed in from (volatile) 
distributed power generators 

Controllable inverters including ability to 
provide system services (e. g. reactive 
power) 

in particular for Microgrid: 
Island control only for object networks 
(small-scale) and transmission systems 
(large-scale) 

 
Independent operation in case of macrogrid 
connection-loss, assurance of power quality 
even with high percentage of renewable 
energy generation  

4.3   Scenario Smart Building 

Efficient energy management in buildings requires extensive use of communication 
network infrastructure to and in buildings as well as the provision of the necessary 
interfaces to local appliances, local distributed generation and energy and service 
providers. 

4.4   Scenario Electric Mobility 

The large scale introduction of electrical vehicles will have an impact on the energy 
infrastructure. Providing the necessary charging points requires interaction between 
the energy infrastructure, the transport infrastructure, the vehicle information systems 
and the communication network infrastructure in order to collect, process and deliver 
the needed information, e.g. for charging and billing. 

4.5   Scenario Electronic Market Place for Energy 

The introduction of Smart Energy Grids and deregulation results in a transformation 
of the European energy market. New players are appearing and the roles of incumbent 
players are changing. An electronic market place for energy must support all these 
players and roles by providing the necessary interfaces and information exchange. It 
should also be open to support new applications, players and roles. 
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Table 2.  Advancements Beyond State-of-the-Art for the scenario “Smart Building” 

 
Smart Building 

State-of-the-Art                                                   Beyond State-of-the-Art 
Legacy buildings and legacy equipment 
within these buildings cannot easily be 
equipped with or adapted to advanced ICT 
technologies for building automation 

FINSENY together with the Technology 
Foundation will provide a shared open 
platform   for building-based ICT services 
(including building-scale energy 
management, building automation, building 
security services), even in legacy buildings. 
This platform will allow for the integration 
of legacy equipment in a comprehensive 
building energy management system. 

Separation of Building Management System 
(BMS) and “ ICT infrastructure for “regular” 
ICT services (telephony, internet). 

Integration of BMS and other ICT services 
on the same platform allows for economies 
of scale and more efficient energy 
management. Availability of additional 
context data for BMS 

High Complexity of setting up, configuring 
and maintaining building energy 
management systems, experts know-how 
required 

Self-configuration and self-management of 
integrated and shared ICT infrastructure for 
building energy management and building 
automation  is the long-term objective that 
FINSENY will strive to achieve;  

Brittle  centralized and difficult to scale / 
analytical energy optimization solutions  

Minimal manual programming, scalability 
and adaptability of building energy 
optimization engines, using such 
technologies as multi-agent systems 

 

Table 3.  Advancements Beyond State-of-the-Art for the Scenario “Electric Mobility” 

 
Electric Mobility 

State-of-the-Art                                                   Beyond State-of-the-Art 
Full integration of energy management 
systems for electric mobility and the grid 
operation 

Focus on single energy provider and national 
/ small-scale scenarios 

 proprietary solutions Pan-European solution, involvement of all 
mobility and energy providers (“roaming”) 

Missing common solution for business-
process interaction between all different 
actors of electric mobility 

Standardized ICT Support to enable 
Business-relationship handling between all 
actors of electric mobility throughout 
business domains  
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Table 4. Advancements Beyond State-of-the-Art for the Scenario “Electronic Market Place for 
Energy" 

Electronic Market Place for Energy 
State-of-the-Art                                                   Beyond State-of-the-Art 
Current energy market dynamics is not 
accessible for many energy stakeholders. 

Access to an extended virtual marketplace 
for all energy stakeholders. 

Missing tools for all energy transactions 
being available to the energy stakeholders 
Today, energy trading happens with low 
granularity in terms of amount of energy and 
time 

Advanced ICT Tools for enabling Energy 
Transactions: real-time, reliable, secure 

 

5   Smart Grid Stakeholder Group 

Due to the large scope of Smart Energy, one project partnership alone cannot host all 
relevant stakeholders. Therefore intensive cooperation is required far beyond the 
FINSENY consortium. Therefore, the Smart Grid Stakeholder Group (SGSG) has 
been established in June 2010 to foster the information exchange between ICT and 
energy industry and thus to better understand each others views.  

The organization of the SGSG is a task in FINSENY. At least three workshops are 
planned to present and discuss project findings and to identify further cooperation 
opportunities. This group is open for all industrial organizations which are interested 
in Smart Grid / Smart Energy topics. In case of interest to join that group, please 
contact the authors of this article. 

6   Conclusion 

There is common sense that there is a need to act now and to assure that the energy 
systems become smarter with the help of ICT. FINSENY has been setup to contribute 
to this goal and to deliver a clear understanding within the coming two years which 
ICT enablers – generic ones and domain-specific ones – are required and how they fit 
into the functional ICT architecture of a Smart Energy system. It is expected that this 
will successfully lead into a Smart Energy trial activity which will show that the 
identified concepts lead to and maintain sustainable, reliable and cost-efficient energy 
solutions in a large scale. 
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Abstract. A Business Continuity Management (BCM) Impact Analysis derives 
business-level BCM Service Level Agreements (SLAs) which need to be 
translated at service-level, infrastructure-level and facility-level. However, 
translation and optimization of SLAs across a large and distributed service-
oriented system is not an easy task. In this demo we will present our Stochastic-
Petri-Net based approach to automatically translate and optimize BCM SLAs 
for large service oriented systems. We will do the demo in the context of a 
business use-case.  
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1   Introduction 

Business process disruption could lead to financial and legal losses as well as damage 
to reputation [1]. Business Continuity Management (BCM) aims (1) to identify 
critical business processes, resources and internal/external dependencies (2) to 
identify potential threats to services, operations and critical business processes and (3) 
to evaluate potential damages that may be caused by a threat. Business Continuity 
Expert (BCEx) refers to this activity as Business Impact Analysis (BIA). In this demo 
we present our Stochastic-Petri-Net based approach to automatically translate and 
optimize BCM SLAs for large service oriented systems. 

A BIA is done three phases. First, the BCEx has to understand the business, 
business processes and the impact of business disruptions. He has to take into account 
financial and non-financial indicators, such as legal requirements or external 
reputation. Moreover, large and global organizations deploy hundreds of cross-
functional business processes in a number of regional variants [2].We explain how 
our approach helps to conduct a sound and systematic BIA [3]. Second, the expert has 
to determine various Business Continuity Metrics for every business process and 
business function. We elaborate how the BCEx uses our methodology to determine 
the Maximum Tolerable Outage Time (MTO) of business functions and first level 
services. A first level service is directly consumed by a business function. Third, the 
BCM dependency and risk graph is used to determine service level requirements. We 
discuss how our methodology supports the expert to select optimal SLA offers from 
service providers.  
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2   Demo Story 

The demo video is uploaded in YouTube at the following link: 
http://www.youtube.com/watch?v=NjPTNcxhSp4 

Step 1: 
The BCEx uses modelling tools, such as the SAP NetWeaver BPMN modeller [2], to 
model and compose business process out of enterprise services.   

Step 2:  
The Business Process Expert (BPX) annotates business process requirements, such as 
“Business Impact”, against business process activities. Business Impacts are the 
consequences that a business faces if it fails to execute certain process activities 
within given time frames.  

Step 3:   
The BCEx uses IT Topology models (provided by IT experts) and facility models 
(provided by facility managers) to construct an IT BCM Model. 

Step 4:   
The BCEx adds risks information, recovery times and impact delays. 

Step 5: 
The resources required to execute business process activities are annotated from the 
business process resource list. 

Step 6: 
Once resources are assigned to a business process, the BCEx is able to generate the 
BEAM model. The BEAM model editor enables the BCEx to refine the behaviour 
model at a very detailed level if needed.  

Step 7: 
The BEAM model is used for performing business continuity analysis. The BCEx 
initiates the process by pushing a button. This launches the Business Impact Analyses, 
Dependency Analyses, and Risk Analyses.  

Step 8: 
Once the analysis run is completed, the business continuity analysis results are shown 
to different stakeholders in their respective modelling environments. For some 
stakeholders, such as the Line of Business Manger or external BCM auditors, who do 
not have a specific modelling environment, our solution generates a set of reports. 
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Abstract. The demonstration will show the live access to the control 
framework of a pan-European OpenFlow testbed. The testbed spans five islands 
all over Europe, allowing experimenters access not only to virtual machines but 
to the switches interconnecting them. This extends the control of networking 
experiments beyond best-effort overlays to a real control of the network, its 
routing and forwarding functions itself. A first video explaining the registration 
process and the setup of a slice for a new network experiment can be found 
here: http://www.youtube.com/watch?v=p482T9O9HOg.  

A tutorial explaining (in short video sequences) the registration and use of 
the testbed is online on http://www.fp7-ofelia.eu.  
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1   OpenFlow Test Facility in the FIRE Context 

The limitations of the legacy Internet architecture have been studied by the scientific 
and industrial community now for a decade leading to a wide variety of proposals for 
architectural extensions. However, introducing such extensions into the “production” 
Internet has proven to be a tedious task due to the closed nature of today's network 
elements' designs. OpenFlow introduces a fundamental split between user and control 
plane decoupling a networking element's forwarding engine from its controlling logic, 
thus allowing a separate evolution of user and control plane, and offering an 
opportunity to study new control architectures in the field.  

OFELIA is an FP7 Call 5 project aiming towards creation of an OpenFlow test 
facility allowing researchers from academia as well as industry to develop new 
control protocols in controlled networking environments on dedicated OpenFlow 
enabled carrier-ready hardware devices.[1] However, OFELIA's scope is wider and 
more diversified than just offering yet another testing environment: the OpenFlow 
architecture with its flow based approach simplifies network virtualization, allowing 
various control planes to co-exist in parallel and each control plane to handle flows 
individually; and, it flattens the differences among network elements, e.g. switching 
and routing devices.[2]  The network slice in OFELIA consists of  

• Traffic sources and sinks (currently, Xen-based VMs or students’ traffic)  
• Commercial switches (partially virtualized through OpenFlow and FlowVisor) 
• Virtualized links (in project phase II links of dedicated bandwidth will be used) 
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This network virtualization approach is key to deploying experimental control 
planes in parallel to production control planes on the same physical network 
infrastructure. OFELIA consists of autonomous OpenFlow enabled islands each 
intended to serve as a nucleus for an OpenFlow enabled campus network at their local 
organization and site. These core networks demonstrate maturity and stability of 
OpenFlow hardware and software components, potentially paving the way towards 
OpenFlow deployment in NREN operated networks or in the long-term even operator 
networks.  

2   Description of the Demonstration 

The control framework to be demonstrated is based on the SFA-oriented Expedient, a 
tool that was developed at Stanford University in the eGENI project.[3] OFELIA has 
enhanced this tool by the capability to dynamically create virtual machines and assign 
these to experimenter-defined slices, improved the work flow and stabilized the 
implementation. The OFELIA demo as shown at the Service Wave 2011 event is 
demonstrating these core features of OpenFlow and OFELIA:  

 
1. Dynamic creation of control place slices suitable for deployment of existing or 

emerging control plane protocols and architectures for the Future Internet. 
2. Co-existence and co-operation of different control planes on the same physical 

network infrastructure including research and production slices. 
3. Dynamic creation of virtual machines for acting as data sinks and/or sources or 

for hosting control plane entities. 
4. Assignment of end systems and users to different network slices each controlled 

by a different control plane based either on user or network decision.  
 
The demonstration will cover the “OpenFlow domain” and the “Virtual technology 

manager” (VTM) aggregate managers and show their use how to control the 
OpenFlow domain as well as how to create, deploy and use virtual machines for 
functional or performance testing. 
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Abstract. Our work showcases how opportunistic networks can be used  
for expanding the coverage and the capacity of infrastructures in a Future 
Internet context. Opportunistic networks are managed by cognitive systems, 
which collaborate through control mechanisms. The demonstration of these 
technologies shows enhanced service provision capabilities, higher resource 
utilization, lower transmission powers, and “green” network operation. 
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1   Introduction 

This document is a summary of a proposed demonstration. The next section includes 
a short description of the system and demonstrated features. Section 3 is a summary 
of the novel characteristics. 

2   Short System Description – Features Demonstrated 

Our system includes three main technologies [1]: opportunistic networks, cognitive 
management systems, and control channels [2] for the cooperation of the cognitive 
systems. These are applied for achieving efficient coverage and capacity extensions of 
a network infrastructure in a Future Internet (FI) context, which comprises relevant 
applications (related to social networking, machine-to-machine and the Internet of 
Things), networking technologies and device capabilities. The features demonstrated 
through our system include coverage extensions [3,4], for mitigating infrastructure 
failures or compensating for node mobility, and capacity extensions by means of 
femtocells [5]. 

In our work, opportunistic networks are operator-governed. They can be 
dynamically and automatically created, in places and for the time they are needed to 
deliver multimedia flows to mobile users, in a cost-efficient manner. They can 
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comprise nodes of the infrastructure, and terminals/devices potentially organized in an 
ad-hoc network mode. Therefore, opportunistic networks can entail cost-efficiency in 
terms of operational expenditures (e.g., due to the “dynamic” and “automated” 
creation), as well as capital expenditures (e.g., as the need for investments in 
permanent infrastructures is reduced). Operator governance is materialized through 
the designation of resources (e.g., spectrum, transmission powers, etc.) that can be 
used, and the provision of policies, information and knowledge.  

Cognitive systems are used for the management. Cognition is required for the 
following main reasons: (i) self-management enables the automated determination of 
suitability, creation, modification and release of opportunistic networks; (ii) learning 
improves the speed and reliability of respective management decisions. 

Control channels [2] convey information and knowledge on the context 
encountered, the profiles of users/applications/devices involved, the relevant policies 
of various stakeholders and decisions. 

3   Summary of Novel Characteristics 

The following novel characteristics are included: (i) Enhanced capabilities for 
application/service provision in an FI context; (ii) An ecosystem of distributed 
cognitive functionality and interfaces. 

Efficiency derives from: (i) the higher utilization of resources, and therefore, the 
resulting savings in the capital expenditures; (ii) the use of lower transmission 
powers, and therefore, the lower energy consumption in the infrastructure; this means 
lower operational expenditures; (iii) the “green” footprint of the application delivery 
model. 
 
Acknowledgments. This work is performed in the project OneFIT which is partially 
funded by the European Community's 7th Framework programme. This paper reflects 
only the authors' views. The Community is not liable for any use that may be made of 
the information contained herein. The contributions of OneFIT colleagues are hereby 
acknowledged. 

References 

1. OneFIT (Opportunistic networks and Cognitive Management Systems for Efficient 
Application Provision in the Future Internet) project, http://www.ict-onefit.eu 

2. European Telecommunication Standardization Institute (ETSI), Technical Committee on 
“Reconfigurable Radio Systems” (RRS),  
http://www.etsi.org/website/technologies/RRS.aspx 

3. Opportunistic Coverage Extension for Infrastructure Failure Mitigation,  
http://www.youtube.com/watch?v=R83lByciSzc 

4. Opportunistic Coverage Extension for Mitigation of Outages due to Node Mobility,  
http://www.youtube.com/watch?v=wNQpPF4_TrU 

5. Opportunistic Capacity Extension through Femtocells,  
http://www.youtube.com/watch?v=Bq9cJP8HFGQ 



W. Abramowicz et al. (Eds.): ServiceWave 2011, LNCS 6994, pp. 315–316, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

REMICS- REuse and Migration of Legacy Applications 
to Interoperable Cloud Services 

REMICS Consortium  

Andrey Sadovykh1, Christian Hein2, Brice Morin3,  
Parastoo Mohagheghi3, and Arne J. Berre3 

1 SOFTEAM, France 
2 Fraunhofer FOKUS, Germany 

3 SINTEF, Norway 
{Parastoo.Mohagheghi,Arne.J.Berre}@sintef.no 

Abstract. The main objective of the REMICS project is to specify, develop and 
evaluate a tool-supported model-driven methodology for migrating legacy 
applications to interoperable service cloud platforms. The migration process 
consists of understanding the legacy system in terms of its architecture and 
functions, designing a new SOA application that provides the same or better 
functionality, and verifying and implementing the new application in the cloud. 
The demonstrations will cover the following REMICS research topics: model-
based analysis and testing and model-driven interoperability with the tools by 
Fraunhofer FOKUS and SINTEF. Video is published at http://goo.gl/ExV38. 

Keywords: Cloud computing, service-oriented architecture, legacy systems, 
ADM, model-based analysis, model-based testing, model-driven interoperablity. 

1   REMICS Approach and Demonstrations1 

The REMICS2 project will provide tools for model-driven migration of legacy 
systems to loosely coupled systems following a bottom up approach; from recovery of 
legacy system architecture (using OMG’s ADM-Architecture Driven Modernization) 
to deployment in a cloud infrastructure which allows further evolution of the system 
in a forward engineering process. The migration process consists of understanding the 
legacy system in terms of its architecture, business processes and functions, designing 
a new Service-Oriented Architecture (SOA) application, and verifying and 
implementing the new application in the cloud. These methods will be complimented 
with generic “Design by Service Composition” methods providing developers with 
tools simplifying development by reusing the services and components available in 
the cloud. 
                                                           
1 Video is published at YouTube http://goo.gl/ExV38 
2 http://remics.eu/; funded by the European Commission (contract number 257793) within the 

7th Framework Program. 
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In order to instrument the migration process, the REMICS project will integrate a 
large set of metamodels and will propose several dedicated extensions. For the 
architecture recovery the REMICS will extend the KDM metamodel. On Platform 
Independent Model (PIM) level, the components and services are defined using 
SoaML (SOA Modeling Language3) which is developed in the SHAPE project4. The 
REMICS project will extend this language to address the specific architectural 
patterns and model driven methods for architecture migration, and to cover 
specificities of service clouds development paradigm. In particular, the PIM4Cloud 
Computing, model-driven Service Interoperability and Models@Runtime extensions 
are intended to support the REMICS methodology for service cloud architecture 
modeling. Furthermore, REMICS will investigate existing test notations such as the 
UML2 test profile (UTP) for their application to the SOA and Cloud Computing 
domain and refine and extend them.  

The demonstrations focus on two aspects covered in the project: (1) the model-
based analysis and testing and (2) model-driven interoperability. 

The first demonstration shows two toolkits which are being developed within the 
REMICS. The toolkit consists of a model analysis workbench and a model-based 
testing workbench. The analysis workbench focuses on static aspects of all kind of 
engineering models. The workbench can be used to define and compute metrics for 
static analysis of the REMICS models. The measurement can be used to determine a 
certain degree of quality of the recovered and migrated models. In contrast to analysis 
workbench the model-based testing part is focusing on dynamic aspects of the 
models, for instance the generation of test specification and test data out of the 
behavioral description of the models is a typical activity with respect to model-based 
testing. These generated tests can be used by a test execution engine to validate 
specific behavioral properties of a system under test. 

When the legacy system has been migrated to the cloud, it can leverage other 
services already deployed in the cloud to: 

• Extend some of its services to provide some added value to migrated services 
• Replace some of its services to use some similar services which provide better 

QoS, are cheaper to use, etc. 

This leads to interoperability issues: 

• How to exchange data between the migrated services and the “external” services 
available in the clouds? 

• How to synchronize protocols (exchange of messages)? 

In this second demo, we will focus on the first issue while the second issue is 
covered in the future research. Many tools (Semaphore, MapForce) already exist to 
define mappings between data-structures, and generate code out of these mappings to 
actually realize the mapping of data. However, some mappings are trivial, and 
explicitly specifying then is a waste of time. But some mappings are much more 
difficult to identify. Designers should thus be guided during this task. The tool to be 
presented in the demo provides guidance for designers to identify semantic mappings. 

                                                           
3 http://www.omg.org/spec/SoaML/ 
4 http://www.shape-project.eu/ 
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Abstract. The rule and policy technological landscape is becoming ever more 
complex, with an extended number of specifications and products. It is therefore 
becoming increasingly difficult to integrate rule and policy driven components 
and manage interoperability in distributed environments. The described work 
presents an infrastructure going towards the governance of heterogeneous rule 
and policy driven components in distributed systems. The authors’ approach 
leverages on a set of middleware, discovery protocol, knowledge interchange 
and consolidation to alleviate the environment’s complexity.  

Keywords: Rule and policy driven component, Distributed systems, 
Governance, Knowledge interchange, RIF. 

1   Introduction 

Over the years, rule and policy driven systems are becoming increasingly popular. 
This evolution can mostly be attributed to three factors, 1) better separation of 
concerns between the knowledge and its implementation logic in contrast to a hard-
coded approach; 2) repositories that increase the visibility and readability of the 
knowledge represented in rule and policies artifacts and 3) graphical user interfaces 
that render these artifacts more usable while bridging the gap between users (e.g. 
domain experts) and IT specialists. 

Influenced by this increased interest, the technological landscape is becoming more 
and more complex. This is partly due to the number of technologies that have been 
developed and the frequency in which they appear. In particular, the amount of 
platforms implemented as well as the various specifications related to rule and policy 
expression and enactment have rendered this domain more opaque. 

This abundance of technologies and products can be beneficial as different 
approaches attempt to address a variety of problems. However, it greatly impacts the 
usability of distributed systems that are built upon components using these 
technologies to specify their behaviors. Indeed, the behavioral and functional 
complexities reduced by rules and policies at the component level translate into 
management and interoperability issues at the distributed application plane. The main 
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contribution of this paper and the demonstration system it presents is a set of 
functionalities aimed at facilitating the governance of rule and policy driven 
components involved in distributed systems. This demonstration addresses challenges 
in the domains of rule and policy driven components discovery, interoperability, rule 
and policy interchangeability and knowledge consolidation in the context of 
distributed systems. 

2   Anatomy of a Governance Infrastructure for Rule and Policy 
Driven Components in Distributed Systems 

In order to simplify the demonstration, in this experiment the authors assume that no 
semantic translation is needed – i.e. an “Order” for one component has the same 
meaning, but not necessarily the same data structure, as in the other components.  

Component discovery: to permit the discovery and storage of the different 
artifacts (e.g. rule engines, translators) the authors make use of a central repository. In 
this experiment, the repository is implemented using the Atom Publication Protocol 
(APP) and eXist DB. The authors have implemented a dedicated OSGi Service 
Tracker and a Service Location Protocol agent that automatically register the 
components with the global or a local APP repository. The repositories are 
interconnected allowing the discovery to span across multiple component containers, 
servers and domains. 

Component interoperability: the extendable middleware model designed by the 
authors allows exposing components’ adaptation engine (i.e. rule engine or policy 
decision and enforcement points) in a flexible manner. Thus, by default, two sets of 
functionalities are expected for each component, enabling control and evaluation of 
the rules and policies. The ‘Management’ oriented functionalities allow 
administration type operations while the ‘Functional’ ones allow operations on rules 
or policies and facts. It is noticeable that additional types of functionalities can be 
provided such as access control and reliability (e.g. heartbeat) depending on the 
component. 

Rule and policy interchangeability: for the purpose of this experiment, the 
authors have chosen to investigate rule interchange between Drools and Jess using the 
Rule Interchange Format (RIF) production language as platform neutral language. 
Drools and Jess were chosen for their popularity and similarities. 

Knowledge consolidation: the authors have designed algorithms to correlate facts 
and combine rules and policies. In addition, a basic conflict detection system has been 
implemented for mathematical operator contradiction. Please note that at this stage, 
the validation is performed only after translation at the interchange stage, against the 
rule engine or policy decision point. The authors are aware of the need to validate the 
knowledge during the consolidation stage and this aspect is currently being 
investigated. 

Short video of the demonstration: http://www.youtube.com/watch?v=i2PTbrTpNpY 
 
Acknowledgements. This work is part of the IT SOA project founded European 
Regional Development Fund program no. POIG.01.03.01-00-008/08 and UDA-
POKL.04.01.01-00-367/08-00. 
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Abstract. The SLA@SOI project has researched and engineered technologies 
to embed SLA-aware infrastructures into the service economy. It has published 
models, defined architectures, developed an open-source framework and driven 
open standards such as the Open Cloud Computing Interface. In this demo the 
application of SLA@SOI in an enterprise IT use case will be demonstrated. The 
presentation will cover the SLA-aware negotiation, scheduling, provisioning, 
and monitoring of virtual machines. 

Keywords: SLAs, Cloud-computing, IaaS, Infrastructure, Enterprise IT. 

1   Introduction 

Fundamental limitations exist with today’s service-based offerings, including those 
hosted by cloud infrastructure. Typically the customer has to accept boiler-plate high 
level Service Level Agreements (SLAs), and violations are difficult if not impossible 
to detect and disposition. It is infeasible for service providers to create customized 
service offerings or negotiate with customers individually, and translating from 
business requirements into specific internal provisioning manifestations consumes 
valuable time and resources. Internally, the economies of optimizing deployment 
landscapes whilst maintaining customized SLAs is largely unachievable. The 
opportunity exists for a comprehensive, holistic, SLA-management framework. 

SLA@SOI has researched and engineered technologies to embed SLA-aware 
infrastructures into the service economy. A consortium of 11 key players, this 
European Commission funded project has created a comprehensive, extensible model 
in which arbitrary SLAs can be described, defined a flexible component-based SLA-
enabling architecture, and has integrated and is validating the results in four industry-
led use cases. It has also championed the development of open standards, co-chairing 
the recently published Open Cloud Computing Interface (OCCI). In this demo the 
application of SLA@SOI in an enterprise IT use case will be demonstrated. The 
presentation will cover the SLA-aware negotiating, scheduling, provisioning, and 
monitoring of virtual machines. 

The Enterprise IT use case focuses on SLA-aware provisioning of compute 
platforms, pursuing the most efficient resource selection at provisioning time based 
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on infrastructure policies, the optimal infrastructure landscape at run time, and 
informing future investment decisions. The ultimate goal is to illustrate how 
provisioned IT infrastructure can dynamically reflect and react to the changing 
priorities of the enterprise. 

This demo will introduce core concepts of SLA@SOI, including: 

• A high level scenario in which machine readable SLAs can operate 
• The architecture of the open-source framework that has been developed 
• The flexible and extensible SLA model that has been published 

A live deployment of the Enterprise IT use case will be available to illustrate the 
concepts in a relatively realistic deployment. Visitors will be able to browse a 
reference SLA template, personalize an SLA, provision the service in real time and 
observe live monitoring data. When VM’s are manipulated through an administrators 
interface, the implications for the SLA terms being monitored and the detection of 
SLA violations are observable. 

Two videos of the SLA@SOI Enterprise IT use case are available on YouTube and 
illustrate the scope of the proposed demo.  

 
For the video illustrating the provisioning of an SLA-Aware service please see: 
http://www.youtube.com/watch?v=tD7WyOWYoTc 
 
For the video illustrating the automatic detection of an SLA violation please see: 
http://www.youtube.com/watch?v=jF5UFwsWzN4 
 
For complete information on SLA@SOI including links to the various open source 

projects spawned or contributed too, please visit http://www.sla-at-soi.eu. 
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Abstract. This paper presents SeCMER, a tool for requirements evolu-
tion management developed in the context of the SecureChange project.
The tool supports automatic detection of requirement changes and vi-
olation of security properties using change-driven transformations. The
tool also supports argumentation analysis to check security properties
are preserved by evolution and to identify new security properties that
should be taken into account.

Keywords: security requirements engineering, secure i*, security argu-
mentation, change impact analysis, security patterns.

1 Introduction

Requirements change continuously making the traceability of requirements hard
and the monitoring of requirements unreliable. Moreover, changing requirements
might have an impact on the satisfaction of security properties a system design
should satisfy.

In this paper we present SeCMER1, a tool for requirement evolution manage-
ment which provides three main features: a) Modelling requirement evolution:
The drawing of requirement models in different state of the art requirement lan-
guages such as SI* [5], Problem Frames (PF) [7] and SeCMER2 is supported; b)
Argumentation-based security analysis [7]: it allows the requirement engineer to
check that security properties are preserved by evolution and to identify new se-
curity properties; c) Change management based on evolution rules [3]: it allows
to detect changes into the requirement model, to check argument validity, to
automatically detect violations or fulfilment of security properties, and to issue
alerts prompting human intervention.
� Work parly supported by the project EU-FP7-ICT-FET-IP-SecureChange.
1 A detailed description of the tool implementation is reported in [4], and a demon-

strating screencast is presented at http://www.youtube.com/watch?v=OWwzcNeSuJM
2 SeCMER is a requirement language that includes concepts belonging to SI*, PF and

security such as asset.
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These capabilities of the tool are provided by means of the integration of
Si* [5] as a graphical modeling framework for security requirements, OpenPF [6]
which supports argumentation analysis, and EMF-IncQuery [2] which supports
change detection.

2 Demo Scenario

We illustrate the features supported by our prototype using as example the ongo-
ing evolution of ATM systems planned by the ATM 2000+ Strategic Agenda [1]
and the SESAR Initiative. We focus on the introduction of the Arrival Manager
(AMAN), which is an aircraft arrival sequencing tool to support air traffic con-
trollers, and an IP based data transport network called System Wide Information
Management (SWIM) that should replace actual point-to-point networks.

1. Requirements evolution. We show how the tool allows to model the evo-
lution of the requirement model as effect of the introduction of the SWIM.

2. Change detection based on evolution rules.
a Detection of a security property violation based on security patterns. We

show how the tool detects that the integrity security property of the
resource “Meteo Data” is violated due to the lack of a trusted path.

b Automatically providing corrective actions based on evolution rules. We
show how evolution rules may suggest corrective actions for the detected
violation of the integrity security property.

3. Argumentation-based security analysis. We show how argumentation
analysis is used to provide evidence that the information access property
applied to the meteo data is preserved by evolution.
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Abstract. The demonstration provides an insight into a sub-set of avail-
able testbeds and management tools available in the OpenLab project.
These are available for experimentation by researchers that are seeking
experimental environments for trying out their innovative Future Inter-
net related algorithms, protocols, services or applications.

Keywords: Future Internet Research and Experimentation, OpenLab.

Description

We demonstrate testbeds and tools that are available in the OpenLab [1] project
that is part of the European Future Internet Research and Experimentation
(FIRE) initiative. These testbeds and tools are subject to further development
by the OpenLab integrating project according to requirements expressed by its
users. The starting date of the project is September 2011.

The demonstration focuses on the emulation capabilities of PlanetLab Europe
(PLE) [2], an overlay and distributed systems testbed of the OneLab experimen-
tal facility [3]. PLE is the most used testbed for Future Internet experimentation
in Europe today, and counts over 140 universities and industrial research labs
as members that contribute and maintain computing resources for the testbed.
OneLab’s PLE public statistics page indicates that there are over 190 active
experiments being run at any given time by some of the testbed’s more than
1500 registered users. Among other use cases [4], the experiments range from
examination of innovative overlay routing systems to tests of new geolocation
algorithms. The demonstration will show PLE’s novel emulation feature and will
show how to access PLE.

In addition to PLE, further testbeds and tools that are available in the Open-
Lab project are demonstrated, such as the Teagle control framework that is
used for brokering heterogeneous testbed resources and for constructing custom
testbed configurations [12].

Functions and Features Demonstrated

The demonstration presents to potential users the opportunity for conducting
experiments in a hybrid real-world and emulated environment. It provides a
rationale for doing so, and describes use cases. It guides users through the simple
steps required for deploying an experiment on PlanetLab Europe.
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Furthermore the demonstration includes a sample session of constructing a
custom testbed by interoggating the Teagle resource repository and drawing the
so called Virtual Customer Testbed (VCT) in a drag-and-drop manner.

Several videos available online explain the context and relevance (i.e. “WHY”)
[8] of the PLE emulation capabilities as well guide the users through the use of
the PLE capabilities (i.e. “WHAT” and “HOW”) [9].

Further videos illustrated how the Teagle control framework is used to con-
struct custom testbeds [7].

Example Novel Characteristics

As Professor Luigi Rizzo, a member of the OpenLab team, describes in his recent
Google Tech Talk, New Developments in Link Emulation and packet Scheduling
in FreeBSD, Linux, and Windows (available on YouTube) [5], emulation is a
standard tool in protocol and application testing. It provides the researcher:

– ease of configuration and setup,
– reproducibility, and
– more realistic results than simulation.

PLE exposes experiments to the real world environment of todays Internet,
however by integrating Rizzo’s dummynet [6] emulator the experimenter can
incorporate emulated links with characteristics (delay, bandwidth, loss rate) of
future technologies, such as new wireless protocols that are not available yet in
deployed network equipment.
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Abstract. In this demonstration, we show how the IBBT w-iLab.t wire-
less testbed, combined with multiple spectrum sensing engines designed
by imec, can be used for experimentally-supported design and evaluation
of cognitive networking protocols. Functionalities include the advanced
characterization of the behavior of a cognitive solution under test, and
characterization of the wireless experimentation environment itself.

Keywords: experimentation, testbed, wireless, cognitive radio, cogni-
tive networking, spectrum sensing.

1 Introduction

The field of experimentally supported research in wireless networks receives in-
creasing attention from the international research community. Multiple well-
established wireless networks such as TWIST, w-iLab.t, Motelab, or Orbit have
now been in use for multiple years, and many of these testbeds are now also
putting effort in federating their facilities. One of these federations, the CREW
(Cognitive Radio Experimentation World) federation (www.crew-project.eu), is
bringing together the hardware, software, and expertise from multiple European
wireless testbeds, with the aim of facilitating experimental research in the field
of cognitive radio, cognitive networking and advanced spectrum sensing.

2 System Description and Novel Characteristics

The presented demonstration is an evolution of our contribution at the Service-
Wave 2010 conference, entitled ”Spectrum Sharing in Heterogeneous Wireless
Networks: An FP7 CREW Use Case”. In last year’s demonstration, we show-
cased both a cognitive networking experiment that was remotely deployed on the
IBBT w-iLab.t (a heterogeneous ISM testbed with 200 Wi-Fi and Zigbee based
wireless nodes deployed over three floors of an office environment), and the real-
time use of the imec sensing engine in the exhibition area. Since then, the imec
sensing engine has considerably progressed: while processing of the received wire-
less signal used to be done in Matlab, it is now running in real-time on a newly
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developed ASIP, called the DIFFS (Digital Interface for Sensing). The DIFFS
enables flexible processing through a wide variety of sensing algorithms, includ-
ing cyclostationary detection for DVB-T, resource allocation detection for LTE,
and energy detection. As a result, we will now be able to showcase a portable
version of the sensing solution, equipped with a USB interface.

Furthermore, we have now integrated this new version of the spectrum sensing
engine in the w-iLab.t testbed: currently, the sensing engine is configured to
scan the entire 2.4GHz ISM band, and continuously puts power spectral density
(PSD) values in a database. This information is then visualized in real-time
on the w-iLab.t GUI and may also be used during or after the experiment by
the experimenter. Soon (during the demo), ten configurable spectrum sensing
engines will be installed permanently throughout the w-iLab.t testbed.

In addition to showcasing the new sensing hardware and the integration, we
demonstrate the use of these multiple distributed sensing engines inside the w-
iLab.t environment, in an example cognitive networking use case where a Zigbee-
based wireless sensor network reconfigures its transmission parameters in order
to better coexist with a co-located Wi-Fi network.

The availability of distributed sensing components in a wireless testbed, brings
many new possibilities, including (i) defining metrics based on the acquired PSD
values when evaluating wireless (cognitive) protocols; (ii) capturing the state of
the wireless environment in the testbed, before, after and during an experiment,
thus increasing the meaningfulness and comparability of experimental results;
(iii) developing novel cognitive networking protocols, which are using the de-
tailed distributed spectral measurements to optimize their transmission param-
eters. We will showcase the above use case by setting up a repeatable, emulated
home environment: first, a set of devices in the w-iLab.t testbed is configured
as access points and clients; second, the reliability of a simple, non-optimized,
sensor network solution is characterized in terms of packet loss and spectral
efficiency. Third, the experiment will be repeated, but now with the sensor net-
work performing cognitive channel selection. Again, the reliability and spectral
efficiency of the solution will be evaluated.

To summarize, this demonstration complements and extends last year’s demon-
stration, by presenting the completed integration of our cognitive networking
testbed and our updated, more compact and faster spectrum sensing engine.
Moreover, we demonstrate how this combination enables us to emulate a repeat-
able house environment and how our example coexistence experiment can be
monitored and evaluated in real-time.

A short demonstration video can be found at:
http://users.atlantis.ugent.be/sbouckae/hidden/crew.
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from the European Union’s Seventh Framework Programme (FP7/2007-2013)
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Abstract. The demonstration presents a simulation tool developed in
the N4C project. The project involved development, integration, and de-
ployment of delay-tolerant networks (DTN) and applications in remote
areas. The simulation tool supports system integration and testing by
connecting real and virtual hardware and software network nodes via
DTNs simulated with the aid of the ns-3 network simulator. The exam-
ples shown illustrate node discovery and message transport – direct as
well as using a data mule service.

Keywords: delay-tolerant networks, network simulation, N4C.

1 Motivation

The Networking for Communications Challenged Communities (N4C [1]) project,
carried out in the years 2008-2011, addressed the needs of communities in remote
areas where providing permanent Internet connections was infeasible and the
only communications facilities were opportunistic networks, devised to be delay-
and disruption-tolerant (DTN [2]). The project aimed at developing Internet-like
services for such networks and testing them in actual communications challenged
regions (CCRs), with the testbeds themselves also offered as a sustainable service
for research and development activities beyond the project.

Considering the resources (time, manpower, cost) necessary to perform tests
in CCRs (some of them reachable only by helicopters or several days’ hiking),
the possibility of testing the services to be deployed in a simulated environment
is important both for system integration and for deployment planning. A num-
ber of network simulators have been developed in the context of DTN, including
the DTNSim [3], DTNSim2 [4], and ONE [5], some (the former two) no longer
maintained, some (the latter) actively developed. They focus on DTN protocol
research and some of them require sizeable computing resources. The needs of
system integration in the N4C project called for a simple tool tailored to simu-
lating the physical layer of the DTNs – with the protocols implemented entirely
by the actual tested software – and to observation of the real hardware and
software nodes being integrated.
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2 Description of the System

The simulation tool uses the ns-3 network simulator [6]. The communications
channel is modelled in ns-3 as WiFi-type, including topology and mobility pat-
terns, data transfer ranges, rates, and error characteristics. The tool adds con-
nections to network nodes, which are all external to ns-3, and may be virtual
machines (VitrualBox [7]), Linux containers (lxc [8]), or real hardware – the lat-
ter connected to the simulator host locally or remotely over a VPN. The software
on the nodes is actual DTN networking stacks and service applications being in-
tegrated or tested. The tool adds facilities for networking setup and replication,
system configuration and automation.

3 Demonstration

The video demonstration first illustrates sending files in a simple simulated DTN
including one real (Nokia N900) and three virtual (LXC) nodes, with their mo-
bility controlled manually. The demonstration shows node discovery, message
transport – both direct and via a data mule service (where a node transports
data bundles destined for some other node) – as well as integrating real hardware
in the simulated network and interacting with the running simulation. Then a
simulation of a complex network setup of 50-90 LXC nodes, 2 VirtualBox nodes,
and one remote VPN node is presented. The nodes are arranged in a number of
stationary remote groups and a pool of mobile nodes providing data mule ser-
vices. The demonstration shows node discovery and data transfer in a scenario
with predefined data mule mobility patterns: one of a scheduled bus round trip
and the other of random movement. The demonstration video file can be found
as http://torn.itti.com.pl/n4c/video/sw2011.avi or – with the keywords
"dtn n4c sw2011" – at http://www.youtube.com.

Acknowledgements. This work was co-funded by the European Community
Seventh Framework Programme as part of project N4C (Networking for Com-
munications Challenged Communities: Architecture, Test Beds and Innovative
Alliances), under grant no. 223994.

References

1. N4C project home page, http://www.n4c.eu
2. Farrel, S., Cahill, V.: Delay- and Disruption-Tolerant Networking. Artech House,

Boston (2006)
3. Jain, S., Fall, K., Patra, R.: Routing in a delay tolerant network. In: Proc.

SIGCOMM 2004, pp. 145–158. ACM, New York (2004)
4. DTNSim2 project home page, http://watwire.uwaterloo.ca/DTN/sim
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Abstract. UMA proposes a novel testing facility based on normal mo-
bile devices as testing nodes, exposing their functionalities through a
new technology agnostic control node (UMA controller). This solution
will provide a scheme to deploy experiments not only on top of current
mobile technologies (e.g. UMTS, HSPA...) but also over the upcoming
LTE or LTE-Advanced standards as they are introduced in the market.

Keywords: testing, facility, connectivity, performance, mobile services.

1 Introduction

Recently, the interest in packet data mobile services has grown driven by key ap-
plications such as VoIP or video streaming, as opposed to circuit switched legacy
voice services. This trend is also in line with the evolution of 3GPP mobile tech-
nologies, as there has been a clear move towards All-IP mobile networks. Also
mobile data services have been shown to provide high added value to citizens,
complementing traditional services provided by fixed networks. In this context
it is key to ensure than the new improvements in the architecture of cellular net-
works provide appropriate capabilities for supporting advanced mobile Internet
services assuring optimum levels of user experience.

UMA (University of Malaga) is developing a testing facility for supporting the
complete development process of Internet services and applications for mobile
devices.The facility is based on the instrumentation of commercial mobile devices
and their use as measurement tools. Currently the facility enables the execution
of manual measurement campaigns during the execution of data services on
the instrumented mobiles, however the purpose is to provide a remote access
to schedule and perform unattended measurement campaigns. The facility is
envisioned to targets data connectivity and performance over cellular networks
(GSM, GPRS, UMTS, HSPA and LTE), mobility procedures analysis, IP traffic
monitoring, code inspection, energy consumption and location. At present the
functionality offered focuses on network, traffic, battery and location monitoring.
In future extensions of the facility it is envisioned the need to include code related
information as part of the reports provided by the devices. With the inclusion of
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Fig. 1. Cross layer data correlation

code inspection all the stages of the mobile development and deployment process
would be covered by the facility.

Measurements and post-processing. The output provided by instrumented
devices is a set of correlated traces with information from all levels: radio tech-
nology in use, cell id, gps localization, signal strength received, handovers and
IP traffic. Instrumented mobile nodes are based on commercial devices running
advanced monitoring software developed by UMA, in which area have an ex-
tensive background. Monitoring software is available for Symbian, Android and
Blackberry OS platforms.

Data post-processing will enable to find the source of particular events ob-
served at application level matching different information sources. Fig. 1 is an
example of the likelihood of the correlation of data collected at different levels.
The upper figure shows the correlation of the bandwidth and jitter observed
during a audio streaming session in a vehicular environment with radio access
technology in use, signal received, packet losses and cell reselections.

Also the correlation of data collected with the geographical context is key to
detect areas with poor coverage or QoS. The bottom figure plots RSSI and cell
changes over a geographical map, which enables to associate degradation in the
strength of the received signal in the vicinity of a river.

Conclusions. The main objective of the facility is the provision of a mechanism
which enable to obtain perfectly tuned services and applications for mobile de-
vices. Video demo available at: http://www.youtube.com/watch?v=TH3ez6UM9Y8.
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Abstract. We demonstrate the OPTIMIS toolkit for scalable and de-
pendable service platforms and architectures that enable flexible and dy-
namic provisioning of Cloud services. The innovations demonstrated are
aimed at optimizing Cloud services and infrastructures based on aspects
such as trust, risk, eco-efficiency, cost, performance and legal constraints.
Adaptive self-preservation is part of the toolkit to meet predicted and
unforeseen changes in resource requirements. By taking into account the
whole service life cycle, the multitude of future Cloud architectures, and
a by taking a holistic approach to sustainable service provisioning, the
toolkit provides a foundation for a reliable, sustainable, and trustful
Cloud computing industry.
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1 Introduction

Contemporary Cloud computing solutions have mainly focused on providing
functionalities at levels close to the infrastructure, e.g., improved performance
for virtualization of compute, storage, and network resources, as well as necessary
fundamental functionality such as Virtual Machine (VM) migrations and server
consolidation. In the cases when higher-level concerns are considered, existing
solutions tend to focus on functional aspects only. Furthermore, existing Plat-
form as a Service environments are typically offered through proprietary APIs
and limited to a single infrastructure provider. In order to move from a basic
Cloud service infrastructure to an improved Cloud service ecosystem the Euro-
pean project OPTIMIS focuses on five higher-level concerns that we address for
a wider adoption of Cloud computing: 1) Service life cycle optimization, 2) The
non-functional Quality of Service parameters Trust, Risk, Eco, Cost, 3)Adaptive
self-preservation, 4) Multi-Cloud architectures, and 5) Market and legislative
issues.

2 OPTIMIS Innovations

The OPTIMIS toolkit supports the construction of multiple coexisting Cloud
architectures. The focus of the toolkit is on Cloud infrastructure and service
optimization throughout the service life cycle: construction, deployment, and
operation of services. In the toolkit all management actions are harmonized by
overarching policies that consider trust and risk assessment to comply with eco-
nomical and ecological objectives without compromising operational efficiencies.
The tools enable developers to enhance services with non-functional requirements
regarding allocation of data and VMs, as well as aspects related to performance
(elasticity), energy consumption, risk, cost, and trust. The toolkit incorporates
risk aspects in all phases of the service life cycle and uses trust assessment tools
to improve decision making in the matching of Service Providers (SPs) and In-
frastructure Providers (IPs). Furthermore, the ecological impact of service pro-
visioning is integrated in all relevant decision making. The toolkit also ensures
that the desired levels of risk, trust, or eco-efficiency are balanced against cost,
to avoid solutions that are unacceptable from an economical perspective. The
tools enable SPs and IPs to compare different alternative configurations in terms
of business efficiency. Legislative and regulatory aspects are also incorporated in
the toolkit, e.g., to address data privacy legislation. The toolkit enables and
simplifies the creation of a variety of provisioning models for Cloud computing,
including Cloud bursting, multi-Cloud provisioning, and federation of Clouds.

3 Demonstration

– SP running a three tier Web-application in a private Cloud and adding more
external Cloud resources dynamically when the local load exceeds a threshold
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– SP simultaneously using resources offered by two independent Cloud
providers for service deployment

– The non-functional Quality of Service parameters initially requested by the
SP and their influence in decision making for all scenarios

The short video can be found here: www.optimis-project.eu
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Abstract. This demonstration will show how the TEFIS portal is used to plan a
Future Internet service experiment, to request testbed resources, to configure and
provision them, and to run single or multiple testruns, checking monitoring output
and results in the process. We will show a live demonstration of a Future Internet
service, using a very complex Travel eCommerce application to provide insights
into how TEFIS meets experimenter’s service requirements via a single access
point. Moreover, we will show how to specify and plan for a Future Internet
experiment to optimise for the best results.

Keywords: Service development lifecycle, Iterative service development, Exper-
imental testing Facilities, Testbeds, Living Labs, Experimentation.

1 Introduction

There have been a number of initiatives across the world in recent years with a view
to providing support and resources for experiments in and around the Future Internet.
In this demonstration we want to show the TEFIS solution for multi-faceted testing [1]
and its support for service researchers and engineers in testing and experimentation
with new service technologies. TEFIS is a Future internet testing service that provides
a number of capabilities to allow experimenters to design effective tests which involve
different resources and which can make use of the design and results of previous work,
assuming appropriate levels of access have been assigned. Via TEFIS Future Internet
experimenters get access to multiple test facilities offering different services and capa-
bilities, from large, computer clusters to highly distributed systems and network simula-
tors as well as end-user testing environments (Living Labs) for the design and evaluation
phases of the service lifecycle.

2 Demonstration Description

In this demonstration we will show an experiment with a commercial application de-
signed to run within a Service Oriented Architecture (SOA). Specifically, the test appli-
cation represents a backend dedicated to the support of a significant Travel eCommerce
platform. The application itself brings together many independent services for database
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access, log files and other dedicated tools. All these services are orchestrated as a func-
tion of the life of the frontend application, i.e. new features to be published, bug fixes
to be applied and even existing or potential bugs to be identified need to be processed
resulting in the quasi constant update of the application.

An important part of this application is the processing of the large amounts of techni-
cal and functional log data (terabytes) generated by the system. For the experiment, it is
necessary to extract and produce a high level representation of user sessions in order to
analyze the behaviour of the system (tracking efficiency and capacity to conform to the
service level agreement, or SLA) and track customer behaviour when bugs are reported.

So this Travel eCommerce experiment demonstrates the following:

– Many complex services to be orchestrated;
– Services requiring different environments (different OS, applications, amount of

memory and storage, hardware and others);
– Critical services with specific SLA terms to respect;
– Using a number of testbeds to achieve large scale and mass experiments for differ-

ent kinds of services;
– Large scale experiments;
– Complex SOA applications with large numbers of services running;
– Parallel Web Services requiring a backend Grid for their execution; and
– Performance measurements.

Three different testbeds are involved in the experiment: (i) ETICS [2] to build the ap-
plication(s) and check functional coverage, (ii) PACA Grid [3] and (iii) PlanetLab [4]
to evaluate performance in different client environments.

In the demo, we will show how the TEFIS portal is used for planning an experiment,
to request testbed resources on demand, to configure and initialise those resources, to
deploy them and to manage and run/re-run individual testruns and then to monitor and
access results from the test. The demo will be a live demonstration of an effective test
in runtime which involves three different testbed resources independent of place. As the
Future Internet service to be deployed, the Travel eCommerce service is a very complex
application, and so spectators will gain insights into how TEFIS supports and satisfies
the user requirements of service experimenters via a single access point. Moreover we
will also demonstrate how to specify and plan for a Future Internet experiment and the
various factors which should be taken into account for the best results.

3 Videos to Show Experiment

We provide [5] two videos to give a short glimpse of what will be demonstrated. The
video entitled ‘ETICS_TEFIS demo’ shows how the ETICS testbed is used for the
Travel eCommerce experiment. This part of the demonstration shows how a real exper-
iment is supported on one of the TEFIS testbeds, from its inception to the actual execu-
tion of the tasks in the test run. TEFIS provides a single port of call, therefore, to be able
to plan, configure and execute experiments using remote resources that are appropriate
to the specific task or subset of tasks for an experiment. In the second video ‘TEFIS
demo experimental data management’, experimental data management in TEFIS is de-
scribed. The demonstration shows how the TEFIS community of experimenters can find
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related work, based on natural language searches; how experimental data are stored and
referenced for seamless execution across whatever resource is required; and how per-
formance monitoring can be viewed as part of an experiment and its output.
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