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Preface

This volume of LNCS contains papers presented at the 8th European Perfor-
mance Engineering Workshop held at the Lodore Falls Hotel, Borrowdale in the
English Lake District on 12th and 13th October 2011.

The accepted papers reflect the diversity of modern performance engineer-
ing. There were a number of papers presented which tackled modelling issues
in stochastic process algebra, stochastic activity networks and Petri nets. Other
papers addressed theoretical advances and applications, including those in com-
munications networks, botnets, inventory systems and web services. There were
also a number of papers dedicated to new software tools, showing the continued
importance of this area within the wider performance community. As well as
the main programme, the workshop also included a selected poster session of
papers with considerable merit, but for which there was insufficient time in the
main programme. The poster presentations focussed on software tools, model
visualisation, analysis techniques and grid-based systems.

We were delighted to have keynote presentations from John Murphy from
University College Dublin and Samuel Kounev from the Karlsruhe Institute of
Technology. These talks reflected the state of performance engineering today.
Samuel Kounev’s talk discussed issues in the rigorous development of self-aware
systems; systems that can adapt to meet performance (and other) goals. John
Murphy’s presentation tackled the issue of performance prediction in cloud-based
systems, a rapidly developing area of interest.

As workshop chair I would like to thank everyone involved in making EPEW
2011 a success: Springer for their continued support of the workshop series, the
programme committee and reviewers, and of course the authors of the papers
submitted, without whom there could not be a workshop. We trust that you,
the reader, find the papers in this volume interesting, useful and inspiring, and
we hope to see you at future European Performance Engineering Workshops.

August 2011 Nigel Thomas
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András Horváth University of Turin, Italy
Stephen Jarvis University of Warwick, UK
Carlos Juiz University of Balearic Islands, Spain
Tomáš Kalibera Purdue University, USA
Helen Karatza Aristotle University of Thessaloniki, Greece
Leila Kloul Université de Versailles, France
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Performance Engineering for Cloud Computing 

John Murphy 

Lero – The Irish Software Engineering Research Centre 
School of Computer Science and Informatics, University College Dublin, Ireland 

J.Murphy@ucd.ie 

Abstract. Cloud computing potentially solves some of the major challenges in 
the engineering of large software systems. With the promise of infinite capacity 
coupled with the ability to scale at the same speed as the traffic changes, it may 
appear that performance engineering will become redundant. Organizations 
might believe that there is no need to plan for the future, to optimize 
applications, or to worry about efficient operation. This paper argues that cloud 
computing is an area where performance engineering must be applied and 
customized. It will not be possible to “cloud wash” performance engineering by 
just applying previous methods. Rather it is essential to both understand the 
differences between the cloud and previous systems, and the applicability of 
proposed performance engineering methods.  

Keywords: Performance Engineering, Software Engineering, Cloud Computing. 

1   Evolution of Performance Engineering 

Performance engineering is typically a collection of techniques that help manage how 
well a system will operate or is operating. Performance engineering covers the full life 
cycle of a system, from choosing a candidate list of technologies, to the high level 
design, detailed design, modeling, unit testing, system testing, pre-production testing, 
live monitoring, capacity planning, upgrading and migration of the system. One of the 
major areas that performance engineering has been applied to is telecommunication 
systems, where there has been considerable research output in the last century since 
Erlang’s seminal work [1]. This mathematical treatment of the topic led to the 
development of teletraffic theory and was published in journals (e.g. The Post Office 
Electrical Engineers Journal1 1908-82, Bell System Technical Journal2 1922-83, and 
more recently Performance Evaluation3 1981 on) and conferences (e.g. the major 
conference is the International Teletraffic Congress4 1955 on). In the latter half of the 
20th century, as computer networks were emerging, teletraffic theory was applied to 
these systems. In particular queueing theory [2] emerged as a leading tool to attempt to 
solve some of these complex computer networks performance problems. Many 
different issues arose from this translation and attracted considerable attention, such as 
                                                           
1 Published by the Institution of Post Office Electrical Engineers   
2 http://www.alcatel-lucent.com/bstj/ 
3 http://www.elsevier.com/wps/find/journaldescription.cws_home/ 
  505618/description 
4 http://www.i-teletraffic.org/about-itc/ 



2 J. Murphy 

self-similar traffic [3], effective bandwidths [4] and statistical multiplexing [5] which 
could be relevant when undertaking performance evaluation of the cloud. As computer 
systems became more complex, the issues surrounding performance were analyzed 
with similar tools and techniques [6] [7] and more recently there has been considerable 
effort to bring some of these theories to bear on component based software [8] and 
enterprise systems [9]. 

 

Fig. 1.5 A major challenge in applying performance engineering is to be aware of all aspects of 
the system and how it will be used and evaluated 

The key to the success of transforming the tools and theories from one domain to 
another is in understanding the fundamental differences and limitations of both 
domains and the relevant theories involved. Cloud computing is a relatively new 
technology (the term was coined most likely in 2007 [10]) but is built on top of prior 
research in a number of areas. Cloud computing allows many of the aspects of 
traditional software systems to be ignored (or abstracted) and allows the scaling and 
growth of a system to take place automatically. There is a real danger that many of the 
tried and tested - and successfully implemented - methods and practices will not be 
put to use in the cloud. This could be either because cloud experts are not aware of 
them, or more critically that they will not be translated correctly to the cloud as the 

                                                           
5 Andrew Lee of Whitney Associates http://www.1202performance.com/ 
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special characteristics of the cloud will not be taken into account. Success will 
involve not merely “cloud washing” performance engineering (where everything 
remains the same except the term “cloud” is added!) but rather to find which of the 
prior methods should be emphasized and possibly re-evaluated, and which of those 
methods might not be applicable. 

2   Cloud Context 

Cloud computing has been used to define applications delivered as services over the 
Internet (as well as the hardware and middleware that resides in data centers that are 
used to provide those services) [11]. It encompasses the concepts of Software as-a-
service (SAAS), Platform (or Middleware) as-a-service (PAAS) and Infrastructure as-
a-service (IAAS) which combine to make up the cloud. Public cloud refers to 
situations where the cloud, and in particular infrastructure as-a-service, is made 
available publicly to individuals and organizations and is charged using metered 
billing (i.e. pay for what you use). Public cloud allows different end users to share 
hardware resources and network infrastructure and examples include Amazon6 and 
Rackspace7. The private cloud is targeted at large organizations, and generally 
provides more flexible billing models as well as the ability for these users to define 
secure zones within which only their company has access to the hardware and 
network (e.g. Rackspace private cloud8, IBM9).  Hybrid clouds often refer to 
situations where organizations are making use of both public and private cloud for 
their infrastructures. The concept of cloud computing also assumes that infinite 
resources are theoretically available on demand, whereby a user of the cloud can scale 
their cloud infrastructure immediately when the need arises, i.e. during a traffic surge. 

The metered billing model applied by cloud service providers has significantly 
changed how organizations need to plan and finance their infrastructures.  
Infrastructure can be provided as-a-service and no longer requires large capital 
investments up front. This allows a more flexible and agile approach for many 
organizations when planning their infrastructure requirements. In particular it has 
reduced the barrier for startup companies entering the market, as no major capital 
investment is required to launch new services. Similarly large organizations do not 
need to make long term bets on their infrastructure and they thus can be more flexible 
and reactive to unplanned changes in company strategy.  

Platform as-a-service is designed to support the entire application development 
lifecycle (development, testing, deployment, runtime, hosting and delivery). It allows 
organizations to quickly deploy and deliver live, scalable applications in a fraction of 
the time this has taken in the past. For example following the Google app engine 
tutorial10 will allow a developer to develop, design and deploy a live application with 

                                                           
6  Amazon EC2 Cloud, http://www.amazon.com/ec2 
7  Rackspace Cloud, http://www.rackspace.com/ 
8  Rackspace Private Cloud, 
  http://www.rackspace.com/managed_hosting/private_cloud/ 
9  IBM Cloud Computing,  
   http://www.ibm.com/cloud-computing/us/en/private-cloud.html 
10  Google App Engine, http://code.google.com/appengine/ 
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a public facing dynamic web site in a matter of minutes. Traditionally this process 
may have taken a significantly longer amount of time: organizations would have 
needed to plan and allocate physical hardware resources, domain name and Internet 
Protocol (IP) addresses. Capacity planning and high load scalability issues (in terms 
of available resources) are largely handled by the PAAS provider.  

Software as-a-service allows organizations to outsource the development, 
management and running of services. Increasingly organizations are making use of 
SAAS solutions for services that are common across their industry and the 
development of which is not their core competency. Typical examples include CRM 
systems (e.g. Salesforce11), HR systems and accountancy systems (e.g. AccountsIQ12). 
Development environments and test and performance tools are also becoming available 
and popular as services. Examples include development environments (e.g. 
CloudBees13), cloud based monitoring systems (e.g. Cloudkick14]), log management 
as-a-service technologies (e.g. Logentries15) and performance monitoring tools (e.g. 
New Relic16). The benefits of SAAS services is mainly in reduced management and 
running costs (compared to in-house systems), as well as the added benefits of using 
systems designed by specialists in the domain. 

In summary, cloud computing gives the ability to design, develop and deploy large 
scale applications and it does so by abstracting away many of the complex issues. One 
major advantage is that is can scale with infinite demand for a particular application 
and this paradoxically presents new challenges for performance engineering. 

3   Motivation of Performance Challenges 

Performance has always been a major concern for software development and is a 
critical requirement for IT and software systems. With the immediate availability of 
theoretically infinite resources on demand, it may be reasonably asked whether 
performance is still a major concern as systems can "simply scale on demand when 
load increases". However performance, performance planning, and design are as 
important as ever and the availability of resources in the cloud has introduced new 
challenges along with benefits and opportunities. The new challenges are for all 
providers of as-a-service solutions, whether that is infrastructure, platform or 
software. The significant challenge is in providing horizontal scaling for their systems 
such that they can continue to grow and service new customers. Downtime for such 
providers is generally not acceptable as was recently witnessed with the Amazon 
outage in April 2011: unplanned downtime resulted in a large number of high profile 
organizations’ systems also being down17 or in fact a more recent outage which was 

                                                           
11 SalesForce, CRM, http://www.salesforce.com 
12 AccountsIQ, Online accountancy platform, http://www.accountsiq.com/ 
13 Cloudbees, The Cloudbees platform, http://cloudbees.com/ 
14 Cloudkick, Clou based monitoring, http://cloudkick.com 
15 Logentries, Log management as-a-service, https://logentries.com 
16 New Relic, Web app performance monitoring, http://newrelic.com 
17 Pepitone, J.: CNN, Amazon EC2 outage downs Reddit, Quora (2011) 
   http://money.cnn.com/2011/04/21/technology/ 
  amazon_server_outage/index.htm 



 Performance Engineering for Cloud Computing 5 

ongoing at the time of writing this paper18. As–a-service providers largely sell to other 
business users where downtime or poor performance is not acceptable as it can have a 
knock-on effect to their customers' business. Therefore performance and scalability is 
an important requirement for as-a-service providers. 

Furthermore as-a-service systems tend to be larger in size than traditional in-house 
enterprise systems. This is due to the fact that they are often providing the in-house 
service on a mass scale to large numbers of enterprise customers. Thus as-a-service 
solutions are following new architectures and making use of new technologies to 
handle the massive volumes of data and user load. Examples include technologies 
associated with "Big Data" systems such as NOSQL data bases (e.g. Apache 
Cassandra19, MongoDB20, Big Table [12]) or distributed file systems (such as Apache 
Hadoop [13]). The scale of as-a-service systems, in particular IAAS deployments, 
introduces a range of new problems for the performance community. IAAS 
organizations for example can manage tens of thousands of servers21.  

New technologies and architectures require new performance monitoring and 
analysis techniques, algorithms and tools, to gather the required data for performance 
and system test teams, such that they can effectively assess the performance of 
systems during development and production. Skills are mainly lacking in these areas 
due to the fact that the technologies are at the cutting edge. There is an onus on 
educators and organizations to develop appropriate training schemes in the relevant 
areas and technologies, to cater for these new systems.  

4   Classical Performance Engineering 

The bulk of the research in the telecommunications domain is mathematical in nature 
and a considerable amount of it is based on queueing theory [1], [2]. However as the 
evolution of the domains changed to computer communications there was increased 
interest in the traffic profiles and the distributions associated with them. This included 
a re-examination of one of the main theories that traffic would aggregate when 
combined, and it was shown that for some traffic the opposite occurred. This effect, 
known as self-similar traffic, disrupted many previous assumptions and led to 
considerable scrutiny [3]. This area could be of particularly interest to cloud 
computing as one of the basic economic assumptions is that by combining many 
companies usage together, savings will follow.  

Another breakthrough in performance engineering emerged when users were 
allowed to multiplex, or combine, their traffic together in a statistical manner 
(statistical multiplexing). This occurred in broadband networks and the theory of 
“effective bandwidths” was put forward as a way to deal with this new type of traffic 

                                                           
18 Wainewright, P.: ZDNet.com, Lightning Strike Zaps EC2 Ireland. 8th August 2011, 
  http://www.zdnet.com/blog/saas/ 
lightning-strike-zaps-ec2-ireland/1382 

19  Apache Cassandra. http://incubator.apache.org/cassandra/ 
20  mongodb. http://www.mongodb.org/ 
21  Rich Miller, “Who Has the Most Web Servers?” Datacentreknowledge.com, May 2009, 
    http://www.datacenterknowledge.com/archives/2009/05/14/ 
whos-got-the-most-web-servers/ 
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planning [4], [5]. This allowed some of the older theories and methods to continue 
working, but changing the manner in which the resources were accounted for. 
Similarly this technique could have relevance in cloud computing, as one set of users 
could potentially affect other users, where they are sharing resources (in a statistical 
sense). 

Performance engineering typically has to monitor (to collect the data), has to build 
models (to experiment with the system), and then has to be able to extract analysis 
from these models (to explore what-if type questions). The monitoring for pre-cloud 
enterprise systems is difficult with many layers of complexity; in cloud systems this 
becomes an increasingly more complex challenge. The modeling (either mathematical 
or simulation) has been extensively researched in software systems [6], [7], [8], [9] 
and many techniques can be employed to undertake to build useful models. However 
while there were many issues for enterprise systems, these will be exacerbated for 
cloud computing systems due to the scale and additional layers involved. 

5   Cloud Specific Challenges 

There are a number of areas where results from performance engineering of software 
systems could benefit the area of cloud computing. Examples include SAAS 
performance design; autonomics; performance monitoring; resource utilization; and 
data analysis. 

5.1   SAAS Performance Design 

Software as-a-service systems are centralized services typically designed to cater for 
large numbers of end users. Consumer services include social platforms (e.g. 
Facebook) or online email services (e.g. gmail). There are also increasing numbers of 
business services being delivered as-a-service. The nature in which these services are 
being implemented requires horizontal scalability and the ability to quickly scale up 
and down during times of different workloads [14]. Performance design for scalability 
and reliability is an important area for these systems. Performance design can be 
challenging on large scale systems with large numbers of components. These as-a-
service systems will more than likely be even larger in scale than traditional in-house 
enterprise systems and thus performance design will be a major challenge, as it was 
for enterprise software [15], [16]. Furthermore, while hardware resources may be 
immediately available in abundance as part of using the cloud, there is an associated 
cost that is clearly measureable due to inefficient design. Software that inefficiently 
makes use of cloud resources (without due regard to the associated cost) may well 
result in a high financial cost. In the past the cost of running inefficient hardware was 
capped by the available hardware resources in-house (which was typically paid for 
through capital expenditure). In the cloud this is no longer the case and developers 
and designers are now closer to the financial costs associated with running their 
software. Thus responsible design of software with respect to performance is required 
such that efficient usage of the cloud is attained.  
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5.2   Autonomics 

As systems grow in size, management from a performance perspective on a manual 
basis becomes more difficult. Autonomic management of systems has been a growing 
area of research over the past decade [17]. Automatic scaling based on alerting and 
user defined thresholds is something available today from as-a-service providers so 
that system will scale on demand. Automated automation and integration frameworks 
(e.g. Chef22) are allowing this to happen currently for industry. Further advances in 
this area will be required such that performance monitoring can integrate with these 
frameworks for better autonomic performance management. In particular performance 
monitoring methodologies, real time analytics and decision making research will be 
required to drive the autonomic management process.  

5.3   Performance Monitoring 

With the abundance of new technologies and middleware (Distributed file systems, 
NoSQL databases, Search platforms23) for large scale systems processing "Big Data" 
there is a need for performance monitoring and analysis techniques to be developed 
such that performance metrics can be obtained, analyzed and understood in the 
context of these new technologies. Traditional monitoring methods for enterprise 
systems may be applicable in certain cases, however new techniques will most likely 
be required specifically for these new platforms and architectures. Monitoring and 
management of the cloud are also starting to be delivered as-a-service14, 15, 16 which 
means that tool providers will centrally store monitoring data from large numbers of 
customers systems. This in itself will provide opportunities in terms of data analytics.  

5.4   Resource Utilization 

An emerging requirement exists in the area of measuring the utilization of large cloud 
deployments in an automated manner such that utilization metrics can be efficiently 
collected and properly understood. A view of how well hardware is being utilized in 
the context of different workloads is currently a major challenge for cloud providers. 
This understanding is required to maximize the efficiency of cloud infrastructures. 
Research is required in the area utilization analysis in the context of different software 
workloads.  Such analysis can be applied, for example, to maximize the system 
utilization, to relocate workloads, to increase energy efficiency, or indeed to reduce 
costs. 

5.5   Data Analysis 

While techniques and approaches for gathering monitoring data have become better 
appreciated through the development of performance tools for in-house enterprise 
systems [18], [19] the analysis of the large volume of data collected has been a major 

                                                           
22 Chef, Systems integration framework, http://www.opscode.com/chef/ 
23 Apache Lucene, http://lucene.apache.org/java/docs/index.html 
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challenge. Work has been performed in this area to allow for domain knowledge to be 
applied for enterprise systems [16]. New challenges exist for the cloud however due 
to the larger scale of systems and the much larger volumes of data produced by these 
systems. Real time analytics is a growing area and provides challenges in the analysis 
of upwards of millions of events per second with real time constraints. An example of 
such systems today can be seen with the emergence of new technologies taking on 
these challenges such as log management as-a-service. For example, an individual 
enterprise may produce terabytes of log data per month24 which can equate to 
100,000s of events per second25. A log management as-a-service technology handling 
log analysis for large numbers of enterprises must be able to manage millions of 
events per second, performing visualization, analysis and alerting in real time to allow 
for autonomic management of the system. Other similar technologies that are 
emerging include real time analytics for gaming platforms26 and real time analytics 
for performance monitoring16. Further research in the area of data analytics with time 
constraints in the coming years will enhance the performance management of cloud 
based systems and this is probably going to be a rich area of research. Data mining, 
anomaly detection and machine learning techniques are possibly going to be 
applicable for as-a-service performance monitoring tools. Vendors of such 
technologies will be in control of large volumes of customer data compared to 
traditional performance monitoring tools (deployed in-house). As-a-service tools will 
therefore be exposed to this customer data and as such will provide opportunities for 
data mining techniques to be applied and patterns and trends identified that may prove 
beneficial to all customers.  

6   Conclusions 

Performance engineering has been applied to many domains over a long time period 
and with each new domain there is a translation of the most appropriate methods to 
successfully manage the system’s performance. The traditional techniques can be 
reapplied, or methods and techniques that are most appropriate for the new systems 
may well undergo significant development. Typically there is a renewed focus on the 
most appropriate tools, and for the emerging cloud computing area this will most 
likely follow a similar pattern to previous transitions. Cloud washing will not work 
for performance engineering, but performance engineering will play a crucial role in 
the success of cloud computing. 
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Modern IT systems have highly distributed and dynamic architectures com-
posed of loosely-coupled services typically deployed on virtualized infrastruc-
tures. Managing system resources in such environments to ensure acceptable
end-to-end application Quality-of-Service (QoS) while at the same time op-
timizing resource utilization and energy efficiency is a challenge. The adop-
tion of Cloud Computing technologies, including Software-as-a-Service (SaaS),
Platform-as-a-Service (PaaS) and Infrastructure-as-a-Service (IaaS), comes at
the cost of increased system complexity and dynamicity. This makes it hard
to provide QoS guarantees in terms of performance and availability, as well as
resilience to attacks and operational failures [8]. Moreover, the consolidation of
workloads translates into higher utilization of physical resources which makes
the system much more vulnerable to threats resulting from unforeseen load fluc-
tuations, hardware failures and network attacks.

We present an overview of our work-in-progress and long-term research agenda
focusing on the development of novel methods, techniques and tools for the
engineering of so-called self-aware IT systems and services1 [6,4,7]. The latter
are designed with built-in online QoS prediction and self-adaptation capabilities
used to enforce QoS requirements in a cost- and energy-efficient manner. The
current focus is on performance, availability and efficiency aspects, however,
long-term we are planning to consider further QoS properties such as reliability
and fault-tolerance. Self-awareness, in this context, is defined by the combination
of three properties that IT systems and services should possess:

1. Self-reflective: i) aware of their software architecture, execution environment
and the hardware infrastructure on which they are running, ii) aware of their
operational goals in terms of QoS requirements, service-level agreements
(SLAs) and cost- and energy-efficiency targets, iii) aware of dynamic changes
in the above during operation,

2. Self-predictive: able to predict the effect of dynamic changes (e.g., changing
service workloads or QoS requirements) as well as predict the effect of pos-
sible adaptation actions (e.g., changing service deployment and/or resource
allocations),

1 http://www.descartes-research.net

N. Thomas (Ed.): EPEW 2011, LNCS 6977, pp. 10–13, 2011.
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3. Self-adaptive: proactively adapting as the environment evolves in order to
ensure that their QoS requirements and respective SLAs are continuously
satisfied while at the same time operating costs and energy-efficiency are
optimized.

Our approach to the realization of the above vision is based on the use of
online service architecture models integrated into the system components and
capturing all service aspects relevant to managing QoS and resource efficiency
during operation [2,10,7]. In contrast to black-box models, the modeling tech-
niques we are working on are designed to explicitly capture all relevant aspects
of the underlying software architecture, execution environment, hardware in-
frastructure, and service usage profiles. In parallel to this, we are working on
self-aware service platforms designed to automatically maintain models during
operation to reflect the evolving system environment. The online models will
serve as a “mind” to the running systems controlling their behavior, i.e., deploy-
ment configurations, resource allocations and scheduling decisions. To facilitate
the initial model construction and continuous maintenance during operation, we
are working on techniques for automatic model extraction based on monitoring
data collected at run-time [1,5,3].

The online service architecture models are intended to be used during opera-
tion to answer QoS-related queries such as: What would be the effect on the QoS
of running applications and on the resource consumption of the infrastructure if
a new service is deployed in the virtualized environment or an existing service is
migrated from one server to another? How much resources need to be allocated
to a newly deployed service to ensure that SLAs are satisfied while maximizing
energy efficiency? What QoS would a service exhibit after a period of time if the
workload continues to develop according to the current trends? How should the
system configuration be adapted to avoid QoS problems or inefficient resource
usage arising from changing customer workloads? What operating costs does a
service hosted on the infrastructure incur and how does the service workload and
usage profile impact the costs? We refer to such queries as online QoS queries.

The ability to answer online QoS queries during operation provides the ba-
sis for implementing novel techniques for self-aware QoS and resource manage-
ment [7,2,10]. Such techniques are triggered automatically during operation in
response to observed or forecast changes in the environment (e.g., varying ser-
vice workloads). The goal is to proactively adapt the system to such changes in
order to avoid anticipated QoS problems, inefficient resource usage and/or high
system operating costs. The adaptation is performed in an autonomic fashion
by considering a set of possible system reconfiguration scenarios (e.g, chang-
ing VM placement and/or resource allocations) and exploiting the online QoS
query mechanism to predict the effect of such reconfigurations before making a
decision [2].

Each time an online QoS query is executed, it is processed by means of
the online service architecture models which are composed dynamically after de-
termining which specific parts of the system are relevant to answering the query.
Given the wide range of possible contexts in which the online service models can
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be used, automatic model-to-model transformation techniques (e.g., [9]) are used
to generate tailored prediction models on-the-fly depending on the required ac-
curacy and the time available for the analysis. Multiple prediction model types
(e.g., queueing networks, stochastic Petri nets, stochastic process algebras and
general-purpose simulation models) and model solution techniques (e.g., ex-
act analytical techniques, numerical approximation techniques, simulation and
bounding techniques) are employed here in order to provide flexibility in trading-
off between prediction accuracy and analysis overhead.

Self-Aware Service Engineering [4,6] is a newly emerging research area at
the intersection of several computer science disciplines including Software and
Systems Engineering, Computer Systems Modeling, Autonomic Computing, Dis-
tributed Systems, Cluster and Grid Computing, and more recently, Cloud Com-
puting and Green IT (see Figure 1). The realization of the described vision calls
for an interdisciplinary approach considering not only technical but also business
and economical challenges. The resolution of these challenges promises to reduce
the costs of ICT and their environmental footprint while keeping a high growth
rate of IT services.

• Control theory
and self-
adaptation
techniques

• Dynamic 
virtualized
data center
infrastructures

• Stochastic
models for QoS
prediction

• Service-
oriented
architectures & 
modeling
techniques Software & 

Systems 
Engineering

Computer 
Systems 

Modeling

Distributed 
Systems & 
Autonomic
Computing

Cluster, Grid
and Cloud

Computing, 
Green IT

SELF-AWARE SYSTEMS & SERVICES

Fig. 1. Self-Aware Service Engineering
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Abstract. DiffServ architecture has been widely used to achieve QoS
over the Internet. Taking into account that HTTP traffic is the most
extended protocol over the Internet community, many solutions have
been proposed to supply QoS to this protocol. Traditionally, DiffServ
architectures have considered two-colour markings in order to distinguish
between high and low priorities. We investigate the special treatment for
web traffic, whose pattern is very close to mice and elephants distribution
flows in Internet. We differentiate flows into short and long classes in
order to ensure QoS for short flows, but we try to achieve certain QoS
for some long flows. Metering, shapering and marking processes are used
to classify the incoming flows at the DiffServ using three-colour marking.
The final algorithm has been named Long Flow Promotions (LFP). The
simulation tool used is ns2 and the realistic synthetic web traffic has been
generated with PackMime-HTTP. The results are compared to RED and
DropTail queue management. LFP gets reasonably low latency values
while providing high priority level to short flows and improving some
performance parameters such as overhead and dropped packets.

Keywords: web traffic, DiffServ, token bucket, QoS, short and long
flows, packet promotion.

1 Introduction

Since the World Wide Web (www) was developed by Tim Berners-Lee [1] work-
ing at CERN, in Geneve, the Hypertext Transfer Protocol (HTTP) has been the
communications protocol most widely used in Internet [2]. Recently, new appli-
cations (kazaa, P2P, etc.) and features (web 2.0) have been added to the Internet
traffic, nevertheless the latest studies [3] show that web traffic is still the most
usual data flow in Internet. At the early stages, the web traffic was composed
of static and small pages, that used to contain a few objects. Later, database
queries, dynamic pages and some ad-hoc objects based on flash technology were

N. Thomas (Ed.): EPEW 2011, LNCS 6977, pp. 14–28, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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added to web traffic, that meant an increase in the web pages size and, hence,
more packets per flow. Nowadays, web traffic implies that many technologies have
to act together and interconnect the web around the world. Although HTTP does
not provide any Quality of Service (QoS), different web users share the available
bandwidth and the network resources of the Internet Service Provider (ISP). In
this context, small web pages requested from web clients coexist with video
streaming and database queries. The difference of size between each kind of flow
can be considerable. If short flows are treated preferentially against long flows,
some web flows could be excessively penalised or suffer considerable delay from
server to client.

It is well documented that most of the Internet flows (around 80%) carry a
short amount of traffic (around 20%), while the rest of flows (around 20%) repre-
sent most of the traffic (around 80%). These types of flows are named mice and
elephants [4]. This fact sometimes leads to long response times for short browsing
requests when the bandwidth is mostly used by long flows. Therefore, ISPs need
to implement mechanisms to incorporate some enhanced QoS to their web sites
in order to permit clients fast browsing without an excessive penalisation to rest
of the flows. Regarding this subject, many solutions, environments and policies
have been proposed [5].

Every application protocol in Internet generates a different traffic workload,
but they might share the same First In First Out (FIFO) queue at the switching
and routing nodes. If queues are allowed to drop packets only during overflow
conditions, then bursty traffic flows will face greater dropping probabilities than
smooth traffic flows [6]. Random Early Detection (RED) [7] has been one of
the most important solutions to detect and avoid the congestion in computer
networks. With RED queue management, packets are dropped with a certain
probability before the queue reaches an overflow state. The main advantage of
RED over TailDrop queue was analysed by [8]. RED queue operates with a lower
queue size, especially during peak load and congestion conditions. This feature
allows bursts of packets to be accommodated into the available queue achieving
an overall performance improvement.

The remainder of this paper is organised as follows: section 2 describes our
proposal: the Long Flow Promotion algorithm (LFP). Section 3 presents a com-
parative of the simulation results of the LFP, RED and DropTail algorithms.
Finally, some concluding remarks are presented.

2 Long Flow Promotion (LFP)

Traditional QoS strategies are mainly based on marking and differentiating flows
over the Differentiated Services Model (DiffServ), which has two dedicated de-
vices: edge and core. Edge nodes mark the packets by adding different labels
to them. The information contained in these labels specifies the workload con-
ditions related to the Service Level Agreement (SLA) contracted by the client.
When the marked packets reach the core node, they are forwarded over dif-
ferent queues by applying the suitable Active Queue Management (AQM) or a
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stochastic treatment in order to achieve the required QoS. This paper presents
the LFP algorithm as an approach to improve the web traffic over a DiffServ
architecture focused to permit the coexistence between short and long flows in
the same shared network.

Web
servers

Edge Core Web
clients

DiffServ
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Fig. 1. LFP architecture. The DiffServ model is composed by the edge and core devices
(in the middle). Edge device is composed by the meter, shaper and marker functions
(at the top) and core device (at the bottom) is composed by the set of queues Q =
{Qgreen, Qyellow, Qred} managed with priority queue scheduling algorithm.

Since web traffic has its own features, the LFP algorithm has been designed
to improve the QoS of this type of traffic. The algorithm has been developed
taking into account a couple of premises related to web traffic: a) End-users
expectations; b) Mice and elephants paradigm.

a) The issue of End-users expectations has been widely discussed [9], and it
is an important factor to determine the success of a website. When users are
browsing the Internet, they want to go as fast as they can. Users can tolerate a
long delay downloading heavy files such as multimedia streams, database queries
or large documents, but they might not stand long delays while surfing the
web; i.e. clicking into links or downloading small files such as images, sounds
or any other small object. For these reasons, the end-users expectation should
be strongly considered in a website development, and it is recommended to
implement a suitable mechanism to improve the end-users perception about
latencies and delays.

b) Web traffic flow size follows a well defined heavy-tailed [10] which is directly
related to the mice and elephants paradigm. As we have commented previously,
most of the traffic (around 80%) is carried out by a few flows (around 20%),
that are denominated elephants in Internet. Therefore, the rest of flows, that are
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Fig. 2. Mice and elephants flows and amount of transported data

named mice, transport around 20% of data information. This means that the
most usual flows in the Internet are short flows, although they only transport a
few bytes. Several studies of Internet traffic and packet distributions of the most
representative protocols in Internet have been undertaken striving to establish
the threshold (τ) that would differentiate between short flows (SF) and long flows
(LF) in web traffic. Chen et al. [11] proposed a table with five representative
types of web pages. The average of the web page size varies in the range of [9, 12]
Kbytes, from a minimum limit in the range of [1, 3] Kbytes, until maximum
values in the range of [80, 90] Kbytes.

Considering an average size of 12 Kbytes, and using a Protocol Data Unit (PDU)
of 1500 bytes, including an overhead of 60 bytes, and two ACK packets for the
Transport Control Protocol (TCP) three-way handshake, we consider in our pro-
posal a flow size average of 10 packets per flow as the threshold to differentiate
between short and long flows. Since τ has been established, it is now possible to
differentiate between short and long flows. SF will be those flows whose number
of packets is lower than or equal to τ and therefore, LF are the rest of the flows.
Fig. 2(a) shows a mice/elephants distribution for web response traffic. As it is
depicted in the figure, around 90 % of flows are classified as mice/SF, therefore,
the rest of the flows, around 10% are classified as elephants/LF. According to
the mice and elephants paradigm, the amount of Kbytes transported for each
type of flow is shown in Fig. 2(b). Using the same threshold, τ = 10 packets,
around 20% of the whole web traffic in Internet is transported by short flows
(mice/SF), and the remainder of Kbytes, around 80%, are transported by the
other type of flows (elephants/LF). We are going to describe now our proposal
for promoting flows in order to avoid unnecessary delays for the end-users.

2.1 Preferential Treatment for Short Flows (S1)

Following with the above premises, the overall incoming traffic that reaches the
QoS system should be measured and classified in order to assign the desired
QoS level to the most sensitive web traffic, that are the short flows. As it is
illustrated in Fig. 1, LFP is developed over a DiffServ architecture composed of
two types of devices: edge and core. LFP mechanism is defined as follows: web
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traffic from web servers (HTTP responses) reaches the DiffServ area where it
is firstly measured and classified at the edge device. In this device, after going
through the meter and the shaper process, the incoming packets are marked
with different labels. When the packets leave the edge device and reach the core
device, they are sent over a specific queue, depending on the assigned label.
Finally, the priority queueing scheduling strategy at the core device configures
the QoS level in the system.

The overall incoming traffic that reaches the system is divided in n flows
and defined as f1, f2, ..., fn. Each flow is composed of a sequence of p packets.
Therefore, the flow f contains p packets and the packets sequence is defined as:
pf
1 , pf

2 , ..., pf
p , where pj

i defines the i-packet from the flow j, and that arrives to
the system at the instant tji , as it is depicted in Fig. 3.

Let us define P f = {pf
i , ∀i ∈ [0, tk]} as the set of packets from flow f . There-

fore, V (tk) = {P f | ∀f} is the overall traffic at the interval [0, tk]. In order to
simplify the expressions, several assumptions have been taken:

– The amount of data from each flow is quantified as packets instead of Kbytes.
– Only one packet reaches the system in the interval [tk−1, tk).
– The web traffic considered corresponds only to responses. The request sizes

are negligible compared to the response sizes.
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Fig. 3. Example of packet sequence that reaches the QoS system. Packets are labelled
as follows: pf

i is the k-th packet from flow f , and it arrives at instant tf
i .

Let us now describe the functions in the edge device. The meter is the first
function that is computed, χf (tk), and represents the number of packets of the
flow f at time [0, tk] (i.e. from its birth until tk). It is defined as follows:

χf (tk) = Ord(P f ) (1)

After the meter process, the packets go through the shaper function, that defines
the transition of a flow from short to long state, and it is defined by the threshold
τ . First of all, the differentiation condition, S1:

S1 ≡ χf (tk) ≤ τ (2)

The shaper function at the edge node is defined for each incoming flow f at
instant tk as the discrete function αf (tk) ∈ {0, 1}, defined as follows:

αf (tk) = I(S1), (3)
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where the discrete function I(S) is:

I(S) =

{
1 if S is true
0 otherwise

(4)

2.2 Packets Promotion Close to the Threshold (S2)

Considering only the S1 constraint to differentiate between short and long flows,
the consequences for a flow f that arrives to the DiffServ system, will be the
following:

– The range of packets [1, τ ] receives always the highest priority level.
– The range of packets [τ + 1, χf(tk)] receives always a low priority level.

Hence, S1 establishes a hard threshold between short and long flows. There-
fore, flows of τ + i packets, where i = 1, 2, 3... are considered as long flows,
despite their size being close to τ . Web traffic flow size distribution follows a
heavy-tailed distribution, that is, there are many flow sizes close to τ . For this
reason, the constraint that we define in this section tries to improve the QoS
parameters for those flows with sizes close to the threshold τ , by introducing
the packets promotion concept. This concept is related to those flows that are a
bit longer than the threshold (τ), and that under particular system conditions,
could be considered as short flows and, hence, receive a high priority QoS level.
The most appropriate conditions to promote packets are low congestion and idle
state of the system.

To deploy the S2 constraint, the Token Bucket Model [12] has been used
to detect the idle system state by counting the packet promotions. Although,
the packet promotion is restricted in order to prevent either the increase of the
system overhead or the promotion of the inappropriate packets.

The token bucket model is used to compute the amount of packets than can be
promoted. The token bucket operation is defined as follows: the bucket emulates
a depot of tokens, where each token indicates the possibility to send a packet
over the high priority queue. The maximum capacity of the token bucket is
defined by ζ tokens. New tokens are supplied at ω ratio in tokens/s. Tokens are
always consumed with packets forwarded over the high priority queue, therefore,
packets from short flows and promoted packets from long flows. The physical
token bucket capacity is limited by a low and high level. If the tokens level is
below the low level, it is considered that no tokens are available at the bucket.
Otherwise, if the tokens level is higher than the high level, no more tokens can fill
the bucket. The amount of available tokens in the bucket indicates the available
bandwidth to offer a high priority service to incoming flows. If V ∗(tk) defines
the amount of promoted packets, then the state of the token bucket at instant
tk is defined by ψ(tk) as follows:

ψ(tk) = ψ(tk−1) + IN(tk) − OUT (tk) (5)
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where:

IN(tk) = min(ω ∗ (tk − tk−1, ζ − ψ(tk−1))) (6)
OUT (tk) = V ∗(tk)I{V ∗(tk) ≤ (ψ(tk−1) + min(ω ∗ (tk − tk−1), ζ − ψ(tk−1)))}

As the token bucket model is used to bound the quantity of promoted packets,
θ(tk) represents the normalised capacity of the bucket, defined as follows:

θ(tk) =
[
ψ(tk)

ζ

]100

0

(7)

However, it is desirable that the state of the token bucket, ψ(tk), remains close
to a precise level or set point defined by κ ∈ [0, 100] as it is depicted in Fig. 1. As
the web traffic presents peaks of incoming traffic, ψ(tk) must range around a set
point κ. In order to permit this working area, top and bottom limits are defined
by the parameter δ ∈ [0, 100]. Therefore, the working area, that is defined by
κ ± δ operates as follows:

– If ψ(tk) is close to κ, the packets promotion is at open state.
– If ψ(tk) reaches κ − δ level, the packets promotion will turn to close state.

At this point, no packets are promoted. Hence, tokens are only consumed
with packets from short flows. As the token bucket continues being filled
with new tokens at ω ratio, then the token bucket level θ(tk) will catch up
κ+δ level again. At this point, the token bucket state will turn to open state
again and the promotion process will be reactivated.

The token bucket operation bounds are defined by [κ − δ, κ + δ] | 0 ≤ κ − δ ≤
κ + δ ≤ 100. Considering the above bounds, the differentiation function S2 can
be defined as follows:

S2 ≡
{
θ(tk) ≥ κ + δ

}
∨
{
(κ − δ ≤ θ(tk) ≤ κ + δ) ∧ βf (tk−1)

}
(8)

Once the metering process has concluded, the shaper process computes βf (tk)
function for each incoming flow:

βf (tk) = I(S2) (9)

S2 alleviates S1 weakness by using the packets promotion, but an adverse effect
appears under particular circumstances of low congestion: when there are a few
flows crossing the system, the token bucket state could be promoting some in-
appropriate flows. These flows can be extremely long, and they do not need any
higher priority level because the end-users expect a long delay for these flows
any way.

2.3 Detecting Elephant Flows (S3)

The presence of elephant flows in the QoS system is always bad news, and it
produces an overall system performance fall. For that reason, the main goal of
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the constraint S3 is the detection and isolation of extremely long flows. Such
flows are classified as elephant, hence, they do not need some QoS requirements,
and they can be treated with the lowest priority.

In order to detect and isolate those very long flows, the critical issue is to define
the measurement to be applied. As the web traffic nature is very variable (heavy
tail and self-similar distributions), setting a threshold as a fixed number of packets
to differentiate flows as long or very long is not suitable, because an excessive
low threshold could generate too many promoted packets and, by contrast, an
excessive high threshold could generate too few promoted packets. None of both
circumstances are desirable. For this reason, the value to determine when a flow
is long or very long must be adaptive to the traffic conditions of each situation.
Hence, we consider that it has to be calculated from the sizes of the last flows that
have crossed the QoS system. Therefore, Xtk,H is the set of the last H flow sizes
that have passed through the system, and is defined as follows:

Xtk,H = {χf(i) | i ∈ [tk−H , tk], H ∈ N, ∀f | P f ∈ V (tk)} (10)

Considering FXtk,H (x) as the distribution function of Xtk,H , the u − quantile
over (10) is defined by QXtk,H (u) as follows:

QXtk,H (u) = Inf{x | FXtk,H (x) ≥ u} (11)

QXtk,H (u) is a dynamic and variable flow size measurement of the recent history
of the flows crossing the system. As the S3 goal is the detection and isolation of
those flows whose sizes are extremely long, or longer than the last flows on the
system, then the S3 function is computed from (11) as follows:

S3 ≡ χf(tk) ≥ QXtk,H (u) (12)

With the above definitions, S3 is the differentiating condition between elephants
and just long flows. In this way, flows longer than QXtk,H (u) are considered as
elephants, therefore, they should be considered with the lowest priority level.
In the other case, they are considered as flows with medium priority level. By
applying (4) to the differentiation function, the function γf (tk) is added to the
shaper module:

γf(tk) = I(S3) (13)

2.4 Scheduling the Packets

The last process at the edge device is the marker, which uses the set of labels L =
{PS , PL, P↑, P↓} for marking the incoming packets with a label l ∈ L according
to the following rules:

l =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
PS αf (tk)
PL αf (tk) ∧ βf (tk) ∧ γf(tk)
P↑ αf (tk) ∧ βf (tk) ∧ γf(tk)
P↓ αf (tk) ∧ βf (tk) ∧ γf(tk)

(14)
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From the above expressions, the LFP algorithm is modelled as the finite state
machine depicted in Fig. 4. LFP is composed by the set of states Q = {q0, q1, q2}
and the set of transitions T = {t1, t2, t3, t4, t5, t6}, where t1 = αf (tk), t2 =
αf (tk), t3 = γf (tk) ∧ βf (tk), t4 = γf (tk) ∧ αf (tk), t5 = γf (tk) and t6 = 1.

q0start q1 q2

t1
t2

t3

t4

t5
t6

Fig. 4. Finite State Machine of LFP algorithm

When the packets have left the edge device, they reach the next device at
the DiffServ architecture, that is the core device as it is illustrated in Fig. 1.
This device is defined with the set of queues Q = {Qgreen, Qyellow, Qred}. The
packets marked as PS or P↑ are forwarded over Qgreen; packets marked with PL

are forwarded over Qyellow and finally, packets marked with P↓ are forwarded
over the lower priority queue Qred. The dispatching algorithm based on priority
queuing where Qgreen is the highest priority queue, Qyellow is the intermediate
priority queue and finally, Qred as the lowest priority queue. Hence, the highest
QoS is assured for PS and P↑ packets. The penalisation is for P↓ packets because
they are always forwarded over Qred. And the rest of them, PL packets, receive
intermediate QoS level, as they neither are elephants, nor have received a high
priority QoS level due to incoming traffic conditions, token bucket configuration
or flow length.

The election of a suitable u−quantile over Xtk,H is important for establishing
the threshold of elephants detection. Experimental values are obtained from the
simulation results that are shown in Fig. 5. Let us considerer u = 99, then we
get a value of υ = 123 packets and only 20% of the long flows are marked as
elephants. A 90-quantile of Xtk,H gets a value of υ = 17 packets, and 35% of long
flows are marked as elephants. We have decided to select an intermediate value,
the 95-quantile, that means υ = 30 packets. In this case, 30% of long flows are
marked as elephants.

3 Simulation Results

The simulation has been driven using ns2 [13] in order to improve the end-to-
end web traffic latency and analyse the effect over other performance parameters
such as dropped packets, throughput and overhead. The network architecture
used is based on a single bottleneck dumbbell topology where the DiffServ model
has been implemented (see Fig. 1). The QoS system has been implemented as a
bottleneck link of 2 Mbps in order to appreciate the congestion level produced
by the incoming traffic. Some authors [14,15] have recommended the use of small
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Fig. 5. Effect of u-quantile over the elephants detection and υ value

buffers in internetwork devices, therefore, according to these recommendations,
every device buffer has been configured with a capacity of 50 packets. Parameters
related to the buffer size have been modified (minth = 10, maxth = 40). Both
edge and core devices at the DiffServ architecture have been configured as the
RED management with the original values (maxp = 0.02, wq = 0.001). Web
traffic is the only traffic that goes through the system. Web clients are modelled
as a cloud where the web requests go through the QoS system and reach the
web server cloud. Web server responses return from the web server cloud and
arrive to the clients after going through the system. For our purposes, web traffic
requests are negligible and the analysis is focused only in web traffic responses.
The incoming synthetic traffic has been generated by using HTTP PackMime
[16], where the web traffic is modelled as stochastic models obtained from the
traffic analysis of a real link. The web traffic intensity is modulated with the R
parameter, that sets up the incoming traffic as new conn/s in the system. We
run 10 simulations with the same parameter values but varying the seed, and the
results obtained are averaged in order to achieve a higher degree of confidence.
In order to analyse the effect of the congestion, three congestion levels have been
considered and summarised in the Table 1: low, medium and heavy.

After the marking process at the edge node and the scheduling packets process
at the core node, the packets distribution among Qgreen, Qyellow and Qred queues
is depicted in Fig. 6. As it has been mentioned above, the first τ packets from
every flow are marked with label PS , and therefore, are forwarded over Qgreen.
From τ + 1 packets onward every flow is considered as a long flow. Depending
on βf (tk), some packets are marked with P↑ and therefore, they are forwarded
over Qgreen as well. In the same way, after applying γf(tk), elephant flows are
detected, and therefore, their packets are marked with P↓ and forwarded over
Qred. Finally, the rest of packets are marked as PL and forwarded over Qyellow.
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Table 1. The R parameter has been used to establish each congestion level. The
parameters related to the incoming traffic are been calculated : C, mean of simultane-
ous connections; F, mean simultaneous flows. Performance parameters related to the
shared resource are:U, utilisation (%); Throughput in Mbps, is the amount of TCP
data transmitted per time;Goodput in Mbps, is the amount of HTTP data transmitted
per time; Overhead produced to transmit the required HTTP data; P drop packet drop
probability and F drop is the probability that a flow has dropped packets.

Level
Alg U Throughput Goodput Overhead P drop F drop

R C F

Low DropTail 17.8 0.371 0.356 4.12 1.2e-03 4.08e-03
6 3.22 32.73 RED 18.1 0.383 0.361 5.66 1.56e-02 3.89e-02

LFP 17.8 0.371 0.356 4.22 1.59e-03 3.33e-03

Medium DropTail 31.4 0.657 0.628 4.50 6.12e-03 2.10e-02
10 4.81 52.84 RED 32.9 0.706 0.658 6.79 2.77e-02 7.15e-02

LFP 30.9 0.647 0.618 4.51 4.82e-03 1.05e-02

Heavy DropTail 46.8 0.986 0.936 5.15 1.60e-02 5.63e-02
14 6.91 73.68 RED 43.6 0.947 0.872 7.85 3.85e-02 9.77e-02

LFP 43.3 0.912 0.867 4.94 9.43e-03 2.24e-02

Focusing on the end-to-end latency metric of a particular traffic level fixed
by R = 10 conn/s, the evolution of the latency over the flow size, is shown in
Fig. 7. This figure shows that DropTail always gets the worst latency for every
flow size. For the shortest flows, RED shows a slightly better behaviour than
LFP, but from τ onward, the latency trend changes and its values for LFP are
normally lower than RED. This can be explained because from the minimum
flow size to τ , every flow is treated with the highest quality of service level in
LFP, that clearly improves the latency versus DropTail. Meanwhile, the latency
in this range compared to RED suffers a minimal penalisation because of the
packets promotion. Close to the τ , all the packets from long flows are treated as
short flows packets, and hence, obtain the same latency.
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Fig. 6. Packet label classification
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Fig. 10. Dropped packets

The latency of short flows has been isolated and plotted in Fig. 8. The mean
latency and standard deviation for DropTail, RED and LFP, for each congestion
level have been drawn. Regarding the latency, there are not substantial differ-
ences between them. The latency for LFP always remains between DropTail
and RED. The standard deviation for LFP is always lower than the other two
proposals.

The end-to-end final latency must be analysed with other performance param-
eters. As it has been summarised in Table 1, LFP obtains a considerably lower
overhead than RED and very similar goodput, for every congestion level. Related
to dropped packets, LFP gets the lowest P drop and F drop for each congestion
level as well. The overhead evolution for each algorithm is clearly depicted in
Fig. 9. While DropTail and LFP get almost constant overhead when increasing
the web traffic load, RED shows a growing trend. Even for heavy congestion
level, RED overhead reaches up to 8%, while DropTail and LFP remain slightly
over 4%.
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Dropped packets effect for DropTail, RED and LFP is shown in Fig. 10. For
short flows, LFP is always the proposal with the fewest dropped packets for every
web traffic scenario. Obviously, the short flows preferential treatment produces
a growth in the long flow queue and therefore there are more dropped packets
at heavy congestion level. However, the dropped packets phenomena for long
flows using LFP is higher than DropTail, but it is lower than RED for every web
traffic scenario.

4 Conclusions

DiffServ architecture has been placed as the most suitable environment to deploy
QoS issues in the ISPs. As QoS is not implemented in HTTP protocol, we propose
an algorithm named LFP to get preferential treatment for short flows. We also
consider the promotion of some long flows under some circumstances and, finally,
the penalisation of the extremely long flows.

RED and DropTail are popular algorithms that also implement QoS in a Diff-
Serv environment. We have compared the ns2 simulation results obtained with
ns2 for LFP, RED and DropTail. We have observed that LFP clearly outper-
forms DropTail and obtains similar results than RED in terms of mean latency,
but improves its standard deviation. Considering the overhead, LFP shows an
important improvement compared to RED for all congestion levels. There are
also benefits in the packet drop probability as LFP always drops less packets
than RED. Therefore we consider that LFP algorithm described in this paper is
a suitable solution to be used in a QoS Diffserv architecture.
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Abstract. The inference of performance models from low-level location
tracking traces provides a means to gain high-level insight into customer
and/or resource flow in complex systems. In this context our earlier work
presented a methodology for automatically constructing Petri Net per-
formance models from location tracking data. However, the capturing of
synchronisation between service centres – the natural expression of which
is one of the most fundamental advantages of Petri nets as a modelling
formalism – was not explicitly supported. In this paper, we introduce
mechanisms for automatically detecting and incorporating synchronisa-
tion into our existing methodology. We present a case study based on
synthetic location tracking data where the derived synchronisation de-
tection mechanism is applied.

Keywords: Location Tracking, Performance Modelling, Data Mining,
Generalised Stochastic Petri Nets.

1 Introduction

The proliferation of GPS-enabled mobile devices, RFID tags and high-precision
indoor location tracking systems has led to the widespread availability of de-
tailed low-level data describing the movements of customers and/or resources.
One way to practically exploit this data in order to gain insight into high-level
system operation is to automatically derive a performance model in the form of
a queueing network [8] or Stochastic Petri Net [1].

Such models enable us to extract useful information about customer and re-
source flow and to identify possible bottlenecks in the underlying system. Once
a realistic and accurate model has been constructed it can be also used as a
predictive tool; for example, the model can be modified to examine the system’s
performance under hypothetical scenarios, i.e. addition/removal of resources or
increased workload.
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Our earlier work [1] has presented a methodology which is able to automati-
cally construct Generalised Stochastic Petri Net [2,9] performance models from
raw location tracking data. However, synchronisation between service centres
was not explicitly captured. This is a serious deficiency since many physical
customer processing systems such as hospitals, airports and car assembly lines
exhibit many instances of synchronisation. For example, if we consider a treat-
ment room in a hospital, the examination of a patient cannot occur without the
presence of a doctor. Thus, the purpose of the present paper is to introduce a
mechanism for automatically detecting and incorporating synchronisation into
our existing methodology.

Fig. 1. The four-stage data processing pipeline as in [1]

Our existing methodology is based on a four-stage data processing pipeline
(see Figure 1). The first stage of the pipeline performs some basic data filtering.
The second stage is responsible for inferring the locations and radii of service
areas in the system. The third stage constructs a set of places and transitions to
represent customer flow in the system. Sojourn time samples for each customer
processed within each service area are also extracted, and separated into waiting
time and service time. Likewise, travelling time samples between pairs of service
areas are extracted. Finally, a simple counting mechanism is used to calculate
the initial routing probabilities of the customers in the system. The fourth stage
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uses the G-FIT tool [10] to fit a Hyper-Erlang distribution (HErD) [6] to the
extracted service time and travelling time samples and refines both the structure
and parameters of the model accordingly. The inferred model is stored in the
portable PNML format [3] and can be visualised using PIPE2, an open source
platform independent Petri Net editor [4], amongst other tools.

Fig. 2. A high-level description of the third stage of the processing pipeline before (left)
and after (right) the incorporation of the synchronisation detection mechanism

Here we focus on the third stage of the data processing pipeline. As shown in
overview in Figure 2, and as described in detail in Section 2, we expand this stage
by specifying an additional task which detects synchronisation between service
areas. Section 3 presents a case study based on synthetic location tracking data
generated using an extended version of LocTrackJINQS [7]. Section 4 concludes
and considers future work.

2 Synchronisation Detection Mechanism

Our aim is to construct a conservative scheme to determine whether the pro-
cessing of customers at each service area is subject to some synchronisation
conditions (expressed as conditions on the number of customers present within
other service areas) at certain time points. To this end, we have designed three
functions (see Algorithms 1, 2 and 3) that can be applied together to perform
the synchronisation detection task.

To formalise our approach, we introduce some notation:

– N is the total number of service areas inferred from the second stage of the
processing pipeline,

– P = {P1, P2, . . . , PN} is the set of inferred service areas (subsequently rep-
resented by places in the derived Petri net model),

– Ci = {c(1)
i , c

(2)
i , . . . , c

(ni)
i } is the multiset1 of all customers processed by Pi,

with ni = |Ci|,
1 Thus supporting the possibility of multiple service periods for the same customer.
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– e
(j)
i is the timestamp of the entry of c

(j)
i into Pi,

– s
(j)
i is the service initiation timestamp of c

(j)
i , and

– f
(j)
i is the service termination timestamp of c

(j)
i .

– Mi(t) is the number of customers present on service area Pi at timestamp t.
This is also referred to as the marking of Pi at time t.

– Mi(t1, t2) is the maximum number of customers observed on service area
Pi during the time interval [t1, t2). This is also referred to as the maximum
marking of Pi during the time interval [t1, t2).

Given a service area Pi, we consider the processing of each customer that receives
service there in turn. Our approach is based on finding evidence – for each
customer – that its processing may have been dependent on the presence of
customers on other service areas. This evidence has two components: one is the
maximum marking observed on each of the other service areas during the interval
during which the customer was serviced; the other is the marking observed on
each of the other service areas at the instant of termination of the customer’s
service. These two components are combined across all customers processed by
Pi – taking into account of the possibility of error and noise – to yield the likely
synchronisation conditions of service at Pi

2. Formally:

Definition 1. The jth customer c
(j)
i ∈ Ci is said to receive service at Pi with

possible synchronisation from each service area Pk, k = 1, . . . , N and k �= i, if:

Mk(s(j)
i , f

(j)
i ) > 0, (1)

and
Mk(f (j)

i ) > 0 (2)

Definition 2. Synchronisation between server Pi and server(s) Pk, k = 1, . . . , N
and k �= i, is inferred if the synchronisation percentage sp defined as,

sp(i, k) =
|{c(j)

i | Mk(s(j)
i , f

(j)
i ) > 0, Mk(f (j)

i ) > 0, j = 1, . . . , ni}|
ni

(3)

satisfies
sp ≥ sthresh (4)

where sthresh is the hypothesis acceptance threshold.

The value of the acceptance threshold (typically in the range [0.8, 1]) can be
chosen according to factors such as the precision of the location tracking system
used, tag update rate and topology of the system being modelled.

2 Here we assume a single class of customers. It is straightforward to apply the com-
bination across each customer class in a scenario with multiple customer classes.
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2.1 Algorithm Description

Algorithm 1 and Algorithm 2 present auxiliary functions that straightforwardly
compute Mk(t) and Mk(ts, tf ) respectively.

The main function, computeSynchronisation (see Algorithm 3), is applied
in turn to every service area Pi ∈ P . There are two phases in this algorithm. In
the first phase (see lines 4 to 12) we construct the csmMatrix, which describes
the possible set of synchronisation dependencies between the service of customer
j at Pi, and the markings of the other service areas. In this phase, for each Pk,
i �= k, we also count the number of customers for which a potential synchronisa-
tion was observed, during their service at Pi. In the second phase (see lines 13
to 18) we calculate sp(i, k) and if its value exceeds the value of sthresh we com-
pute the synchronisation marking on Pk required to support service at Pi. This
is computed as a low percentile of the set of synchronisation markings; this is
preferred to simply taking the minimum because it is more robust to measure-
ment errors inherent in location tracking systems. This percentile is determined
by the function percentile(M,α) (see line 16, Algorithm 3) which computes
the αth percentile of the set M .

Algorithm 1. M(k,t) : int

1: marking � 0
2: for j = 1 to nk do
3: if c

(j)
k was present in Pk at t then

4: marking � marking + 1

5: end if
6: end for
7: return marking

Algorithm 2. M(k,ts,tf) : int

1: maxMarking � M(k,ts)

2: for j = 1 to nk do
3: if ts ≤ e

(j)
k < tf then

4: instMarking �M(k, e
(j)
k )

5: if instMarking > maxMarking then
6: maxMarking � instMarking

7: end if
8: end if
9: end for

10: return maxMarking

If we assume that ∀i, ni = n, then the worst-case time complexity of the
function computeSynchronisation and synchronisation detection for the entire
network are O(N ·n3) and O(N2 ·n3) respectively. Based on the same assumption,
space complexity is bounded above by the size of csmMatrix (see Algorithm 3)
and is O(N · n).
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Algorithm 3. computeSynchronisation(i,sthresh ) : int[N]

1: customersWithSynch � new int[N] = {0,0,...,0}
2: synchMarking � new int[N] = {0,0,...,0}
3: csmMatrix � new int[ni][N] = { {0,0,...,0}, {0,0,...,0}, ..., {0,0,...,0} }
4: for j = 1 to ni do

5: for k = 1 to N do

6: if k == i then continue

7: csmMatrix[j][k] � min(M(k, s
(j)
i ,f

(j)
i ),M(k,f

(j)
i ))

8: if csmMatrix[j][k] > 0 then

9: customersWithSynch[k] � customersWithSynch[k] + 1

10: end if

11: end for

12: end for

13: for k = 1 to N do

14: if k == i then continue

15: if customersWithSynch[k] / ni ≥ sthresh then

16: synchMarking[k] � percentile({csmMatrix[1][k],. . .,csmMatrix[ni][k]},5)
17: end if

18: end for

19: return synchMarking

Whenever synchronisation is detected involving the processing of customers
at Pi, the corresponding service time samples of those customers need to be
adjusted to take into account the proportion of time during which the synchro-
nisation condition(s) are satisfied. This is because we assume that service only
progresses when the synchronisation condition(s) are met.

2.2 Synchronisation Representation in Our Models

After synchronisation between service areas is detected, it needs to be incorpo-
rated into the GSPN performance model that is constructed during stage four
of the data processing pipeline.

Considering the place representing Pi and its outgoing service transition ti,
then for every place representing Pk such that synchMarking[k] > 0, we con-
nect Pk to ti using a double-headed arc between Pk and ti with weight equal to
synchMarking[k]. We use this representation since we are dealing with location
tracking environments where customer entities are preserved.

In [1] we described how we fit a HErD to the extracted service time samples
of each service area. We represent each HErD by substituting each transition
created in the first task of the third stage by a GSPN subnet, as shown in Fig-
ure 3. Now this representation is slightly altered to incorporate synchronisation,
when detected.

Let us consider just the transition T3 in Figure 4 to demonstrate how the
synchronisation between P2 and P1 is constructed.
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Fig. 3. Replacement of a transition by a GSPN subnet reflecting the fitted HErD
(general form)

Fig. 4. Modelling synchronisation between server places P1 and P2 with P2 being the
synchronising place with a synchronisation marking equal to two

In order to preserve the synchronisation condition on T3 as shown in Figure 4,
we need to connect P2 to every immediate transition on the left-hand side of the
subnet with arcs – one for each immediate transition – of weight two. Similarly, in
order to preserve the number of tokens in P2 we need to connect every immediate
transition on the right-hand side of the subnet to P2 with arcs of weight two.
Assuming that T3 was replaced by a subnet reflecting a four-state HErD with two
Erlang branches, each with two states, the resulting model is shown in Figure 5.

3 Case Study

In this section we conduct a case study to test and demonstrate the developed
synchronisation detection mechanism. For this case study we have generated
location tracking data using an extended version of LocTrackJINQS [7], which
supports synchronisation between pairs of service areas.

We present the results for the server location and service radii inference,
the synchronisation detection mechanism and the service time distribution fit-
ting (adjusted for synchronisation). Figure 6 shows the experimental setup for
the case study and the flow of customers in the system (indicated by arrows).
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Fig. 5. Modelling synchronisation between places P1 and P2, using a GSPN subnet.
Service initiates at P1 only if P2 is marked with at least two tokens and P1 with one.

The simulation takes place in a virtual 25m × 25m environment and the cus-
tomers are assumed to travel within the system with speed drawn form a normal
distribution with mean 0.5 m/s and standard deviation 0.15 m/s. The location
update error, which emulates the standard error of a real-life location tracking
system, is also normally distributed with mean 0.15m and standard deviation
0.2m.

Table 1. The parameters for each service area in the system, for this case study. The
parameters of the HErD represent the phase lengths, weights and rates for each branch
respectively, separated by a semi-colon.

Server Service Service Time
Location Radius Density

S1 (8.0,5.0) 0.5 Erlang(2, 0.1)

S2 (8.0,15.0) 0.7 Exp(0.1)

S3 (16.0,5.0) 0.6 Erlang(4, 0.3)

S4 (16.0,15.0) 0.5 HErD(2, 3; 0.5, 0.5; 0.08, 0.12)

Each service area consists of a single customer processing server and has a
random customer service discipline. Service areas S2 and S3 require at least
one customer to be present in service areas S1 and S4 respectively in order
to service their customers. The service time for each server follows a different
density function. The actual location and service radius of each service area as
well as its service time density can be seen in Table 1.
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Fig. 6. The experimental setup in terms of abstract system structure. The arrows
represent the customer flow in the system and the branching to S1 and S2 occurs with
equal probabilities. The service areas contained in the dotted red rectangles Synch1 and
Synch2 are subject to synchronisation. The synchronisation condition is represented by
the dotted red arrow. Its source indicates the synchronising service area and its target
the service area to be synchronised. The number of customers required to be present
in the synchronising service area so that service can be supported in the synchronised
service area is denoted by the weight of the dotted red arrow.

3.1 Results

The inferred locations and service radii of the service areas as well as the error
between these and their actual values, are depicted in Table 2. From these results
we can see that the location and radii of the service areas are approximated very
well. The maximum error for the location inference is 0.214 metres and for the
service radius approximation is 0.175 metres.

For the evaluation of the sample extraction and HErD fitting process we con-
duct a Kolmogorov–Smirnov test, to examine the compatibility of the extracted
service time samples for each service area with its best-fit HErD (see Tables 3
and 4). Similarly to [1], we enumerate all possible HErDs up to a maximum
number of states. This number is set equal to ten, i.e. N = 10, for all cases
where the coefficient of variation of the extracted sample is greater than 0.4 and
twenty five, i.e. N = 25, when it is less. The best-fit HErD is chosen using the
Akaike Information Criterion (AIC) [5].
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Table 2. The inferred location and service radius for each server in the system accom-
panied with the absolute error, for each case study

Server Location Service Radius

Real Inferred Error Real Inferred Absolute Error

S1 (8.0,5.0) (7.856,4.989) 0.144 0.5 0.566 0.066

S2 (8.0,15.0) (7.963,14.947) 0.199 0.7 0.839 0.139

S3 (16.0,5.0) (16.124,4.964) 0.129 0.6 0.759 0.159

S4 (16.0,15.0) (16.021,14.961) 0.214 0.5 0.675 0.175

Table 3. The parameters of the HErD fitted for each server’s service time density. The
parameters of the HErD represent the phase lengths, weights and rate for each branch
respectively, separated by a semi-colon.

Service Time Fitted HErD
Density Parameters

Phase Lengths Rate (3 d.p.) Weights (3 d.p.)

S1 Erlang(2, 0.1) 4 0.222 1.0

S2 Exp(0.1) 1 0.118 1.0

S3 Erlang(4, 0.3) 2, 4, 4 0.052,0.311,23.232 0.153,0.780,0.067

S4 HErD(2,3;0.5,0.5;0.08,0.12) 3 0.136 1.0

Figure 8 shows the constructed GSPN performance model in compact tran-
sition form. We observe that the structure of the inferred model matches the
structure of the abstract simulated system. The transitions between pairs of
server places (places that correspond to the service areas) represent the travel-
ling time for each particular pair. The weights of the immediate transitions T1

and T0 are 0.457 and 0.543 respectively, approximately matching the simulated
routing probabilities of the customer flow which are 0.5 and 0.5. In the model we
can also see the constructed synchronisation between S2 and S1 (synchronising
service area) as well as between S3 and S4 (synchronising service area).

4 Conclusion

This paper has presented a mechanism for synchronisation detection between
customer-processing service areas in a system. This mechanism has been imple-
mented as a new component of our existing methodology which automatically
constructs GSPN performance models from location tracking data. We conjecture
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Fig. 7. Case Study 2: Graphs 7(a), 7(b), 7(c) and 7(d) show the cumulative histogram
of the extracted service time samples (adjusted for synchronisation for S2 and S3) and
its best-fit hyper-Erlang distribution compared with the theoretical distribution for S1,
S2, S3 and S4 respectively

that our methodology can be applied to a large variety of systems whose un-
derlying GSPN structure includes extended free choice (EFC) nets. An example
of a real-life situation where this methodology could be successfully applied is a
Magnetic Resonance Imaging (MRI) unit of a hospital. The MRI control room is
physically separate from the MRI chamber and requires a radiologist to operate
it; the patient screening process cannot initiate if a radiologist is not present in
the control room.
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Table 4. Kolmogorov-Smirnov test at significance levels 0.1 and 0.05 applied to the
extracted service time samples (adjusted for synchronisation) for each service area
in the case study. The null hypothesis is that the extracted samples belong to the
corresponding best-fit HErD.

S1 Test Statistic 0.1268
α 0.1 0.05

Critical Values 0.2076 0.2307
Compatible ? Yes Yes

S2 Test Statistic 0.1074
α 0.1 0.05

Critical Values 0.1914 0.2127
Compatible ? Yes Yes

S3 Test Statistic 0.0861
α 0.1 0.05

Critical Values 0.0.2141 0.2378
Compatible ? Yes Yes

S4 Test Statistic 0.0921
α 0.1 0.05

Critical Values 0.1938 0.2153
Compatible ? Yes Yes

Fig. 8. Visualisation of the inferred GSPN performance model for the case case study
(in compact transition form)

The case study results indicate that the developed methodology can infer
the stochastic features and the presence of synchronisation in simple systems
accurately, at least when synthetically-generated location tracking data is used.

Our current work has made several assumptions, i.e. one customer class, single-
server semantics and random service discipline. In our future work we wish to
relax them. We aim to use Coloured Generalised Stochastic Petri Nets (CGSPNs)
to enable the support of multiple customer classes as well as prioritised service
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disciplines. Using CGSPNs we could also improve the accuracy of our models
since we can use transitions that change the colour of the token (upon their
firing) and thus control the routing of customers as they pass through various
processing stages.
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Abstract. The qualitative and quantitative analysis of operational
processes recently started to receive special attention with the business
process management systems. But the Business Process Model and No-
tation (BPMN), the standard representation of business processes, is not
the most appropriate kind of model to support the analysis phase. Most
of the works proposing mappings from BPMN to formal languages aim
model verification, but few are directed to quantitative analysis. In this
work, we state that a well-defined BPMN Process diagram can originate a
Stochastic Automata Network (SAN) – a compositionally built stochas-
tic model. More than support verification, SAN provides a numerical
evaluation of processes’ performance. SAN attenuates the state-space ex-
plosion problem associated with other Markovian formalisms and is used
to model large systems. We defined an algorithm that automatically con-
verts BPMN diagrams to SAN models. With these SAN models, we make
analytical performance evaluations of business processes.

Keywords: Business Processes, BPMN, Performance Evaluation, Stochas-
tic Automata Network.

1 Introduction

Significant efforts have been made to standardize modeling and execution lan-
guages, in order to improve the interoperability of tools developed to Business
Process Management (BPM). The most important result of these efforts is the
Business Process Model and Notation (BPMN) [7], a standard notation for graph-
ical representation of business processes. Despite being able to support business
users in different phases of the business process life cycle, BPMN models are
not the most appropriate models to support the analysis phase. Since BPMN
models have no formal semantics, they are not well suited to qualitative analysis.
Furthermore, BPMN models do not provide mechanisms to quantify the effort re-
quired to perform the activities, nor the capacity of work of shared resources and
their access policies. This deficiency hinders the use of BPMN for performance
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evaluation (quantitative analysis). In BPM domain, the objective of performance
analysis is to evaluate performance indices – service time, waiting time, queue
size, and resource utilization – that enable us to improve the business processes
by identifying inefficiencies, such as bottlenecks and idle resources.

In this work, we state that a well-defined BPMN Process diagram can origi-
nate a Stochastic Automata Network (SAN) [8]. More than support verification,
SAN models are able to provide a numerical performance analysis of business
processes. SAN is a structured Markovian formalism that enables us to build
stochastic models in a compositional approach. Created to attenuate the well-
known state-space explosion problem associated with the Markovian formalisms,
SAN can be applied in the modeling of large/complex systems. It is very effi-
cient regarding the memory consumption, in addition to provide the concept of
functional rates – a feature that improve the expressiveness of the stochastic for-
malism and facilitate the modeling of the dependencies that may exist between
the rate/probability of components and the global state of the system.

Our main contribution is an algorithm that automatically converts BPMN
Process diagrams to SAN models by means of a set of mappings and simple
operations that we defined over the models. The algorithm was implemented as
part of a software tool called BP2SAN. With the support of a SAN solver (such as
the software tool PEPS [2]), we extract from the automatically generated models
variated performance indices of the business processes.

The automatically generated SAN model represents the behavior of one in-
stance of the business process. To analyze the behavior of the system when n
process instances are being executed in parallel (sharing finite resources), we just
need to create n replicas of the initial SAN model. When we consider multiple
parallel instances we easily obtain models with more than one million of states,
considered intractable in several analysis techniques. However, with SAN we can
treat such large state spaces more frequently than with other techniques.

The paper’s remainder is organized as follows. Section 2 discusses related
works, while Section 3 briefly presents SAN and BPMN. Section 4 formalizes the
structure and the properties of the models we use in this work. Our algorithm
for the conversion of BPMN models to SAN is defined in Section 5. Section 6
provides an example to illustrate the conversion of a business process to SAN and
presents some performance results obtained from the analytical model. Finally,
concluding remarks are made in Section 7.

2 Related Works

Several works such as [4,11] proposed mappings from business process models to
formal languages aiming validation and verification. Other approaches such as
[5,3,10,1] are devoted to the conversion of business process models to stochastic
formalisms (e.g., stochastic Petri nets and stochastic process algebras) aiming
quantitative analysis. In this section, we will restrict ourselves to the latter.

The work of Canevet et al. [3] proposed an automated mapping from the
Unified Modeling Language (UML) state diagrams enhanced with performance
information to Performance Evaluation Process Algebra (PEPA). The perfor-
mance information they refer are probabilities attached to the states and rates
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attached to the transitions of the UML state model. One important advantage of
the approach proposed by the authors is that the performance results obtained
from the solution of the PEPA model can be reflected back to the UML level.
However, the approach does not support functional rates, preventing some im-
portant aspects related to performance from being contemplate in the modeling.

The proposal of Prandi et al. [10] was a mapping from BPMN to Calculus
for Orchestration of Web Services (COWS), a process calculus inspired by the
Business Process Execution Language. The authors made a brief discussion about
the use of a stochastic extension of COWS in the quantitative analysis of business
processes. Despite being based in a compositional formalism, Stochastic COWS
does not explore this feature in analysis, thus suffering of the same state-space
explosion problem that limits the use of other Markovian formalisms in practice.

Oliveira et al. [5] proposed an approach to model resource-constrained busi-
ness processes using Generalized Stochastic Petri Nets (GSPN). In their ap-
proach, the resulted nets can be unbounded and, for this reason, they need to
use simulation to obtain performance indices over the process models.

Braghetto et al. [1] compared the viability of applying three stochastic for-
malisms – GSPN, PEPA and SAN –, in the analytical modeling of business
processes. They verified that the formalisms are able to express with equivalent
facilities basic business process scenarios, but more advanced scenarios evidenced
their pros et cons. Since SAN and PEPA are intrinsically compositional, they
enable a structured analysis, in addition to the facility to extend a model with-
out impacting the previous modeled behavior. SAN and GSPN have the explicit
notion of state and the concept of functional rates, what helps to model func-
tional dependencies between the process components. The study made in [1] was
the first to consider the use of SAN to model business processes. But the trans-
lations presented from BPMN to SAN were handmade, in small examples, and
indicated that a more automatic approach should take place if we want to use
these models to analyze business processes in practice.

3 Fundamentals

Two topics are required for the understanding of this work: SAN and the main
structures of the BPMN Process diagrams. We present them in this section.

3.1 Stochastic Automata Network

The Stochastic Automata Network (SAN) is a technique used to model systems
with large state spaces, introduced by Plateau in 1985 [8, 9]. SAN has been
successfully applied to model parallel and distributed systems that can be viewed
as collections of components that operate more or less independently, requiring
only infrequent interaction such as synchronizing their actions, or operating at
different rates depending on the state of parts of the overall system.

A system is described in SAN as a set of N subsystems modeled as a set of
stochastic automata A(i), 1 ≤ i ≤ N , each one containing ni local states and
transitions among them. The global state of a SAN is defined by the combinations
of the internal state of each automaton. A change in the state of a SAN is caused
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by the occurrence of an event. Local events cause a state transition in only
one automaton (local transition), while synchronizing events cause simultaneous
state transitions in more than one automaton (synchronizing transitions). A
transition is labeled with the list of events that may trigger it.

All event transitions in the model are associated with rates (the inverse of the
average execution time) in which the transitions occur. The rate is the parameter
of an exponential distribution that governs the behavior of the transition. The
rate of an event may be constant (a nonnegative real number) or may depend
upon the state in which it takes place. In this last case, the rate is a function from
the global state space to the nonnegative real numbers and is called functional
transition rate. For example, one can use functional transition rate to model how
the execution time of an activity in the system is affected by the variation of
the workload, or to model dependency existent between the probability of the
execution of an activity and the current state of the process.

The expression of the infinitesimal generator (transition rate matrix) of the
underlying Markov chain of a well defined SAN is given by the generators on
these smaller spaces and by operators from the Generalized Tensor Algebra
(GTA), an extension of the Classical Tensor Algebra (CTA). The tensor for-
mula that gives the infinitesimal generator of a SAN model is called Markovian
Descriptor.

Each automaton A(i) of a SAN model is described by ni×ni square matrices.
In the case of SAN models with synchronizing events, the descriptor is expressed
in two parts: a local part (to group the local events), and a synchronizing part
(to group the synchronizing events). The local part is defined by the tensor sum
of Q

(i)
l – the infinitesimal generator matrices of the local transitions of each A(i).

In the synchronizing part, each event corresponds to two tensor products: one
for the occurrence matrices Q

(i)
s+ (expressing the positive rates) and the other

for the adjusting matrices Q
(i)
s− (expressing the negative rates). The descriptor

is the sum of the local and the synchronizing parts, expressed as:

Q =
N⊕

g
i=1

Q
(i)
l +

∑
s∈ε

⎛⎝ N⊗
g

i=1

Q
(i)
s+ +

N⊗
g

i=1

Q
(i)
s−

⎞⎠ (1)

where
{

N is the number of automata of the SAN model
ε is the set of identifiers of synchronizing events

The state-space explosion problem associated with Markov chain models is
attenuated by the fact that the state transition matrix is stored in a compact
form, since it is represented by smaller matrices. All relevant information can be
recovered from these matrices without explicitly build the global matrix.

A SAN model can be numerically solved using the PEPS tool [2]. PEPS includes
several numerical iterative methods to solve SAN models and implements strate-
gies to improve the time/space trade-off in the computation of the solutions.

3.2 Business Process Model and Notation

The Business Process Model and Notation (BPMN) is a standard for graphical
representation of business processes. According to the specification document of
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BPMN [7], “a process describes a sequence or flow of activities in an organiza-
tion with the objective of carrying out work”. A Process diagram is a graph of
elements – activities, events, gateways, and sequence flows – that define a finite
execution semantics. In this work we deal with a subclass of the models that can
be represented as a BPMN Process diagram – the well-defined ones (Section 4.1,
Definition 5) – , in order to guarantee that the conversion to a SAN model can
be made. Table 1 introduces the BPMN objects accepted as input by our conver-
sion algorithm. These objects are very important to process modeling and with
them we are able to express a rich class of business process models.

Table 1. Basic flow and connecting objects of BPMN

[Activity Name] Atomic Activity

End Event

Start Event Exclusive Gateway

Inclusive Gateway

Parallel Gateway

text

Sequence Flow

Association

Annotation

The start event indicates where a process will start, and end event indicates
where a process will end. An activity is an atomic work performed in the process.
A sequence flow shows the order in which activities will be performed. A gateway
is used to control the divergence and convergence of sequence flows. In this work,
we deals with the following gateway types:

– Exclusive Gateways. A diverging exclusive gateway (XOR-split) is used to
create alternative paths within a process flow (only one path can be taken). A
converging exclusive gateway (XOR-join) is used to merge alternative paths;

– Parallel Gateways. A diverging parallel gateway (AND-split) creates parallel
paths. The converging parallel gateway (AND-join) will wait for all incoming
flows before triggering the flow through its outgoing sequence flows;

– Inclusive Gateways. A diverging inclusive gateway (OR-split) can be used
to create alternative but also parallel paths within a process flow. Unlike
the exclusive gateway, all condition expressions are evaluated. All sequence
flow with a true evaluation will be taken. A converging inclusive gateway
(OR-join) is used to merge a combination of alternative and parallel paths.

An association is used to link information with graphical elements. Text an-
notations provide additional information for readers of the BPMN diagrams.

A process is instantiated when one of its start events occurs. Each start event
that occurs creates a token on its outgoing sequence flow, which is followed as
described by the semantics of the other process elements. For example, the par-
allel gateway is activated if there is at least one token on each incoming sequence
flow; the parallel gateway consumes exactly one token from each incoming se-
quence flow and produces exactly one token at each outgoing sequence flow. We
can consider that a process instance is completed if and only there is no token
remaining within the process instance.
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4 Definitions for the BPMN to SAN Conversion

Section 4.1 introduces the properties of a BPMN graph that we consider as a
valid input for our conversion algorithm. In Section 4.2 we formally define the
structure of the SAN graph resulted from a conversion, and the operations over
SAN graphs that support the algorithm (described in Section 5).

4.1 BPMN Graph Definitions

As we briefly discussed in Section 3.2, a BPMN Process diagram is a directed
graph constituted of vertices of events, activities and gateways. In this work, we
restricted ourselves to a subclass of all process diagrams that can be formed from
BPMN objects. Definitions 1 to 5 formally describe this subclass.

Definition 1. BPMN Process Graph
A BPMN Process graph BG is a directed graph represented by the tuple BG =

(V, E, L, �, p), with V = S ∪A ∪G ∪ F , where:

– S is a set of vertices representing the start events
– A is a set of vertices representing the atomic activities
– G is a set of vertices representing the gateways
– F is a set of vertices representing the end events
– E ⊆ (V × V ) is a set of directed edges
– L is a set of vertex labels
– � : V −→ L is a labeling function of vertices
– p : E′ −→ [0, 1], where E′ ⊆ E, is a partial probability function that asso-

ciates edges with probability values

A directed edge in BG is a pair (v, w) – where v, w ∈ V , indicating that v is
an input vertex of w, and w is an output vertex of v. A label is used to denote
the name of the event or activity being modeled, but in the case of a gateway
vertex, it indicates the gateway type.

Definition 2. Path in a BPMN Process Graph
Let BG = (V, E, L, �, p) be a BPMN Process graph and v1, vn ∈ V .
A path from v1 to vn (represented by v1 � vn) is a sequence of vertices

v1, v2, · · · , vn (with vi ∈ V ) such that, for 0 < i < n, (vi, vi+1) ∈ E.

Definition 3. Input Vertices and Output Vertices
Let BG = (V, E, L, �, p) be a BPMN Process graph.
The functions inputs : V → 2V and outputs : V → 2V that give the input

vertices and the output vertices, respectively, of a vertex in BP are defined as
∀v ∈ V, inputs(v) = {u ∈ V | (u, v) ∈ E} and outputs(v) = {w ∈ V | (v, w) ∈ E}.

In order to minimize the semantic ambiguities that BPMN constructors can intro-
duce in the model and to guarantee some properties that a well-formed business
process model must respect, our conversion method makes some assumptions
about the BPMN model provided as input (formalized in Definition 4). These
assumptions facilitate the conversion and were already used (mainly the first 5
ones) in other related works, such as in [10].
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Definition 4. Well-Formed BPMN Process Graph
Let BG = (V, E, L, �, p) be a BPMN Process graph, with V = S ∪A ∪G ∪ F .
BG is a well-formed BPMN Process graph if and only if:

– ∀v ∈ S, (| inputs(v)| = 0) ∧ (| outputs(v)| = 1)
– ∀v ∈ F , (| inputs(v)| = 1) ∧ (| outputs(v)| = 0)
– ∀v ∈ A, (| inputs(v)| = 1) ∧ (| outputs(v)| = 1)
– ∀v ∈ G, (�(v) = “ +”) ∨ (�(v) = “©”) ∨ (�(v) = “×”)
– ∀v ∈ G, ((| inputs(v)| > 1) ∧ (| outputs(v)| = 1)) ∨

((| inputs(v)| = 1) ∧ (| outputs(v)| > 1))
– ∀v ∈ A ∪G, ∃s ∈ S such that ∃ a path s� v
– ∀v ∈ A ∪G, ∃f ∈ F such that ∃ a path v � f
– ∀v ∈ G such as (�(v) = “ ×”) ∨ (�(v) = “©”), ∀w ∈ outputs(v), p((v, w))

must be defined
– ∀v ∈ G such as �(v) = “×”,

∑
w ∈ outputs(v)

p((v, w)) = 1

Therefore, a well-formed BPMN Process graph is a graph in which:

– a start event vertex can have only one output vertex and no input vertices;
– an end event vertex can have only one input vertex and no output vertices;
– an activity vertex can have only one input vertex and only one output vertex;
– each gateway vertex has one of the following labels: “ + ”, for a parallel

gateway; “©”, for an inclusive gateway; and “×”, for an exclusive gateway;
– a gateway vertex can perform a role of divergence or a role of convergence

(but not the two roles at the same time). As a consequence, a gateway can
have only one input vertex and more output vertices (case of divergence),
or can have only one output vertex and more input vertices (case of conver-
gence);

– for all vertex v of activity or gateway: (i) there exists a path from one start
event vertex to v, and (ii) there exists a path from v to one end event vertex;

– each output edge of an exclusive/inclusive gateway vertex must have an
associated probability value;

– the sum of the probabilities of the output edges of an exclusive gateway
vertex must be 1.

It is important to mention that the association of edges with probabilities
does not exist in the specification of BPMN. We introduced this feature in our
definition because the dynamic of a business process is probabilistic by essence
and probabilities are quantifications of the business process behavior.

The assumptions above are all related to syntactical properties of the BPMN
model, i.e. structural restrictions over the BPMN graph. But there exist also
some important semantical properties that we need to assume to have a well-
defined BPMN Process model (specified by Definition 5). In a well-defined BPMN
Process model, two important properties for a business process are granted: (i)
it does not contain unreachable activities, and (ii) it can always terminate.

Definition 5. Well-Defined BPMN Process Model
A well-defined BPMN Process model is a well-formed BPMN Process graph

in which:

– an exclusive gateway does not converge (join) parallel sequence flows;
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– a parallel gateway does not converge (synchronize) alternative sequence flows;
– an inclusive gateway only converges (merges) sequence flows originated by

another inclusive gateway. In addition, there is an one-to-one correspondence
between the diverging and the converging inclusive gateways.

4.2 SAN Model Definitions

Definitions from 6 to 11 formally specify the structure of a SAN model and its
operations such as they are used in our conversion algorithm.

Definition 6. SAN Model and SAN Automaton
A SAN model S is a set S = {A1,A2, . . . ,An} of n SAN automata.
A SAN automaton A is given by a tuple A = (Q, E, T, L, �,p), where:

– Q is a set of states
– E is a set of events
– T ⊆ (Q×Q× E) is a set of state transitions labeled by events
– L is a set of state labels
– � : Q −→ L is a labeling function of states
– p : T ′ −→ [0, 1], where T ′ ⊆ T , is a partial probability function that asso-

ciates a transition with a probability

Definition 7. Input Transitions and Output Transitions
Let A = (Q, E, T, L, �,p) be a SAN automaton.
The functions inputs : Q → 2T and outputs : Q → 2T that give the input

transitions and output transitions, respectively, of a state of A are defined as
∀q ∈ Q, inputs(q) = {(p, q, e) | (p, q, e) ∈ T } and

outputs(q) = {(q, r, e) | (q, r, e) ∈ T }.

Definition 8. Source State and Absorbing State
Let A = (Q, E, T, L, �, p) be a SAN automaton and q ∈ Q a state of A.
If inputs(q) = ∅, then q is a source state.
If outputs(q) = ∅, then q is an absorbing state.

In this work, we propose an algorithm to automatically convert a well-defined
BPMN Process model (Definition 4) to a SAN model in the format of Defini-
tion 6. This conversion starts with the individual mapping of the objects of the
BPMN graph into SAN objects, according with the illustrations in Table 2. In
a general way, we can say that the mapping of each vertex of the BPMN graph
originates in the SAN model at least one new automaton, with at least two
states and a transition between them (associated with a new event labeled with
the identifier of the BPMN vertex). Event, activity, and exclusive gateway ver-
tices generate only local events. Parallel gateways originates only synchronizing
events. Inclusive gateways (that must appears in pairs, delimiting closed blocks)
generate both local and synchronizing events.

Parallel sequence flows are mapped to sets of synchronized automata. A choice
is expressed by a state that has more than one output transition (remembering
that, in this case, each output transition must be weighted by a probability value).
An atomic activity a is mapped into a 3-state sequential automaton, where the
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first state indicates that the activity is waiting for the availability of its required
resources, the second state indicates that it had already obtained the access to
the resources (by event ra), and the third state indicates that the execution of
the activity is finished (with the occurrence of event a).

In order to obtain the SAN model correspondent to a well-defined BPMN
Process model, we must compound the simple automata generated from the
mappings of Table 2. This composition is made by means of a set of simplification
operations applicable over SAN models, that we define in the following.

Definition 9. State Merging Operation (�)
Let A = (Q, E, T, L, �,p) be a SAN automaton and q1, q2 ∈ Q be states of A.
The state merging of q1 and q2 in A (represented by A[q1 � q2]) results in a

SAN automaton AM = (QM , EM , TM , LM , �M , pM ) such that:

– QM = Q \ {q2}
– EM = E
– TM = {(p, q, e) ∈ T | (p �= q2) ∧ (q �= q2)} ∪ {(p, q1, e) | (p, q2, e) ∈

T } ∪ {(q1, q, e) | (q2, q, e) ∈ T }
– LM = L
– ∀q ∈ QM , �M (q) = �(q)

– ∀(p, q, e) ∈ TM , pM ((p, q, e)) =

⎧⎪⎨⎪⎩
p((p, q, e)), if (p, q, e) ∈ T

p((p, q2, e)), if (q = q1) ∧ ((p, q2, e) ∈ T )
p((q2, q, e)), if (p = q1) ∧ ((q2, q, e) ∈ T )

This operation eliminates q2 from A, transforming all the input/output transi-
tions of q2 in input/output transitions of q1 (keeping the label of q1 unchanged).

Definition 10. State Suppression Operation (�)
Let A = (Q, E, T, L, �,p) be a SAN automaton and q ∈ Q be a state of A such

that | outputs(q)| = 1. Let to be the output transition of q and o be its output
state.

The state suppression of q in A (represented by A[q �]) results in a SAN
automaton AS = (QS , ES , TS, LS , �S , pS) such that:

– QS = Q \ {q}
– ES = {e ∈ E | (p, r, e) ∈ (T \ {to})}
– TS = {(p, r, e) ∈ T | (p �= q) ∧ (r �= q)} ∪ {(p, o, e) | (p, q, e) ∈ T };
– LS = {l ∈ L | ∃p ∈ Q, ((�(p) = l) ∧ (p �= q))}
– ∀q ∈ QS, �S(q) = �(q)

– ∀(p, r, e) ∈ TS, pS((p, r, e)) =

{
p((p, r, e)), if (p, r, e) ∈ T

p((p, q, e)), in the other cases

This operation eliminates q and its output transition from A, transforming all
the input transitions of q in input transitions of its only output state o.

Definition 11. Automata Concatenation Operation (�)
Let A1 = (Q1, E1, T1, L1, �1, p1) and A2 = (Q2, E2, T2, L2, �2, p2) be two SAN

automata. Let q1 ∈ Q1 be an absorbing state and q2 ∈ Q2 be a source state.
The concatenation of A1 and A2 via the states q1 and q2 (represented by

A1

q1

�
q2

A2 ) is the SAN automaton AC = (QC , EC , TC , LC , �C , pC), where:
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Table 2. Mapping of the BPMN objects into SAN

BPMN Object1,2 SAN Mapping

Start event labeled s

A1

s

v1 v2s

v1 v2

Atomic activity labeled a

A1

ra a

v1 rv1 v2
a

v1 v2

Exclusive gateway diverging 1 se-
quence flow in n

A1

(p1)

(pn)

v11

v1n

...v1

v2

vn+1

v1

v2

(p1)

(pn) vn+1

...

Exclusive gateway converging n se-
quence flows in 1 A1

v1

v1 v2

v1

v2

...

Parallel gateway diverging 1 sequence
flow in n A1

An

v1

v1

...

v1 v2

v1 vn+1

v1

v2

vn+1

...

Parallel gateway converging n se-
quence flows in 1 A1

An

v1

v1

...

v1 v2

v1 v2

v1
v2

...

Inclusive gateway block diverging 1 se-
quence flow in n and re-converging
them in 1 again A1

An

An+1

A2n

(p1)

(1− p1)

(pn)

(1− pn)

v1

v1

v11

v1
¬1

v1n

v1
¬n

vn+2

vn+2

.

.

.

.

.

.

v1 v11

v2

vn+2

v1 v1n

vn+1

vn+2

vn+2 vn+3

vn+2 vn+3

v1

v2

(p1)

(pn)
vn+1

vn+2
vn+3

...
...

. . .

. . .

1 We are using the symbol to express any valid BPMN vertex.
2 We included two textual annotations in the vertices: a label (inside the vertex), and an

identifier vi (at the bottom of the vertex).
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– QC = (Q1 ∪ Q2) \ {q2}
– EC = E1 ∪ E2

– TC = T1 ∪ {(q1, p, e) | (q2, p, e) ∈ T2} ∪ (T2 \ {(q2, p, e) | (q2, p, e) ∈ T2})
– LC = L1 ∪ L2

– ∀q ∈ QC , �C(q) =

{
�1(q), if q ∈ Q1

�2(q), in the other cases

– ∀t = (p, q, e) ∈ TC , pC(t) =

⎧⎪⎨⎪⎩
p1(t), if t ∈ T1

p2((q2, q, e)), if (p = q1) ∧ ((q2, q, e) ∈ T2)
p2(t), in the other cases

5 The Conversion Algorithm

Algorithm 1 shows the main steps involved in the conversion of a well-defined
BPMN Process model to a SAN model. It first creates a SAN model composed
of all automata generated from the individual conversion of the vertices of the
input BPMN graph. This individual conversion, made by function “ConvertVer-
texInAutomata”, is the implementation of the mappings described in Table 2.
In the sequence, this SAN model is reduced using Procedure 1, which applies
the operations defined in Section 4.2 to create the final SAN model.

Algorithm 1. ConvertBPtoSAN(BP )
Input: BP – a well-formed BPMN graph that is also a well-defined Process model
Output: S – a SAN model
1: S ← ∅
2: V ← SBP ∪ ABP ∪ GBP ∪ FBP {All vertices of BP}
3: for all v ∈ V do
4: S ← S ∪ ConvertVertexInAutomata(BP , vertex, S)
5: end for
6: ReduceSANModel(BP , S)
7: return S

The final number of automata in a SAN model generated by our conversion
method from a well-defined BPMN model BP is given by:

|SBP |+
∑

g ∈ G′
(| outputs(g)| − 1)

where G′ = {g ∈ GBP | (| outputs(g)| > 1) ∧ (�BP (g) ∈ {“× ”, “© ”})}.
We can see each automaton as an independent sequence flow of the business

process. For that, we have at least as many automata as the number of start
events in BP (|SBP |). In addition, for each divergent parallel or inclusive gateway,
a new set of automata is required. The size of this set is given by the number of
branches (outputs) of the divergent gateway less 1 (because one of the branches
is treated as the continuation of the automaton that originates the divergence).
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Procedure 1. ReduceSANModel(BP , S)
Input: BP – a well-formed BPMN graph
Input/Output: S – a SAN model
1: { Concatenate the “sequential” automata}
2: while there is an absorbing state q1 ∈ A1 and a source state q2 ∈ A2 (with

A1,A2 ∈ S) such that �A1(q1) = �A2(q2) do

3: AC ← A1

q1
�
q2

A2 {Concatenate the two automata}
4: { Merge the equivalent states correspondent to the converging exclusive gate-

ways}
5: while ∃ q1, q2 ∈ QAC such that �AC (q1) = �AC (q2) do
6: AC ← AC [q1 � q2]
7: end while
8: S ← (S \ {A1,A2}) ∪AC

9: end while
10: for all A ∈ S do
11: { Remove the states created to join alternative sequence flows }
12: while ∃ q ∈ QA and ∃v ∈ GBP such that: (�A(q) = v ∧ �BP (v) = “ × ” ∧

| outputs(v)| = 1) do
13: A ← A[q �] { Suppress state q}
14: end while
15: { Merge the source state with the absorbing states}
16: while ∃q2 ∈ QA such that q2 is an absorbing state do
17: q1 ← the only source state of A
18: A ← A[q1 � q2] { Merge the states q1 and q2}
19: end while
20: end for

One remark must be made about our conversion algorithm: the order in which
the pair of automata are selected to be concatenated (lines 2 and 3 of Proce-
dure 1) impacts the final models. Different orders may generated structurally
different SAN models that are equivalent in terms of modeled behavior.

The SAN model generated by our conversion algorithm reflects the behavior of
one instance of the business process, disregarding the resource usage. To analyze
the behavior of the system when several instances are being executed in parallel,
we need to replicate the automata of the SAN model – each replica represents an
instance of the process. SAN counts on the concept of replication and techniques
to aggregate similar components in order to reduce the state space.

The conversion method was implemented as part of a software tool – BP2SAN 1.
This tool receives as input a BPMN model (textually described) and generates
behaviorally equivalent SAN models corresponding to the given business process.
The resulted SAN models are textually expressed using the syntax accepted by
the PEPS tool. The generated SAN models can be further enriched, for example,
with information about the rates associated with the events, or with additional
automata and functional rates expressing resource constraints. With the support
of PEPS, performance indices can be extracted from the generated SAN models
by defining numerical functions over the global state space of the system and
integrating them with the stationary probability distribution of the model.

1 BP2SAN is publicly available at http://www.ime.usp.br/~kellyrb/bp2san/.

http://www.ime.usp.br/~kellyrb/bp2san/


54 K.R. Braghetto, J.E. Ferreira, and J.-M. Vincent

Take out extra
insurance

Decide if
normal post or

special
shipment

Check if extra
insurance is
necessary

Fill in a 
Post label

Request
quotes from

carriers

Assign a
carrier &
prepare

paperwork

Package 
Goods

Move
package to 

pick area

Goods
to ship

Goods 
for pick

mode of 
delivery

85% - Normal Post
15% - Special Carrier

20% - Extra insurance required
100% - Post label (always required)

Average 
Execution Time

H
a
r
d
w
a
r
e

R
e
t
a
i
l
e
r

L
o
g
i
s
t
i
c
s

M
a
n
a
g
e
r

C
l
e
r
k

W
a
r
e
h
o
u
s
e

W
o
r
k
e
r

v1

v2

v3

v4

v5

v6

v7

v8
v9

v10
v11

v12

v13
v14

v15

v16

A

B

C

D

E

F

G

H

S

T

A : 05 min

B : 30 min

C : 10 min

D : 30 min

E : 05 min

F : 40 min

G : 15 min

H : 20 min

Fig. 1. BPMN model of the shipment process of a hardware retailer (extracted from [6])

6 Example – Shipment Process of a Hardware Retailer

Fig. 1 shows a model in BPMN extracted from the examples indicated in the
specification document of BPMN 2.0 [6]. It represents the steps a hardware
retailer has to fulfill before the order can be shipped to the customer. The model
is divided in three lanes, each one labeled with the employee responsible for
the execution of the activities in it: Logistics Manager, Clerk and Warehouse
Worker.

The SAN model generated from the conversion of the vertices in Fig. 1 is
shown in Fig. 2. After the conversion of the vertices, the SAN model is reduced
according the steps defined in Procedure 1. Fig. 3 shows one of the possible SAN
models that can be resulted and the sequences of operations that originated it.

We solved the model of Fig. 3 in PEPS, considering from one to three parallels
process instances. For events representing activities, we used rates defined over
the average execution times indicated in Fig. 1. For the other events, we used a
constant high rate. Each employee can only perform an activity at a time. When
an instance needs an employee to perform an activity and he/she is busy, the
instance will wait for his/her availability. Functional rates were used to prevent
the execution of an activity when the resource it depends on is not available.
Table 3 shows the results obtained in the analysis. With three parallel instances,
the service time duplicated if compared to the sequential case.

Table 3. The results obtained through the solution of the SAN model in Fig. 3

Parallel State Reachable Service Utilization Utilization Utilization
Instances Space State Space Time (h) . Manager Clerk W. Worker

1 380 85 1.106 0.052 0.269 0.518

2 144,400 5,809 1.599 0.080 0.412 0.793

3 54,872,000 349,013 2.228 0.093 0.476 0.916
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Fig. 2. SAN model obtained after the conversion of the BPMN vertices
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Fig. 3. SAN model that we can obtain from the reduction of the models in Fig. 2

7 Concluding Remarks

In this work, we presented an algorithm to automatically convert a subclass
of the BPMN Process diagrams into SAN models. First, we formally specified
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the characteristics of a well-defined BPMN Process model. After, we defined
mappings of BPMN objects into elementary SAN models. Finally, operations
over SAN models were defined to transform elementary models in the SAN
model of a business process.

We exemplified the functioning of our algorithm with a typical example of
business process. The corresponding SAN model generated by our tool BP2SAN
was then solved using PEPS, for different numbers of parallel instances (what
gave us large state spaces). From the extracted performance indices, we were
able to evaluate how the service time of the process and the utilization of the
human resources were impacted by the system workload.

Our ongoing work focuses in the modeling of business processes for perfor-
mance analysis considering resource management information. Business process
activities usually depend on different resources to be executed. The expected
performance of a business process depends on how these resources are provi-
sioned and used. We are currently working in: (i) the definition of annotations
over BPMN models to specify the resources requirements of each activity and
how the resources are shared between activities executed parallelly; and (ii) an
automated method to extend the SAN model with this information.
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Abstract. We adapt Nicol’s approach for the time parallel simulation
with fix-up computations. We use the concept of monotonicity of a model
related to the initial state of the simulation to derive bounds of the
sample-paths. We prove several algorithms with fix-up computations
which minimises the number of runs before we get a consistent sample-
path. We obtain proved upper or lower bounds of the sample-path of the
simulation and bounds of some estimates as well.

1 Introduction

A parallel discrete event simulation is the construction of the slices of the sample-
path on a set of processors. These slices can be obtained by a state decomposition
or a decomposition of the time interval. The most common approach is the space
decomposition, i.e. a grouping of state variables into subsets which are affected
to parallel processors. These processors exchange messages about the scheduling
of the future events to avoid temporal faults or to correct them. Unfortunately
the spatial decomposition approach has a limited parallelism and has in general
an important overhead due to this synchronisation of future events.

Time Parallel Simulation (TPS in the following) follows a different approach
considering a decomposition of the time axis and performing the simulations on
time intervals in parallel (see [11] chap. 6 and references therein). Afterwards
the simulation results are combined to build the overall sample-path. TPS has
a potential to massive parallelism [18] as the number of logical processes is
only limited by the number of times intervals which is a direct consequence of
the time granularity and the simulation length. But the final and initial states
of adjacent time intervals do not necessarily coincide at interval boundaries,
possibly resulting in incorrect state changes. The efficiency of TPS depends on
our ability to guess the state of the system at the beginning of the simulation
intervals or to efficiently correct the guessed states to finally obtain a consistent
sample-path after a small number of trials. Several properties had already been
studied: regeneration [17], efficient forecasting of some points of the sample-path
[12], parallel prefix computation [13], a guessed initial state followed up by some
fix-up computations when the first state has a weak influence on the sample-
path [18]. Another approach consists in relaxing these assumptions to obtain an
approximation of the results [3,16,21].

We have previously introduced two properties of the model both related to
monotonicity (inseq-monotonicity in [7] and hv-monotonicity in [6,8]), which can

N. Thomas (Ed.): EPEW 2011, LNCS 6977, pp. 57–71, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



58 J.-M. Fourneau and F. Quessette

be used to improve the efficiency of TPS. We have developed in these publica-
tions the basic theory needed to compare the sample-paths of simulations and
to improve the speed of the TPS. In our approach, the simulation model is seen
as a deterministic black box with an initial state and one input sequence which
computes one output sequence. All the randomness of the model is in the input
sequence. We define some orderings on the sequences and the states. A model
is monotone when it preserves the ordering. If this property holds, we have pro-
posed new approaches to improve the efficiency of TPS. We obtain an upper
or a lower bound of the output sequence. Then we compute a reward on the
output sequence. The ordering on the sequences are defined in such a way that
typical rewards such as the moments or the tail of the distributions are con-
sistently ordered when the sequences are ordered. In performance evaluation or
reliability studies, we must prove in general that the systems we analyze sat-
isfy some quality of service requirements. Thus it is sufficient to prove that the
upper bound (or lower bound, depending on the measure of interest) of the out-
put sequence satisfies the constraint. We have already proved in [10] that many
queueing network models are hv-monotone.

Here we develop the ideas presented in [6,8] giving much more details, some
new algorithms for speculative computations and some numerical results. We
show how we can build a sample-path for a bound of the exact simulation using
some simulated parts and ordering relations without some of the fix-up phases
proposed in [18]. The inseq-monotonicity and hv-monotonicity concepts are both
related to the stochastic monotonicity used to compare random variables and
stochastic processes [9,20] and the event monotonicity which is the main assump-
tion for the monotone Coupling From The Past algorithm for perfect simulation
[19]. Hv-monotonicity is related to the non crossing property used in [1]. For
these various notions of monotonicity of stochastic processes, one can also refer
to [15] for a comparison.

The rest of the paper is as follows. In section 2, we give a detailed presen-
tation of Nicol’s approach of TPS with fix-up computation phases. Then in
section 3, we define the comparison of sequences, the inseq-monotonicity and
the hv-monotonicity and their relations with stochastic ordering. The approach
is illustrated with examples to clarify the concepts. In Section 4 we first present
the initial algorithm proposed in [8] and we extend it in several directions prov-
ing the convergence of some algorithms in any number of runs smaller than the
number of processors. Section 5 is devoted to a simple model of a Web server.
We prove that the system is hv-monotone and we provide some numerical results
for the speed up and the efficiency of the approach.

2 Time Parallel Simulation with Fix-Up Phases

Let us now detail the classical fixed up approach [18] before we introduce the first
modification presented in [8] and the new extensions which are the main results of
this paper. For the sake of completeness we begin by a short introduction to the
fixed up approach proposed by Nicol. In a first step, the interval [0, T ) is divided
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into K equal intervals [ti, ti+1). K is the number of processors. Let X(t) be the
state at time t during the exact simulation obtained in a centralised manner. The
aim is to build X(t) for t in [0, T ) through an iterative distributed algorithm. For
the sake of simplicity, we assume that for all i between 1 and K, logical process
LPi simulates the i-th time interval. We denote as Y i

j (t) the state of the system
at time t obtained during the j-th iteration of logical process LPi. The initial
state of the simulation is known and is used to initialise LP1. During the first
run, the other initial states (say Y i

1 (ti)) for the initial state of simulation at LPi

are chosen at random or with some heuristics. Simulations are ran in parallel.
The ending states of each simulation (i.e. Y i

1 (ti+1)) are computed at the end of
the simulation of the time intervals. They are compared to the initial state we
have previously used (i.e. Y i+1

1 (ti+1)). The equality of both states is a necessary
condition for consistency of the path. Otherwise one must run a new set of
parallel simulations for the inconsistent parts using Y i

1 (ti+1) as starting point
(i.e. Y i+1

2 (ti+1)← Y i
1 (ti+1)) of the next run on logical process LPi+1. These new

runs are performed with the same sequence of random inputs. The simulations
are ran until all the parts are consistent. The number of rounds before the whole
simulation is consistent is smaller than the number of LP . It is clear that at the
end of the first run, the simulation performed at LP1 is consistent. Similarly by
induction on i, at the end of round i, LPi is consistent. It is the worst case we
may obtain, and in that case the time to perform the simulation in parallel is
equivalent to the time in sequential.

Note that performing the simulation with the same input sequence may speed
up the simulation due to coupling. Suppose that we have stored the previous
sample-paths computed by LPi. Suppose now that for some t, we find that the
new point Y i

k (t) is equal to a formerly computed point Y i
m(t). As the input

sequence is the same for both runs, both sample-paths have now merged:

Y i
m(u) = Y i

k (u) ∀u ≥ t.

Thus it is not necessary to build the new sample-path. Such a phenomenon is
defined as the coupling of sample-paths. Note that it is not proved that the
sample-paths couple and this is not necessary for the proof of the TPS that it
happens. Clearly, coupling allows to speed up the computations performed by
some LP and also reduces the number of rounds before the whole simulation
becomes coherent. Indeed a coupling means that the state reached at the end of
a time interval is not that dependent of the initial state of the simulation.

Consider an example of TPS with one fix-up step in Figure 1. During the
first step, five parts of the simulation are ran in parallel. Part 1 and Part 2 are
consistent as the initial point of LP2 is the final point of LP1 due to a correct
guess. Other parts are not consistent and the simulations are ran again with a
correct initialisation (A instead of B for the second run of part 4 for instance)
and the same random inputs to obtain new sample-paths. The former sample-
paths are compared to the new ones and as soon that the simulations couple,
they are stopped as simulations after coupling will follow the same paths. If
the simulations do not couple, we only keep the new sample-path. After each
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time

P1            P2             P3               P4              P5

A

B

Fig. 1. TPS, coupling and fixing the sample-path

step, the number of consistent sample-paths will increase. The efficiency of the
approach is related to the number of consistent parts at each step. In Fig. 1 the
new runs are represented in dotted red lines and we see that all the simulations
couple during the first fix-up step.

We assume that the logical processes LPi (i = 1..K) perform simulations and
exchange information with a Master process which must check the consistency of
the partial sample-paths. Thus the simulation effort is distributed among K + 1
processes. The whole approach is summarised in the following algorithm for LPi

(K ≥ i > 1) and the Master process. The first logical process in charge of the
simulation of the first time interval slightly differs for this general pseudo-code:
Y 1

1 (t1) is equal to X(t1) the initial state of the whole simulation.

——————————————– Algorithm LPi ————————————–

1. k ← 0. Read in shared memory input sequence I(t) for all t in [ti, ti+1[.
2. Y i

1 (ti)← Random.
3. Loop

(a) k++.
(b) Perform run k of Simulation with Coupling on the time interval [ti, ti+1[

to build Y i
k (t) using input sequence I(t).

(c) Send to the Master: the state Y i
k (ti+1).

(d) Receive from the Master: Consistent(i) and a new initial state U .
(e) If not Consistent(i) Y i

k+1(ti)← U .
4. Until Consistent(i).
5. ∀t ∈ [ti, ti+1[, X(t)← Y i

k (t) and write X(t) in shared memory.

—————————————— Algorithm Master ————————————–

1. For all i Consistent(i) ←False.
2. Consistent(0) ← True; LastConsistent ← 0 ; k ← 0.
3. Loop

(a) k++.
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(b) For all i, if not Consistent(i) Receive from LPi the state Y i
k (ti+1).

(c) Y 0
1 (t1)← Y 1

1 (t1).
(d) i← LastConsistent.
(e) Loop

i. i++.
ii. If (Y i

k (ti) = Y i−1
k (ti)) and Consistent(i-1) then Consistent(i)← True.

(f) Until (not Consistent(i)) or (i>K).
(g) LastConsistent ← i− 1.
(h) For all i send to LPi Consistent(i) and the state Y i−1

k (ti).
4. Until LastConsistent = K.

——————————————————————————————————–

3 Monotone Systems, Comparison of States and
Comparison of Sequences

A simulation model is defined as an operator on a sequence of parameters (typ-
ically the initial state) and an input sequence (typically inter arrival times and
service times) and produces an output sequence (typically the state of the system
or a reward). Let M be a simulation model. We denote by M(a, I) the output
of model M when the parameter sequence is a and the input sequence I. As
usual an operator is monotone iff its application on two comparable sequences
provides two output sequences which are also comparable. We have used the fol-
lowing point ordering (denotes as �p in [7], but various orders are possible. This
order is interesting because it implies a comparison on the rewards computed on
the output sequence.

Definition 1. Let I1 and I2 be two sequences with length n. I(m) is the m-th
element of sequence I. I1 �p I2 if and only if I1(t) ≤ I2(t) for all index t ≤ n.

Property 1. Assume that the rewards are computed with function r applied on
state O(t) at time t. If the rewards are non negative, then:

O1 �p O2 =⇒ R(O1) =
∑

t

r(t, O1(t)) ≤ R(02) =
∑

t

r(t, O2(t)).

Many rewards such as moments and tails of distribution are non negative.

Based on this simple idea, we can define two properties which allows to compare
the outputs of a simulation model when the change the input sequence (inseq-
montone) or the initial state of the simulation (hv-monotone). In the context of
queueing networks for instance, this will describe how evolve the sample-path
of the population when we change the arrivals or the initial population in the
queue. We consider two arbitrary orderings �α and �β.

Definition 2 (inseq-monotone Model). Let M be a simulation model, M
is input sequence monotone (or inseq-monotone in the following) with respect
to orderings �α and �β if and only if for all parameter sequence a and input
sequences I and J such that I �α J , then M(a, I) �β M(a, J).
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Definition 3 (hv-monotone Model). Let M be a simulation model, M is
monotone according to the input state or hidden variable (hv-monotone in the
following) with respect to orderings �α and �β if and only if for all parameter
sets a and b such that a �α b, then M(a, I) �β M(b, I) for all input sequence I.

The inseq-monotonicity and the hv-monotonicity are related to the stochastic
monotonicity used to compare Markov chains [20].

Definition 4 (Stochastic comparison). Let X and Y be random variables
taking values on a totally ordered finite space {1, 2, . . . , n} with p and q as
probability distribution vectors, then X is said to be less than Y in the strong
stochastic sense (denoted as X �st Y ), if and only if

∑n
j=k pj ≤

∑n
j=k qj for

k = 1, 2, . . . , n. The stochastic ordering is also used for distribution and we note
that p �st q.

Example 1. One can easily check that: (0.1, 0.3, 0.2, 0.4) �st (0., 0.4, 0., 0.6).

The relation between inseq-monotonicity and the strong stochastic ordering is
described in [7]. We now prove that stochastic monotonicity of Discrete Time
Markov Chains (DTMC in the following) implies hv-monotonicty of the simula-
tion model when the state space is fully ordered. Let us first define stochastic
monotone Markov chains using the matrix formulation presented in [9]. It is
known for a long time [20] that monotonicity and comparability of the one step
transition probability matrices of time-homogeneous MCs yield sufficient condi-
tions for their stochastic comparison.

Definition 5 (Monotone DTMC). Let MZ be the stochastic matrix associ-
ated to Markov chain Zt on a totally ordered state space S, MZ is stochastically
monotone if and only if for all probability distributions u and v such that u �st v,
then uMZ �st vMZ .

Property 2. Let MZ be a stochastic matrix, let M(i, ∗) be the i-th row of M
and may be seen as a probability distribution, MZ is stochastically monotone iff
MZ(i, ∗) �st MZ(i + 1, ∗).

Example 2. M1=

⎡⎢⎣0.1 0.2 0.6 0.1
0.1 0.1 0.2 0.6
0.0 0.1 0.3 0.6
0.0 0.0 0.1 0.9

⎤⎥⎦ is monotone while M2=

⎡⎢⎣0.1 0.2 0.6 0.1
0.2 0.1 0.1 0.6
0.0 0.1 0.3 0.6
0.2 0.0 0.0 0.8

⎤⎥⎦is

not.

We may use an event representation of the simulation model. Events are associ-
ated with transitions. Let ev be an event in this model and let x be a state, we
denote by ev(x) the state obtained by application of event ev on state x. It is
more convenient that some events do not have any effect (for instance the end
of service event on an empty queue will be a loop). Monotonicity property has
already be defined for events and their links with stochastic monotonicity are
now understood (see [15]).
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Definition 6 (event -monotone). An event ev is monotone if its probability
does not depend on the state and for all states x and y, x � y implies that
ev(x) � ev(y).

It is now possible to show the links between strong stochastic ordering of DTMCs
and hv-monotonicity of their simulations.

Property 3. Let MZ be a monotone stochastic matrix on a totally ordered state
space (denoted by ≤ to emphasis the total ordering) and letM() be the simulation
of this chain. a is the initial state and I is a sequence of uniform random values
in [0, 1]. Assume that the output O = M(a, I) is the state of the chain at each
time. Thus, M() is hv-monotone w.r.t. the total ordering on the states (i.e. ≤)
and the point ordering �p on the output sequence.

Proof: It is proved in [15] that a stochastically monotone DTMC on a totally
ordered state space admits a set of event (e1, ..., em) which is monotone. Suppose
that a ≥ b and consider O1 = M(a, I) and O2 = M(b, I). As we use the same
I(t), both simulations perform the same event at time t. Let ek be this event. By
construction O1(t+1) = ek(O1(t)) and O2(t+1) = ek(O2(t)) The events are all
monotone. Thus is if O1(t) ≤ O2(t), we get O1(t + 1) ≤ O2(t + 1). By induction
the model is monotone for the point ordering on the output sequence. ��
Note that hv-monotonicity or inseq-monotonicity do not imply strong stochastic
monotonicity in general. Let us now consider one basic example to illustrate the
approach.

Example 3 (DTMC). Consider again matrix M1 defined in Example 2. As-
sume that the input sequence consists in uniform random values in [0, 1] used
in an inverse transform method to find the transitions according to matrix M1.
Assume that this sequence I is equal to (0.5, 0.05, 0.15, 0.06, 0.25, 0.45). Assume
that the output of the model is the state of the Markov chain at each step and
that the hidden variable is the initial state of the chain. As M1 is stochastically
monotone, the simulation M1() of matrix M1 is hv-monotone w.r.t. natural
ordering on the states and point ordering on the output sequence. Therefore:

M1(1, I) �p M1(2, 1).

Indeed, one can easily check that the output ofM1(1, I) is the following sequence
of states (1, 3, 2, 2, 1, 2, 4) while the output of M1(2, I) is (2, 4, 3, 3, 2, 3, 4); the
verification of the point ordering is readily made. Note also that both simulations
have coupled at time 6 on state 4.

Remark 1. Note that increasing the initial state does not in general results in
an upper bounding sample-path as shown in the following example.

Example 4 (DTMC 2). Consider now matrix M2 defined in Example 2. We
make the same assumptions on the input and output sequences as in the previous
example. Let I = (0.15, 0.5, 0.15). The sample-path beginning with state 1 is
(1, 2, 4, 1) while beginning with state 2 it is (2, 1, 3, 3). Clearly the two vectors
cannot be compared with the �p ordering.
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4 Fast Parallel Computation of Bounds with TPS

We assume in this section that we consider an arbitrary hv-monotone model and
we develop the approach introduced in [6,8]. We show how to modify the TPS to
converge faster on a bound of the sample-path. We have already proved in [10]
that many queueing networks model are hv-monotone. To speed up the compu-
tation we change the rules about the consistency of the simulations performed
by the logical processes. We now say that two parts are consistent if they are a
proved bound of the sample-path that we do not have computed. To illustrate
the approach let us suppose that we want to compute faster a lower bound of
the sample-path. We modify the TPS as follows: the simulation processes LPi

(i = 1..N) are not modified but the Master process performs a slightly different
computation. The first assumption is, as before, that all parts except the first
one are marked as not consistent while the first one is consistent. Suppose that
at the end of round k, the points Y i

k (ti+1) have been computed using Y i
k (ti) as

starting points. If Y i
k (ti+1) = Y i+1

k (ti+1) and part i is consistent, mark part i+1
as consistent. Furthermore if Y i

k (ti+1) > Y i+1
k (ti+1) and part i is consistent, the

concatenation of the parts provide a sample-path of a lower bounding sequence.
Thus mark part i + 1 as consistent. Two consecutive parts are consistent if the
first one is consistent and if the second one is a proved lower bound. Let us
more precisely describe the new version of the Master Process, we only report
the inner loop.

———————————- Lower Bounding sample-path —————————-

3.e Loop
i) i++;
ii) if (Y i

k (ti) = Y i−1
k (ti)) and Consistent(i-1) then Consistent(i) ← True;

iii) elsif (Y i
k (ti) < Y i−1

k (ti)) and Consistent(i-1) then Consistent(i) ← True;
3.f Until (not Consistent(i)) or (i>K);

——————————————————————————————————-
In the original method [18], instruction 3.e.iii) of our approach is not included.
This version of the method is proved to provide a lower bound of the sample-path
(see [8] for the proof of this first algorithm).

Theorem 1. Assume that the simulation model is hv-monotone, the new ver-
sion of the Master for the TPS algorithm makes the logical simulation processes
build a point-wise lower bound of the sample-path faster than the original ap-
proach. Thus the number of runs is smaller than K.

For instance, Fig. 1 shows that after step 2, we have coupled and we have obtain
an exact solution. But at the end of step 1 we have obtained a proved lower
bound if the system is hv-monotone. Thus we can immediately stop the compu-
tation and consider the sample-path after the first run. This sample-path is not
an exact one but it is a point-wise lower bound of the exact sample-path. Due to
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Property 1 the expectations of non negative rewards on this sample-path are
lower bounds of the exact expected rewards. Note that the bound is proved
while the approximations provided by other methods [3,21] do not provide such
an information (see also Remark 1 to show that changing the initial state does
not always result in a bound of the sample-path).

Designing an algorithm for computing an upper bound is straightforward. But
instead we show how to improve the method and obtain a trade-off between the
number of runs and the accuracy. We can again improve the speed of convergence
with a clever choice of the input points sent by the Master to the simulation
processes LPi.

In the original approach when process LPi−1 is not consistent, then LPi is
not consistent either, even if the condition (Y i

k (ti) = Y i−1
k (ti)) holds. However

it is useless to compute again a new part of the simple path using (Y i
k (ti)) as a

starting point. Indeed the former run has already computed this particular part
and beginning with the same state and using the same sequence of inputs, we
will again obtain exactly the same results. Thus the processor is idle and it can
be used instead for some speculative computations: it may typically compute a
new part for the same sequence of inputs using a speculative initial point. Thus
one must assume that the Master process stores several parts of the sample-path
using the same sequence of inputs but initialised with several starting points. It
checks the consistency of the parts and it asks to create new speculative parts
when needed.

LP i+1LP i

u

V

A

C

B

Fig. 2. How to chose a new initial point for a speculative computation

It remains to describe how to chose a new starting point for the next run.
The configuration is depicted in Fig. 2. Assume that we want to compute a
lower bound and that Min is the smallest state. Consider the results of run k.
Assume that (Y i+1

k (ti+1) = Y i
k (ti+1)) = u. The next initial value is chosen at

random between Min and u (u excluded). Let v be this random value. We will
run a new simulation with the same input sequence I(t) starting form state v.
At the end of the run we have at least two speculative parts (one beginning with
u and one beginning with v, and maybe some other ones previously computed).
Assume that the state space is totally ordered. Now consider the four cases for
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the simulation performed during that run on LPi. Assume that at the end of
that run, part i is found consistent. This simulation may end in:

– A > u. In that case, part i + 1 beginning with u is consistent.
– u because of coupling. Again part i + 1 beginning with u is consistent.
– B such that u > B ≥ v. In that case part i+1 beginning with v is consistent.
– C < v. None of the two speculative simulations of part i + 1 is consistent.

One needs another run.

Clearly choosing a new speculative part beginning with a state smaller than u
will help to find a lower bound of the sample-path while a simulation initialised
with a state larger than u will not.

When the state space is only partially ordered, we have one more case where
the states are not comparable and one more run is needed. Thus we use a similar
set of rules to decrease the number of runs before the whole system has converged
to a bound of the sample-path. We present in the next algorithm how such a
speculative computation can be organised by the Master process. Again we only
present the inner loop computation. The remaining part of the Master algorithm
is kept unchanged.

—————————- Speculative Runs when idle ———————————–
3.e Loop

i) i++; Let k be the last run index
ii) if Consistent(i-1) then

– Let l be the run index for which part i− 1 is consistent.
– If ∃ m such that Y i

m(ti) = Y i−1
l (ti) then Consistent(i) ← True and

the m-th run is used for consistency of part i.
– Elsif ∃ m such that Y i

m(ti) < Y i−1
l (ti) then Consistent(i) ← True

and the m-th run is used for consistency of part i.
– Else Y i

k+1(ti)← Y i−1
l (ti).

iii) Else
– If ∃ m such that Y i

m(ti) = Y i−1
k (ti) then Y i

k+1(ti) ← Random state
between Min and Y i−1

k (ti).
– Else Y i

k+1(ti)← Y i−1
k (ti).

3.f Until (i>K);
3.g LastConsistent ← i− 1.
3.h For all i send to LPi Consistent(i) and the state Y i

k+1(ti).

——————————————————————————————————
Finally we also prove an algorithm to compute a lower bound path with a con-
vergence in any fixed number of round (say R) under the same assumptions on
state Min. During the first R − 1 runs, the Master Process acts as before but
if the simulation has not converged to a consistent sample-path (i.e. a bound
of the exact one) at the end of run R − 1, the Master sends to the simulation
processes LPi state Min as a starting point for the next run.
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——————————— Convergence in R runs ————————————–
3.e Loop

i) i++; Let k be the last run index
ii) if Consistent(i-1) then

– Let l be the run index for which part i− 1 is consistent.
– If ∃ m such that Y i

m(ti) = Y i−1
l (ti) then Consistent(i) ← True and

the m-th run is used for consistency of part i.
– Elsif ∃ m such that Y i

m(ti) < Y i−1
l (ti) then Consistent(i) ← True

and the m-th run is used for consistency of part i.
– Else Y i

k+1(ti)← Y i−1
l (ti).

iii) Else
– if k = R− 1 then Y i

k+1(ti)←Min.
– Elsif ∃ m such that Y i

m(ti) = Y i−1
k (ti) then Y i

k+1(ti) ← Random
state between Min and Y i−1

k (ti).
– Else Y i

k+1(ti)← Y i−1
k (ti).

3.f Until (i>K);
3.g LastConsistent ← i− 1.
3.h For all i send to LPi Consistent(i) and the state Y i

k+1(ti).
——————————————————————————————————-

Property 4. The Master algorithm with inner loop "Convergence in R runs"
needs less than R runs to build a consistent lower bound of the sample-path.

Proof: due to computation at the end of run R − 1, the logical processes are
initialised with the minimal state. Thus the consistency condition holds after
one more run and all the parts are consistent at the end of run R. ��
We now describe briefly more improvements that we cannot detail for the sake
of conciseness.

1. When a part is consistent, the process is idle and it can be used after reading
in shared memory a new input sequence to build other speculative paths for
a remaining part of the simulation which is not consistent at that time.

2. Remember that the initial approach provides an exact solution. Thus we can
obtain a time versus accuracy trade-off by using the traditional approach
during the first R1 runs and our approach with bounds during the next R2
runs and completing the simulation in one last run where the initial states
for non consistent parts are initialised with minimal or maximal states. We
obtain a proved convergence in R1 + R2 + 1 steps and the parts computed
and found consistent at the end of run R1 are exact.

5 Modelling a Web Server

Some numerical results have already been published for monotone queueing net-
works such as Jackson networks [10]. To illustrate the approach with a new
example, we analyse now a simple model of a web server. The system con-
sists in a scheduler and a set of stations (see Figure 3). All these components
are modelled by FIFO queues with infinite capacity. Web servers have receive
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Scheduler

Stations

Fig. 3. Web Server as a queueing network

considerable attention (see for instance [14]) to optimise the impact of the sched-
uler on the performance of the system taking into account some partial informa-
tion on the load of the queues and the work requested by the customers.

We first describe the model, we prove that the system is hv-monotone and
we report some numerical results for the speed-up. Here we consider a discrete
time model where the slot time is equal to the duration of the service time at
the scheduler. The page arrivals follow a Poisson distribution with rate λ. Pages
contain an HTTP GET for a file. Thus the important features of a page is the
sum of the sizes of the objects included in the page. The sizes are estimated by
the scheduler. The service times in the scheduler are constant and all equal to 1.
Let T0, T1,..,TN be N + 1 increasing number where TN (resp. T0) is the biggest
(resp. smallest) size estimation. We assume that T0 > 0. The pages are sent to the
stations according to the estimation of their size. Station S1 serves pages whose
size estimation is in the interval [T0, T1). Similarly, station Si receives the pages
with size in the interval [Ti−1, Ti). The sizes of the page are independent and
identically distributed. They follow a simple distribution with a large variance:
� 1

u� with 0 < u ≤ 1. The services are supposed to be geometric with rate μi at
queue Si. Due to these assumptions, the state of the system is the number of
customers at each queue (i.e. a N + 1 tuple of integers). Let u be a state; u(0)
will denote the size of the scheduler queue while u(i), i = 1..N will be the size
of the queue associated with server Si. The output of the model is the state of
the system at time t. We use the following ordering on the initial states.

Definition 7. We define the �β ordering on states as the product of the natural
orderings on each component of the tuple: u �β v iff u(i) ≤ v(i) for all i.

Property 5. This model of a web server is hv-monotone with �β ordering on
the parameter sequence and �p on the output sequence.
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Fig. 4. Number of runs before global consistency, μ = 0.56, λ = 0.8, uniform initial
state

Proof: Let u0 and v0 be two states such that u0 �β v0 and let us denote by ut and
vt the states at time t. Let us first consider u0(0) and v0(0). As u0(0) ≤ v0(0) and
as the service of the scheduler is constant and the arrivals are the same because
we use the same input sequence for both simulations, we have ut(0) ≤ vt(0) for all
t. And in the simulation beginning with u0, all the customers leave the scheduler
at the same time they leave in the simulation beginning with v0. Furthermore
the routing is the same in both simulations. Note however that we must use the
same amount of random values in the input sequence in both simulations. Thus
we assume that the input sequence is slotted and all values produced at time
t are only available for transitions at time t. If they are not used, they will be
deleted and a new set of random values will be provided for time slot t + 1.

Now consider u0(i) and v0(i) for an arbitrary i. Due to the previous remarks,
the arrivals of customers in Si in simulation beginning with u0 also happen at
the same time and at the same queue in simulation beginning with v0. The
service rates are the same in both simulations. Therefore u0(i) ≤ v0(i) implies
that ut(i) ≤ vt(i). Finally we get: ut �β vt for all t. ��
We present in the next figures some numerical results obtained for some parame-
ters for λ and μi. The number of simulation processes K is equal to 100. We give
for some typical simulations, the time necessary for simulation processes LPi

to be consistent for all i. We report the results for the usual algorithm and for
the bounding algorithms (upper and lower bounds) without the improvements
on the computation of speculative parts by idle processors. We also used two
distributions for the Random states used in the initialisation part. Clearly both
bounding algorithms are more efficient than the usual approach. They provide a
bound of the paths and the rewards while exact methods are slower and simple
approximations [3] do not give a guarantee on the performance. We only need 7
runs for obtaining 100 consistent parts of the sample path.
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6 Conclusion

Many queueing systems are known to be monotone and such a property has
not been used for simulation except within some Coupling From The Past al-
gorithms. We think that monotonicity of the model has many applications in
simulation which remain to be studied, especially for TPS or the space decom-
position approaches. We will apply this technique for stochastic model checking
by simulation and for the analysis of queueing elements with sophisticated ser-
vice or access discipline. Indeed in stochastic model checking, we often have to
compute bounds of probability for long paths [22,5] and TPS looks like a very
efficient solution. Similarly, queues with complex discipline designed for service
differentiation are difficult to analyse exactly. Improved TPS may be an alterna-
tive to stochastic bound and numerical analysis or fluid methods, see for instance
[4] for a diffusion model of the Pushout mechanism and [2] for the analysis of
the delays in WFQ queues.

Fig. 5. Number of runs before each process is consistent, μ = 0.55, λ = 0.8, second
distribution for initial state
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Abstract. We provide a framework for modeling and analyzing both qualitative
and quantitative aspects of mobile ad hoc network (MANET) protocols above
the data-link layer. We extend Restricted Broadcast Process Theory [11,9]: delay
functions are assigned to actions, while the semantics captures the interplay of a
MANET protocol with stochastic behavior of the data-link and physical layer, and
the dynamic topology. A continuous-time Markov chain is derived from our se-
mantic model by resolving non-determinism, using the notion of weak Markovian
network bisimilarity. The framework is applied to a leader election algorithm.

Keywords: Ad hoc protocol, Cross layer performance evaluation, Stochastic
process algebra, Markovian model.

1 Introduction

In mobile ad hoc networks (MANETs), nodes communicate with each other using wire-
less transceivers which are unreliable. Nodes move arbitrarily and the topology of the
network changes dynamically. MANET protocols should be able to tolerate faults that
may arise due to unreliable wireless communication and changes in the underlying
topology, while quality of service metrics in benchmarks should be satisfied. There-
fore a unified framework for the verification and evaluation of MANET protocols can
alleviate the complexity in the design process of such protocols.

We introduced Restricted Broadcast Process Theory (RBPT) in [11,9] to specify and
verify MANET protocols, taking into account mobility. Here we extend this frame-
work to Stochastic RBPT (SRBPT), to evaluate properties of MANET protocols above
the data-link layer. Performance evaluation of MANET protocols depends on physical
characteristics of the nodes, the underlying dynamic topology of the network, the pro-
tocol behavior itself, and its collaboration with data-link layer protocols. The physical
characteristics of nodes and their underlying topology define whether two nodes can
communicate, while data-link layer protocols define how fast nodes can communicate.

To study the cross-layer performance of protocols above the data-link layer, an ab-
stract model of the MAC protocol is used. The MAC protocol at the data-link layer
manages transmissions of a node to reduce their collisions with other possible ones oc-
curring in the vicinity. This abstract model may specify the aggregated behavior of the
MAC protocols of an arbitrary number of nodes in terms of some delay functions like
[19] or the behavior of a single MAC protocol from the point view of upper-layer pro-
tocols as a queue with a limited capacity of K and service time equal to MAC response
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time TMac like [24]. To provide a compositional framework for evaluating MANETs,
we choose the latter approach and then unfold the behavior of a MANET protocol de-
ployed at a node, at the semantic level in terms of its interaction with its underlying
MAC protocol [12]. To enhance the non-compositional framework of [12] with mod-
ular specification and analysis of MANETs, we provide a process algebra with more
expressive power in defining the timing behavior of protocols. This process algebra
follows the lines of RBPT [10] in syntax and the model of [12] in semantics.

The effect of physical and the dynamic underlying topology can be captured through
the probability that a node receives a message successfully (Prcv ), and the probability
that a communication link exists between two nodes (PUP ) with an identical mobil-
ity behavior. To remedy the effect of mobility on MAC layer performance factors like
response time, we assume networks of nodes with an identical MAC layer and mo-
bility model. Therefore, SRBPT semantic model is parameterized by mentioned four
parameters: K , TMac , Prcv and PUP . We capture the interplay of all these parameters
in the operational semantics. Due to the existence of internal immediate actions (with
zero delay), probabilistic and non-deterministic choice coexist in the semantics. Non-
deterministic choices of a model can be resolved by means of our weak Markovian
network bisimilarity, a congruence relation on labeled multi-transition systems, while
the performance measures of the model are preserved. We explain when and how a
Markov chain can be derived from the specification of a MANET.

With this unified framework, one can first verify the correctness of a MANET speci-
fied in RBPT. Then one can specify appropriate action delays and semantics parameters
to evaluate the quality of service metrics of a MANET protocol deployed on a specific
data-link layer in a dynamic network. We illustrate the applicability of our framework
by the analysis of a leader election protocol for MANETs [27].

Related works. PEPA, a stochastic process algebra, has been exploited to investigate
the performance of backoff algorithms in ad hoc protocols [25] and the performance of
WiFi protocol in configurations that the IEEE 802.11i does not guarantee the fairness
for channel access [20]. PRISM have been used in the verification of MANET proto-
cols like the Bluetooth device discovery [5], the MAC protocol of IEEE 802.11 [22],
the IEEE 1394 root contention protocol [4], and the ZeroConf dynamic configuration
protocol for IPv4 link-local addresses [21]. These protocols (except ZeroConf) mainly
belong to the data-link layer, so the effect of the data-link layer and the dynamic topol-
ogy are not considered. The wireless communication modeled in these works is either
point-to-point or unreliable, while collisions that occur during a transmission are mod-
eled and the underlying topology is considered fixed. However, modeling collisions
(which are handled by MAC protocols) or point-to-point communication is not appeal-
ing for performance evaluation of MANET protocols (above the data-link layer). On
the other hand, non-blocking and topology-dependent behaviors intrinsic in wireless
communication, called local broadcast, cannot be modeled by CSP-like parallel com-
position in PEPA and PRISM in a modular way [7]. The only framework tailored to
performance evaluation of wireless protocols (which can be used for MANETs) is [8].
That framework is more suitable for protocols beneath the data-link layer, since it only
considers the physical characteristics of nodes and their underlying topology (which is
static), and not the effect of the data-link layer.
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2 Evaluation Factors

As explained in Sect. 1, performance evaluation of protocols (above the data-link layer)
depends on data-link and physical layer protocols and the underlying dynamic topology
of the network. These factors are taken into account in our semantic model in [12]:

– (TMac, K) specifying the abstract data-link layer model: when a protocol has data
to be transmitted, it delivers its message to its underlying data-link layer. The mes-
sage is inserted in the queue of the node’s data-link layer if the queue is not full, and
messages in this queue are transmitted with an average delay equal to the average
response time TMac of the data-link layer, i.e., the average time a message spends
in a data-link layer queue, waiting to be transmitted or being transmitted.

– PUP abstracting the dynamic underlying topology: we assume nodes move under
an identical mobility model. Therefore in the steady-state, the probability that a
link exists between two arbitrary nodes can be computed as explained in [23] for
a mobility model (see also [12]). Generally speaking, the higher PUP , the more
successful communication.

– Prcv abstracting physical layer protocols: a node located in the transmission range
of a sender will receive its messages successfully with a probability Prcv . In [8], this
probability is computed by taking distance, signal strength and interference of other
nodes into account, while [28] incorporates channel and radio parameters such as
the path loss exponent and shadowing variance of the channel, and modulation
and encoding of the radio. So this parameter provides an abstraction from physical
characteristics of nodes, physical layer protocols and noise from the environment.

It should be noted that when the data-link layer of a node like � broadcasts, it communi-
cates to �′ with probability Prcv × PUP if there is a communication link between them
(the link is UP) and �′ successfully receives. Otherwise either despite the readiness of
�′ to receive, there is no communication link between them (the link was DOWN), or
the link was UP but �′ received noisy data. Therefore � does not communicate to �′ with
probability 1− Prcv × PUP . If �′ was not ready to receive, � does not communicate to
�′ with probability 1. We encode these concerns in the semantics: to each transition a
probability is assigned (which is multiplied with the rate of the transition).

3 Stochastic RBPT

Network protocols (in particular MANET protocols) rely on data. To separate the
manipulation of data from processes, we make use of abstract data types [6]. Data is
specified by equational specifications: one can declare data types (so-called sorts) and
functions working upon these data types, and describe the meaning of these functions
by equational axioms. Following of μCRL [15], Stochastic Restricted Broadcast Pro-
cess Theory (SRBPT) is provided with equational abstract data types. The semantics of
the data part (of a specification), denoted by ID, is defined as in [15]. It should contain
Bool , the booleans, with distinct T and F constants. We assume the data sorts Bool and
Nat , the natural numbers, with the standard operations on them.
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We mention some notations used in the definition of the formal syntax of SRBPT.
Let D denote a data sort; u, v and d range over closed and open data terms of sort D,
respectively. The functions eq : D ×D and if : Bool ×D ×D are defined for all data
sorts D. The former only returns T if its two data parameters are semantically equal.
The latter returns the first argument if the boolean parameter equals T , and otherwise
the second argument. d[d1/d2] denotes substitution of d2 by d1 in data term d; this ex-
tends to substitution in process terms. Loc denotes a finite set of addresses, ranged over
by �, which represent hardware addresses of nodes. Msg denotes a set of message types
communicated over a network and ranged over by m. Messages are parameterized with
data; w.l.o.g. we let all messages have exactly one such parameter.Ap denotes a count-
ably infinite set of protocol names which are used in recursive process specifications.

3.1 Actions: Types and Rates

Each action in SRBPT is a pair (α, r) where α is the action name and r the rate. A
process performs two types of actions: sending and receiving a message. The rate in-
dicates the speed at which the action occurs from the viewpoint of the data-link layer.
According to their rates, actions are classified as active and passive. Active actions have
as rate either a positive real number or�. A positive real number denotes the parameter
of the exponentially distributed random variable specifying the duration of the action.
Such actions are called delayable. The� rate denotes immediate actions; either they are
irrelevant from a performance point of view, or they have duration zero. Passive actions
have an undefined rate, denoted by ⊥. The duration of a passive action is fixed only by
synchronizing it with an active action. Send actions are active while receive actions are
passive. Restriction of the duration of active actions to exponential distributions enables
us to define in SRBPT the classical interleaving semantics for the parallel composition
operator, i.e. local broadcast, and to derive a Markov chain from the semantic model.

3.2 Syntax

The syntax of SRBPT is:

t ::= 0 | (α, r).t | t + t | [b]t � t |
∑

d:D t | A(d), A(v : D)
def
= t | [[t]]� | t ‖ t.

A process can be a deadlock, modeled by 0. A process (α, r).t performs action α with
rate r ∈ {�,⊥} ∪ IR>0 and then behaves as t. An action α can be a send snd(m(d))
or a receive rcv(m(d)). A process t1 + t2 behaves non-deterministically as t1 or t2. A
conditional command [b]t1 � t2 defines process behavior based on the data term b of sort
Bool ; if it evaluates to T in the data semantics the process behaves as t1, and otherwise
as t2. Summation

∑
d:D t, which binds the name d in t, defines a non-deterministic

choice among t[u/d] for all closed u ∈ D. A process is specified by A(d : D)
def
= t

where A ∈ Ap is a protocol name and d a variable name that appears free in t, meaning
that it is not within the scope of a sum operator in t. We restrict to process specifications
in which each occurrence of an A(d) in t is within the scope of an action prefix. The
simplest form of a MANET is a node, represented by the deployment operator [[t]]�; it
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denotes process t deployed at network address �. A MANET can be composed from
MANETs using ‖; the MANETs communicate with each other by restricted broadcast.

We only consider well-defined SRBPT terms, meaning that processes deployed at
a network address, called protocols, are defined by action prefix, choice, summation,
conditional, and protocol names:

– If t ≡ rcv(m(d)).t′, then it is in the context of a
∑

d:D, which is in the context of
a deployment operator. Furthermore, t′ should be well-defined.

– If t ≡ snd(m(d)).t1 or t ≡ t1 + t2 or t ≡ [b]t1 � t2 or t ≡
∑

d:D t1, then it occurs
in the scope of a deployment operator, and t1 and t2 are well-defined.

– If t ≡ A(d), then it occurs in the the scope of a deployment operator, and A(d :

D)
def
= t′ where t′ doesn’t contain a parallel or deployment operator.

– If t ≡ t1 ‖ t2 or t ≡ [[t1]]�, then t isn’t in the scope of a deployment operator, and
t1 and t2 are well-defined.

3.3 Execution Mechanisms and Formal Semantics

Our semantics captures the interplay between network layer protocols and the under-
lying topology as explained in Sect. 2 such that compositionality is maintained. The
state of a MANET node is defined by the state of its deployed protocol [[t]]� and of its
data-link layer Qi, denoted by [[t]]� : Qi. The latter denotes the state of the queue with
capacity K , containing i messages: Qi = m1(u1) · . . . ·mi(ui) where i ≤ K . A state
of a MANET, called configuration and denoted by T , results from the aggregate states
of its nodes. In a configuration, the data-link layers of different nodes may compete on
the shared communication medium to broadcast. To provide the formal semantics for
SRBPT, we informally examine the behavior of three operators.

Prefix. The configuration [[(snd(m(u)), r).0]]� : Q0 specifies that it delivers message
m(u) after a delay, exponentially distributed with rate r, to its underlying data-link layer
to be transferred to the network. The configuration [[0]]� : m(u) is reached, in which the
data-link layer transfers m(u) to the network after an average delay of TMac , and the
configuration [[0]]� : Q0 is reached. The semantic model of [[(snd(m(u)), r).0]]� : Q0

has three states with two transitions; message delivery of a protocol to its data-link layer
is represented by a transition with the internal action (τ, r), while sending a message
from the data-link layer to the network is represented by a transition with the label
(nsnd(m(d), �), rMac) where rMac = 1/TMac.

Choice. In the configuration [[(snd(m1(u1)), r1).0 + (snd(m2(u2)), r2).0]]� : Q0,
the protocol can deliver message m1(u1) or m2(u2). Following [2,18], we adopt the
race policy mechanism for choosing the delayable action to execute: the action sam-
pling the least duration wins the competition and therefore, the choice is resolved
probabilistically. Hence the transitions in Fig. 1 are achieved for this configuration.
The two transitions labeled by (τ, ri) denote interaction of the protocol with its data-
link layer, executed with the probability ri/(r1 + r2), while the transitions labeled by
(nsnd(mi(ui), �), rMac) denote interaction of the data-link layer with its environment.

A consequence of the adoption of the race policy is that when a delayable and an
immediate action compete, the immediate action is executed, since the delayable action
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[[(snd(m1(u1)), r1).0 + (snd(m2(u2)), r2).0]]� : Q0

[[0]]� : m1(u1)) [[0]]� : m2(u2)

[[0]]� : Q0

(τ, r1) (τ, r2)

(nsnd(m1(u1), �), rMac) (nsnd(m2(u2), �), rMac)

Fig. 1. Transitions of [[(snd(m1(u1)), r1).0 + (snd(m2(u2)), r2).0]]� : Q0

cannot sample to zero from the associated exponential distribution, FX(0) = Pr[X ≤
0] = 0. In other words, immediate actions take precedence over delayable actions. So
stochastically speaking, configurations have the maximal progress property [16]. To
achieve compositionality as explained in [16], this precedence is not reflected in the
semantic rules of Table 1. Instead, we introduce a notion of equality in Sect. 4.1 to
take care of it. We adopt non-determinism to choose between passive actions to execute
in a state. Therefore the behavior of the choice operator is probabilistic (for delayable
actions), prioritized (for immediate and delayable actions) or non-deterministic (for
immediate or passive actions) according to its operands.

Parallel. M0 ≡ [[(snd(m1(u1)), r1).0]]A : Q0 ‖ [[(snd(m2(u2)), r2).0]]B : Q0 con-
sists of two nodes with addresses A and B. The transitions are achieved using the
memoryless property of exponential distribution as shown in Fig. 2. In the initial con-
figuration, the actions (snd(m1(u1)), r1) and (snd(m2(u2)), r2) compete to execute.
If we assume that snd(m1(u1)) finishes before snd(m2(u1)), then the remaining time
of snd(m2(u1)) still has a distribution with rate r2. Therefore these two actions can
be interleaved. Likewise, after delivery of message m1(u1) by node A to its data-link
layer, this data-link layer and action snd(m2(u1)) compete to execute. Since the prob-
ability of having the same delay for actions (snd(m1(u1)), r1) and (snd(m2(u1)), r2)
is zero, there is no transition from M0 to M4.

M0

M1 M2

M3 M4 M5

M6 M7

M8

τ, r1 τ, r2

η1, rMac
τ, r2 τ, r1

η2, rMac

τ, r2
η1, rMac η2, rMac

τ, r1

η2, rMac η1, rMac

M0 [[(snd(m1(u1)), r1).0]]A : Q0 ‖
[[(snd(m2(u2)), r2).0]]B : Q0

M1 [[0]]A : m1(d1) ‖ [[(snd(m2(u2)), r2).0]]B : Q0

M2 [[(snd(m1(u1)), r1).0]]A : Q0 ‖ [[0]]B : m2(d2)
M3 [[0]]A : Q0 ‖ [[(snd(m2(u2)), r2).0]]B : Q0

M4 [[0]]A : m1(d1) ‖ [[0]]B : m2(d2)
M5 [[(snd(m1(u1)), r1).0]]A : Q0 ‖ [[0]]B : Q0

M6 [[0]]A : Q0 ‖ [[0]]B : m2(d2))
M7 [[0]]A : m1(d1) ‖ [[0]]B : Q0

M8 [[0]]A : Q0 ‖ [[0]]B : Q0

η1 = nsnd(m1(u1), A), η2 = nsnd(m2(u2), B)

Fig. 2. Transitions of [[(snd(m1(u1)), r1).0]]A : Q0 ‖ [[(snd(m2(u2)), r2).0]]B : Q0
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Consider the closed configuration [[t1]]�1 : Q1
i1
‖ . . . ‖ [[tn]]�n : Qn

in
on data-link

layer (TMac, K), where i1, . . . in ≤ K , and PUP is defined. Following the approach
of [18], its semantics is given by a labeled multi-transition system with the multi-set

transition relation results from the multi-set union of transitions T (η,λ)−−−→ T ′ induced
by the rules in Table 1, where λ ∈ {�, r⊥} ∪ IR>0 (r⊥ is a shorthand for r × ⊥)
and η is the unobservable action τ or a network send or receive action nsnd(m(d), �)

or nrcv(m(d)). Let t �(rcv(m(d)),−)−−−−−−−−−→ denote there is no t′ such that t
(rcv(m(d)),⊥)−−−−−−−−−→ t′.

Conversely we also use t
(m(d)?,−)−−−−−−→. Let | {|t∗|t (rcv(m(d)),⊥)−−−−−−−−−→ t∗|} | denote the number

of transitions that t can make by performing (rcv(m(d)),⊥), where {| |} denotes a
multi-set. In Table 1 the symmetric counterparts of Choice, Sync2 and Par are omitted.

Table 1. Operational semantics of MANETs

(α, r).t
(α,r)−−−→ t

: Pre
t1

(α,r)−−−→ t′1

t1 + t2
(α,r)−−−→ t′1

: Choice
t[u/d]

(α,r)−−−→ t′

A(u)
(α,r)−−−→ t′

: Inv , A(d : D)
def
= t

t[u/d]
(α,r)−−−→ t′∑

d:D t
(α,r)−−−→ t′

: Sum
t1

(α,r)−−−→ t′1 ID |= b = T

[b]t1 � t2
(α,r)−−−→ t′1

: Then
t2

(α,r)−−−→ t′2 ID |= b = F

[b]t1 � t2
(α,r)−−−→ t′2

: Else

t
(snd(m(d)),r)−−−−−−−−→ t′ i < K

[[t]]� : Qi
(τ,r)−−−→ [[t′]]� : Qi ·m(d)

: Snd1
t

(snd(m(d)),r)−−−−−−−−→ t′ i = K

[[t]]� : Qi
(τ,r)−−−→ [[t′]]� : Qi

: Snd2

t
(rcv(m(d)),⊥)−−−−−−−−−→ t′

[[t]]� : Q
(nrcv(m(d)),r(t)⊥)−−−−−−−−−−−−→ [[t′]]� : Q

: Rcv1
t

(rcv(m(d)),−)−−−−−−−−−→
[[t]]�′ : Q

(nrcv(m(d)),r¬s⊥)−−−−−−−−−−−−→ [[t]]�′ : Q
: Rcv2

t �(rcv(m(d)),−)−−−−−−−−−→
[[t]]�

(nrcv(m(d)),⊥)−−−−−−−−−→ [[t]]�
: Rcv3

T1
(nrcv(m(d)),r1⊥)−−−−−−−−−−−→ T ′

1 T2
(nrcv(m(d)),r2⊥)−−−−−−−−−−−→ T ′

2

T1 ‖ T2
(nrcv(m(d)),r1×r2⊥)−−−−−−−−−−−−−−→ T ′

1 ‖ T ′
2

: Sync1

T1
(τ,λ)−−−→ T ′

1

T1 ‖ T2
(τ,λ)−−−→ T ′

1 ‖ T2
: Par

T1
(nsnd(m(d),�),λ)−−−−−−−−−−−→ T ′

1 T2
(nrcv(m(d)),r⊥)−−−−−−−−−−→ T ′

2

T1 ‖ T2
(nsnd(m(d),�),r×λ)−−−−−−−−−−−−−→ T ′

1 ‖ T ′
2

: Sync2

[[t]]� : m(d) ·Q (nsnd(m(d),�),rMac)−−−−−−−−−−−−−→ [[t]]� : Q
: Bro

Pre, Sum, Choice, Inv , Then and Else are standard rules for basic process alge-
bras. Interactions between protocol t and its data-link layer are specified by Snd1,2:
when a protocol t transmits a message, it is delivered to the data-link layer, which
inserts it at the end of its queue if there is space, else the message is dropped. This ac-
tion is considered internal from the viewpoint of the data-link layer, and consequently it
cannot be synchronized with other actions, as explained by Par . After this synchroniza-
tion the data-link layer transmits the message with average time TMac . The sojourn time
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corresponding to a configuration that ends with a local broadcast (by a node) is an ex-
ponentially distributed random variable with rate rMac . Bro explains that the data-link
layer of a node transmits messages in its queue with rate rMac , while the network ad-
dress of the node is appended to this message. Rcv1 specifies that a process t can receive
a message successfully if it has a link to a sender (PUP ) and receives the message cor-
rectly (Prcv ). Therefore the probability of a successful receive action is r(t) = rs × rt,

where rs = Prcv×PUP and rt = | {|t∗|t (rcv(m(d)),⊥)−−−−−−−−−→ t∗|} | is the normalization factor
(since a protocol can non-deterministically execute multiple receive actions, the nor-
malization factor maintains the rate of the sojourn time of a configuration ending with
a local broadcast to rMac). However, if the node does not perform the receive action
which was enabled, then the node was either disconnected with probability 1−PUP , or
it could not receive successfully with probability PUP × (1 − Prcv). Therefore a node
with an enabled receive action does not receive with probability r¬s = 1−PUP ×Prcv .
This behavior is explained in Rcv2, by making the node perform the receive action
while the state of its process is unchanged. A node with no enabled receive action can
be synchronized with probability 1, while the state of its process is unchanged, as ex-
plained by Rcv3. Sync1 allows to group together nodes that are ready to receive the
same message. In this case, the probability of receive actions is a product of all re-
ceive coefficients. Sync2 explains what happens when a node broadcasts: the rate of
synchronization is the rate of broadcast multiplied by the probability of receivers.

Example. Consider MANET [[P (A)]]A ‖ [[Q(B)]]B ‖ [[R]]C with P (adr : Loc)
def
=

(snd(elec(adr)), r).0, Q(adr : Loc)
def
=

∑
lx:Loc(rcv (elec(lx)),⊥).0 +

(snd(elec(adr ), r).0 and R
def
=
∑

lx:Loc(rcv(elec(x)),⊥).0, on a data-link layer with
(TMac, 1). By Snd1:

[[P (A)]]A : Q0 ‖ [[Q(B)]]B : Q0 ‖ [[R]]C : Q0
(τ,r)−−−→ [[0]]A : elec(A) ‖ [[Q(B)]]B : Q0 ‖ [[R]]C : Q0

If node A broadcasts elec(A) and only B receives, then by Rcv1, Rcv2 for nodes B, C
respectively and Sync2:

[[0]]A : elec(A) ‖ [[Q(B)]]B : Q0 ‖ [[R]]C : Q0
(nsnd(elec(A),A),r)−−−−−−−−−−−−−−−→ [[0]]A : Q0 ‖ [[0]]B : Q0 ‖ [[R]]C : Q0

where r = rMac × rs × r¬s. If B broadcasts and C does not receive, then by Rcv3,
Rcv2 for nodes A, C respectively and Sync2:

[[0]]A : elec(A) ‖ [[Q(B)]]B : Q0 ‖ [[R]]C : Q0
(τ,r)−−−→

[[0]]A : elec(A) ‖ [[0]]B : elec(B) ‖ [[R]]C : Q0
(nsnd(elec(B),B)rMac×r¬s)−−−−−−−−−−−−−−−−−−−−→

[[0]]A : elec(A) ‖ [[0]]B : Q0 ‖ [[R]]C : Q0.

4 From Configuration to CTMC

Our framework aims at the evaluation of MANET protocols by means of CTMCs de-
rived from the semantic model. Immediate actions give rise to non-determinism. To
obtain a CTMC, we need to eliminate immediate actions by means of an appropriate
congruence relation.
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4.1 Weak Markovian Network Bisimilarity

We adapt the notion of weak Markovian bisimilarity from [17] for our framework,
which behaves as weak bisimilarity [14] on immediate actions and as Markovian bisim-
ilarity [18] on delayable and passive actions. It is called weak Markovian network bisim-
ilarity: delayable and passive actions are treated as in Markovian bisimilarity, but they
may be preceded and followed by internal immediate actions.

Let Q(TMac, K) denote the set of states of the data-link layer, a queue with capacity

K and response time TMac . We write
τ−→

∗
for the transitive closure of

(τ,�)−−−→ transitions,

and T �τ−→ to denote there is no T ′ such that T (τ,�)−−−→ T ′.
The definition of a weak Markovian network bisimulation is obtained in the same

manner as [16,17]: a passive/delayable action must be simulated by a matching step,
possibly preceded and followed by arbitrarily many immediate internal steps. Stochas-
tically speaking, the cumulated rate of moving by a passive/delayable action to an equiv-
alence class should be equal for each transition and its match. Since its match may be
preceded by internal transitions, for an equivalence class CR we let Cτ

R denote the set

{T ′ | ∃T ∈ CR · T ′ τ−→
∗
T }. An internal immediate step may be simulated, but can

also be mimicked by taking no transition at all, provided the equivalence classes match.

Definition 1. An equivalence relation R on configurations is a weak Markovian net-
work bisimulation if T1 R T2 implies for all equivalence classes CR ∈ (SRBPT ×
Q(TMac, K))/R:

– if T1 �τ−→ then γ(T1, η, CR) = γ(T ′
2 , η, Cτ

R) for some T ′
2 with T2 τ−→

∗
T ′

2 , T ′
2 �τ−→;

– if T2 �τ−→ then γ(T2, η, CR) = γ(T ′
1 , η, Cτ

R) for some T ′
1 with T1 τ−→

∗
T ′

1 , T ′
1 �τ−→;

– if T1
(τ,�)−−−→ T ′

1 then for some T ′
2 , T2 τ−→

∗
T ′

2 , T ′
1RT ′

2 ;

– if T2
(τ,�)−−−→ T ′

2 then for some T ′
1 , T1 τ−→

∗
T ′

1 , T ′
1RT ′

2 .

γ(T , η, CR) =
∑
{|λ | T (η,λ)−−−→ T ′, T ′ ∈ CR|}, i.e. the summation of all elements in

this multiset. Since r1⊥+r2⊥ = (r1+r2)⊥ and r1⊥ = r2⊥ if and only if r1 = r2, γ is
well-defined. Configurations T1 and T2 are weak Markovian network bisimilar, denoted
T1 ≈m T2, if T1RT2 with R a weak Markovian network bisimulation.

Theorem 1. Markovian network bisimilarity is an equivalence relation, and a congru-
ence for configurations.

See [13] for the proof.

Example. The following equivalences hold:

[[(α, r).t1 + (snd(m(d)),�).t2]]� : Q ≈m [[(snd(m(d)),�).t2]]� : Q, r ∈ IR>0

[[(snd(m(d)),�).t]]� : Q ≈m [[t]]� : Q · m(d)

The first explains that immediate actions have precedence over delayable actions. The
second explains how an immediate action snd(m(d)) can be removed while its impact,
insertion of m(d) at the end of the queue, is considered.
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4.2 Markovian Semantics of MANETs

A Markov model can be derived from a MANET specification, if the non-deterministic
choices can be resolved by application of Markovian network bisimilarity: each con-
figuration equivalence class in the MANET is a state of the stochastic process, and the
transitions are defined by collapsing transitions carrying active actions between corre-
sponding configuration equivalence classes while adding up the rates; see Theorem. 2.

Definition 2. The derivative set ds(T ) of a MANET model T is the smallest set of
configurations such that:

– T ∈ ds(T ); and

– if Ti ∈ ds(T ), and Ti
(η,λ)−−−→ Tj with λ ∈ {�}∪ IR>0 and η ∈ {τ,nsnd(m(d), �)},

then Tj ∈ ds(T ).

A Markov process can be derived from a configuration T if each equivalence class
[Ti]/≈m

with Ti ∈ ds(T ) cannot move to another equivalence class by an immediate
action:

∀Tj ∈ [Ti]/≈m
· Tj

τ−→ T ′
j ⇒ T ′

j ∈ [Ti]/≈m
.

So immediate actions are removed by weak Markovian network bisimilarity. Such a
configuration is called Markovian.

Theorem 2. Given a finite closed Markovian configuration T , let the stochastic pro-
cess X(t) be defined such that X(t) = [Ti]/≈m

for some Ti ∈ ds(T ), indicating that
the MANET is in a configuration belonging to [Ti]/≈m

at time t. Then X(t) is a Markov
process.

The proof is straightforward (cf. [12,18]). If transition rates are independent of the time
at which a transition occurs, the derived CTMC is time-homogeneous, so that it can
be used to evaluate the performance of a MANET in terms of different data-link layer
service quality, mobility models, and protocol parameter settings.

5 A Leader Election Algorithm for MANETs

In this section we illustrate how the SRBPT framework is applicable in analyzing MANET
protocols. For this purpose we use the leader election algorithm for MANETs from [27].

5.1 Protocol Specification

Each node has a value associated with it. In the context of MANETs, the leader election
algorithms aim at finding the highest-valued node within a connected component during
a limited period of time, when the underlying topology is stable. For simplicity the value
of a node is the same as its network address. Let ? ∈ Loc denote an unknown address.
We assume a total order on network addresses, where ? is the minimum. Election is
performed in three stages. In the first stage, a spanning tree is grown which (potentially)
contains all the nodes within a connected component by broadcasting elec messages,
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which make nodes join the election and send it in turn. To this aim, each node initially
sends a elec message after waiting 1/rheartbeat in average to receive from a leader in
its vicinity. After a node receives elec(xparent), it sets its parent to xparent and then
immediately relay the message. In the second stage, values are collected through ack
messages, which contain the maximum value of a subtree under a node and are passed
on to the parent in the spanning tree. Inner nodes of the spanning tree wait for an average
time of 1/rchild timeout to gather ack messages from their potential children and inform
their parent. On receiving ack , each node updates the maximum value it knows from its
subtree.

Node(sn : Nat , id , lid, max, parent : Loc, elec, ack : Bool)
def
=

[eq(lid, id)](snd(leader(lid)), rheartbeat).Node(sn, id, lid, max, parent , elec, ack) � 0

+[eq(sn, 0)](snd(elec(id)), rheartbeat).Node(1, id, lid, id, id, T, T ) � 0

+[eq(sn, 2)](snd(elec(id)),�).Node(1, id, lid, id, parent , T, T ) � 0

+[sn < 2 ∧ ¬elec]
∑

lx:Loc
(rcv(elec(lx)),⊥).Node(2, id, lid, max, lx, elec, ack) � 0

+[eq(sn, 1) ∧ ack ]
∑

xmax:Loc

∑
xid

(rcv(ack(xmax, xid)),⊥)

.Node(sn, id, lid, if (xmax > max, xmax, max), parent , elec, ack) � 0

+[eq(sn, 1) ∧ ack ∧ ¬eq(parent , id)](snd(ack(max, parent)), rchild timeout)

.Node(sn, id, lid, max, parent , elec, F ) � 0

+[eq(sn, 1) ∧ eq(parent , id) ∧ ack ](snd(leader (max)), rchild timeout)

.Node(sn, id, max, max, parent , F, F ) � 0

+[eq(sn, 3)](snd(leader (lid)),�).Node(1, id, lid, max, parent , F, F ) � 0

+[sn < 2 ∧ ((elec ∧ ¬ack) ∨ ¬elec)]
∑

xlid:Loc
(rcv(leader (xlid)),⊥)

.Node(if (¬elec ∨ (¬ack ∧ xlid > max), 3, 1), id,

if ((¬elec ∧ xlid > lid) ∨ (elec ∧ ¬ack ∧ xlid > max), xlid, lid),

if ((¬elec ∧ xlid > lid) ∨ (elec ∧ ¬ack ∧ xlid > max), xlid, max), parent ,

if ((elec ∧ xlid > max), F, elec), ack) � 0

+[eq(sn, 1) ∧ ¬eq(lid, ?) ∧ ¬eq(lid, id) ∧ ¬elec]

(snd(elec(id)), rhb timeout).Node(sn, id, ?, id, id, T, T ) � 0

+[eq(sn, 1)](snd(crash), rcrash freq).Node(0, id, ?, ?, ?, F, F ) � 0

+
∑

xid:Loc
(rcv(probe(xid)),⊥).Node(if (eq(xid, id), 5, sn), id, lid, max, parent , elec, ack)

+[eq(sn, 5)](snd(reply(xid)),�).

Node(if (elec ∨ ¬eq(lid, ?), 1, 0), id, lid, max, parent , elec, ack) � 0

+[eq(sn, 1) ∧ ¬eq(parent , id) ∧ ¬ack ∧ elec](snd(probe(parent)), rprobe freq )

.Node(4, id, lid, max, parent , elec, ack) � 0

+[eq(sn, 4)](
∑

xparent :Loc
(rcv(reply(xparent)),⊥).

Node(if (eq(xparent , parent), 1, sn), id, lid, max, parent , elec, ack)

+(snd(leader(max)), rreply timeout).Node(1, id, max, max, id, F, F )) � 0

Fig. 3. Specification of a leader election algorithm for MANETs

In the third stage, a node declares the maximum value by broadcasting the leader
message, if it is a root (on expiration of a timer with rate rchild timeout during which
acks are gathered), or it has been disconnected from its parent (on expiration of a timer
with rate rreply timeout to detect its parent). This message is then broadcast periodically
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with rate rheartbeat to reestablish leadership of a node, until it is challenged by a greater
value. If a node does not hear from its leader for an average time of 1/rhb timeout, it
initiates a leader election. The spanning tree can change during these stages, since nodes
can move into or out of a connected component at will. To keep the tree connected and
swiftly respond to changes, a node constantly checks the existence of its parent by
sending/receiving probe/reply messages.

The leader election algorithm is specified by the protocol name Node in Fig. 3. The
list of variables maintained by each protocol are: elec, ack of type Bool , where elec is
T when the node is involved in an election, while ack is T if the node has not sent its
ack message to its parent; lid , max , parent of type Loc, where lid denotes the address
of the leader (which is updated when the node receives a leader message), max is
the highest value the node is aware of in an election, and parent is the address of the
node’s parent in the spanning tree. The protocol is initially (or after a crash) in a state
with eq(sn, 0), eq(elec, F ), eq(ack , F ), eq(parent , ?) and eq(lid , ?).

5.2 Protocol Analysis

We focus on evaluating effects of some parameters like rMac and timer values
on protocol performance. We construct configurations by composing several
[[Node(0, �, ?, ?, ?, F, F )]]� : Q0, and examine message overhead and the duration from
the start of the election until all nodes have found a leader (called election time). It
should be examined that configurations are Markovian, and consequently by Theorem. 2
a CTMC can be derived.

Each node immediately sends a message when it is in the state eq(sn, 2)∨eq(sn, 3)∨
eq(sn, 5). It can be shown that the following equivalences hold (by constructing the
Markovian network bisimulation relationR = {(T1, T2)|∀Qi · i < K} ∪ {(T , T )} for
each equivalence relation T1 ≈m T2):

[[Node(2, θ, F, ack)]]� : Q ≈m [[Node(1, θ, F, ack)]]� : Q · elec(�)

[[Node(3, θ, elec, ack)]]� : Q ≈m [[Node(1, θ, F,F )]]� : Q · leader(lid)

[[Node(5, θ′, F, ack)]]� : Q ≈m [[Node(0, θ′, F, ack)]]� : Q · reply(�′)
[[Node(5, θ, elec, ack)]]� : Q ≈m [[Node(1, θ, elec, ack)]]� : Q · reply(�′), where elec ∨ ¬eq(lid , ?)

where θ abbreviates id , lid ,max , parent and θ′ abbreviates id , ?,max , parent . There-
fore, by congruence of≈m, in any configuration, nodes in the form of the left-hand side
of an equation above can be replaced by the corresponding right-hand side.

We exploit PRISM to derive the overall CTMC resulting from a MANET config-
uration. To this aim, we cast the resulting CTMC of each node to PRISM such that
its parallel composition with other nodes in the MANET results in the overall CTMC.
See the [13] for how the encoding is managed. We note that the cast CTMC of a node
in PRISM is dependent on all locations in the MANET (no modularity), and it is not
straightforward to write the code in PRISM from the scratch. We implemented the Loc
data sort using the integer type of PRISM (where ?, A, B, . . . are denoted by 0, 1, 2, . . .),
and so the cast of the configuration [[Node(0, �, ?, ?, ?, F, F )]]� : Q0 is well-defined.1

1 See http://mehr.sharif.edu/˜fghassemi/pcodes.zip.

http://mehr.sharif.edu/~fghassemi/pcodes.zip
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Then we can define desired properties in a well-known stochastic temporal logic,
Continuous Stochastic Logic [1], which has been extended in PRISM with rewards and
queries. By assigning a reward to each send action, we can compute the number of
messages sent during an election:

R|messages|=?[F lidA �=? ∧ lidB �= 0 ∧ lidC �= 0 ∧ lidD �= 0 ∧ lidE �= 0)]

where the condition F lidA �=? ∧ lidB �= 0 ∧ lidC �= 0 ∧ lidD �= 0 ∧ lidE �= 0 specifies
that all nodes will finally have a leader. We can thus examine the message overhead for
different implementation policies. We have also examined another implementation of
the protocol; the node tries to participate in the election of a node having the highest
value. Thus each node listens to the next election messages, and whenever it receives
one with a greater value than its own parent , it immediately changes its parent. We
use “single” and “multiple” election for the first and second implementation. In Fig. 4,
the trend of the message overhead growth is illustrated with respect to the number of
nodes for each implementation, which shows the nearly linear relationship between the
increase in the number of nodes and the increase in the message overhead. We used
the values for rhearbeat = 0.05 and rhb timeout = 6 × rhearbeat given in [27] and
rchild timeout = 0.02, rcrash freq = 0.000028, rprob freq = 0.1, and rreply timeout =
0.1. PUP is 0.7, and rMac is 10.

Fig. 4. Message overhead in MANETs of different size

We can compute the distribution function for the duration of an election (for a spe-
cific node) in which the highest-valued node is elected as the leader by

P=?[lidA = 0 UT lidA = max{idA, idB , idC , idD, idE}.
where the until operator UT computes the time between when the node has no leader and
when its leader has the maximum value. In Fig. 5a, the probability that this election time
is less than 40 seconds (for a MANET of five nodes with a data-link layer with capacity
2) is measured in terms of different values of Prcv and tchild timeout = 1/rchild timeout .
Fig. 5a shows that the optimal choice for child timeout in a network with varying Prcv

is 1.0s for the single election implementation. We can again examine the effect of pa-
rameters like PUP .

This probability is compared for each implementation when tchild timeout = 1
in Fig. 5b: the election time for the multiple election implementation is reduced.
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(a) (b)

Fig. 5. Effect of Prcv and tchild timeout on election time (left). Probability that the election time is
less than 40 sec. for a single and multiple elections (right).

Depending on the quality of service metrics, election time or message overhead, either
one of the protocol implementations can be chosen.

6 Conclusion and Future Work

We have extended RBPT, an algebraic framework for the specification and verification
of MANETs, with stochastic concepts. This is useful for the analysis of protocols in
terms of environment (like data-link layer quality of service, mobility of nodes) and
protocol parameters.

We plan to extend SRBPT following the approach of [9], to arrive at a sound and com-
plete axiomatization. Then we can define a stochastic variant of linear process equations
(SLPE) for configurations, which can be exploited in the analysis of MANETs with an
arbitrary number of nodes. To this aim, we can also extract the embedded DTMC of an
SLPE and then use symbolic confluence reduction [3] or the SCOOP tool [26] to reduce
the SLPE. With an increase in the number of nodes, the effect of TMac on a MANET
can be sensed more.
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Abstract. We introduce a spatial stochastic process algebra called MA-
SSPA, which provides a formal behavioural description of Markovian
Agent Models, a spatial stochastic modelling framework. We provide a
translation to a master equation which governs the underlying transition
behaviour. This provides a means of simulation and thus comparison
of numerical results with simulation that was previously not available.
On the theoretical side, we develop a higher moment analysis to allow
quantities such as variance to be produced for spatial stochastic models
in performance analysis for the first time. We compare the simulation
results against resulting ODEs for both mean and standard deviations
of model component counts and finish by analysing a distributed wireless
sensor network model.

Keywords: Higher Moment Analysis, Spatial Stochastic Process Alge-
bra, Spatial Modelling, MAM, MASSPA.

1 Introduction

Spatial modelling paradigms take into account localised behaviour of individuals
or processes in the evaluation of a system. While some domains such as crowd
dynamics modelling [1,2] are inherently linked to their environment, other ar-
eas which were traditionally analysed without the notion of space gained new
insights from spatial dynamics, e.g. the spatial Lotka–Volterra model [3]. As
further examples, spatial topology has a modelling impact in wide variety of
application domains such as epidemiology [4], wireless sensor networks [5], fire
propagation [6] and traffic modelling [7].

Capturing spatial information in the analysis of models comes at a higher
computational cost. In discrete spatial modelling paradigms [4,1,5,8], which al-
low modellers to create lumped CTMCs with a finite number of locations, the
state space explosion is even more severe than in non-spatial CTMCs as we
need to keep track of the population size for each state in every location. In
the past, spatial models could therefore only be analysed using stochastic sim-
ulation [9]. Today fluid approximation [10,11] can handle spatial models even if
the population and the number of locations become large. Recent work on dis-
crete space, continuous time models, has focused on the approximation of mean
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component counts, i.e. the mean population sizes of different states in different
locations [4,1,5]. While approximations of the mean population sizes are impor-
tant metrics, the evaluation of higher order moments is crucial to get a better
understanding of the underlying stochastic process. Furthermore it has been
shown that higher order moments can be used to get more accurate boundaries
for passage time distributions [12]. In this paper we investigate the computation
of higher (joint) moments for discrete spatial models. In particular we formalise
the Markovian Agent Model (MAM) paradigm [5] by expressing it in a spatial
stochastic process algebra and apply higher moment ODE analysis to MAMs
for the first time. Moreover, we use stochastic simulation to verify our ODE
approximation for mean and standard deviation of component counts in two
examples.

The paper is organised as follows. In Sect. 2 we briefly introduce the MAM
paradigm. Subsequently in Sect. 3 we summarise Engblom’s approach [13] for
the generation of ODEs for higher order stochastic moments of molecule counts
in systems expressed by the chemical Master Equation [14]. This serves as the
basis for the derivation of higher moment ODEs in MAMs (Sect. 4). In Sect. 5
we define a simple but expressive spatial stochastic process algebra for MAMs
and show how to translate it to a set of mass action type reactions. In Sect. 6
we describe a wireless sensor network MAM and estimate its mean and standard
deviation using ODEs.

2 Markovian Agent Models

In this section we briefly describe the key concepts of Markovian Agent Models
(MAM)s. In [5] Gribaudo et al. describe a novel agent-based spatio-temporal
model called Markovian Agent Model (MAM). The underlying CTMC of the
lumped process is approximated using techniques explained in [15]. Space is as-
sumed to be continuous, but for evaluation purposes it is discretised, for instance
into a regular 2-dimensional grid. Agents are assumed to be distributed in space
according to a spatial Poisson process. A Markovian Agent (MA) in a MAM
is a simple sequential component that can have local transitions which occur
at a specified exponential rate and possibly emit messages. Additionally each
MA can have message induced transitions. When emitting a message, all neigh-
bours of the emitting agent, i.e. agents that are able to receive the message, may
execute an induced transition. The function which defines the notion of neigh-
bourhood is the perception function u(·). In MAMs each agent is assumed to act
autonomously, i.e. each agent can decide whether to process or ignore incom-
ing messages. Therefore each induced transition in a MA has a probability of
accepting an incoming message. Note that in contrast to other process algebras
such as PEPA [16], MAMs have no strict form of synchronisation.

We assume that the density of agents of type c ∈ C in state i ∈ Sc at time t
at location v ∈ V is given by ρc

i (t, v). Vector ρc(t, v) contains all ρc
i (t, v), ∀i ∈ Sc
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and matrix ρ(t, v) contains all ρc(t, v), ∀c ∈ C. If the constant total number of
agents of type c in location v is N c(v) then there are

N c
i (t, v) = ρc

i (t, v)N c(v) (1)

agents of type c in state i at location v at time t. Hence, we need to have∑
ρc

i (t, v) = 1. Moreover, each agent of type c in state j produces messages at a
Poisson rate of

βc
j = λc

jg
c
jj +

∑
k∈Sc,k 	=j

qc
jkgc

jk (2)

where gc
jk is the number of messages that the agent produces when making a

transition from state j to k. λc
j denotes the rate at which the agent produces

messages while sojourning in state j and qjk is the rate at which the agent moves
from state j to k. Now let u(j, cj , vj , i, ci, vi) denote the perception function
that scales the intensity with which an agent of type ci in state i at location
vi receives messages from another agent of type cj in state j at location vj .
Generally u(·) ≥ 0. Two agents can communicate iff u(·) > 0 for those agents.
The rate at which an agent of type c receives messages in state i computed as
follows

γc
ii(t, v) =

∑
c′∈C

∑
j∈Sc′

∑
vj∈V

u(j, c′, vj , i, c, v)βc′
j ρc′

j (t, vj)N c′(vj) (3)

Note that γc
ii is a rate of a convoluted Poisson process Xc′

1 + Xc′
2 + . . . where

each Xc′
· represents a rate βc′

j modulated by u(·) and scaled by the population
size of the sending agent. This convolution is only accurate if we have a spatially
independent population distribution. Finally let

Kc(t, v) = Qc + Γ c(t, v)[Ac − I] (4)

be the infinitesimal matrix for the CTMC of agents of type c at time t in location
v where Qc is the time invariant infinitesimal matrix describing the rates of
internal state transitions for agents of type c, I the identity matrix and Ac the
acceptance matrix where each element ac

ij describes the probability of accepting
the message and move from state i to j. We say ac

ii = 1 −
∑

j 	=i ac
ij is the

probability of ignoring the message and assume
∑

j 	=i ac
ij ≤ 1. Hence each row

in Ac sums to 1. Γ c is the diagonal matrix with entries γii and since all rows
in Ac − I sum to 0 so do the rows in Γ c(t, v)[Ac − I]. Thus Kc(t, v) is a valid
infinitesimal matrix for the CTMC describing the evolution of ρc(t, v) at time
t. Vector ρc(t, v), which represents the mean values of the underlying stochastic
agent densities for states of agent class c at location v, can be approximated
using the following equations⎧⎨⎩ρc(0, v) t = 0

δρc(t,v)
δt = ρc(t, v)Kc(t, v) t > 0

(5)
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Note thatEq. 5uses themeanfield assumptionE[XY ] = E[X ]E[Y ] (see [15,17,18]).
Further generalisations for MAMs which allow multiple types of messages and lo-
cation dependent transition rates and dynamic MAMs exist but are omitted here.
For more details see [19,7].

3 Higher Moment ODEs for the Master Equation

In [13] Engblom derives a general expression for the derivation of ODEs for higher
(joint) moments for models that can be expressed by the Master Equation [14].
Similar derivations can be found in [20,21]. In this section we summarise Eng-
blom’s work briefly. Later in Sect. 4 we use his technique to obtain ODEs for
any higher (joint) moments in MAMs.

In a model of chemical reactions there are D different species and |R| different
reactions. p(x, t) describes the probability distribution of the molecule count
vector x ∈ Z

D+ = {0, 1, 2, . . .}D at time t. Note that X(t) is a stochastic process.
The propensity rate of a reaction r ∈ R is described by wr : Z

D+ −→ R. The

change in x for reaction r ∈ R is defined by xr = x + nr
wr(xr)−−−−→ x where nr are

the negated stoichiometric coefficients. The resulting Master Equation is

δp(x, t)
δt

=
R∑

r=1
x+n−

r ≥0

wr(x + nr)p(x + nr, t)︸ ︷︷ ︸
incoming rate

−
R∑

r=1
x−n+

r ≥0

wr(x)p(x, t)︸ ︷︷ ︸
outgoing rate

(6)

where nr = n+
r + n−

r reflect the decrease and increase in the molecule count
for reaction r ∈ R respectively. In contrast to systems biology literature where
reaction r usually changes x to x + n+

r and x + n−
r , Engblom assumes that

reaction r changes x to x − n+
r and x − n−

r , i.e. ni
r = −1 implies that the

number of molecule i increases by 1 as a result of reaction r. Also note that
integrating the Master Equation will yield the Chapman–Kolmogorov equation
for the underlying CTMC. Engblom further shows that

∑
x≥0

T (x)
δp(x, t)

δt
=

R∑
r=1

E[(T (X − nr)− T (X))wr(X)] (7)

where T : ZD+ −→ R is a suitable test-function in form of a polynomial and
wr(x) = 0 ∀x �≥ n+

r . Taking T (x) = xi for example yields the differential equa-
tion for the mean of molecule count xi

Ė[Xi] =
δE[Xi]

δt
=

δμi

δt
= −

R∑
r=1

ni
rE[wr(X)] (8)

Extending Eq. 7 to higher (joint) moments is straightforward.
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4 Higher (joint) Moments in MAMs

To date there is no derivation of ODEs for the computation of higher (joint)
moments for component counts in MAMs. In [15,19] the authors only approxi-
mate the evolution of the mean of the component densities assuming E[XY ] ≈
E[X ]E[Y ]. In this section we derive an expression for the second moment for
MAM component counts using Engblom’s technique outlined in Sect. 3.

To map MAMs to the Master Equation we need to define an equivalent set
of reactions along with the propensities and the negated stoichiometric coeffi-
cients. For simplicity we assume that a MAM has a single location and one type
of agent. In [22] we show that this assumption can be generalised to derive ODEs
for more complex MAM extensions. Since MAs are autonomous there is no syn-
chronisation between any two agents. In the language of chemical reactions that
implies that any reaction expressing an agent transition from state i ∈ S to state
j ∈ S has the following form

N(t) + nr
Ni(t)Kij(N(t))−−−−−−−−−−→N(t) (9)

with negated stoichiometric coefficient ni
r = 1, nj

r = −1 and nk
r = 0 ∀k ∈

S\{i, j} and propensity rate wr = wij(N(t)) = Ni(t)Kij(N(t)). Note that Kij

is indeed the ijth element of the K matrix. In contrast to the definition of
K in Eq. 4 the parameters of the matrix have changed from (t, v) to N(t).
Formally the parameters are equivalent, since all factors in Eq. 3 apart from
the agent distributions are constant with respect to time and location when
considering a single location MAM. We can now create such a reaction for every
pair of states (i, j) ∈ S × S, i �= j with negated stoichiometric coefficients
ni = 1 and nj = −1. Note that all reactions of type (i, j) encapsulate both
internal agent transitions and transitions induced by incoming messages as the
K matrix combines both internal and induced transition rates. If no transition
is possible then Kij(N (t)) = 0. Having translated our simplified MAM into a
set of reactions we can use Eq. 7 to derive the ODEs for the mean value, the
first joint moment and the second order moment of the component counts. We
start with the mean. Using Eq. 8 we get

Ė[Ni(t)] = −
R∑
r

ni
rE[wr(N (t))]

=
∑

j∈S,j 	=i

E[Nj(t)Kji(N (t))]−
∑

j∈S,j 	=i

E[Ni(t)Kij(N (t))] (10)

since ∑
j∈S,j 	=i

Kij(N(t)) = −Kii(N (t)) (11)

Eq. 10 becomes

Ė[Ni(t)] =
∑
j∈S

E[Nj(t)Kji(N (t))] (12)
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applying the mean field approximation to Eq. 12 yields the component count
equivalent to Eq. 5 for a MAM with only one location and one agent class

Ė[Ni(t)] ≈
∑
j∈S

E[Nj(t)]Kji(E[N (t)]) (13)

Similarly using Eq. 7 with T (N(t)) = Ni(t)Nj(t) we get the following ODE for
the first joint moment

Ė[Ni(t)Nj(t)] =
R∑
r

E[((Ni(t)− ni
r)(Nj(t)− nj

r)−Ni(t)Nj(t))wr(N (t))]

= −
R∑
r

ni
rE[Nj(t)wr(N (t))]−

R∑
r

nj
rE[Ni(t)wr(N (t))]

+
R∑
r

ni
rn

j
rE[wr(N (t))] (14)

which becomes

Ė[Ni(t)Nj(t)] = E[Ni(t)
∑
k∈S

Nk(t)Kkj(N (t))] + E[Nj(t)
∑
k∈S

Nk(t)Kki(N (t))]

+
R∑
r

ni
rn

j
rE[wr(N(t))] (15)

where
∑R

r ni
rn

j
rE[wr(N(t))]

=

⎧⎨⎩−E[Ni(t)Kij(N(t))] − E[Nj(t)Kji(N (t))] i �= j

−E[Ni(t)Kii(N (t))] + E[
∑

j∈S,j 	=i Nj(t)Kji(N(t))] i = j
(16)

The expansion for i �= j follows from the observation that the only reactions
which have non-zero negated stoichiometric coefficient products ni

rn
j
r are those

resulting from transitions from i to j and from j to i. For i = j, however, we
can consider all reactions involving i, since all of these will yield (ni

r)
2 = 1.

Substituting Eq. 16 into Eq. 15 gives the required definition of the first joint
moment and the second order moment in MAMs with one location and one
agent class. In [22] we show the corresponding ODEs for MAMs with multiple
agents, messages and locations.

5 Markovian Agent Spatial Stochastic Process Algebra

In this section we formally introduce a new spatial stochastic process algebra for
Markovian Agent Models (MAM)s which we term MASSPA. First we describe a
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process algebra that allows us to define Markovian Agents. This process algebra
is a blend between π-calculus [23] and a purely sequential version of PEPA [16],
with passive actions and action names removed. To describe the spatial dynamics
of MAMs we subsequently define the space, the distribution of agents in space
and the perception function u(·). The notation for the spatial aspects of the
model is similar to the one presented in [8,24]. Having defined MASSPA we give
a simple example (Sect. 5.1) and show how MASSPA can be translated into
chemical reactions (Sect. 5.2). The grammar of MASSPA is as follows:

S ::= α.S | S + S | ?(m, p).S | α!(m, g).S | CS | ∅
P ::= P ��

u(·) P

where S denotes a sequential MA, CS a sequential constant and ∅ the nil process.
The basic MASSPA operators can be interpreted as follows:

Prefix: α.S′ describes the possibility of a transition from the current process
to process S′. This transition happens at rate α.
Choice: At a given time a process defined as S + T can either behave as S
or as T .
Constant: Assign names to patterns of behaviour associated with compo-
nents, e.g. N

def= S. In this case N behaves the exact same way as S.
Message Sending: α!(m, g).S′ describes a transition from the current pro-
cess S to process S′ where on average g ∈ R

>0 messages of type m are sent
as part of this transition. In fact g represents the parameter of a Poisson dis-
tribution, which defines the random number of messages generated as part
of the transition.
Message Reception: ?(m, p).S′ describes the possibility of a transition
from the current process to process S′ that can be induced by an incoming
messages of type m. p is the probability of accepting such a message. For
each type of message m ∈ M that a process S listens to, we have to have
0 ≤

∑
(m,p)∈S p ≤ 1, i.e. each process can consume at most one type of

message at a time.
Parallel: P ��

u(·) Q means that agent populations (see definition below) P and
Q, possibly located in different locations, operate in parallel. The perception
function u(·) governs the message exchange between P and Q. This operator
is only used to specify our operational semantics. In general we assume all
agents in all locations act in parallel under u(·).

We now look at the definition of space, the agent populations and the perception
function u(·). We begin with the space. Generally the space can take any discre-
tised form as long as it is finite. Two basic examples are finite 2/3-dimensional
regular rectangular and radial grids where each cell/location in the grid has a
unique label l ∈ L, e.g. L = {A, B, C} or L = {(0, 0), (0, 1), . . . , (x, z)}. Within
a certain cell we assume a spatial Poisson distribution of agents. In practice we
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may simply fix the number of agents in a certain state in a given location l
and argue that we can find a corresponding rate for a spatial Poisson process
that would on average generate that many agents in l. Assume that we have
defined the sequential agents in MASSPA and that C is the set of distinct agent
types, i.e. agents that do not share derivative states. Let Si be the set of all
derivative states for a sequential MASSPA agent of type i ∈ C (cf. Sect. 2),
such that Si ∩ Sj = ∅, ∀i, j ∈ C, i �= j. Furthermore let S =

⋃
i∈C Si be the

set of all agent states. We define the set of agent populations for agents of type
i ∈ C as Pi = {s@l : s ∈ Si, l ∈ L} and also P =

⋃
i∈C Pi. The initial agent

population distribution is defined by a mapping d : P −→ N
≥0. Finally we define

u : Ch −→ R
≥0 where Ch ⊆ P × P ×M is the set of channels and M the set of

all message labels. We say that population c1@l1 can send messages of type m
to c2@l2 iff u(·) is defined for (c1@l1, c2@l2, m) ∈ Ch.

The corresponding structured operational semantics are described in Fig. 1.
It provides a translation to a labelled transition system which consists of tran-
sitions a ∈ Lα ∪ LM where Lα is the set of exponentially delayed transi-
tions and LM , consisting of (α, m, gm)-sending events and (α, m, pm)-reception
events, is the set of message transitions. Assume l1, l2 ∈ L, possibly such that

l1 = l2. F
(α,m,gm)−−−−−−→ F means F sends gm messages of type m at rate α and

E@l1 ��
u(·) F@l2

(x∗α∗gm,m,pm)−−−−−−−−−−→ E′@l1 ��
u(·) F@l2 states that E@l1 goes to E′@l1

at rate x ∗ α ∗ gm with probability pm as the result of receiving message(s) of
type m.

Prefix

E
α−→E′ (E

def
= α.E′)

F
α−→F ′ (F

def
= α!(m, gm).F ′)

F
(α,m,gm)−−−−−−→F

(F
def
= α!(m, gm).F ′)

Competitive Choice
E

a−→E′

E+F
a−→E′

F
a−→F ′

E+F
a−→F ′

Parallel

E
a−→E′

E@l1 ��
u(·) F@l2

a−→E′@l1 ��
u(·) F@l2

F
a−→F ′

E@l1 ��
u(·) F@l2

a−→E@l1 ��
u(·) F ′@l2

Message Exchange

F
(α,m,gm)−−−−−−→F

E@l1 ��
u(·) F@l2

(x∗α∗gm,m,pm)−−−−−−−−−−→E′@l1 ��
u(·) F@l2

(E
def
= ?(m, pm).E′ + . . . , u(F@l2, E@l1, m) = x)

Constant
E

α−→E′

A
α−→E′ (A

def
= E)

Fig. 1. Operational semantics of MASSPA
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5.1 A Simple MASSPA Example

In the following we give a simple MASSPA example. In Sect. 6 we look at more
complex model. The simple MAM (see Fig. 2) has locations L = {A, B, C}
containing populations of identical agents so that set of all states S = {on, off }.
The agent populations are P = {on@A, off @A, on@B, off @B, on@C, off @C}.

off
def
= ?(m, 1).on

on
def
= μ!(m, 1).off

u(on@A,off @B, m) = 1 u(on@B, off @A, m) = 1
u(on@B,off @C,m) = 1 u(on@C, off @B, m) = 1

off on

(m
, 1)

μ

(m
, 1

)

Fig. 2. A simple MAM with 3 locations

5.2 Translating MASSPA into Mass Action Type Reactions

In this section we discuss how any MASSPA model can be translated into a
system of chemical reactions (cf. Sect. 3). It is easy to see that the number
of different agent populations |P | is equivalent to the number of “molecule”
species D. Hence, P is the set of available species. In the simple example above
there is only one agent type, i.e. |C| = 1. As agents do not synchronise, each
reaction has the following form r : a@l

wr−−→ b@l, a@l, b@l ∈ Pi, i ∈ C.
This is a different way of stating the assumption that all reactions for MAMs
describe the evolution for a specific type of agent in one location (cf. [22]).
Clearly the negated stoichiometric coefficients are 1,−1 for a@l, b@l respec-
tively. To derive the reactions we need to define the wr terms. By Eq. 9 we
have wr = wa@l b@l = Na@l(t)Ki

a@l b@l(N(t)) = Na(t, l)Ki
ab(t, l), a, b ∈ Si, i ∈

C, l ∈ L. Na@l(t) is the number of agents of type i in state a at location l.
To derive Ki

a@l b@l(N (t)) we need to sum the local transition rate from a@l
to b@l and the corresponding transition rate induced by incoming messages.
The local rate of transitions from a@l to b@l can be obtained directly from
the MASSPA agent definition, as this rate is location independent. Let states
a, b be derived from process definitions A, B where A

def= · · · + α.B + · · · +
β!(m, gm).B. To obtain the local transition rate we sum up all α and β rates
for all prefix operations α.B and sending operations β!(·, ·).B in the definition
of process A. The resulting rate is the abth element of matrix Qi (cf. Eq. 4).
Now we describe the rate of message induced transitions from a@l to b@l. For
any term ?(m, pm).B in the definition of A we first need to find all channels
(x@l1, a@l, m) ∈ Ch for which u(·) is defined. Note that x ∈ Sj and poten-
tially a, b �∈ Sj . Let Ma be the set of all messages that can trigger process A to
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become process B and Cha the channels of type (x@l1, a@l, m) for which u(·) is
defined. The total rate of message induced transitions from population a@l to
b@l is∑

m∈Ma

pm(a, b)
∑

(x@l1,a@l,m)∈Cha

u(x@l1, a@l, m) ∗ β(x, m) ∗Nx@l1(t) (17)

where pm(a, b) is probability of an agent in state a to accept a message of type m
and transit to state b and β(x, m) is the total sending rate of messages m of an
agent in state x. The former is the sum of all probabilities pm for message m ∈M
that are used in the ?(m, pm).B terms in A. The latter is the sum of all rates
β ∗ gm from the β!(m, gm).X ′ terms in the definition of process X that state
x refers to. Hence Eq. 17 is the same as the abth element of Γ i(t, l) in Eq. 4.
Therefore MASSPA models do indeed capture the dynamics of static MAMs
described in Sect. 2. To give a practical example we now show the reactions for
the simple MAM described in Sect. 5.1. First we derive the matrices K(t, v) for
each of the three locations.

K(t, A) = K(t, C) =
(

−μ μ
Non@B(t)μ −Non@B(t)μ

)
(18)

K(t, B) =
(

−μ μ
(Non@A(t) + Non@C(t))μ −(Non@A(t) + Non@C(t))μ

)
(19)

The top left element in the rate matrix K(t, X) is Kon@X on@X , the top right
element Kon@X off @X , the bottom left element Koff @X on@X and the bottom
right element Koff @X off @X . The reactions for the model are

on@A
Non@A(t)μ−−−−−−−→ off @A

off @A
Noff @A(t)Non@B(t)μ−−−−−−−−−−−−−→ on@A

on@B
Non@B(t)μ−−−−−−−→ off @B

off @B
Noff @B(t)(Non@A(t)+Non@C(t))μ−−−−−−−−−−−−−−−−−−−−−→ on@B

on@C
Non@C(t)μ−−−−−−−→ off @C

off @C
Noff @C(t)Non@B(t)μ−−−−−−−−−−−−−→ on@C

(20)

It is important to note that sending agent populations (e.g. on@B in the second
reaction) act as catalysts but do not change state as they send a message as
there is no synchronisation in MAMs. Hence messages are only ever sent while
the sender sojourns in its current state.

Figure 3 shows numerical results for the simple MAM. We found that for small
populations the mean approximation deteriorates as time goes on. In this model
this is partially due to the fact that simulations for small agent populations
tend to a state where no more communication is possible, i.e. on@A = on@B =
on@C = 0. It is easy to show that this another fixed point for the ODEs, too.
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Fig. 3. Numerical results on@A,on@B, on@C for the simple MAM with initial values
300, 0, 0, 300, 0, 450 for on@A, off @A,on@B,off @B,on@C, off @C and μ = 0.1. Rates
of reactions derived from message induced transitions were divided by the population
size of the receiving agent type (see [22]). The error was computed by subtracting
the ODE approximation from 10,000 averaged simulation traces and dividing by the
population size of the corresponding agent. The first three graphs contain the ODE
approximation solved using ode15s.

However, the normalised error in the mean became smaller as we increased the
population size, which agrees with theoretical mean field results [15,17]. The
standard deviation approximation for the simple MAM is quantitatively inaccu-
rate, but qualitatively good as it preserves the relative difference between the
standard deviation of on@A, on@B and on@C around t = 60. More interest-
ingly the comparison between the explicit ode45 solver and the implicit ode15s
solver in Matlab shows that the ODEs which determine the second order mo-
ments also have multiple fixed points. In this example ode45 gives quantitatively
and qualitatively worse results than ode15s.

6 Worked Example: A Simplified Spatial WSN

Our worked example is a simplified version of the Wireless Sensor Network pre-
sented in [5]. In this MAM there are wireless sensor nodes (WSN)s which sample
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some quantity of their environment, e.g. temperature or humidity, and forward
the samples to a sink location via a number of intermediate WSNs. The wireless
sensor node is defined in Figs. 4. Each agent samples its environment at rate λ
and propagates the measurement to the next agent that is closer to the sink. If it
receives a sample from a WSN that is further away from the sink, it first buffers
it and then sends it on to the next link at rate μ. Furthermore nodes may go to
sleep when they have no buffered messages in order to save energy. WSNs may
also fail without chance of recovery.

WSN (0)
def
= λ!(m, 1).WSN (0) + ?(m, 1).WSN (1)+

φ0.WSN (fail) + σ0.WSN (sleep)

WSN (i)
def
= λ!(m, 1).WSN (i) + ?(m, 1).WSN (i+1)+

μ!(m, 1).WSN (i−1) + φi.WSN (fail)

WSN (b)
def
= λ!(m, 1).WSN (b) + μ!(m, 1).WSN (b−1)+

φb.WSN (fail)

WSN (sleep)
def
= σs.WSN (0) + φs.WSN (fail)

WSN (fail)
def
= ∅

A

B C

D E F

Fig. 4. A simple WSN in MASSPA. b denotes the buffer size. Arrows in the spatial
layout on the right define u(·) = 1 for locations L={A,B,C,D,E,F}. The set of states
is S={0,1,. . . ,b,sleep,fail}.

We now compare the ODE approximations for the mean and standard de-
viation for the WSN MAM with the exact solution. The ODEs were solved in
Matlab using ode45 and ode15s. We experimented with various moment closures
for the third order terms in the second order moment ODEs (see [22]). For the
ODE traces below we used the E[XY Z] ≈ E[XY ]E[Z]. For stochastic simulation
we used Matlab’s simbiology tool.

As can be seen in Fig. 5 the mean is approximated well by the ODEs. This
holds for all quantities not only for the mean of the component counts in location
B shown in Fig. 5. Furthermore we did not observe multiple fixed points for the
first order ODEs, which could be due to the fact that the communication will
never stop completely as WSNs always sample at rate λ. The more interesting
observation made in this model is the behaviour of the ODEs for the second order
moments. While the ODEs for WSN components counts in locations A, C, D, E
and F were remarkably accurate irrespective of the choice of ODE solver, we
found that in location B there was a significant difference in the solution when
applying ode15s as opposed to ode45 in Matlab. In Fig. 5d ode45 is more sta-
ble than ode15s. The two traces eventually converge around time t = 2000 so
there is no indication that there are multiple fixed points in the second order
ODEs.
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Fig. 5. Numerical results 0@B, 1@B, 2@B, 3@B for the WSN MAM with initial val-
ues 20, 100, 50, 20, 10, 90 for 0@A, 0@B, 0@C, 0@D, 0@E, 0@F and b = 3, μ = 0.1, λ =
0.03, os = 0.0001, o0 = 0.001 and zero probability of node failure. Message induced re-
actions rates were divided by the population size of the receiving agent type (see [22]).
The error was computed by subtracting the ODE approximation from 3,500 averaged
simulation traces and dividing by the population size of the corresponding agent. The
first three graphs contain the ODE approximations solved using ode45.

7 Conclusion

In this paper we have derived a simple mapping from MAMs to the language
of chemical reactions. This mapping is then used to derive second order ODEs
for MAMs for the first time. To formalise the description of MAMs further we
defined MASSPA, a process algebra for MAMs and showed how MASSPA can be
translated into mass action type reactions. Moreover, we have given numerical
examples for two models that we defined in MASSPA and shown that their first
order ODE approximations are generally good for large populations. As for the
second order ODE approximation we got very good results in the WSN model
and less accurate results in the simple MAM. We also observed that comparing
stochastic simulation traces to the ODE traces for small population sizes gives
a good indication as to whether the second order ODEs become more accurate
as we increase the overall population size. The E[XY Z] ≈ E[XY ]E[Z] moment
closure assumption proved to be a simple but effective choice. The only closure
which gave slightly better results for the simple MAM model was E[XY Z] ≈
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E[X ]E[Y Z], but for the WSN model this closure gave rather inaccurate second
order approximations. Although the closure behaviour could be entirely model
dependent it is not unlikely that E[XY Z] ≈ E[XY ]E[Z] works well for MAMs as
the Z term always represents contributions from the K matrix. Further research
is needed to investigate moment closures for MAMs and to find indicators for well
behaved spatially motivated moment closures similar to those discussed in [18].
Should good moment closures for MAMs be hard to determine, we might need
to look for further evaluation techniques such as those discussed in [25]. Having
computed higher moments for ODEs it would be interesting to look at resulting
passage time bounds that can be deduced using techniques described in [12].
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like to thank Anton Stefanek and Richard Hayden for their input on moment
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Abstract. This work presents an optimization tool that finds the op-
timal number of threads for multi-thread data-flow software. Threads
are assumed to encapsulate parallel executable key functionalities, are
connected through finite capacity queues, and require certain hardware
resources. We show how a combination of measurement and calculation,
based on queueing theory, leads to an algorithm that recursively deter-
mines the best combination of threads, i.e. the best configuration of the
multi-thread data-flow software on a given host. The algorithm proceeds
on the directed graph of a queueing network that models this software.
Experiments on different machines verify our optimization approach.

Keywords: Software Optimization, Performance Optimization, Multi-
thread Software.

1 Introduction

The trend to many cores inside CPUs enables software engineering towards con-
currency. Software is split up in atomic actions that can run in parallel. This
may considerably speed up computation, but also causes extra overhead through
thread coordination for both, the operation system and also the software engi-
neer. Developing software made of several threads is much more complicated
than creating an old-fashioned single thread software. One fundamental prob-
lem of the developer might be to find the right strategy for determining the
optimal number of threads.

In this work we use the term host for a server hardware platform with a fixed
number of cores. Nodes are specified as tasks of the queueing network software
and build the data-flow graph. A thread executes node tasks. Each node can
have multiple threads that are executing the nodes tasks in parallel. The overall
situation is that we want to find the optimal number of threads per node, with
the side constraint, that there can only be as many threads as cores available on
the host, because each thread runs on a dedicated core.

This paper discusses an approach to use a combination of analytical modeling
techniques and measurements to find an optimal configuration of threads on a
given host by iteratively increasing the number of threads. The application area
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is software following the data-flow paradigm, in our case a commercial tool that
computes and persists call data from a telecom network.

Section 2 of this paper presents related work. In Section 3 an example multi-
thread data-flow software is introduced, an analytical model is introduced, and
theoretical optimization is explained. Section 4 presents our optimization ap-
proaches to find the optimal configuration for multi-thread data-flow software.
Finally, Section 5 presents experiments conducted on two SUN machines with
a real queueing network software, and compares them to a solely analytical
approach.

2 Related Work

In the past there have been several approaches for adapting software to various
multi-computers, in order to optimize the performance.

FFTW [1] is a free software library that computes the Discrete Fourier Trans-
form (DFT) and its various special cases. It uses a planner to adapt its algorithms
to the hardware in order to maximize performance. The FFTW planner works
by measuring the actual run time of many different plans and by selecting the
fastest one.

The project SPIRAL [2] aims at automatically generating high performance
code for linear Digital Signal Processing (DSP) transforms, tuned to a given plat-
form. SPIRAL implements a feedback-driven optimizer that intelligently gener-
ates and explores algorithmic and implementation choices to find the best match
to the computer’s micro architecture.

The Automatically Tuned Linear Algebra Software (ATLAS) [3] aims at au-
tomatically generating code that provides the best performance for matrix mul-
tiplication on a given platform by finding the cache-optimal variant.

In [4] an algorithm is developed for finding the nearly best configuration for a
Web system. Up to 500 emulated clients generate traffic for various trading op-
erations like buy or sell. Optimal configurations are found iteratively, depending
on the number of threads and the cache size.

The technology Grand Central Dispatch1 (GCD) by Apple enables to use
multicore processors more easily. Firstly released in the Mac OS X 10.6, GCD is
implemented by the library libdispatch2 . GCD is a scheduler for tasks organized
in a queuing system and acts like a thread manager that queues and schedules
tasks for parallel execution on processor cores.

In [5] a queueing network model with finite/single capacity queues and block-
ing after service discipline is used to model software architectures; more exactly
the synchronization constraints and synchronous communication between soft-
ware components. The information flow (trace) between components is analyzed
to identify the kind of communication (fork, join) and reveal the interaction
pairs among components that enables to model a queueing network. This way a
performance model for a specific software architecture can be derived.
1 http://www.apple.com/macosx/technology/#grandcentral
2 http://libdispatch.macosforge.org

http://www.apple.com/macosx/technology/#grandcentral
http://libdispatch.macosforge.org
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3 Analytical Model

The system under investigation is a commercial product called Data Flow Engine
(DFE) for processing and persisting call data stemming from standard telecom
networks. In an industrial cooperation, our task was to find automatic ways for
analyzing the performance of the software, and adapt the software to different
hardware platforms and workload situations. The software in some sense should
utilize the hardware in some optimized way, for example for maximizing the
throughput, but also utilize only as much hardware as needed, for example for
optimizing the energy consumption if this is supported by the platform.

Data describing call state changes like calling, canceling etc. is represented by
tickets or packets being sent from the telecom infrastructure to the software that
subsequently receives, extracts, converts, and stores the incoming packets. The
software itself follows a data-flow approach, organizing its tasks into a network
of processing nodes (Fig. 1). Queues buffer the output for succeeding nodes and
incoming tickets pass the graph and visit each node once. Since these nodes tech-
nically are lightweight processes (threads), they can be replicated for splitting
the load. Nodes model atomic actions, but several instances of a node can exist
as threads.

Currently defined nodes are:

– The Decoder node takes packets from its queue, extracts the data, and for-
wards it to the next node’s queue. Hence, the extraction can be done in
parallel by several nodes. A Decoder can be replicated, each Decoder for-
wards the extracted data to the same queue.

– The Converter node takes extracted data from its queue, converts it into a
format appropriate for storing and forwards it to a Serializer and a Feeder
node. Thus, the extracted and formated data is persisted always twice. Also
conversion can be done in parallel by several threads of the Converter.

– The Serializer node takes data from its queue and stores it to disk. Serializers
may write in parallel, even to different disks.

– The Feeder node takes data from its queue and sends it to a database. Since
the database is assumed to be capable to provide a connection pool, Feeders
may send in parallel.

All nodes require certain CPU time, memory, disk space and disk bandwidth,
and network bandwidth. Thus, the benefit of replicating nodes is limited by the
available hardware. Starting with an initial configuration with one thread per
node, the goal is to find the optimal configuration of threads for a certain host.

The main idea is to sequentially add new threads for over-utilized nodes un-
til an optimization goal is reached. For that reason, a queueing network, as
base for an analytical model [6–9] for describing the multi-thread software, is
shown in Fig. 1 as an open queueing network consisting of 4 queues. Open in the
sense that jobs come from an external source, are serviced by an arbitrary num-
ber of servers inside the network and eventually leave the network. Further, the
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Fig. 1. Multi-thread software modeled as queueing network

suggested queueing network is aperiodic, because no job visits a server twice,
the flow goes to one direction. The queueing discipline is always First-Come,
First-Served (FCFS).

An external source sends events with rate λS to the M/M/k/B Decoder queue
whereas the arrival process (M/././.) is Markovian and follows a Poisson process
[10] with independent identically distributed (iid) and exponentially interarrival
times 1/λ, which postulates that the next arrival at t+1 is completely indepen-
dent from the arrival at t. The use of Poisson arrival is motivated by the fact
that the workload source consists of possibly millions of independent sources
(callers) who create call data independently from each other.

The service time 1/μ of each server k is independent from the arrival pro-
cess and iid and exponentially distributed (memoryless) with parameter μ and
therefore the departure process (./M/./.) is also Markovian. The queue capacity
(buffers) is defined by parameter B. An arrival reaching a full queue is blocked.
This can be avoided by increasing the queue size B, decreasing the arrival rate
λ, or increasing the number of servers k and so increasing the joint service rate
μ. This holds also for the Converter, Feeder, and Serializer queues.

After the data is extracted by the Decoder, it is forwarded with rate λD to the
Converter queue. The Converter then converts the data to the file and database
formats and forwards it to the corresponding queues with rate λC . The Feeder
sends the data to the database with rate μF whereas the Serializer writes data
to disk with rate μS .

For each node in the graph, there is a race between λ and μ in the sense that
under the assumption λ ≤ μ for the utilization ρ and given number of servers
(i.e., in our case threads) k in that node, the following must hold:

ρ =
λ

kμ
≤ 1 , (1)

that leads to a stable node: all jobs in the node’s queue can eventually be worked
out. Due to different nodes, the bottleneck is the node where λ > μ. For find-
ing the best configuration of the queueing network (see Fig. 1), the following
performance measures [6–9] are considered for the nodes Decoder, Converter,
Serializer and Feeder.
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The utilization ρ from Equ. (1) of a particular node is the base for most other
measures. The probability Pn of n jobs in the node is given by

Pn =
(kρ)n

n!
P0 for 0 ≤ n < k (2)

Pn =
kkρn

k!
P 0

for k ≤ n ≤ B and B ≥ k (3)

where k is the number of servers, B the number of buffers (slots in the queue
that can be set to a sufficient large number), and P0 the probability of no jobs
in the node, which for k = 1 is

P0 =
1− ρ

1− ρB+1
for ρ �= 1 (4)

P0 =
1

B + 1
for ρ = 1 (5)

and for k > 1

P0 =

(
1 +

(1− ρ)B−k+1(kρ)k

k!(1− ρ)
+

k−1∑
n=1

(kρ)n

n!

)−1

. (6)

The expected number of jobs Es in a node, for k = 1 is

Es =
ρ

1− ρ
− (B + 1)ρB+1

1− ρB+1
(7)

and for k > 1

Es =
B∑

n=1

npn (8)

where the expected number of jobs in a queue Eq for k = 1 is

Eq =
ρ

1− ρ
− ρ

1 + BρB

1− ρB+1
(9)

and for k > 1

Eq =
B∑

n=k+1

(n− k)pn (10)

Since we have queues with finite buffers B, some traffic is blocked. The initial
traffic that reaches the queueing network is not equal to the traffic that passes
through the queueing network. Reduced to a single node this means that λ
depends on a certain blocking probability Pb. This leads to the effective arrival
rate λ′

λ′ = λ(1− Pb)
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where the blocking probability Pb = PB , i.e. the probability of B jobs in a node.
The loss rate ε is

ε = λPB (11)

and the effective utilization ρ′ is

ρ′ =
λ′

kμ

again with k servers. Next, the mean response time R of a node is

R =
Es

λ′ (12)

and the mean waiting time W of a job in the queue is

W =
Eq

λ′ (13)

Finally, the probability that the buffers of a node are all occupied is denoted by

Pk =

(kρ)k

k!
k∑

j=0

(kρ)j

j!

(14)

Configurations of the queueing network can be evaluated according to these
measures. An optimization algorithm, presented in Section 4.1, determines the
best configuration.

4 Optimization Approaches

The focus of our work is to find the optimal configuration of a multi-thread
data-flow software for a specific host. A configuration is specified as a vector of
n tuples with

(k1 − . . .− ki − . . .− kn) (15)

where ki denotes the number of threads of node i. With the constraint of

n∑
i=1

ki ≤ c (16)

where c is the number of available (virtual) cores on a specific host. E.g.: The
initial configuration of Decoder, Converter, Serializer and Feeder nodes (1-1-
1-1) contains one thread per node. Optimization is done recursively by adding
threads to over-utilized nodes with two optimization goals:
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– Consolidation. With optimization towards consolidation a desired arrival
rate is given and the tool determines the minimum number of threads re-
quired to ensure that all nodes are below a predefined utilization threshold.
With a constant external arrival rate only the number of threads of an over-
utilized node with utilization ≥ limU (0 < limU < 1) will be incremented
for splitting load among available cores as evenly as possible.

– Throughput. With optimization towards throughput we start with the lowest
arrival rate of one job per second and the tool increases the arrival rate step-
wise until one node exceeds the predefined utilization threshold. Then the
number of the corresponding threads is increased as long as the utilization is
below the threshold. Again, the arrival rate will be increased and optimiza-
tion goes on as long as no hardware limit is reached. With 0 < extARInc < 1
the external arrival rate is increased for each new configuration by extARInc
as long as the maximum utilized node does not reach limU . For the maximum
possible number of threads the highest possible throughput is determined.

For calculating the best configuration of nodes, based on a host’s resources (for
example given by Table 1) the number of CPU cores is the upper bound for
the number of nodes that can run in parallel. It is assumed that each node is
executed as single thread on a dedicated core and since core sharing is ignored for
now, as many nodes as free cores available are possible. Memory, disk space and
speed, and network bandwidth are shared by all nodes and are the constraints
for optimization. When a configuration exceeds given resources, the algorithm
terminates.

Table 1. Resources of a hypothetical host

Resource Type Quantitiy

CPU cores (#) 32

Memory (MB) 32000

Disk space (MB) 100000

Disk speed (MB/s) 30

Network (Mbit/s) 100

4.1 Optimization Algorithm

Our first approach in finding the optimal configuration of threads for the pro-
posed queueing network software was to implement the aforementioned perfor-
mance metrics. We therefore created a Java3 test tool that calculates all the
necessary metrics and recursively adds threads to over-utilized nodes.

The optimization process of the calculation module can be described as
follows:

3 http://java.sun.com

http://java.sun.com
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1. The calculation module uses parameters like the external arrival rate, the
service rates for each node, the queue sizes for each node and the host’s
hardware details.

2. The calculation module starts with an initial configuration of one thread per
node.

3. The calculation module calculates all the performance metrics mentioned in
the previous section.

4. The process is terminated if a utilization goal is reached or hardware restric-
tions are met.

5. Otherwise the calculation module increases the most over-utilized node (the
first node that is utilized more than e.g.: 80%).

6. Goto step 3.

4.2 Real Measurements

Our second approach uses a combination of the previously mentioned calculation
module and a measurement approach. Basically, the analytical approach can use
hypothetical input data (e.g.: host resources and node service rates) to derive
an optimal configuration for the given setup. The goal of our work is to find an
optimal solution for a given server software on a specific host. Therefore, another
Java module, the measurement module, was developed.

The optimization process of both the calculation and measurement module
can be described as follows:

1. The measurement module creates artificial tasks (e.g.: writing data to a file,
writing data into a database, data modifications and so forth).

2. These artificial tasks, which should be as close to the tasks of the real queue-
ing network software (e.g.: the DFE) as possible, are assigned to artificial
nodes.

3. The measurement module continuously executes the given tasks on a real
host and measures the service rate for each node.

4. The measurement module also automatically finds out important hardware
specifications of the tested host.

5. The measured service rates, along with the hardware specifications of the
tested host are used by the calculation module to recursively find the optimal
configuration of the queueing network software for a specific host.

By measuring the service rate on the tested machine, the optimization process
now finds the optimal configuration on a given host. In a previously published
paper, experiments conducted with the calculation and measurement module
are described in more detail in [11]. The focus of this paper, however, is the
comparison of the results of our approach with the true optimum configuration
for two server machines. These true optimum configurations are derived from
experiments conducted with the actual DFE software installed on two server
machines (see Section 5).
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5 Experiments

To validate our optimization approach a testing environment was set up and
experiments were conducted. Therefore, the queueing network software was in-
stalled on two hosts (Goedel and Zerberus).

The first host Goedel is a SUN Fire v40z with four dual-core AMD Opteron
processors Model 875, each core at 2.2 GHz, has 24 GB of main memory, five 300
GB Ultra320 SCSI HDs, 10/100/1000 Mb/s Ethernet, and runs Linux 2.6.16.60-
0.42.7.

The second host Zerberus is a Sun SPARC Enterprise T5220, model SED-
PCFF1Z with a SPARC V9 architecture (Niagara 2) and a Sun UltraSPARC
T2 eight-core processor, each core at 1.2 Ghz and with Chip Multithreading
Technology (CMT) for up to 64 simultaneous threads, 32 GB of main memory,
two 146 GB Serial Attached SCSI disks, 10/100/1000 Mb/s Ethernet, and runs
SunOS 5.10 Generic 127111-11.

Furthermore, an Oracle Database was installed on host Zerberus. A ticket
generator imitating VoIP devices and sending Diameter tickets to the queueing
network software was installed on several test clients.

The procedure of the experiments can be summarized as follows:

– The queueing network software was started with the initial configuration.
– The ticket generator repeatedly sends Diameter tickets to the queueing net-

work software with a given external arrival rate.
– After an experiment cycle, software-internal performance metrics are used

to determine the most over-utilized node, which will be increased by one.
– The queueing network software is reconfigurated and restarted and a new

experiment cycle is started.
– The experiments continue until the optimal configuration is found.

Zerberus. The first experiments were conducted with the actual queueing net-
work software software installed on host Zerberus. As mentioned before, host
Zerberus has an Oracle database installed locally and has the possibility to start
up to 64 parallel threads.

Again, an over-utilization occurs if the node is utilized more than 80%. There-
fore, nodes that show a utilization of over 80% will be increased by one thread.

Table 2 shows the service rate and the utilization of all four nodes with an
external arrival rate of 1000 tickets per second. This first experiment makes it
obvious that the Feeder node is the bottleneck of the system, only managing an
average number of 66 tickets per second. Therefore the adaption tool suggests
that the Feeder node has to be increased by one, creating two Feeder threads at
the next experiment.

In the next few steps it became obvious that even though the Feeder node was
recursively extended, the service rate did not increase in the same way. Table
3 shows that the mean service rate of one Feeder thread decreases with every
newly added Feeder thread. Of course, the total service rate of all Feeder nodes
does not decrease, but adding new Feeder threads does not improve the total
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Table 2. Initial config. (1-1-1-1) on host Zerberus (ext. arrival rate: 1000 tickets/s).

Service Rate [tickets/s] Utilization [%]

Decoder 10658 9.38

Converter 12147 8.23

Serializer 2061 48.52

Feeder 66 100.00

service rate of all Feeder nodes enough. Even with the maximum number of 61
threads, the Feeder node stays the systems bottleneck.

Table 3. Service rates of the Feeder node with different configurations on host Zerberus

Mean Service Rate

Configuration Individual Total

(1-1-1-1) 66 66

(1-1-1-2) 44 88

(1-1-1-4) 34 136

(1-1-1-10) 7 70

(1-1-1-20) 5 100

(1-1-1-61) 2 122

Table 4 shows that with the final configuration (one Decoder, one Converter,
one Serializer and 61 Feeder nodes) all other nodes are of course still under-
utilized. This leads to the conclusion that the Feeder node should indeed be
fixed to one thread per node. The solution to this problem, as mentioned before,
could be to allocate a large queue to the Feeder node. By doing that, the node
can eventually handle queued tickets when the external arrival rate decreases.

Table 4. Final config. (1-1-1-61) on host Zerberus (ext. arrival rate: 1000 tickets/s).

Utilization [%]

Decoder 9.25

Converter 9.67

Serializer 48.95

Feeder 100.00

The final experiment therefore used a Feeder node fixed to one thread per
node. Table 5 shows that an initial configuration of one thread per each node
cannot handle an external arrival rate of 2000 tickets per second without over-
stepping an utilization of 80%, because the Serializer node is already at a
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utilization level of 97.04%. Increasing the number of threads per node (without
taken the Feeder node into account) the final and optimal configuration can
handle an external arrival rate of 66900 tickets per second.

Table 5. Initial and final configuration on host Zerberus, with a fixed Feeder node

Initial Config. Optimal Config.

2000 tickets/s 66900 tickets/s

Node Util. [%] Threads Util. [%] Threads

Decoder 18.77 1 79.11 9

Converter 16.46 1 70.44 9

Serializer 97.04 1 79.93 45

Feeder (fixed) 100.00 1 100.00 1

Table 5 shows that at an external arrival rate of 66900 tickets per second, all
nodes are under a utilization level of 80%. Of course it should be noted, that
the Feeder node is still highly over-utilized and can only handle about 70 tickets
per second. Given the fact that the Feeder node and therefore the database is
the natural bottleneck, it is necessary to assign a very large queue to the Feeder
node, to minimize the loss rate.

Goedel. To compare the results and maybe find a different optimal configura-
tion the same experiments were conducted with the queueing network software
installed on host Goedel. With four dual-core processors, a maximum amount of
8 threads can be started. As mentioned before, host Goedel has no local database
installed and uses the Oracle database installed on host Zerberus.

Table 6 shows the results of the first experiment. At an external arrival rate
of 1000 tickets per second, the Feeder node is again the systems bottleneck.
Table 6 also shows that compared to host Zerberus, the Decoder, Converter and
Serializer node show a higher service rate during the initial experiment.

Table 6. Initial config. (1-1-1-1) on host Goedel (ext. arrival rate: 1000 tickets/s).

Service Rate [tickets/s] Utilization [%]

Decoder 32617 3.07

Converter 26058 3.84

Serializer 5202 19.22

Feeder 105 100.00

To start the optimization process, the Feeder node again has to be increased.
Table 7 shows that on host Goedel the individual service rate of one Feeder thread
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does, to some extent, stay the same, which leads to the fact that the total service
rate of all Feeder threads is indeed slowly increasing. Table 7 shows that one
Feeder thread can handle 105 tickets per second, while the final configuration of
5 Feeder threads can handle 350 tickets per second.

Table 7. Service rates of the Feeder node with different configurations on host Goedel

Mean Service Rate

Configuration Individual Total

(1-1-1-1) 105 105

(1-1-1-2) 79 158

(1-1-1-3) 81 243

(1-1-1-4) 70 280

(1-1-1-5) 70 350

Given the fact that the total service rate of all Feeder threads is increasing,
it would make sence to stick to this optimization approach. Table 8 therefore
shows an initial and optimal configuration on host Goedel. With an external
arrival rate of 280 tickets per second the Feeder node of the initial configuration
is over-utilized, but with the optimal configuration of 5 threads, the Feeder node
is able to stay under the utilization threshold of 80%.

Table 8. Initial and final configuration on host Goedel

Initial Config. Optimal Config.

280 tickets/s 280 tickets/s

Node Util. [%] Threads Util. [%] Threads

Decoder 0.86 1 0.97 1

Converter 1.07 1 1.41 1

Serializer 5.38 1 4.04 1

Feeder 100.00 1 80.00 5

Table 9 shows the results of the experiments, if the software developer decides
to fix the Feeder node to one thread per node. At an initial configuration of one
thread per node and an external arrival rate of 5200 tickets per second, the Seri-
alizer node would exceed the utilization threshold of 80%. After the optimization
process, the system is able to handle up to 15600 tickets per second with the
optimal queueing network software configuration (one Decoder node, two Con-
verter nodes, four Serializer nodes and one Feeder node), without exceeding the
utilization threshold.
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Table 9. Initial and final configuration on host Goedel, with a fixed Feeder node

Initial Config. Optimal Config.

5200 tickets/s 15600 tickets/s

Node Util. [%] Threads Util. [%] Threads

Decoder 15.94 1 52.10 1

Converter 19.96 1 75.02 2

Serializer 99.96 1 79.89 4

Feeder (fixed) 100.00 1 100.00 1

5.1 Verification of the Analytical Approach

To verify the analytical approach we used the average service rates for each node
derived from the experiments done on host Zerberus and host Goedel (see Table
10) and started the calculation module one more time.

Table 10. Mean service rates of both tested hosts for each node type

Mean Service Rates

Node Zerberus Goedel

Decoder 9766 30055

Converter 10430 18672

Serializer 1987 6146

Feeder 28 94

Table 11 shows that starting the calculation module with optimization to-
wards throughput, and using the average service rates derived out of the exper-
iments, both, experiments and the calculation module deliver the same optimal
configuration. On host Zerberus and host Goedel a normal optimization would
only increase the number of Feeder nodes. Due to different hosts and therefore
different node service rates, an optimal configuration with a fixed Feeder node
would lead to an optimal configuration of 9 Decoder nodes, 9 Converter nodes,
45 Serializer nodes and 1 Feeder node on host Zerberus, and 1 Decoder node, 2
Converter nodes, 4 Serializer nodes and 1 Feeder node on host Goedel.

These four verifications show the importance of the service rates and if there is
no possibility to derive real service rates from an actual software, it is necessary
to analyze the used nodes in every detail. As mentioned before, the measurement
module is using simulated nodes to derive artificial service rates. Therefore, the
simulated tasks have to be as close as they can get to the actual performed tasks
of the tested queueing network software.



Optimization for Multi-thread Data-Flow Software 115

Table 11. Optimal configuration of threads for both hosts

Zerberus Goedel

Optimal Configuration Normal Fixed Feeder Normal Fixed Feeder

Experiments (1-1-1-61) (9-9-45-1) (1-1-1-5) (1-2-4-1)

Analytical Model (1-1-1-61) (9-9-45-1) (1-1-1-5) (1-2-4-1)

5.2 Removing the Bottleneck

In the above examples we see that the connection to our database is a seri-
ous bottleneck that hinders further improvements. Further optimization would
therefore try to improve the database connection throughout, e.g., by increasing
the network bandwidth, installing new drivers, or installing replicated databases.
Consider a hypothetical case where on Zerberus the service rate of the Feeder
would be improved by a factor of 5, 10, or even 15.

Table 12. Service rates, number of threads, and utilization in a hypothetical scenario
with Feeder being faster by a factor of 5x, 10x, or 15x. The system throughput is
increased to 13400, 23000, and 29500 resp.

5x, EAR: 13400 10x, EAR: 23000 15x, EAR: 29500

SR T Util. [%] SR T Util. [%] SR T Util. [%]

Decoder 10658 2 62.86 10658 3 71.93 10658 4 69.2

Converter 12147 2 55.16 12147 3 63.12 12147 4 60.71

Serializer 2061 9 72.24 2061 14 79.71 2061 18 79.52

Feeder 330 51 79.62 660 44 79.2 990 38 78.42

Table 12 shows that improving the bottleneck indeed results in a significant
improvement of the overall throughput, while keeping all nodes at moderate
utilization. Still most threads are invested into the Feeder, which is still the
main bottleneck.

6 Conclusion

This work showed how queueing theory can help finding the best configuration
of a multi-thread software. By modeling such a software as queueing network
consisting of nodes with certain functionalities, optimization towards throughput
is possible. As a result the optimal number of threads per node is determined to
efficiently use available CPU cores, memory, disk space and speed, and network
bandwidth. Experiments evaluated our methodology.

The basic idea behind our three approaches is an online optimization tool
that can be placed in front of the queueing network software. After measuring
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the respective service times of the nodes, we use an analytical queueing network
to find the optimal number of threads for each node.

After that, the data-flow software can go online. The optimization tool should
then be able to detect changes in the external arrival rate and – if necessary –
recalculate the optimal configuration.

We also conducted several other experiments using a different setup of the
queueing network, to see if the proposed approaches can be used for other multi-
thread data-flow software. The structure of the queueing network, as well as the
used nodes can easily be changed or enhanced, without knowledge of the Java
code. Therefore, the mentioned approaches can be used for other multi-thread
data-flow software as well.
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Abstract. Service level agreement (SLA) specification languages are designed
to express monitorable contracts between service providers and consumers. It is
of interest to determine if predictive models can be derived for SLAs expressed
in such languages, if possible in automated fashion. For this purpose, we study
in this paper the mapping of the Web Service Level Agreement (WSLA) into
reward metrics defined in the Stochastic Discrete Event Systems (SDES) formal-
ism. We associate a formal semantics with WSLA elements and map these on
SDES through a five step mapping process, which includes expressions for the
metrics and functions on these metrics, the time at which to predict, and the ul-
timate service level compliance probability. We illustrate our approach through a
stock quote web service example.

1 Introduction

Service Level Agreements (SLA) clarify the relationship between the service provider
and their customers regarding the overall quality of the offered service [1,2]. SLA con-
tracts can be written using different languages such as WSLA [3], WS-Agreement [4],
and SLAng [5]. Each of these languages has its own syntax and semantics but they have
in common declarations of several pieces of information such as, the contractual parties,
performance or dependability levels, and the penalties in case of contract breaching [6].
An SLA is typically defined in such a way that it is monitorable. This for instance pro-
vides the ability to automate the deployment and configuration of monitoring software
based on SLA specification, as pursued in [2].

In this paper we pursue another use of SLAs, namely that as the specification of
metrics for a predictive discrete-event stochastic model. Service providers want to be
able to predict the level of SLA compliance before agreeing to an SLA with a customer.
Thus, the automated conversion from an SLA to a metric in a discrete event stochastic
model is of interest. The use of an SLA for predictive modeling is not necessarily easy
since SLAs are not written for the purpose of model-based prediction. As an example,
SLAs do not define steady-state metrics, but instead functions over periodically moni-
tored variables. Modeling and solving for such metrics is typically more involved than
solving for steady-state metrics. In this work, we demonstrate how an existing SLA
language can be mapped on (metrics of) a discrete-event stochastic model, in part in
automated fashion.

More specifically, we map the Web Service Level Agreement language (WSLA) [3]
on SDES, the Stochastic Discrete Event System formalism developed in [7]. We choose

N. Thomas (Ed.): EPEW 2011, LNCS 6977, pp. 117–132, 2011.
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to use WSLA because it is published and publicly available and it is powerful enough
to define SLA documents in several domains (like web services). Similarly, SDES is a
general purpose stochastic process formalism that includes a variety of reward modeling
formalisms, and the mapping to SDES therefore directly translates to that in formalisms
that have extensive tool support. We propose a five-step process to map WSLA to SDES.
In the first two steps, we determine the semantics of all WSLA elements in terms of
SDES. We then give a precise interpretation of the time instances and intervals used
in WSLA, and provide a formal interpretation of the functions used in WSLA (such
as ‘max’ or ‘span’). The final step in our mapping process then describes the final
assessment whether the SLA is met or not. It will turn out that we cannot automate
all aspects of the mapping process, since the WSLA document does not provide much
information about the system dynamics itself. This implies that certain aspects of the
SDES model must be introduced by the modeler, which we will indicate for each aspect
of the mapping. Through an example of a stock quote service, we will illustrate the
working of our mapping approach.

To the best of our knowledge model-based prediction based on mapping SLAs on a
stochastic process has not yet been considered in literature, certainly not in the fashion
pursued in this paper. Therefore, there is no literature available that directly relates to
what we do in this paper. However, it is important to note the fundamental difference
between our approach and using model-based metric definitions as SLAs, such as in
[8]. The approaches are opposite: the latter requires engineers or modelers to write and
understand sophisticated metrics associated with a stochastic process, while our work
starts from an SLA specified by an engineer and provides this engineer with the stochas-
tic metrics that closest fit with the intended meaning of the SLA. We first introduced
this idea in our previous work [9], where we illustrated the feasibility of the approach
through an ad hoc mapping from WSLA to Möbius rewards [10]. The work in this pa-
per reflects a generic solution independent of the specifics of a tool, providing a formal
mapping from WSLA to a general-purpose stochastic process definition.

The rest of the paper is organized as follows. In Sec. 2 we present the relevant back-
ground information. In Sec. 3 we outline our approach, while Sec. 4 to 8 provide a
detailed mapping from WSLA to SDES. A case study is presented in Sec. 9 before we
conclude in Sec. 10.

2 Background

In this paper we map WSLA elements to metrics in the SDES formalism [7], which
describes the system dynamics as well as the metrics defined in WSLA. In this section,
we review the target formalism SDES and the origin formalism WSLA respectively.

2.1 Stochastic Discrete Event System (SDES)

Stochastic Discrete Event System is a general formalism, in which well-known for-
malisms such as Stochastic Petri Nets and Queuing Networks can be expressed.

Definition 1. A stochastic discrete event system is a tuple, SDES=(SV, A, S ,RV) [7],
where, SV is a set of state variables, A is a set of actions, S is a Sort function S : SV→
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S, that gives all possible values of a state variable sv ∈ SV (where S is the set of all
possible sorts), and RV is a set of reward variables.

An SDES is characterized by its state σ ∈ Σ, Σ = ∏sv∈S V S (sv), where Σ is the set of
all theoretically possible SDES states which not all of them are necessarily reachable.
SDES moves between its reachable states through the execution of its actions.

For our purposes, we need to define the reward variable rv further as follows.

Definition 2. An SDES reward variable rv ∈ RV is a tuple, rv = (rvrate, rvimp, rvint, rvavg),
where,

– rvrate : Σ → R: is a rate reward function that specifies the reward obtained while
the system is in a specific state.

– rvimp : A → R: is an impulse reward function that specifies the reward obtained
when a specific action fires.

– rvint = [lo, hi]: is an observation interval under consideration specified by the
boundaries lo, hi ∈ R0+ ∪ {∞} and lo ≤ hi. Hence lo = hi implies an instant of
time measure and lo < hi an interval of time measure [11].

– rvavg ∈ B is a boolean value specifying if the measures should be computed as an
average over time (rvavg = TRUE) or accumulated (rvavg = FALS E).

An SDES model is represented as a stochastic process SProc = {σ(t), A(t), t ∈ R0+},
where σ(t) ∈ Σ denotes the state at time t, and A(t) ⊂ A is a set of actions executed at
time t. Hence, we can define the reward variable value at time instant t as following:
R(t) = rvrate(σ(t)) +

∑
a∈A(t) rvimp(a). In [7], this is written as:

rv =

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

lim
t→lo

R(t), if lo = hi and ¬rvavg

lim
x→lo,y→hi

∫ y

x
R(t) dt, if lo < hi and ¬rvavg

2.2 Web Service Level Agreement (WSLA)

WSLA is an SLA specification language in XML tailored to web services. Here we
review only WSLA elements important to our work. For full details, we refer to [3].
We use courier font to distinguish XML fragments. WSLA consists of three main sec-
tions: Parties, ServiceDefinition and Obligations. Parties contains informa-
tion about the contractual parties, ServiceDefinition contains the quality attributes
defined by a set of metrics and the time interval over which these metrics are collected.
Finally, the Obligations section contains the Service Level Objectives (SLO) defined
through thresholds for the described attributes over a validity period.

Fig. 1 depicts the dependencies between WSLA elements that concern our work.
Part (a) shows that an SLO (ServiceLevelObjective) is defined by a logical Expres-
sion that has to be valid during a Validity period. This expression has a Predicate
which compares a quality attribute (SLAParameter) to a threshold (Value). A logical
operator (like And, Or) can be used to express SLO with nested expressions. WSLA al-
lows the modeler to define how the desired SLAParameter is measured and computed
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Fig. 1. Main WSLA elements and their dependencies

using Metrics(s) that contain MeasurementDirective, Schedule or Function ele-
ments as shown in Fig. 1(b). For example, a measured Metric, using a MeasurementD-
irective, provides a raw data obtained by intercepting or probing a particular
component. If this data is not enough to express an SLAParameter, further manipu-
lations are performed by a computed Metric, using a Function. A Function may
create a time series of a metric using a Schedule that defines a Period to specify the
time during which the metric is collected (day, month, etc.), and an Interval to spec-
ify the instances when a new value is added (minute, hour, etc.). In our paper, we omit
Metric usage since it only holds the value of a measurement or a function.

Fig. 2 provides an illustrative WSLA example of a stock quote service adopted from
[3] with a change in the validity period as we will discuss in Sec. 9.3. Part (a) of the fig-
ure defines an SLO called ContinuousDownTime that specifies the CurrentDownTime
to be less than 10 minutes during the last week of the year. Part (b), then, speci-
fies how CurrentDownTime is computed. Here, the StatusRequest measurement
in the MeasuredStatus metric checks if the system is up or down (1 or 0). This is
used as input to StatusTimeSeries metric that uses a TSConstructor function to

<SLA>  
   <Parties>...</Parties>  
   <ServiceDefinition name="DemoService">  
  (c)<Schedule name="availabilityschedule">  
      <Period>                                      
       <Start>2001-12-25T14:00:00.000-05:00</Start>  
       <End>2001-12-31T14:00:00.000-05:00</End>  
      </Period>                                    
      <Interval> <Minutes>1</Minutes> </Interval>  
     </Schedule>  
     <Operation name="GetQuote"  
              xsi:type="WSDLSOAPOperationDescriptionType">  
  (b)<SLAParameter name="CurrentDownTime"         
                   type="long" unit="minutes">  
        <Metric>CurrDownTime</Metric>  
     </SLAParameter>  
     <Metric name="CurrDownTime" type="long" unit="minutes">  
       <Function type="Span" resultType="double">  
          <Metric>StatusTimeSeries</Metric>  
          <Value> <LongScalar>0</LongScalar> </Value>  
       </Function>  
     </Metric>  
     <Metric name="StatusTimeSeries" type="TS" unit="">  
       <Function type="TSConstructor" resultType="TS"> 
         <Schedule>availabilityschedule</Schedule>                 

         <Metric>MeasuredStatus</Metric>  
    </Function>  
  </Metric>  
  <Metric name="MeasuredStatus" type="integer" unit="">  
   <MeasurementDirective type="StatusRequest"  
                          resultType="integer">  
     <RequestURI>http://y.com/StatusRequest/GetQuote</RequestURI>  
   </MeasurementDirective>  
  </Metric>  
 </Operation>  
</ServiceDefinition>  
<Obligations>  
  (a)<ServiceLevelObjective name="ContinuousDowntime">  
       <Validity>  

 <Start>2001-12-25T14:00:00.000-05:00</Start>  
 <End>2001-12-31T14:00:00.000-05:00</End>  

       </Validity>  
       <Expression>  
         <Predicate type="Less">  
           <SLAParameter>CurrentDownTime</SLAParameter>  
           <Value>10</Value>  
         </Predicate>  
       </Expression>  
     </ServiceLevelObjective>  
</Obligations> </SLA> 

Fig. 2. WSLA document for a Stock Quote Service (a) Service Level Objective (b) SLAParameter
(c) Schedule
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define a series of these values. In turn, CurrDownTimemetric applies a Span function
on that series that gives for a specific position in that time series, the maximum length
of an uninterrupted sequence of a value (0 in our example) ending at that position. Fi-
nally, this metric value is used as the SLAParameter value. Finally, Part (c) shows the
definition of availabilityschedule used by StatusTimeSeriesmetric to collect
MeasuredStatus metric values at each minute for one week. All the previous define
the SLO such as that the system will never be down for 10 minutes or more in a row
throughout the last week of December.

3 Outline of the Mapping Process

Our approach is given in Fig. 3. It consists of five steps that map WSLA elements on
SDES reward variables (solid lines) or on functions of these reward variables (dashed
lines). We outline the steps in what follows and then describe them in detail afterwards.

Step 1: Defining basic WSLA semantics. In order to be precise, we need to associate
WSLA elements (the dotted boxes in the left of Fig. 3) with mathematical terms.

Step 2: MeasurementDirective(s) Mapping. Completing the interpretation of
WSLA’s behavioral semantics, it provides a systematic translation of all measured met-
rics in a WSLA document into SDES reward variables.

Step 3: ScheduleMapping. It provides a systematic translation to obtain the set of
observation intervals of the reward variable. This can be a set of either instant or interval
of time observation intervals.

Step 4: Function(s) Mapping. Each WSLA Function (such as max and span) is
associated a mathematical meaning to further specifying the reward variable in SDES.

Step 5: SLO Result. The outcome of this mapping allows the evaluation of SLO
satisfaction probability, i.e., the determination if the service level agreed to is met.

This mapping must be aided in its second step by the modeler (modeler symbol
in Fig. 3) because a WSLA document does not provide information about the system
dynamics. We will point out when this interference is required later in Sec. 5.

4
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Table 1. Formal elements and associated WSLA location (using XPath 2.0 expressions)

Formal Elements WSLA Location
slo /SLA/Obligations/ServiceLevelObjective/@name

slap //ServiceLevelObjective[@name=’slo’]/Expression/Predicate/SLAParameter/text()
//ServiceLevelObjective[@name=’slo’]/Expression/Predicate/SLAParameter[text()

c =′slap′]/../@type
slo //ServiceLevelObjective[@name=’slo’]//Expression/Predicate

v /SLAParameter[text()= ′ slap′]/../Value/text()
ve //ServiceLevelObjective[@name=’slo’]/Validity/End/text()
vs //ServiceLevelObjective[@name=’slo’]/Validity/Start/text()

slap
m ∈ M /SLA/ServiceDefinition/Operation/Metric/MeasurementDirective/@type
fm ∈ Fm //Metric[Function/Metric/text()=//Metric/MeasurementDirective[@type=’m’]

/../@name | //Metric/Function[@type=’ fm’]/../@name]/Function/@type
sch //Operation/Metric[Function/Metric[text()=//Metric/MeasurementDirective[@type

=’m’]/../@name]]/Function[@type=’TSConstructor’]/Schedule/text()

sch
s /SLA/ServiceDefinition/Schedule[@name=′sch′]/Period/Start/text()
e /SLA/ServiceDefinition/Schedule[@name=′sch′]/Period/End/text()
i /SLA/ServiceDefinition/Schedule/Interval/node()/text()

o //Function[@type=’Span’]/Value/LongScalar/text()

4 Step 1: Formal Definition of Basic WSLA Semantics

In this section, we formalize the structure and the semantics of WSLA’s core elements
(see Fig. 1). To be able to provide a precise mapping, Table 1 gives the exact locations
in the WSLA contract for all elements, using the XPath 2.0 query language[12].12

We start by formally representing ServiceLevelObjective, since Fig. 1(a) shows
it is the key WSLA element, defining its ultimate goal. An SLO in WSLA compares
an SLAParameterwith some threshold Value, for a specific Validity period. Hence,
we obtain the following definition:

Definition 3. A WSLA ServiceLevelObjective can be denoted by a tuple slo =
(slap, c, v, vs, ve),3 where:

– slap ∈ S LAP: the desired SLAParameter from the set of all SLAParameter(s)
(S LAP) defined in a WSLA document. It is defined in detail in Definition 4.

– c ∈ C: where C = {=, <, >,≤,≥}.
– v ∈ R: the value that the SLAParameter is compared to.
– vs, ve ∈ R+, vs ≤ ve: the start and end of the validity period.

1 XPath is used to identify elements in an XML document using location path expressions to
reach a specific node or set of nodes. A node, in our work, is an element, an attribute or a text
node, reached using the nodename, @nodename and text() construct, respectively. A path
expression consists of a set of steps separated by a slash /, to represent a parent-child relation,
or double slash // to represent an ancestor-descendant relation (that is, it selects nodes from
the node that match the selection regardless where these nodes are). Predicates (inserted into
square brackets []) are used to search for a node that matches a particular value. Also two dots
.. is used to select the parent of the current node.

2 The XPath expressions have been validated using Altova XMLSpy software [13].
3 We do not need to represent WSLA’s Expression since it does not matter to the mathematical

semantics; Also, for simplicity, we are not considering nested expressions. Therefore, we do
not include logical operators in the slo definition.
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The next step is to define the SLAParameter, slap formally. As depicted in Fig. 1(b),
WSLA collects measurements at regular intervals and then applies a set of functions
over them to derive the exact slap. This allows us to define slap as:

Definition 4. A WSLA SLAParameter is a tuple slap = (M, S ch, F), where:

– M: Is a non-empty set of |M| elements. Each m ∈ M specifies a MeasurementDire-
ctive. To be defined in detail in Sec. 5.

– sch ∈ S ch: Is a schedule used by a WSLA function to collect measurements peri-
odically. sch is defined as a set of time points:

sch = {t1, . . . , tk}; t1 = s, t j+1 = t j + i, j = 1 . . . k − 2, tk = e,

where s, e are the start and end points, i is the increment in time, and k = � e−s
i � is

the number of elements in sch.
– F: For each m ∈ M, a set of functions Fm = {Fm,1, . . . , Fm,|Fm |} is defined, each

refers to a WSLA Function. This set can be empty if slap represents the value of a
single m ∈ M. To be defined further in Sec. 7.

5 Step 2: MeasurementDirective(s) Mapping

In this section, we first present MeasurementDirective types in WSLA, then we pro-
vide a mapping for each of them. TheMeasurementDirective(s)are the actual metrics
constituting the slo. These can be one of seven types, namely Status, StatusRequest,
Counter, Gauge, ResponseTime, DownTime, and InvocationCount.

Fig. 4 provides the generic structure of a MeasurementDirective. The values in
italics depend on the measurement type, all other tags remain the same. The measure-
ment type is specified in the type attribute, which affects the type of the result specified
in the resultType attribute. The structure also contains an element that refers to the
URI, from where this measurement value can be retrieved. In a model, a URI may indi-
cate the modeler to include a set of actions or state variables that convey a meaning this
URI provides. We discuss this when we present each measurement mapping.

<MeasurementDirective xsi:type="wsla:Measure type" resultType="result type">
..additional tags specifying URI name

</MeasurementDirective>

Fig. 4. General structure Measurement directives element in WSLA

We provide, in what follows, an unambiguous mapping from each MeasurementDi-
rective to a reward variable rv in SDES. We will point out the information needs to
be input by the modeler to complete this mapping.

5.1 StatusRequest and Status

StatusRequest gives 1 if the system is up and 0 otherwise, while Status gives a
true/false value[3]. This difference is not important when modeling, hence, we treat
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them identically. These measurements follow the syntax in Fig. 4 with resultType of
”integer” for StatusRequest. The URI is referred to using <RequestURI> tag.

We map this measurement as a rate reward variable that returns 1 while the system
is in an up state and 0 otherwise. If Σ∗ ∈ Σ is the set of system state under which this
SDES system is considered up, then the reward variable is:

rv =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

rvimp(a) = 0 ∀a ∈ A

rvrate(σ) =

{
1 if σ ∈ Σ∗
0 otherwise

URI usage: We propose that it refers to the status of WSDL operation.
Input modeler: The system states Σ∗ that correspond to an available system.
Evaluation Interval: WSLA retrieves this measurement at specific time instances.

Hence, it is represented as instant of time reward variable, i.e., rvint = [lo, hi],with lo =
hi & rvavg = False.

5.2 InvocationCount

WSLA defines InvocationCount as “the number of usages of an operation” [3]. That
means, it corresponds to the throughput of a service operation. Its WSLA syntax follows
Fig. 4 with resultType=”integer” and a <CounterURI> tag for specifying the URI.

The natural manner to describe this measurement in SDES is to associate an impulse
reward of value 1 each time an action a∗ ∈ A that represent the WSDL operation is
fired:

rv =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

rvrate(σ) = 0 ∀σ ∈ Σ
rvimp(a) =

{
1 if a = a∗

0 otherwise

URI Usage: Refers to include an action that represents the WSDL operation.
Input modeler: Action a∗.
Evaluation Interval: We interpret WSLA’s use of this measurement as the incre-

ment in the number of the service invocations from one reading to the next. The reward
variable should therefore be evaluated as interval of time reward variable to keep track
of the increment in invocation count, i.e., rvint = [lo, hi],with lo < hi, & rvavg = False.

5.3 Gauge

Gauge is defined in WSLA as “a non-negative integer that may increase or decrease,
and is used to measure the current value of some entity” [3]. It has a resultType of
”double” and the URI is referred to using <MeasurementURI> tag.

In essence, Gauge corresponds to the current value of a state variable, and in SDES
terms we can allow rate as well as impulse rewards to add to it. The reward definition
is then unrestricted, and the modeler can assign any rewards to the gauge. We therefore
also provide a special gauge, corresponding to a single state variable representing the
gauge value (which is the common case). Depending on the model at hand, this simpli-
fies the job of the modeler. Assume the state variable that is intended to hold the number
of particular tasks in the system is sv ∈ SV, with sv(σ) being the value of sv in a system
state σ, then the reward variable is defined as:



Formal Mapping of WSLA Contracts on Stochastic Models 125

rv =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

rvimp(a) = 0 ∀a ∈ A

rvrate(σ) =

{
sv(σ) ∀σ ∈ Σ
0 otherwise

URI usage: Hints to the addition of a state variable that performs a special function.
In the example below, noReqInQueue indicates the modeler to include a state variable
that stores the arriving requests in the model.

<MeasurementDirective xsi:type="wsla:Gauge" resultType="double">

<MeasurementURI>http://support1.com/noReqInQueue</MeasurementURI>

<MeasurementDirective>

Input modeler: Chooses or introduces a state variable svi.
Evaluation Interval: The reward variable is an instant of time variable to give the

current value of a system component, i.e., rvint = [lo, hi],with lo = hi & rvavg = False.

5.4 Counter

Counter according to WSLA “describes the relevant information to retrieve a counter
from the instrumentation of a service or managed resource” [3] and it is used to count
specific events of a service. It has a resultType of ”integer” and the URI is referred
to using <MeasurementURI> tag. We map Counter as an impulse reward variable of
an action ai ∈ A in the model:

rv =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

rvrate(σ) = 0 ∀σ ∈ Σ
rvimp(a) =

{
1 if a = ai

0 otherwise

URI usage: Hints to specify an action that performs a special function. In the exam-
ple below, ipPacketsIn hints to add an action that indicates an IP packet arrival.

<MeasurementDirective xsi:type="wsla:Counter" resultType="double">

<MeasurementURI>http://support1.com/ipPacketsIn</MeasurementURI>

<MeasurementDirective>

Input modeler: Action ai.
Evaluation Interval: The reward variable is interval of time reward variable, i.e.,

rvint = [lo, hi],with lo < hi & rvavg = False.

5.5 ResponseTime

It denotes the time between sending a request and receiving its response. The syntax
has a resultType= ”double” and the URI specified inside a <MeasurementURI> tag.

To express the response time in term of rewards, we use an additional state variable
sv ∈ SV that signals the receipt of the response. sv is initially set to 0 and can jump to 1
once only, indicating the response has been received. Then, RT (t), the probability that
the response time is less than t, is equal to the probability that the state variable is 1
at time t. Hence, the response time of an operation is determined by checking at each
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time instance if the state variable equals 1. That is: RT (t) = P(response time ≤ t) =
P(sv(σ) = 1 at time t). This is represented using a rate based reward function as:

rv =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

rvimp(a) = 0 ∀a ∈ A

rvrate(σ) =

{
1 if σ ∈ Σ∗
0 otherwise

Where Σ∗ represents all system states σ where sv(σ) = 1. If the model is closed, we
can use the state variable connected to the sending action as an indicator to whether a
response is returned back.

URI Usage: We propose it refers to the WSDL operation.
Input modeler: Introduces a state variable sv in the model to be set to 1 when the

response is received, and determine an appropriate initial state for the model.
Evaluation Interval: The reward variable is an instant of time reward variable to

check system response at this instant, i.e., rvint = [lo, hi],with lo = hi & rvavg = False.

5.6 DownTime

Downtime gives a direct reading of the total time for which the system is in a down
status [3]. Hence, the mapping is identical to Status, but measured as an interval of
time rather than an instant of time. This measurements has a resultType of ”double”.

URI Usage: Downtime does not specify any URI.
Evaluation Interval: The reward variable is interval of time reward variable to check

system down period. This means: rvint = [lo, hi],with lo < hi and rvavg = False.

6 Step 3: Schedule Mapping

After mapping each measurement m ∈ M to a specific reward variable rv ∈ RV and
determining if it is an instant or interval of time variable, we should find out what these
instants/intervals are. For that, it is of particular interest to map WSLA monitoring times
defined in the Schedule element to time in SDES. We defined WSLA schedule sch in
Sec. 4 as a set of time points:

sch = {t1, . . . , tk}; t1 = s, t j+1 = t j + i, j = 1, . . . , k − 2, tk = e

We want to map these time points on time in SDES. Since SDES has a construct rvint

that defines a single observation interval for a reward variable rv ∈ RV , we need to
define a set {rvint} that contains multiple observation intervals for each reward variable:

{rvint} = {rvint j = [lo j, hi j]}, lo j, hi j ∈ R+, j = 1, . . . , k

Because the reward variable rv ∈ RV could be either instant or interval, the boundaries
lo j, hi j of each rvint j will vary accordingly.

In case m ∈ M is mapped as an instant of time reward variable, then lo j = hi j in each
observation interval rvint j . Hence, t j ∈ sch, j = 1, . . . , k is mapped as a set of instant of
time observation intervals. We write this as a set: {rvint} = {[t j, t j]}, j = 1, . . . , k.
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However, if m ∈ M is mapped as interval of time reward variable, then lo j < hi j in
each observation interval rvint j . In this case, t j ∈ sch, j = 1, . . . , k, is mapped as a set
of interval of time observation intervals, each interval is between two sequential time
points in sch. We write this as the set: {rvint} = {[t j, t j+1]}, j = 1, . . . , k − 1.

7 Step 4: Function(s) Mapping

In WSLA, a MeasurementDirective is used as the basis for performing other WSLA
computations to produce the top most metric that represents the requiredSLAParameter.
These computations are done through Function(s). WSLA defines a set of 17Function
types in its standard specification. Each one corresponds to either series constructors
(like TSConstructor), series manipulation functions (like Span), arithmetic functions
(like Plus), or statistical functions (like Mean). These Function(s) can be applied on a
MeasurementDirectiveor on other Function(s) to obtain the exact SLAParameter.

WSLA rarely depends on a single measurement m ∈ M to represent an SLAParamet-
er, slap. Rather, it applies a set of functions Fm = {Fm,1, . . . , Fm,|Fm |} on m, where the
function Fm,i, i = 1, . . . , |Fm| is the i-th function to be applied on m. The functions in
Fm set could be any of the aforementioned function types. However, from our observa-
tion of existing WSLA contracts [3,14,15], we have obtained a common order in which
function types are applied described in the following steps:

1. Firstly, WSLA applies a time series function (TSConstructor)4 to create a time
series that collects measures of m by the use of a schedule sch. Hence, Fm,1 is the
TSConstructor function and its output is a series of measurements:

{m(t1), . . . ,m(tk)}, {t1, . . . , tk} ∈ sch,

where m(t j) is the measurement m at time t j, j = 1, . . . , k.
2. Then, a function Fm,2 is applied on this series so that a single output is produced5.
3. Finally, additional functions can be applied so that the exact slap is obtained.

We need to map WSLA functions on SDES. The mapping is provided for each of the
steps described earlier as follows:

1. Since the measurement is mapped as an rv and the schedule is mapped as {rvint},
then the time series constructor function in SDES evaluates the reward variable
rv ∈ RV for each evaluation interval in {rvint}. This can be expressed as a set:
{rv(t1), . . . , rv(tk)}, where rv(t j) is the reward variable with the evaluation interval
rvint j = [t j, t j] in case of instant of time reward variable, and rvint j = [t j, t j+1] in
case of interval of time reward variable. In SDES, each rv(t j) can be thought of as
a random variable Xtj : Σ → R. Accordingly, we can write the previous set as a set
of random variables as follows:

{Xt1 , . . . , Xtk }
4 We refer to the formal semantic of WSLA functions , measurements, and schedules by empha-

sizing them to differentiate them from the XML tag.
5 Except for series constructors functions that return a series instead of a single value.
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2. The function Fm,2 is applied on the above set of random variables. Due to space
limitations, we are not providing an exact mapping of each WSLA function, rather,
we generally describe how these functions are applied on the set. Any function over
a set of random variables results in a new random variable whose probability dis-
tribution is determined by the probability distribution of each random variable[16].

XFm,2 = Fm,2(Xt1 , . . . , Xtk )

3. The rest of functions Fm,3, . . . , Fm,|Fm | in the set Fm will be applied in sequence.
This also results in a new random variable each time a new function is applied.

XFm,i = Fm,i(XFm,i−1 ), i = 3, . . . , |Fm|

The random variable XFm,|Fm | that results from applying the last function Fm,|Fm | ∈ Fm,
represents the value of slap.

It should be noted that some WSLA functions applied on a set of measurements
specify an additional operand called Value. For example, the Value element in the
Span function specifies the value the function counts the occurrence of inside the set.
Hence, we can write these WSLA functions as: Fm,2(m(t1), . . . ,m(tk), o), o ∈ R, where
o is the value the function is looking for. The WSLA location for o value (for Span
in particular) is specified in Table 1. Accordingly, we can write these functions after
mapping to SDES as: Fm,2(Xt1 , . . . , Xtk , o), o ∈ R.

8 Step 5: SLO Result

In the previous section, we describe how the mapping of all functions Fm results in a
single random variable XFm,|Fm | that represents SLAParameter, slap. Hence, the random
variable Xslap can be defined as:

Xslap � XFm ,|Fm |

Depending on this random variable, an slo is evaluated. This is done by performing a
comparison of type c of Xslap against a value v (as defined in Sec. 4). For example if
c =′≤′ then we can write the probability that an slo is met as: P(slo) = P(Xslap ≤ v)

Note that vs and ve of the validity period specified for an slo have often the same
value as s and e for the schedule sch defined within the slap. Thus, vs and ve are implicit
in the definition of sch and hence all values of slap are already between vs and ve.

9 Case Study

In this section, we present an example of a system modeled using a specific SDES
model, namely Stochastic Activity Networks (SAN) [17]. We first describe the system,
then give the mapping of the associated WSLA contract, and provide some discussion.
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9.1 System Description

The example described here is a stock quote service that fits with the WSLA contract
in Fig. 2. When a user requests a quote, the system puts the request in a queue and then
checks its value. Next, it creates a response that waits in another queue before being
sent back to the user. Checking the stock value may fail, in which case the requests wait
in the queue until the system is up again. As described by the WSLA contract of Fig. 2,
the provider offers the service in the last week of the year with high availability: down
time should be less than ten minutes.

The service provider wants to predict the probability with which the system meets its
SLO. For that, we are mapping WSLA on an SDES model (SAN in our example) of the
described service. As we described earlier, the modeler is responsible for creating parts
of the model but since web services are described using WSDL, hints from WSDL and
WSLA files could be useful for the modeler. For example, in our WSLA contract, the
SLAParameter is defined for the GetQuoteWSDL operation and a StatusRequest is
used as a MeasurementDirective. This implies, according to Sec. 5.1, that the model
should have an action (SAN activity) that represents this operation, and the modeler
should specify how the system goes down (how the getQuote operation fails). An
automated mapping from WSDL to a Petri Net model is possible according to [18], but
we did not exploit this yet in our approach.

The SAN model of the system is illustrated in Fig. 5(a). The system up/down states
are described using a single token in S ysAlive and S ysDead places respectively. The
modeler can choose alternatives or more detailed failure behaviours, such as system
resources (CPUs) that run out. Our model alternates between the up/down states through
activities Repair and Fail. All activities in the model have an exponential distribution,
their rates (except for failure rate) are shown in the figure along with the proposed
system’s initial state (which is also chosen by the modeler).

#Users=5

#QuoteChecked =0#QuoteRequested =0

Rate=1

Rate=1

SysDeadSysAlive
Fail

Repair

GetQuote

SendQuoteUsers RequestQuote

QuoteRequested QuoteChecked

#SysAlive=1 #SysDead=0

Rate=1 Rate=1

(a) SAN model of the Quote service
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Fig. 5. Stock Quote service

9.2 Mapping WSLA to SDES

We now illustrate the application of the five steps mapping process defined in Sec. 3.
Step 1: Defining WSLA Semantics (refer to Sec. 4) slo elements along with their

correspondences in the WSLA contract (Using Table 1), are given in Definition 3:

ContinuousDownTime = (slap, c, v, vs, ve) = (CurrentDownTime, <, 10, 0, 10080),
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Also, from Definition 4 we see that CurrentDownTime is represented by (M, S ch, F).
From the contract we obtain one measurement m ∈ M and a set of two functions Fm

applied on it, and a schedule sch ∈ S ch as follows:

– m = StatusRequest
– Fm = {FS tatusRequest}={TSConstructor, Span}
– sch = availabilityS chedule = {0 . . .10080}

We note that the WSLA start and end time point are specified in DateTime, while the
increment is specified using elements like Hour, minutes and seconds. This allows
us to use the increment unit as the unified unit of time in our model. We also set the
start time to zero, and the end time as the subtraction of the start and end dates. In our
example, the increment time unit is minutes, hence the start time point is 0 and the end
time 10080 is obtained by expressing 7 days in minutes. The parameters vs and ve in
Definition 3 can be obtained in similar manners, resulting in vs = 0 and ve = 10080.

Step 2: MeasurementDirective Mapping (refer to Sec. 5.1) StatusRequest is mapp-
ed as instant of time rate reward variable, where the modeler needs to define Σ∗, the
system up states. In our model, this equates to the place SysAlive containing 1 token:
Σ∗ = {σ : S ysAlive(σ) = 1}.

Step 3: Schedule Mapping (refer to Sec. 6.) Since StatusRequest is an instant of
time reward variable, the model needs to provide instant of time results at the following
points in time: {rvint} = {[0, 0], [1, 1], . . . , [10080, 10080]}. (obeying SDES notational
conventions)

Step 4: Function(s) Mapping (refer to Sec. 7) We identified the two functions
present in the WSLA contract in Step 1 above. The time series function FS tatusRequest,1 =

TSConstructor is mapped to a set of random variables {Xt1 , . . . , Xtk }, that represents the
reward variable at each time instant. In our example, the random variables’ state space
is {0, 1}, since the system can be either up (1) or down (0). Thus, for j = 1, . . . , k:

Xtj =

{
1 if system is up at time t j

0 if system is down at time t j

The Span function FS tatusRequest,2 = Span, counts the number of consecutive random
variables with an identical value, which is 0 in our example (refer to the last paragraph
in Sec. 7). For j = 1, . . . , k, the j-th element of the Span function then is:

[Span(Xt1 . . . Xtk , 0)] j =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

u if Xtj = 0 ∧ . . . ∧ Xtj−u+1 = 0 ∧ Xtj−u = 1, with 0 < u < j
0 if Xtj = 1
j otherwise (that is, Xt1 = 0, . . . , Xtj = 0)

The SLO is satisfied if all Span values for j = 1, . . . , k are smaller than the agreed
value v=10 (see Step 1). So, XS pan can be defined as the maximum over all elements
[Span(Xt1 . . . Xtk , 0)] j.

Step 5: SLO result (refer to Sec. 8.) The service level agreement is evaluated using
the random variable XS pan, that is: P(slo) = P(Xslap < 10) = P(XS pan < 10).

We ran experiments using the terminating discrete event simulation in the Möbius
modeling tool [10]. We set the repair rate to 1 and varied the failure rate from 0 to
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1 to discover how this will affect SLO satisfaction. We run the simulation for at least
100 replicas and count how many of the replicas have a span function value less than
10 (following the definition of XS pan in Step 4 above). We found out, as depicted in
Fig. 5(b), that for failure rates more than 0.1, a significant drop in SLO satisfaction is
predicted.

9.3 Discussion

The above case study demonstrates that an effective mapping from WSLA to SDES is
possible and software tools such as Möbius [10] can be used to obtain the desired reward
metrics using discrete-event simulation. However, these tools are not designed to com-
pute functions over random variables, such as the WSLA span function. To determine
the probability an SLO will be met, we therefore needed to save results for each replica
(corresponding to one realization of the time series Xtj for j = 1, . . . , k), and compute
the span function afterwards. Note also that although our mapping solution aimed at
allowing numerical solutions, numerical solution of the WSLA metrics (instead of de-
riving them using discrete-event simulation) can be expected to be prohibitively difficult
in many cases. This is especially the case if the joint distribution of {Xt1 , . . . , XtK } needs
to be derived (where the random variables Xtj are not independent), such as is the case
for the WSLA span function. In any case, in the next phase of our research, we plan to
develop a tool support to augment existing modeling tools with support for all WSLA
functions. It should be noted also that in our approach, the reward variable has to be
solved for every instant when an observation is made which makes the model expensive
to solve. In our example, the Möbius tool took one hour to complete a simulation run
of 100 replicas using a single 2.19 GHz processor. This run solve the reward variable
for 10080 instants specified in a week validity period. Running time will be longer if
we solve for each minute in a one month period as specified in the original example [3].
This raises the problem of scalability that will be investigated more in the future.

10 Conclusion

In this paper, we investigated if WSLA can be used for model-based prediction of SLA
compliance, or, to be more precise, if WSLA can serve as a specification of reward
metrics in a stochastic model. The process of translating from WSLA to reward vari-
ables in Stochastic Discrete Event Systems developed in this paper includes defining
the semantics of WSLA elements in terms of stochastic processes, a mapping on SDES
reward variables of the WSLA measurements, their evaluation intervals, and associated
functions. The outcome of this mapping is a prediction of the probability of comply-
ing to the service level objective. The presented translation process establishes a basis
to implement a mapping from WSLA to SEDS reward metrics that is as automated as
much as possible. The paper shows that there is potential in deriving predictive models
from WSLA specifications, and we are therefore pursuing further efforts to complete
our tool support for predictive modeling based on WSLA, thus further simplifying the
definition of predictive models for web service engineers.
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Abstract. Peer-to-peer botnets, as exemplified by the Storm Worm,
and the spreading phase of Stuxnet, are a relatively new threat to secu-
rity on the internet: infected computers automatically search for other
computers to be infected, thus spreading the infection rapidly. In a recent
paper, such botnets have been modeled using Stochastic Activity Net-
works, allowing the use of discrete-event simulation to judge strategies for
combating their spread. In the present paper, we develop a mean-field
model for analyzing botnet behavior and compare it with simulations
obtained from the Moebius tool. We show that the mean-field approach
provides accurate and orders-of-magnitude faster computation, thus pro-
viding very useful insight in spread characteristics and the effectiveness
of countermeasures.

Keywords: mean-field approximation, simulation, differential equations,
peer-to-peer botnet spread.

1 Introduction

A peer-to-peer botnet can be seen as a very large population (possibly all com-
puters in the Internet) of interacting components (peers), where infected nodes
infect more and more other computers. Due to the large numbers of (potentially)
active components, the analysis of the spreading speed of such large-scale sys-
tems is time consuming and computationally expensive. Recently, a stochastic
model for the growth of peer-to-peer botnets was introduced in [16]. The model
is a Stochastic Activity Network (SAN) [17] with an unbounded number of to-
kens per place, hence, no solutions can be obtained analytically. The authors
of [16] simulate the model with the Moebius toolset [7] to gain insight into the
effectiveness of defense strategies. Although such simulation is possible, it is very
time-consuming and does result in statistical uncertainties.

Recently, much work has been done on the analysis of large populations of
interacting objects. Markovian Agents have been used to predict the propa-
gation of earth quake waves [5] or the behavior of sensor networks [11]. The
dissemination of gossip information [1] and disease spread between islands [2]
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was analyzed using mean-field approximation. Hybrid approaches, combining
mean-field and simulation, have been proposed for general systems of interact-
ing objects [14], but also to predict predator and prey behavior [13]. Ordinary
differential equations (ODEs) have been used to analyze the behavior of intracel-
lular signaling pathways [4] and together with PEPA for epidemiological models
[6]. Note that the relationship between the different techniques is currently not
well investigated; what all have in common is that they provide an approach to
deal efficiently with very large numbers of similar interacting objects.

Out of the many available approaches, in this paper we limit ourselves to
mean-field analysis and the direct derivation of ODEs from the SAN. The Marko-
vian agent approach was deemed less suitable here, because it explicitly takes
into account locality (i.e., the amount of interaction between entities depends on
their location), which is not present in the botnet model studied in [16]. We also
have not explicitly tried the approach of deriving ODEs from PEPA, as done
in [3]; however, due to similarities among the methods, we expect the resulting
ODEs to be the same as the ones we obtained.

While in this paper we are not directly interested in obtaining new insights on
botnet behavior, our goal is to show how a quicker analysis method can be used
to obtain different measures of interest that cannot be obtained using simulation.
We use a model based on the one developed in [16] in order to compare simula-
tion and mean-field approximation. The comparison shows that the mean-field
method is much faster than simulation, therefore it allows to address more com-
plicated and resource consuming questions, such as the dependency of botnet
spread on several parameters. We explore the speed-up, and show that it can be
used it to obtain more insight into the botnet behavior, by taking into account
costs for running antimalware software and costs that occur due to computers
being infected. Furthermore, we discuss the differences between the mean-Field
method and simulation and the resulting suitability in different settings.

For completeness, we point out that the spreading phase of the botnet is quite
similar to worm propagation, of which several studies using differential equations
have been published. For example, [8] briefly introduces a simple model of worm
behavior and compares results with the real measured data, while the main focus
of the paper is on the discussion of the different types of worms. The authors of
[9] use Interactive Markov Chains to calculate simple bounds of the infected pop-
ulation size and compare results with simulation. A density-dependent Markov
jump process model and hybrid deterministic/stochastic model for Random Con-
stant Scanning worm are presented in [15]. A continuous-time approximation of
process-algebra models is used in [3] for analysis of the worms spread.

The paper is further organized as follows. In Section 2 we develop a model
describing the behavior of an individual computer in a botnet. In Section 3
the mean-field approximation method is applied to the botnet spread model.
The mean-field results and the simulation results obtained from Moebius are
compared in Section 4. In Section 5 the full potential of the mean-field method
in consequence of the attained speedup is explored. In Section 6 the applicability
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of other large-scale analysis methods to the botnet spread model is discussed.
The conclusions and future work are discussed in Section 7.

2 Model of the Botnet Behavior

A Stochastic Activity Network (SAN) model was introduced for Peer-To-Peer
botnets in [16]. It models how the infection spreads through an infinite popula-
tion of computers. The model closely reflects the states a computer goes through
after the initial infection has taken place. The original SAN model consists of: (i)
one place for each phase of infection a system can be in, that can each hold an un-
bounded number of tokens, representing the number of computers per phase, and
(ii) transitions, which move tokens from place to place, as the infection spreads.
The SAN model represents the entire population of infected computers, hence,
the number of computers in each state (phase) can be directly derived from the
model. However, as the population of computers can be very large or even infi-
nite, it is only possible to derive measures of interest from the SAN model using
simulation. This is very time consuming and computationally expensive. Using
mean-field analysis, it is possible to compute performance measures of a large
population of identical components in a very efficient way. For this, a model is
needed which reflects the individual behavior of a single computer. We develop a
continuous time Markov chain (CTMC) model for the behavior of an individual
computer based on the SAN model from [16], as follows.

Fig. 1. CTMC for an individual computer

Each place in the SAN model is also represented in the CTMC model as
an individual state, however, an additional state is added, that represents a
computer which is not infected yet. The CTMC model is depicted in Figure 1
and the corresponding transition rates can be found in Table 1.
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Table 1. Transition rates for the CTMC of a single computer

k1 RateOfAttack·ProbInstallInitialInfection

k∗
1 Rate depends on k1 and the environment

k2 RateConnectBotToPeers·ProbConnectToPeers

k3 RateConnectBotToPeers·(1-ProbConnectToPeers)

k4 RateSecondaryInjection·ProbSecondaryInjectionSuccess·(1-ProbPropagationBot)

k5 RateSecondaryInjection·ProbSecondaryInjectionSuccess·ProbPropagationBot

k6 RateSecondaryInjection·(1-ProbSecondaryInjectionSuccess)

k7 RateWorkingBotWakens

k8 RateWorkingBotSleeps

k9 RatePropagationBotWakens

k10 RatePropagationBotSleeps

k11 RateInactiveWorkingBotRemoved

k12 RateActiveWorkingBotRemoved

k13 RateInactivePropagationBotRemoved

k14 RateActivePropagationBotRemoved

A computer which is not infected yet enters the InitialInfection state with
rate k∗

1 and it becomes initially infected. Then, it connects to the other bots
in the botnet, downloads the next part of the malware and possibly moves to
state ConnectedBot with rate k2. If the computer for any reason is not able to
download the malware it returns to the state NotInfected with rate k3.

After downloading the malware, the computer joins the botnet as either Inac-
tiveWorkingBot or as InactivePropagationBot with rates k4 and k5, respectively.
If downloading the malware is not possible, for example, because the connection
has failed, the computer moves back to the NotInfected state with rate k6. Once
the bot becomes either an InactiveWorkingBot or an InactivePropagationBot it
never switches between Working or Propagation bot. In order not to be detected,
the bot is inactive most of the time and only becomes active for a very short
period of time. Transitions from InactivePropagationBot to ActivePropagation-
Bot and back occur with rates k7 and k8, respectively. The transition rates for
moving from InactiveWorkingBot to ActiveWorkingBot and back are denoted
k9 and k10, respectively.

The computer can recover from its infection, e.g., if an antimalware software
discovers the virus, or if the computer is physically disconnected from the net-
work. It then leaves the InactivePropagationBot or the ActivePropagationBot
state and moves to the NotInfected state with rates k11, k12, respectively. The
same holds for the working bots ; the transition rates from InactiveWorkingBot
and ActiveWorkingBot are k13, k14, respectively.

The transition rates in the SAN model are marking dependent, e.g., the rate
of moving from state s1 to state s2 linearly depends on the number of computers
in state s1. The transition rates for the CTMC model of the single computer,
as proposed here, are constant, with the only exception of k∗

1 , which depends
on the number of active propagation bots in the environment; seen from this
perspective this CTMC is a non-homogeneous CTMC.
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The CTMC model consists of seven states (S1, .., S7), where each state from
the state space S = {NotInfected, ...,ActiveWorkingBot}, |S| = 7, represents a
certain phase of the infection of a single computer. The rate matrix R of the
CTMC is written as:

R =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 k∗
1 0 0 0 0 0

k3 0 k2 0 0 0 0
k6 0 0 k4 0 k5 0
k11 0 0 0 k7 0 0
k12 0 0 k8 0 0 0
k13 0 0 0 0 0 k9

k14 0 0 0 0 k10 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)

The |S| × |S| generator matrix Q is given as follows: Qs1s2 is equal to the
transition rate Rs1s2 to move from the state s1 to the state s2 and Qss is equal
to the negative sum of all the rates in row s. The only exception is the rate k∗

1

to move from the NotInfected state (S1) to the InitialInfection state (S2). As
discussed above, this rate depends on k1 and on the number of computers in
the ActivePropagationBot state, but it should not depend on the total number
of computers in the environment. We provide an expression for k∗

1 in the next
section.

In the following, we use the mean-field method to model and study the popu-
lation of computers in a network that can possibly be infected, assuming that all
computers behave individually according to the CTMC model described above.
We leave the discussion of actual parameter values to Section 4.

3 Mean-Field Approximation

The mean-field method allows to compute the exact limiting behavior of an
infinite population of identical components, and suggests an approximation when
the number of components is sufficiently large. The global idea of the method is
to describe the behavior of the infinitely large population (overall behavior) via
the average behavior of the individual components, which are indistinguishable.
Both the overall behavior of the population and the individual behavior of a
single component are modeled as a Markov chain, where the transition rates in
the overall Markov model depend on the number of components in each state,
but not on the total number of components in the system.

Previously we discussed the CTMC (see Fig. 1) and the corresponding state
space S which describes the behavior of a single computer in the botnet. The
overall behavior of the population of N computers is then given by a CTMC
with a state space of size |S|N . This can be lumped due to the identicality of the
computers’ behavior, and then described by the number of computers in each
state s ∈ S at time t, i.e., by M(t) = (M1(t), M2(t)...M|S|(t)), where Ms(t) is
the number of computers in state s.

Recall that the generator matrix Q, as discussed in the previous section, has
one transition rate that depends on the environment: k∗

1 . We can now express
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this k∗
1 in terms of M(t) from the overall CTMC, as follows. The total rate

of infections produced by all bots that are in the active propagation state is
k1 ·M7(t). These infections are spread out randomly over all not-yet infected
computers, of which there are M1(t)1. Hence, the infection rate k∗

1 perceived by
each individual computer is given by the ratio:

k∗
1(M(t)) =

k1 ·M7(t)
M1(t)

. (2)

The above equation completes the definition of Q and, hence, allows to build a
complete mean-field model. Given a population of N computers, we denote the
fraction of objects in an arbitrary state s at time t as ms(t) = Ms(t)/N , where 0 ≤
m(t) ≤ 1 is the normalized occupancy vector m(t) = (m1(t), m2(t)..., m|S|(t)),
which does not depend on N . The generator matrix Q(m(t)) for the normalized
vector m(t) is the same as Q(M(t)) for the unnormalized vector, since its compo-
nents depend only the ratios of the vector elements.

We apply the mean-field method for the overall system using Theorem 1
from [10], which states that the normalized occupancy vector m(t) of the overall
behavior tends to be deterministic in distribution and satisfies the following
differential equations when N tends to infinity:

dm(t)
dt

= m(t)Q(m(t)). (3)

The system of equations describing the population behavior in the botnet then
equals: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ṁ1(t) = k3m2(t) + k6m3(t) + k11m4(t)
+k12m5(t) + k13m6(t) + (k14 − k1)m7(t),

ṁ2(t) = −(k2 + k3)m2(t) + k1m7(t),
ṁ3(t) = k2m2(t)− (k4 + k5 + k6)m3(t),
ṁ4(t) = k4m3(t)− (k7 + k11)m4(t) + k8m5(t),
ṁ5(t) = k7m4(t)− (k8 + k12)m5(t),
ṁ6(t) = k5m3(t)− (k9 + k13)m6(t) + k10m7(t),
ṁ7(t) = k9m6(t)− (k10 + k14)m7(t).

(4)

Note that in the above, k∗
1 is used as in (2), where the entries of the unnormalized

vector M(t) have been replaced with the corresponding entries of the normalized
occupancy vector m(t). These equations can be solved analytically, however the
closed forms are impractically large. We use the Wolfram Mathematica tool to
obtain the analytical solution. The system of ODEs (4) is applicable when N
tends to infinity. To obtain the approximation for the case when N is finite but
sufficiently large, we use the Corollary 2 from [10], which states, that:

When N is sufficiently large, the normalized state vector of the lumped pro-
cess, m(t), is a random vector whose mean can be approximated by the following
differential equation

1 Note that the above modeling decision was made to match the existing SAN model
and may not completely reflect realistic botnet spreading.
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Table 2. The setups for the different experiments. Bold font indicates difference w.r.t.
baseline experiment.

Experiments
Parameter Baseline 1 2 3 4 5 6

ProbInstallInitialInfection 0.1 0.06 0.04 0.1 0.1 0.1 0.1

ProbConnectToPeers 1 1 1 1 1 1 1

ProbSecondaryInjectionSuccess 1 1 1 1 1 1 1

ProbPropagationBot 0.1 0.1 0.1 0.1 0.1 0.1 0.1

RateOfAttack 10.0 10.0 10.0 10.0 10.0 10.0 10.0

RateConnectBotToPeers 12.0 12.0 12.0 12.0 12.0 12.0 12.0

RateSecondaryInjection 14.0 14.0 14.0 14.0 14.0 14.0 14.0

RateWorkingBotWakens 0.001 0.001 0.001 0.001 0.001 0.001 0.001

RateWorkingBotSleeps 0.1 0.1 0.1 0.1 0.1 0.1 0.1

RatePropagationBotWakens 0.001 0.001 0.001 0.001 0.001 0.001 0.001

RatePropagationBotSleeps 0.1 0.1 0.1 0.1 0.1 0.1 0.1

RateInactiveWorkingBotRemoved 0.0001 0.0001 0.0001 0.001 0.001 0.001 0.001

RateActiveWorkingBotRemoved 0.01 0.01 0.01 0.01 0.01 0.01 0.01

RateInactivePropagationBotRemoved 0.0001 0.0001 0.0001 0.001 0.001 0.001 0.001

RateActivePropagationBotRemoved 0.01 0.01 0.01 0.07 0.04 0.02 0.015

dE(mi(t))
dt

≈
∑
j∈S

E(mj(t))Qji(m(t)), i ∈ S. (5)

Considering this, the expected occupancy vector E(M(t)) is given as follows:
E(M(t)) ≈ N ·m(t), where m(t) is the solution of (4). In our experiments we
set N = 107.

4 Results

In this section we discuss the mean-field results in detail and compare them to
the simulation results we obtained from the model given in [16]. We carried out
a similar series of experiments as in [16]; the chosen parameters for all these
experiments are given in Table 2.

The simulation of the model was done using the Moebius tool [7]. Each ex-
periment covered one week of simulated time. Each experiment was replicated
1000 times; the mean values and 95% confidence intervals of the measures of
interest are shown. The initial conditions for each experiment are as follows: 200
computers are located in the place ActivePropagationBots in the SAN, and all
the other places are empty. Note that the simulation results shown here differ
from those in [16]. Together with the authors of [16] we found a small mistake in
the simulator settings they used: because the rates in the SAN model are mark-
ing dependent, a flag has to be set in the Moebius tool to ensure that the rates
are updated frequently. Not setting this flag can result in inaccurate numbers of
propagation bots, as illustrated below in Figure 2.

We use Mathematica [18] to obtain solutions for the set of differential equa-
tions (4) coupled with the transition rates from Table 2. To obtain the same
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initial conditions for the mean-field model as for the SAN model we need to take
the additional state in the CTMC into account. Given an overall population
of N = 107, the fraction of computers in the state NotInfected is initialized as
m1(0) = (N−200)/N , the fraction of computers in the state ActivePropagation-
Bot is initialized as m7(0) = 200/N , and the fractions of computers in all other
states are initialized as zero.

Fig. 2. Number of propagation bots over time in the Baseline experiment obtained
from Moebius simulations with and without the rates-updating flag set, as well as
obtained from mean-field approximations

Figure 2 shows the number of the propagation bots in a botnet. The number
of propagation bots (both active and inactive, states S6 and S7) has been taken
as measure of interest since they actively infect ”healthy” computers. The lower
solid line depicts the mean-field results of the Baseline experiment together with
the 95% confidence intervals of the corrected Moebius simulation. As can be
seen, the mean-field results are very accurate in this case, since they lie mostly
within the confidence intervals, even though the confidence intervals are very
narrow. The upper solid line represents the mean value of the original Moebius
simulation from [16]. Comparing the original Moebius results with the new re-
sults from the correct simulator setting, reveals that the number of propagation
bots (both active and inactive) differs from the results stated in [16]; during the
first fifty hours the unflagged simulation provides slightly lower results (about
20%), however on this scale the difference is hardly noticeable. Starting from
fifty hours, the unflagged simulation over-estimates; after a week the difference
is about 42% (754755 vs. 440073). Note that the simulation takes longer than 5
days of runtime, versus 1 second for the mean-field method. We come back to
this at the end of the section.

The goal of this paper is not to study the growth of botnets under differ-
ent conditions, but to compare the results obtained from mean-field approxi-
mation with those obtained from simulations. Hence, we compare results for a
representative selection of experiments in order to discuss the advantages and
disadvantages of both approaches.
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To investigate how a reduced infection spread would influence the growth of
botnets, Experiments 1 and 2 were done in [16]. The ”user factor” (ProbInstal-
Infection) is reduced to 60% and 40%, respectively, as compared to the Baseline
experiment to represent a lower probability of, e.g., opening infected files. The
results are, together with those from the Baseline experiment, presented in Fig-
ure 3. A logarithmic scale has been chosen for the number of propagation bots,
in order to better visualize the exponential growth. For both experiments, the
results obtained with the mean-field model are very accurate and lie well within
the confidence intervals most of the time.

Baseline experiment

Experiment 1

Experiment 2
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Fig. 3. Number of propagation bots over time in the Baseline experiment and in Ex-
periment 1 and 2 obtained from Moebius simulation and from mean-field analysis

To investigate how efficient anti-malware software can control or even stop
the botnet spread, experiments with increased removal rates were done in [16].
To make a comparison of the approaches, we conducted a series of experiments,
where the removal rate of active propagation bots varies between 0.01 and 0.1.
The mean-field approximation provides an explicit result, which in most of the
cases lies well within the 95% confidence intervals (see Figure 4).

At first sight the high accuracy of the analytical results might be surprising,
since the underlying assumption of mean-field approximation is that the num-
ber of interacting components is large. However, apparently in Experiment 3
(cf. Figure 4) the initial set of active propagation bots hardly gets a chance to
infect more computers before being disinfected themselves. In terms of the local
CTMC, it means that the transition from the state NotInfected to the state Ini-
tialInfection is taken by (almost) none of the computers. This transition happens
to be the only one whose rate depends on the environment; if we remove it from
the local CTMC, we are left with a CTMC with constant rates. With all rates
in the CTMC constant, the ODEs (4) are easily seen to be the Kolmogorov dif-
ferential equations, whose solution is the probability distribution over the states
of the CTMC as a function of time. Also, removing this transition in the SAN
simulation model reduces it to a set of many independent CTMCs. Taking the
number of markings per state as a function of time, and dividing by the total,
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obviously results in an unbiased estimate of the probability distribution of the
CTMC in the course of time. Thus, clearly the two approaches should match, as
they in fact do and this explains why the mean-field results are still accurate,
even though in this case the overall number of components is small.

Experiment 3
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Fig. 4. Number of propagation bots over time in Experiments 5, 6, 7, and 8, obtained
from Moebius simulation and from mean-field analysis

It is interesting that the confidence intervals in Experiment 6 are much nar-
rower than the ones in Experiment 3. As the average number of propagation bots
decreases over time, the confidence intervals seem to get wider on the logarithmic
scale (see Figure 4). In fact, however, the absolute width of the intervals gets
smaller, but less quickly than the estimate itself. The reason for this is that the
actual number of propagation bots always is a non-negative integer; therefore,
when the estimated average decreases much below 1, it must be the average of
many 0’s and a few 1’s (or even fewer higher integers). Such an estimate in-
herently has a large coefficient of variation; in fact, this is the main problem of
rare-event simulation, cf. [12].

Another thing to remark about these experiments, is that when the number
of propagation bots reaches 0, and there are also no bots in the states InitialIn-
fection and ConnectedBot anymore, no new infections can occur. The number of
propagation bots will then remain 0. Thus, when the graph indicates that after
a week the average number of propagation bots is about 0.01, this means that
in most (about 99%) of the simulation runs the botnet is extinct and will stay
so, while only a few runs still have some botnet activity.

In Table 3, the computer run times for the simulation and for the mean-field
computation are compared. The results were obtained on a Core-i7 processor
with 3 GB RAM and 4 cores and hyper threading. One sees that the simula-
tion can take a very long time, namely up to several days, while the mean-field
approximation is always done within one second. The difference between the
simulation time for the different experiments is due to the marking dependency
of the rates. For example, in the Baseline experiment the number of ActiveProp-
agationBots is large, hence, the rate of infection becomes very large and more
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Table 3. Time spent on simulation and mean-field approximation

Experiment Simulation mean-field

Baseline 5 d 3 h 25 min 1 sec

Exp. 1 9 h 51 min 1 sec

Exp. 2 5 h 37 min 1 sec

Exp. 3 31 min 1 sec

Exp. 4 40 min 1 sec

Exp. 5 45 min 1 sec

Exp. 6 36 min 1 sec

time is needed to simulate the resulting large number of events. The time spent
on the simulation of the experiments with lower numbers of computers involved
is reasonably smaller; however the mean-field approximation is still much faster
in all cases. In any case, the simulation times should only be taken as indications,
since the simulations were not run completely independently, but with 2, 3 or 4
of them simultaneously on a 4-core computer, so the jobs may have interfered
with each other.

5 Exploiting the Speed-Up

In the previous section we have shown how fast and efficient the mean-field
method is (cf. Table 3), and that it gives correct results. This allows us to
use the mean field method in this section to address problems which are not
feasible using simulation: (i) we study the dependence of the botnet spread on
two parameters, while the results in the previous section are only functions of
time for a given set of parameter values, (ii) and we study the behavior of the
botnet in the presence of cost constraints. The purpose of this section is to show
the difference between the simulation and the mean-field capabilities, and, at
the same time, to show the advantages of the fast analysis.

The authors of [16] used time-consuming simulation to show in a couple of
examples that there is no considerable difference in increasing the detection of
active or inactive bots (namely increasing the removal rates k11, k13 or k12, k14).
The mean-field method allows to make the analysis faster and to obtain more
information. We calculate the number of propagation bots as a function of k13

and k14 (see Figure 5). As one can see, there is no considerable difference in
a relative increase of one or the other parameter. It is known that inactive
computers are much harder to detect (increasing k13 is more difficult), therefore
the above results might be helpful for the antivirus software developers to find
the better strategy for botnet removal.

Next, we introduce a cost concept to analyze the economical side of an infec-
tion. In the following, two types of costs are considered: (i) the cost of a computer
being infected, that occurs for example due to the loss of information or produc-
tivity, and (ii) the cost of more frequent checking with antivirus software. On
one hand the number of infected computers, and hence their cost grows if com-
puters are not frequently checked. On the other hand, if computers are checked
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too often the botnet is not growing, but running the antivirus software becomes
very expensive. We analyze this trade-off in more detail in the following. We
calculate the cumulative cost as follows:

C(t0, t1, RR, D1, D2) =
∫ t1

t0
(D1 · InfBots(t, RR)+
D2 · RR · AllComp) dt

(6)

where RR is the change in removal rates k11, ..., k14 with respect to the rates in
the Baseline experiment, i.e. k11 = RR ·k11,baseline and similarly for k12, k13, k14;
D1 is the cost of infection; InfBots(t, RR) is the number of infected computers
for a given RR, at time t, including active and inactive working and propagation
bots; D2 is the cost of one computer being checked, which probably is much
lower than the cost of infection (D1); AllComp is the number of the computers
in the system. We calculate the cumulative cost of the system performance for
three days. For RR from the interval [0.001; 5] we calculate the cost as a function
of time for given D1 and D2. Results are depicted in Figure 6 and, one can see,
that the cost grows exponentially with time and quite linearly with decreasing
RR if the computers are not checked frequently (for the RR between 0 and 1).
However, if antimalware software is used too often (RR above 2), the cost grows
linearly with RR.

Fig. 5. Number of propagation bots
for (k13, k14) ∈ [8 · 10−5; 10−3] × [8 ·
10−3; 10−1] at time T = 3days, all
other parameters are the same as for
Baseline experiment (see Table 2)

Fig. 6. Cost of the system performance
for D1 = 0.01, D2 = 4 · 10−5

We see that the mean-field method can be easily used for finding the removal
rates which minimize the cost at a given moment of time. It can help network
managers with careful decision-making, based on the situation at hand. Even
though not all parameters might be known in reality, such analysis can help to
obtain a better understanding of the characteristics of botnet spread.

In this section we studied different aspects of botnet spread and gained a
deeper understanding of the trade-off which occurs when costs are induced. The
set of problems discussed in this section demonstrates the efficient application
of the mean-field method. One can think of other questions to address, however
our aim was to show the potential of the method by addressing problems which
can not be solved using simulation.
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6 Variations of the Method

As an alternative to the method described in Section 3, we also applied a discrete-
time approximation to the model. The uniformisation of the CTMC was done
and the corresponding DTMC for the single node behavior was obtained. We
used the mean-field convergence theorem from [1] to obtain the approximation.
As was expected, the results for discrete time approximation are identical to the
results for the continuous time approximation, and therefore omitted here.

In [4], a method is proposed to systematically derive a set of ordinary dif-
ferential equations governing the concentrations of reactants in (bio)chemical
systems. This approach can also be applied to the botnet model, by interpreting
each of the 7 states as a chemical ”reactant”, and each transition between the
states as a ”chemical reaction”. The concentrations then represent the fraction
of all computers that are in that particular state; the method allows sufficient
freedom in the dependence of the reaction rates on the concentrations to fit the
botnet model. Applying the systematic method from [4] to this model results in
a set of ODEs that is identical to the equations (4) which we derived using the
mean-field approximation.

It turns out that there is a good explanation for the match between this
ODE method and the mean-field approximation. The main premise in mean-
field analysis is that there is a large number N of identical entities (computers
in the botnet case), of which some number are in each state. The quantity of
interest then is the fraction of the entities that is in each state (the vector m(t)).
Now, a concentration in the (bio)chemical context of [4] is also a fraction, namely
the fraction of all molecules that are of a certain type (assuming that the number
of solvent molecules far exceeds the others, so that the total number of molecules
is practically constant). With this interpretation, the two methods are identical.
The main difference between the two methods is that in mean-field analysis, the
total number of entities is called N and is explicitly taken in the limit to infinity.
In contrast, this limit is not made explicit in the (bio)chemistry ODE method;
this may be justified by the typically extremely large number of molecules in
chemical systems (cf. Avogadro’s number).

A similar argument holds for ODEs derived from a PEPA model, as done
in [3]. The PEPA model describes a large CTMC, which in fact models many
identical computers, each of which can be in one of a small number of states. For
deriving ODEs, only the total number per state is taken into account. These total
numbers are then treated as continuous rather than discrete variables, which is
equivalent to setting the total number to infinity. Although we did not explicitly
do so, it is clear that this PEPA-based approach to our botnet model would
again result in the same set of ODEs.

7 Conclusion

In this paper, we have compared different approaches for evaluating a Markov
model for peer-to-peer botnet spreading.
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We have shown that the mean-field approach is much faster than simulation,
taking about 1 second instead of minutes to days of computation time. The
results from the mean-field analysis match those from the simulation very well,
being mostly inside the 95% confidence interval.

Due to the speed-up of the mean-field method we have been able to address
various questions which cannot practically be answered with simulation, such
as questions involving cost trade-offs; this is useful in typical engineering appli-
cations. We also considered several other approaches that can be used for the
analysis of large-scale systems, such as automatically deriving ODEs and deriv-
ing ODEs from process algebra models, and found them to be equivalent to the
mean-field approach.

In general, the mean-field method is only a first-order approximation to the
real Markov chain model, which becomes better as the number of entities in-
volved increases. However, in the present model we did not observe any signif-
icant difference between the mean-field results and the simulation results. In
contrast to the mean-field approximation, the precision of the simulation results
suffers when the mean number of bots being estimated, becomes close to zero.
This is because the standard deviation does not go to zero as fast as the mean
value. Note that this is, in fact, the problem that rare-event simulation addresses.

The present research shows the usefulness of the mean-field approach, as it
is able to provide very accurate results very quickly. However, even in cases
where mean-field results are less accurate for small population numbers, it can
be useful as a quick check of the simulation. In fact, the simulator setting problem
discussed in Section 4 was found due to the mismatch with the mean-field results.

Future work will involve further exploration of the conditions under which
mean-field results are correct. As noted above, even when the number of entities
involved was small, our mean-field results remained correct, and we could explain
why this was the case. Presumably, more general conditions for such correctness
can be found.
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Abstract. The divergence between processor and memory performance
has been a well discussed aspect of computer architecture literature for
some years. The recent use of multi-core processor designs has, however,
brought new problems to the design of memory architectures - as more
cores are added to each successive generation of processor, equivalent im-
provement in memory capacity and memory sub-systems must be made
if the compute components of the processor are to remain sufficiently
supplied with data. These issues combined with the traditional problem
of designing cache-efficient code help to ensure that memory remains an
on-going challenge for application and machine designers.

In this paper we present a comprehensive discussion of WMTools - a
trace-based toolkit designed to support the analysis of memory allocation
for parallel applications. This paper features an extended discussion of
the WMTrace tracing tool presented in previous work including a revised
discussion on trace-compression and several refinements to the tracing
methodology to reduce overheads and improve tool scalability.

The second half of this paper features a case study in which we apply
WMTools to five parallel scientific applications and benchmarks, demon-
strating its effectiveness at recording high-water mark memory consump-
tion as well as memory use per-function over time. An in-depth analysis
is provided for an unstructured mesh benchmark which reveals signifi-
cant memory allocation imbalance across its participating processes. This
study demonstrates the use of WMTools in elucidating memory alloca-
tion issues in high-performance scientific codes.

Keywords: Memory, Multi-core, Tracing, Analysis.

1 Introduction

In the forty-five years since Gordon Moore predicted the rate at which proces-
sor transistor counts would increase, the performance of individual processors
found in large supercomputing machines has grown by over four orders of mag-
nitude. The designers of supercomputers have used this property, coupled with
increased machine scale, to deliver exceptional improvements in compute per-
formance with each successive generation of machine. The performance offered
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by such machines, augmented with developments in parallel algorithms, has cre-
ated significant opportunities in a variety of scientific domains. In many cases, a
limiting factor in the rate of improvement has been the availability of sufficient
Random Access Memory (RAM) to house the required application datasets.

Historically, the divergence between processor compute performance and mem-
ory access time, the so called “memory wall” [13], has been regarded as one of
the greatest concerns in computer architecture. However, the use of multi-core
processors is presenting several additional memory-related challenges. The most
immediate of these to be felt by users of large parallel scientific codes has been the
decrease in available memory per-core - a result of the rapid growth in processor
core density without matched improvement in memory capacity. More subtle,
but nonetheless as important, has been increasing memory latency, a product
of increased contention for memory access which results from having additional
cores access memory through a single memory sub-system. As the High Perfor-
mance Computing (HPC) industry looks to the future, these problems look set
to become more problematic - additional cores in the form of graphics processing
units (GPUs) will introduce memory placement to the list of the concerns as well
as placing a severe limits on memory capacity per processing element.

Traditionally, strong scaling - the practice of using additional processors to
solve a fixed problem size - has been a technique to address any lack of available
memory. In general, this is typically successful if the problem is implemented to
decompose of the available processing cores. However, where data is static or de-
composes poorly this approach can yield disappointing or even negative results.
The authors of [7,8] illustrate how rank-to-rank communication buffers within
middleware, specifically the Message Passing Interface (MPI), can consume in-
creasing volumes of memory at scale. Although solution to these problems have
been engineered [6], the solution has yet to be generally adopted.

Memory, therefore, continues to pose a challenge in the design and optimisa-
tion of parallel algorithms which must scale. Understanding how an application
requests, utilises and frees memory during execution and how these requests re-
late to the design of the underlying algorithm, remains a key activity associated
with application design. If memory requirements across an application work-
flow can be sufficiently understood, opportunities may be created to reduce the
memory configuration of a machine during procurement, reducing initial capital
expenditure or permitting execution over fewer processor cores.

In this paper we introduce WMTools, a toolkit designed to support the anal-
ysis of memory utilisation for parallel applications. This framework consists of
the WMTrace memory tracer, a dynamic shared library which requires no source
code modification, and a parallel analysis tool for interpreting trace data post-
execution. The tools are intended to provide sufficient information to developers
to enable the diagnosis of memory allocation over time and by application func-
tion. By comparing traces from multiple scales of application run developers
are aided in diagnosing which memory allocations scale in size and which are
likely to prevent scaling. Such analysis is a vital precursor to the optimisation
of application memory utilisation - a key area of focus for the design of parallel
applications.
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The specific contributions of this work are:

– Presentation of WMTools, a new lightweight toolkit based on application
tracing. The distinguishing features of this tool are the ability to record
memory allocation traces combined with temporal and stack information
without the introduction of significant overhead. This data is sufficient to
identify peak memory usage and analyse memory usage over time, on a per
function basis, for a set of parallel tasks;

– Profiling and tracing of five established scientific applications and bench-
mark codes using WMTools. The five codes are selected to cover a variety
of programming languages and scientific domains reflecting the generality of
our approach and its ability to scale to applications of varying size. In par-
ticular we are able to utilise WMTools in assessing memory allocations for
these codes with increasing problem size and core count demonstrating how
application developers may choose to use our toolkit in identifying potential
scaling bottlenecks;

– Detailed application analysis for the unstructured-mesh engineering bench-
mark, phdMesh. We demonstrate the identification of maximum and min-
imum high-water marks for the benchmark, indicating a load imbalance;
memory use over time, showing high memory use during initialisation but
crucially not during the main body of execution; and finally a breakdown of
memory use by function at minimal and maximal high-water marks as the
number of processor cores is scaled.

The remainder of this paper is structured as follows: in Section 2 we catalogue
a short list of previously reported memory analysis tools and summarise tech-
niques which are relevant to this work; Section 3 contains the presentation of our
tracing tool, WMTrace; a case study applying our tool to analysing the memory
allocation behaviour of several industry standard applications and benchmarks
is described in Section 4; in Section 5 we present a more in-depth investigation
into a single code, via information obtained with WMTrace; finally, we conclude
the paper with a summary of our findings in Section 6 and identify areas for
further work.

2 Related Work

Memory has the potential to be a significant bottleneck for HPC centres - in
many cases a lack of memory capacity can act to place a limit on scientific deliv-
ery and in-sufficient attention to memory use can be a contributor to poor code
performance. Due to this, a collection of tools already exist to assist developers
in analysing application memory usage and management within their code.

The main distinction between memory tracing tools is the level of analysis
performed and the granularity of the data collected. Broadly, memory analysis
tools form two classes - lightweight and heavyweight, depending on their over-
heads and analysis depth.

The tools which provide the most detailed level of data collection have an
inherent overhead in either additional memory consumption or runtime – and
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often both. The large volumes of data generated may also require extensive
post-processing to derive any meaningful interpretation from the results. This
class of tools often collects data at the hardware counter level, and may require
code instrumentation. The alternative category of tools attempt to avoid this
overhead and are thus limited in the data they can collect. As lightweight tools,
they are often loaded dynamically at run time and therefore do not require code
instrumentation.

The closest tool to WMTools is the memP library from Lawrence Livermore
National Laboratory (LLNL) [1]. memP is a lightweight library designed for col-
lecting basic memory consumption information. The primary aim is to collect
high-water mark usage data from all of the processes in a parallel job, which it
achieves by re-implementing the memory management functions to allow trac-
ing. All of the data is collected and stored within in-memory data structures,
eliminating the need for a post-processing stage. Maintaining these in-memory
data structures introduces some performance overhead and additional memory
consumption. The resulting data set is minimal, providing maximal heap and
stack usage across the processes together with aggregated statistics over this
data (e.g. standard deviation and coefficient of variation).

Where WMTools differs from memP is that it does not store the complete
data-set in memory, but instead streams it to file, thus minimising overheads and
having as little influence on the execution of the program as possible. As statis-
tics are not generated upon job completion, WMTools utilises a post-processing
phase to extract memory usage statistics and has the facility to provide fur-
ther in-depth analysis which is difficult to compute efficiently during application
execution.

Another tool, mprof, provides a lightweight framework for memory analysis
with greater granularity than memP. mprof was written when memory con-
straints prevented the tool from consuming much system resource, with the
authors claiming to require only 50KB of additional memory and incurring a
maximum 10x slowdown [14]. This tool also favours in-memory data structures
as, at the time of writing, streaming trace information to disk was too expen-
sive. One of the main limitations of mprof is it provides a stack traversal to
a fixed depth (currently five). In codes which make use of external libraries, a
stack depth of five is often insufficient to reach user code. WMTools removes any
arbitrary limit on stack depth, allowing for greater accuracy in analysis.

The volume of data generated by stack tracing tools has been a topic of de-
tailed research, with a number of methods to reduce or compress stack data be-
ing proposed [3,4]. Many of the techniques developed employ a-priori knowledge
about the data structures and repetition of the data within the trace. The data
management approach uses in WMTools is two-stage, firstly, a custom stack-
dictionary is maintained to eliminate repetitive writing of stack information and
secondly, trace information is streamed to file using the popular Z-lib library. In
our experimentation this approach balances reducing trace size without signifi-
cant impact on runtime.



152 O. Perks et al.

Post Execution

Environment
Variables

Application + Libraries

WMTrace

stdlib.h / libc

Linux Kernel

C
om

pr
es

so
r

Trace Files P
os

t P
ro

ce
ss

or

Temporal/Functional
Analysis etc

Stack 
Dictionaries

Initial Post Processing

Memory Usage / HWM

Fig. 1. WMTrace and Analysis Workflow

Many modern heavyweight analysis tools are built upon dynamic binary in-
strumentation (DBI) frameworks, such as Valgrind [11] and Pin [9]. These DBI
frameworks facilitate the use of shadow memory, where either meta data re-
garding access frequency or even value representation is stored for every byte of
application allocated memory. This is exploited by many different shadow mem-
ory tools to detect accesses to un-addressable memory, perform type checking
and identify data races amongst others. The overheads of such tools are widely
acknowledged to be large; the authors of Memcheck document a mean slowdown
of 22.2x [10]. Tools like Memcheck introduce overheads by monitoring memory
allocations and accesses, and while this is partially the case with WMTools we
face the additional overheads of data generation and storage. Differences in the
functionality of the two tools mean that WMTools does not incur the same
mid-execution processing costs as Memcheck, reducing the overall runtime over-
heads.

3 The WMTrace Library and Analysis Framework

Memory allocation analysis using WMTools is conducted via a two-stage pro-
cess (shown in Figure 1). In the first stage, a parallel application is executed
with the WMTrace tracing library, linked at runtime by the operating system
linker. Immediately prior to execution, calls to the standard POSIX memory
handling functions (malloc, calloc, realloc and free) are dynamically linked
to those exported by WMTrace. Each function is implemented within WMTrace
by recording the memory allocation/free event in the tool’s internal buffer and
passing the call through to the operating system libraries. The interposition of
functions using this approach results in the tracing tool being application and
implementation language agnostic and therefore applicable to any application
using conventional POSIX memory management. Recorded events are periodi-
cally written to a compressed per-process trace file for the second stage of the
framework – post-execution analysis.
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In this post-execution stage (described in Section 3.2), events in the trace file
are read serially and each allocation event attributed to the top level function
from the call stack. The returned pointer address from the allocation is stored
with each event (at runtime) so that subsequent deallocations can be correctly
mapped, allowing the correct calculation of freed memory.

Each aspect of WMTrace’s behaviour is configurable at runtime through the
specification of environmental variables. This permits flexible levels of runtime
tracing, including the ability to disable stack recording or alter trace compression
behaviour.

3.1 Stage 1: Memory Event Tracing

As illustrated in Figure 1, memory events are traced in WMTrace through the use
of dynamic function interposition, in which POSIX memory handling functions
are intercepted and recorded prior to being passed to the operating system for
execution. WMTrace utilises an internal, compile-time configurable buffer to
temporarily store event traces in memory during execution. Each MPI process
maintains a unique buffer and operates on a dedicated trace file ensuring that
the overhead associated with recording trace information is as low as possible.

Memory events recorded by WMTrace are stored as a series of ‘frames’ which
permit rapid movement through the trace file during post-execution analysis.
Currently four types of events are stored, which map to the four main POSIX
memory handling functions: malloc, which allocates a single memory block;
calloc, which allocates a contiguous block of memory for a set of items; realloc,
which frees a previously defined block of memory and allocates a second block;
and free, which frees previously defined memory blocks and returns the memory
to the unallocated system pool. Each event is stored in a fixed length frame
containing the event specific data along with a time stamp, for temporal analysis.
For events where memory is allocated the call site stack is recorded to facilitate
a functional breakdown during the analysis phase.

The potential volume of data generated by stack tracing tools maybe very
large if the application being traced makes frequent calls to memory handling
functions, has a deep call hierarchy or runs for a considerable amount of time.
The WMTrace library reduces stack trace output through a two-stage compres-
sion process designed to balance trace file size with runtime overhead. In the first
stage, a custom stack dictionary is used to relate a specific stack to an identifier.
Each new stack is added to the dictionary and assigned an identifier so that, if
it is encountered at a later point of execution, the identifier can be used. Since
scientific codes typically iterate, the probability of encountering stacks later in
execution is high, enabling considerable compression to occur through custom
stack handling. Data is then written to an internal tracing buffer, when full a
second compression stage takes place using Z-lib [5]. Our empirical tests indicate
that these two stages balance the size of the trace file with increase in runtime
overhead and enable us to provide lossless compression for improved accuracy
during the analysis stage.
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3.2 Stage 2: Post-Execution Trace Analysis

Following the tracing of a parallel application, the second stage of our framework,
WMAnalysis, conducts analysis over the compressed trace files – one for each
MPI process. In this stage, the events of each trace file are read serially and
a map of allocations to size of requested memory is created on a per-function
basis.

Post-processing takes place in two phases; the first is an initial analysis to
establish the application high-water mark memory usage and identify threads
of interest and the second is a targeted in-depth analysis which generates data
over time or by application function.

The initial post-processing is performed in parallel at the end of job execu-
tion, and provides aggregated statistics on the memory usage of the applica-
tion, including high-water mark for each process, maximal, minimal and mean
high-water mark, and standard deviation between high-water mark values. No
temporal or functional analysis is performed during this phase to decrease the
time to generate initial results.

During the second post-processing phase temporal and functional analysis is
performed using the stack data associated with each event. A record of the al-
location, and the address attributed to it, is then added to the function’s list.
When a free event is encountered, the address associated with the event can
then be searched for in memory and the appropriate block of memory removed
from the function’s list. Therefore, at any point during the analysis we have a
complete record of the memory requested by each function in the application.
We are also able to utilise memory requests performed by each function to es-
timate the memory requirements of each library utilised by the application – a
factor often overlooked by application developers who treat libraries as black-box
entities. The time-stamp associated with every event enables further temporal
analysis.

This in-depth post-processing can have significant runtime requirements de-
pending on the granularity of the analysis, motivating execution as a later post-
processing stage. The structure of the trace files allows this in-depth analysis to
be performed at a later date or at an alternative location as no dependencies to
the machine or code are maintained.

The motivation for separating the analysis from the job execution is to limit
the runtime impact of the tracing tool. It also allows the analysis to be performed
multiple times, at different granularity levels, on the same trace output, allowing
the user to gradually refine their investigation. This separation also reduces the
volume of data stored in memory during job execution, thus limiting disruption
to cache and helping to reduce context switching.

4 Case Study

In the following section we illustrate the usage of WMTools with five different
scientific applications and benchmarks, identified in Table 1. Either indepen-
dently or as part of a larger workflow/application, the routines represented by
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Table 1. Applications and Benchmarks used for Tracing

Language Description
miniFE C++ Unstructured finite element solver

phdMesh C++ Unstructured mesh contact search
DLPoly Fortran 90 Molecular dynamics simulator
Lare3D Fortran 90 Non-linear molecular hydrodynamics
AMG C Parallel algebraic multigrid solver
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Fig. 2. Peak Memory Consumption on Minerva

these codes use significant proportions of the compute time at supercomputing
sites ranging from universities to national laboratories such as Daresbury and
EPCC in the UK or Lawrence Livermore and Sandia National Laboratories in
the United States. These codes are also interesting from a technical perspective
because they represent the three principle implementation languages – C, C++
and Fortran 90 – which are used to write modern parallel scientific applications.
The ability to successfully trace each of these languages is critical if our tool is
to be generally applicable to HPC codes. For each of these codes an appropri-
ately sized problem has been created and executed with the WMTrace library
to record memory behaviour over a variety of core configurations. To illustrate
how the memory consumed alters as scale is increased, the problem has been
strong scaled over 16, 32, 64 and 128-core executions.

The following experiments were performed on the recently installed Minerva
supercomputer, located at the Centre for Scientific Computing (CSC) at the
University of Warwick. This machine comprises of 258 dual-socket, hex-core
Intel Westmere-EP X5650, nodes connected via Infiniband. Each node provides
24GB of system memory (2GB per core). The runs presented utilised the GNU
4.3.4 compiler toolkit with OpenMPI 1.4.3, using the -O3 optimisation flag and
debugging symbols.

This case study illustrates the ability of WMTools to calculate memory high-
water marks and analyse memory consumption over time. We demonstrate how
this is achieved with minimal overheads, whilst still producing an accurate result,
when compared with the alternative tool memP.

4.1 High Water Mark

Figure 2 presents the peak high-water mark, the maximum high-water mark of
all processes within a job, of the selected codes. Note that the scaling of memory
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Fig. 3. Temporal memory trace for miniFE at different problem sizes and scale

allocations is not consistent for all codes. Whilst the memory utilised by miniFE
scales well with increasing core count, the memory usage of phdMesh actually
increases when moving from 64 to 128 cores. The usage of memory in DLPoly
remains fairly static (around 8.5MB) despite an increase in the number of cores.

4.2 Memory Usage over Time

In Figures 3a and 3b we present the memory utilisation of the miniFE benchmark
over the course of runs on 16 and 32 cores for a 1803 and 2503 problem size
respectively. The application runtime has been made relative to permit direct
comparison of the shape of memory utilisation between the runs (hence the x-
axis represents percentage of runtime). miniFE’s behaviour is characterised by a
startup phase in which the application creates and fills a mesh before assembling
the Finite Element data (prior to solving). On our graphs this is represented by
the initial spike - in which matrices are created. This is followed by a period of
population in which no additional memory is allocated, and then an increase in
memory as the data is copied into matrices for solving using the CG-method.

4.3 Tool Overhead and Comparison

To measure the overheads of WMTrace we time the execution of the code both
with and without the profiler loaded. We also time code execution with the
memP profiler loaded, to give a comparison of tool performance.
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Table 2. Runtime slowdown comparison: WMTrace and memP

WMTrace memP
Post- Trace

Cores Runtime Slowdown Processing Size Slowdown
(Secs) (x) (Sec) (MB) (x)

miniFE

16 22.67 1.01 1.21 32 1.13
32 17.56 1.09 1.67 53 1.00
64 6.00 1.34 1.03 134 2.90
128 5.07 1.40 1.40 257 3.00

phdMesh

16 35.06 9.17 19.26 3072 80.43
32 29.85 8.90 19.64 3994 30.79
64 18.23 10.36 14.09 5018 20.24
128 13.17 11.50 6.83 6042 11.25

DLPoly
16 57.76 1.81 1.97 331 1.06
32 79.10 1.43 2.72 421 1.00
64 107.57 1.26 2.76 894 1.07

Lare3D
16 2069.37 1.00 3.66 51 1.00
32 1066.85 1.00 2.07 97 1.01
64 579.14 1.00 1.61 168 1.05

AMG
16 442.37 1.08 4.59 482 -
32 164.79 1.11 4.85 494 13.09
64 76.58 1.06 4.99 525 8.28

Table 2 illustrates the overheads introduced by WMTrace. It is clear to see
that the tool performs much better on some codes than others; the mean slow-
down ranges from 1.0x for Lare3D to 11.5x for phdMesh. We also shows our
runtime overheads are in line with those of memP, if not slightly lower. Our ini-
tial post-processing overheads are also presented to illustrate the minimal run-
time impact of parallel post-processing at the end of job execution. The overly
high runtime overheads introduced into phdMesh are attributed to the number
of memory functions intercepted. This is in part due to the nature of the code,
as it performs multiple allocations, specifically C++ object initiations, in each
iteration, and then destroys them at the end of that iteration. A trend to note
in these results is that as the number of processors is scaled the slowdown fac-
tor worsens. This is due to the compression and I/O times for the trace files. In
Section 4.4 we discuss output size in more detail but it is clear that the total vol-
ume of data generated scales with the core count, whilst the application runtime
generally decreases. The results presented represent a significant improvement
over our previous published results [12], both in terms of runtime and tool slow-
down factor. We attribute these results in part to the transition from Woodcrest
(X5160) to Westmere (X5650) and to engineering improvements to our tool set.

For validation purposes we evaluated the high-water mark results of WMTools
against those of memP, and found a consistent over prediction by around 7MB,
we attribute this to our capture of allocations ignored by memP. We believe
that our pessimistic result is preferable to the optimistic memP result, as it
guarantees execution when close to a memory limit.

As an initial comparison to a heavyweight tool we compare WMTools to two
memory tools from the Valgrind suite: Massif, a heap profiler, and Memcheck, a
memory error detector. Massif is designed to provide a similar level of analysis
to both WMTrace and memP but incurs the overhead of the Valgrind framework
whilst Memcheck provides different functionality, focusing on leak detection and
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invalid accesses, but illustrates the cost of the shadow memory method of mem-
ory tracking. We compare the overheads of the three tools for the execution
miniFE during a serial execution. We experienced a 5x slowdown with Massif
and a 20x slowdown with Memcheck, for WMTrace we did not experience any
observable slowdown. The performance overheads of the Valgrind tools are in-
line with those discussed on the Valgrind website [2], between 5x and 100x, and
Nethercote’s study of Memcheck [10], 22.2x.

The memory consumption of the WMTrace library is marginal with the pri-
mary consumer of memory being the output buffer. The size of this buffer can
be varied to trade off memory consumption and volume of I/O operations. For
our experiments a buffer of 5MB was used as a suitable trade-off. The custom
stack dictionary is stored in memory, to allow for fast comparison, the memory
required for this structure varies with the number of unique call stacks, but was
benchmarked between 453KB and 1.2MB per process during the experiments
presented.

4.4 Compression

An important feature of WMTrace is the ability to compress trace data on the
fly. Through the use of Z-Lib, WMTrace is able to obtain around 24x compres-
sion on each output trace file. As the number of cores is scaled these trace files do
not tend to shrink in size for all codes, but as there are more processes generating
trace files the total volume of data scales roughly with the core count. With a
mean compressed trace file of 20.5MB, and a maximum of 213MB, per core com-
pression this represents on average a 2.5x improvement over out previous work,
but data storage remains an important factor. Compression achieved through
the custom stack dictionary is vital due to the depth of the call stacks. During
these experiments we witnessed an mean stack depth of 10.3 with a maximum
depth of 35 occurring in a 128 core run of phdMesh.

5 Analysis

In Section 4 we identified a problem with the memory scaling of phdMesh. Using
information collected via WMTrace we conduct an in-depth analysis into why
the memory requirements increase as the core count is scaled. Figure 2 illustrates
that phdMesh requires more memory to run on 128 cores than it does for 32 or 64
cores. Firstly we study the variance between the high-water marks of all processes
within a job, to identify if this memory increase is endemic to all processes or if
there is variation. An increase in high-water mark for all process may indicate
the storage of per process information (e.g. communication buffers), whereas an
increase within a minority of processes may be indicative of a memory imbalance
as a result of data set decomposition.

Table 3 shows how the high-water mark values vary for each process in a run of
phdMesh as we scale the number of cores. Increasing the core count reduces both
the minimum and mean high-water marks, whilst the maximal high-water mark
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Table 3. Per process memory HWM comparison for phdMesh

Cores Min (MB) Max (MB) Mean (MB) Std. Dev. (MB)
16 239.50 255.26 251.54 4.33
32 149.34 164.96 161.75 3.56
64 122.40 158.46 154.87 5.14
128 92.18 170.21 139.49 18.14

increases for 128 cores. The standard deviation between the high-water mark
values identifies large discrepancies between memory consumption on different
processes, particularly in the case of 128 cores. This is indicative of problems in
the data decomposition.

By studying the temporal high-water mark analysis of phdMesh on 128 cores
(see Figure 4) we can analyse the differences in memory consumption between the
maximal and minimal high-water mark processes. Figure 4a shows the maximal
high-water mark thread, with the memory consumption of 170MB; Figure 4b the
minimal high water mark process, at 92MB. It is clear that both processes have
a very similar temporal memory trace, despite the difference in peak memory
consumption.

We see a start up phase with significantly increased memory consumption,
until around 15% of their execution, than the sustained consumption after this
point. Despite the large variation in high-water mark values (an 85% increase
from minimal) the sustained memory consumption is very similar, at around
20MB. At the end of the start up phase in phdMesh a re-balance is performed – to
ensure a consistent decomposition – which coincides with the decrease in memory
from our temporal analysis. This is suggestive of the application preloading data
which can then be discarded for the actual computation phase. It is highly
likely that this operation could be arranged in a more efficient configuration
which would massively reduce the application’s high-water mark, and the initial
variation between processes.

To aid in the start of redesign, we analyse the functional breakdown of the
high-water mark for both the maximal and minimal processes for each run of
phdMesh (see Figure 5). From this breakdown, we see that – despite the varia-
tions in memory consumption – the proportions of each function remain similar
between the maximal and minimal high-water mark threads and between runs of
different size. This indicates that the memory consumption is distributed across
all of the primary functions, rather than just being limited to a single function
involved in the start up. Although this suggests it would be difficult to uncouple
the data causing the high-water mark from the algorithm, it does suggest that
the initial problem set distribution is the root cause of the high-water mark.

6 Conclusions

The diverging gap between compute-processor and memory-chip performance
has been a well documented feature of computer architecture literature for some
time. As processor designers have utilised multi-core chip design to improve
compute performance still further, a series of additional concerns in architecture
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Fig. 4. Temporal memory trace for phdMesh illustrating memory variation

design have arisen. First, that the slow rate of improvement in memory capac-
ity has resulted in a reduction in the memory available per-core, and, second,
that the increase in core density has resulted in higher levels of contention for
memory channels. When combined with the increasing scale of contemporary su-
percomputers, which is placing pressure on the implementation of middleware,
the efficient utilisation of memory at runtime is rapidly becoming a concern for
the design of applications which must scale.

In this paper we present WMTools, a parallel application memory utilisation
analysis framework, comprised of a memory allocation tracing tool, WMTrace,
and analysis tool – WMAnalysis. This tool enables users to trace calls to POSIX
memory handling functions in distributed MPI codes without modification to
application source or recompilation being necessary. The second half of this
paper describes a case study in which we apply WMTools to tracing the memory
allocation behaviour of five applications and scientific benchmarks. The results
of this study demonstrates the use of WMTools in:

– Analysing the allocation and freeing of memory during application execution.
The ability to track memory use over time represents a clear advantage over
existing tools which report only aggregated statistics such as high-water
mark and, more importantly in the context of diminishing memory per-
core, the opportunity to investigate isolated points during execution where
memory usage spikes. In our study we utilised this technique to show the
memory usage of the miniFE benchmark as the problem size and core count
is varied;



WMTools - Assessing Parallel Application Memory Utilisation at Scale 161

0

100

200

300

400

16 M
ax

16 M
in

32 M
ax

32 M
in

64 M
ax

64 M
in

128 M
ax

128 M
in

M
em

or
y

C
on

su
m

pt
io

n
(M

B
)

Main
Comm mesh discover sharing

CommBuffer::allocate
M insert aux

MeshBulkData::declare entity
Other

Fig. 5. Functional breakdown of phdMesh for minimal and maximal HWM

– Comparing the high-water mark memory usage between codes and processor
core-counts. The direct comparison between different applications which are
present in a workflow is vital during procurement when memory capacities
per-core must be specified. Machine designers may choose to trade memory
capacity and runtime for reduced cost - high-water marks are vital if this is
to be achieved accurately;

– Conducting in-depth analysis of memory consumption per-function. By
recording the call stack leading to each allocation request, WMTrace offers
the ability to relate memory requests to each function and to do so over time.
This is a pre-requisite activity associated with the optimisation of memory
use as the functions which contribute most to the high-water mark can be
addressed in turn. In our study we demonstrated how such an activity may
be performed on phdMesh - an unstructured mesh Engineering benchmark.
This code makes large requests at the initialisation stage before an efficient
decomposition can be found. Further investigations of the memory utilisa-
tion of each function across the parallel execution were able to demonstrate
potential load imbalance leading to an increased high water mark on some
nodes.

As we continue to develop WMTools and apply it to larger and more sophisti-
cated production applications we expect to extend the framework described to
conduct further types of analysis - in particular, the matching of allocations and
memory-free requests will enable memory leaks to be diagnosed. We are also
actively investigating the potential use of WMTrace and memory shadowing to
investigate the relationship between memory allocation requests and use by ei-
ther the function or its child-calls since memory optimisation opportunities may
exist at later points in execution.

WMTools is a memory tracing framework which supports the tracing of
POSIX memory allocation requests. The tool is able to dynamically attach to
existing application binaries and perform tracing with low levels of overhead -
in many cases overheads are comparable or lower than equivalent tools. The use
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of a post-execution analysis step which utilises traces recorded during execution
allows for considerably deeper levels of analysis to be conducted. In this paper
we have demonstrated how memory allocation over time and by-function can
be generated to support the study and, potentially, optimisation of memory use
- an activity we expect to become commonplace in the future development of
parallel applications at scale.
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Abstract. Injection of IP packet loss is a versatile method for emu-
lating real-world network conditions in performance studies. In order
to reproduce realistic packet-loss patterns, stochastic fault-models are
used. While fault-models can be derived from measurements, inappro-
priate implementation may introduce artifacts in the experiment process
that might invalidate results. In this paper we study the effects of differ-
ent fault-models in different experiment setups. We illustrate that care
should be taken to select an appropriate fault-injection method for the
scenario under study.

Keywords: Stochastic Fault-Injection, Gilbert-Elliot model, Packet Loss,
Testbeds.

1 Introduction

Testbed-driven performance and dependability evaluation of distributed systems
requires the emulation of a realistic networking environment. Common distur-
bances such as packet loss may have an adverse effect on both dependability
and performance of the network. As illustrated in e.g. [1, 2], packet loss may
affect dependability of higher networking and system layers even with the reli-
able TCP protocol, which guarantees reliable data transmission. Consequently,
methods for reproducing disturbances are required.

Injection of IP packet loss is an indispensible tool when evaluating fault-
tolerant network protocols. However, fault injection at the IP level also provides
a convenient way for assessing performance and reliability of distributed systems
in which the network stack is considered just an off-the-shelf component. As
the injected faults force the network stack to apply the same fault-handling
procedures that are executed under real-world operating conditions (such as e.g.
packet retransmissions in TCP), the same operational patterns of the network
stack that are present in a real network can be expected to emerge in the testbed.

IP packet loss patterns have been the focus of intense study in the past
decades (e.g. [3–5]). While in the simplest case packet loss may be described
by a Bernoulli model, packet loss is often comprised of bursts of elevated loss
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probability, which can be modelled more closely with Gilbert-Elliot (GE) mod-
els [3–5]. A Gilbert-Elliot model describes the loss process as a Markov Chain
with different loss probabilities for each state.

Our focus in this paper is on the application of observed fault-models in fault-
injection driven performance and dependability studies of distributed systems.
Considering three examples of typical scenarios differing in their communication
patterns, we investigate the impact of the choice of fault-model on the obtained
results. The remainder of the paper is structured as follows: In Section 2 we
describe common methods to measure and inject packet loss and introduce the
three fault-injectors we compare. In Section 3 we evaluate the impact of faults
injected with each of the three FI methods on different types of arrival streams.

2 Measurement, Modelling, and Injection of IP Packet
Loss

In order to inject realistic loss patterns, an understanding of loss patterns in
real-world networks is required, which can be obtained by measurements. There
are a number of methods for obtaining packet-loss traces. Measurements may
be performed using monitoring approaches [6–8], router measurements [9], and
probes [3, 4]. Since monitoring and router measurements require a dedicated
infrastructure, probes are often the preferred approach to gather large, repre-
sentative data sets. Probe-based approaches typically consist of one host send-
ing numbered probe messages to another host. The receiver either records their
arrival or replies with an acknowledgment to the sender. Insight into the charac-
teristics of the loss process is then obtained by an analysis of the recorded traces
of sent and received packets. While implementation details may vary (e.g. one
could use the Ping utility or the Zing utility [3] for different arrival processes),
measurement studies using this methodology share the common property that
the arrival process is independent of the loss process. That is, the frequency of
probe packets is not influenced by packet loss.

2.1 Packet-Loss Models

The result of a measurement study is typically a trace of the observed loss
process. While such traces may be used for fault-injection by simply replaying
them [10], this method suffers from a number of shortcomings [11]. In particular,
sharing of traces is difficult due to their size and privacy issues, and traces can be
neither generalised nor parameterised. Consequently, one typically derives mod-
els that describe important characteristics of the traces and uses these models in
further evaluation steps. In the literature there exist two common models for the
IP packet loss process [12]: Bernoulli loss models and Markovian loss models.

Bernoulli Loss Models. Bernoulli loss models describe the packet loss pro-
cess as a sequence of Bernoulli trials with identical loss probability l. For each
packet, a Bernoulli trial is performed, and the packet is dropped according to
the outcome of the trial.
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Machine A Machine C

Module
FI

Machine B

Fig. 1. General approach to packet-level fault-injection

Markovian Loss Models. Since traces often show burstiness in the loss pro-
cess, that is, interchanging periods of different loss rates [3, 4], Markovian models
have been proposed as an alternative to the simple Bernoulli model. With Marko-
vian models, the loss process is described by a Markov chain of length n whose
states s1, . . . , sn correspond to Bernoulli trials with different loss probabilities
l1, . . . , ln. Packet traces are modelled by parameterising the model such that if
reflects the distribution of the length of times for which loss levels have been
stationary. In the simplest case, one can model lossy and loss-free periods [3]
individually by a two-state Markov chain, i.e. assume loss probabilities l1 = 0
and l2 = 1 for the two states. However, larger models may capture the loss pro-
cess better [4]. By convention, Markovian loss models are often called (extended)
Gilbert or Gilbert-Elliot models. A good overview of such models is given in [5].

2.2 Stochastic Fault-Injection

The most straightforward way of injecting packet loss according to a loss process
described by a loss model is depicted in Figure 1: One computer is set up to
act as a router between two or more hosts or networks. On this machine, the
TCP/IP stack is augmented by a fault-injection (FI) module. For each arriving
outside packet the FI module determines whether to forward the packet to its
destination or to discard it. With a Bernoulli model, for each packet one trial is
performed and the packet is dropped according to the outcome of this trial. With
a Markovian model, the dropping probability for the Bernoulli trial is selected
according to the current state of the model when the packet arrives.

2.3 The Problem with Markovian Models in Fault-Injection

Note that in the above we have omitted describing when state-changes occur
in the fault-injector’s Gilbert-Elliot model. In fact, so far we have intentionally
refrained from mentioning the time domain for Markovian models at all.

In the literature (e.g. [5]), Gilbert models are defined as embedded Discrete-
Time Markov Chains (DTMCs). The left part of Figure 2 shows an example of a
two-state discrete-time Markovian loss model with loss probabilities l1 and l2 and
state transition probabilities p12 and p21. In a DTMC loss model, state changes



166 P. Reinecke and K. Wolter

λ12

p21

1− p21

p12

1− p12

(s1, l1) (s2, l2) (s1, l1) (s2, l2)

λ21

Fig. 2. Gilbert model as a DTMC (left) and CTMC (right)

occur at discrete time intervals. Certainly, this view is appropriate for modelling
the loss process as described by a packet trace: Each packet constitutes a time
instant at which a state-change may occur. Implementation of fault-injection
using a discrete-time model is straightforward as well: With each arriving packet
the next state is selected randomly from the possible successor states (including
the same state) of the current state.

An alternative definition of the Gilbert-Elliot model considers the model a
Continuous-Time Markov Chain (CTMC). In this view, state sojourn times
are described by exponentially distributed random variables. The right-hand
side of Figure 2 illustrates a two-state continuous-time Markovian loss model,
again with loss rates l1, l2. Transition rates are λ12 and λ21. Packet-loss injec-
tion according to a continuous-time Gilbert model is implemented by playing the
CTMC, as follows: Upon entering a state, the state sojourn time is drawn from
an exponential distribution with rate equal to the sum of outgoing rates. When
this time has passed, the next state is chosen based on the embedded Markov
chain.

Let us now consider the relation of these different formulations of the loss
model. With respect to describing packet-loss traces, the CTMC model is obvi-
ously equivalent to the embedded DTMC model, since both can capture inter-
changing periods of different loss levels. With respect to generating packet loss,
however, we note a difference: In the embedded DTMC model, state-changes in
the model may only occur upon arrival of packets, i.e., the packet-loss process
is dependent on the arrival process. This is in contrast to the CTMC model,
where state-changes occur independently, and requires a closer look at the ar-
rival process. As described above, packet-loss measurements are typically ob-
tained using an arrival process whose packet interarrival times are independent
of packet transmissions. While there exist network protocols where this is the
case, most protocols adapt their sending rate based on the success of previous
packet transmissions. In particular, the Transmission Control Protocol (TCP)
employs various mechanisms to reduce the sending rate if packet loss occurs.
These reductions can be quite drastic, especially during the connection-setup
phase, where the retransmission interval, starting at 3 s, is doubled for each
timeout (i.e. packet loss) [13]. If such a reactive protocol is studied using fault-
injection with a DTMC Gilbert model, the protocol’s sending rate is affected by
the loss process, while at the same time the loss process depends on the send-
ing rate. This observation raises the question whether the obtained results are
sound.
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2.4 Scenarios for Fault Injection

In the following sections we study the impact of the loss model in three sce-
narios where fault-injection is used to assess the performance of a distributed
system where two hosts communicate over a lossy link. Our scenarios differ in
the characteristics of the arrival process of the network traffic.

Independent Arrival Stream. First, we consider a scenario where one host
sends messages at a constant rate, thereby generating an arrival stream that is
independent of the loss process. Examples for this type of traffic pattern may
be heartbeats, periodic log messages, or clock frequency synchronisation as used
in PTP [14]. Note that, while such a protocol might employ acknowledgments
and retransmissions of lost packets to ensure data transmission, retransmissions
are assumed to take place at the time a normal packet transmission would have
happened. That is, in this scenario retransmissions due to packet loss do not
affect the arrival process observed by the network.

Long TCP Arrival Stream. Second, we study the performance of a large data
upload over a single long-lived TCP connection. Since TCP adapts its sending
rate dynamically based on the available bandwidth, using, among others, packet
loss events as indicators of network overload [13], in this scenario the arrival
process is not independent of the loss process.

Short TCP Arrival Stream. In our third scenario we consider the perfor-
mance of HTTP when using TCP connections over a lossy link. This scenario
differs from the previous one with respect to the length of the connections and
the amount of data to be transmitted. Here, we assume short connections, such
as may be observed when downloading small web pages or in client-server com-
munication in Web Services scenarios.

2.5 Modules for Fault Injection

In order to inject packet loss according to the three models described in Sec-
tion 2.1, an appropriate fault-injector implementation must be selected.

NetEm (Bernoulli Packet Loss). The Linux operating system supplies the
kernel module NetEm for injecting various disturbances at the IP level. In partic-
ular, this module supports the Bernoulli loss model, which can be parameterised
by providing the desired loss rate.

NetEm CLG (Discrete-Time Markovian). The NetEm-CLG (Correlated
Loss Generator) module [15] extends the default NetEm implementation by a
discrete-time extended Gilbert-Elliot model. The module supports up to four
states with fixed transition structure. In the following we use it to implement a
two-state Gilbert model.
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Netem CG (Continuous-Time Markovian). In our group we recently de-
veloped the NetEm-CG (Continuous Gilbert) module [16] as an extension to
the default NetEm module. The module support continuous-time Gilbert mod-
els with an arbitrary number of states and an arbitrary structure. As with the
NetEm-CLG module, we configure NetEm-CG such that it provides a two-state
Gilbert model.

3 Experiments

In our experiments we want to study the impact of different fault models when
used to investigate the three example scenarios. We use three Linux machines
to set up the experiment environment shown in Figure 1. Machines A and C
run Linux kernel 2.6.26, while machine B runs 2.6.37. We routed packets from
A to C over B, while packets from C to A were transmitted directly, in order to
ensure that the chosen packet-loss rate is achieved.

3.1 Scenarios

We generate the arrival streams required by our scenarios as follows: For the
independent arrival stream, we use the Ping utility to send packets with a con-
stant interarrival time of 200ms. Since Ping does not retransmit lost packets,
this reflects the scenario where the packet arrival process is independent of the
loss process. Ping sends a stream of ICMP packets. For each packet, the recipient
replies with another ICMP packet. Upon receipt, the original sender prints out
the sequence number of each received packet. We run the Ping test for 30min
and record the sequence numbers.

We emulate a long TCP connection using the TCP STREAM test of Netperf
2.4.5 [17]. In our experiments, Netperf generates a unidirectional TCP stream
from machine A to machine C and measures overall throughput as well as aver-
ages taken over time-windows of approximatel 10 s length. The test duration was
originally set to 5min. Due to our observation that for higher loss rates the test
failed to transmit a sufficient amount of data within 5min to get a measurement
of the throughput, we also ran experiments where we set the test duration by
specifying a limit on the amount of data to be transmitted instead (100MB).

Performance of short HTTP connections was studied using the Apache JMeter
tool [18] and the DHTTPD/1.02a web server [19]. We set up the web server on
machine C and configured JMeter to repeatedly download the server’s default
homepage without any embedded content. The default homepage is a single static
HTML file of 5258 bytes length; consequently, we expect the processing overhead
of the web server to be negligible. We configured JMeter such that the KeepAlive
feature of HTTP was not used. Combined with the small file size this results in
very short TCP connections, consisting almost entirely of connection setup and
connection teardown. We originally ran the test for 10min, but increased the
time to 30min for higher loss rates with the discrete-time loss model, in order
to obtain at least 500 samples for each loss rate.
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Fig. 3. Packet loss rates in the Ping test (independent arrival stream)

The loss-injector modules are loaded in machine B. We parameterise the mod-
els such that they produce packet-loss rates of l = 0.01, 0.05, 0.1, 0.2, and 0.3.)
For the Bernoulli model, parameterisation consists in setting the loss rate to the
desired value. For the NetEm-CLG module we specify the desired loss rate l of
the model. The model is then parameterised such that p12 = l, p21 = 1 − p12,
l1 = 0 and l2 = 1. With the NetEm-CG module we use the same loss rates l1, l2,
set λ12 = 1, and choose λ21 such that the loss rate l is achieved. Sojourn times
were scaled to give a mean sojourn time for the loss-free state of 100ms.

4 Results

Figures 3 through 5 show the average loss rate, average throughput, and mean
HTTP download times obtained using Ping, Netperf and JMeter, respectively.
Considering first the loss rate (Figure 3), we observe that all fault injectors
generated the desired loss rates. This demonstrates that, with respect to the
loss rate, the fault model implementations are equivalent when an independent
arrival process is used. Turning towards throughput measurements (Figure 4),
however, we note that with the Bernoulli model and with the DTMC model
performance drops much faster than with the CTMC model. Finally, consider
the mean HTTP download times shown in Figure 5. Here, a similar tendency
can be observed: Packet loss generated using the CTMC model has a much lower
impact on download times than Bernoulli and DTMC Gilbert-model loss.

The last scenario is especially useful for explaining the difference in the re-
sults, as the short duration of individual HTTP transmissions implies that each
connection consists almost entirely of the TCP three-way handshake in the con-
nection setup phase. In this phase, TCP detects packet loss by the RTO timeout,
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which starts at 3 s. That is, if the initial SYN packet is lost, the first retrans-
mission happens after 3 s. For each timeout event, the RTO is doubled, i.e. the
next retransmission occurs at 6 s, and so on [13]. Since the delay in our net-
work is negligible, it is reasonable to assume that samples larger than or equal
to 6 s have been affected by at least two packet losses in the connection-setup
phase. From Figure 6 we see that the probability of such samples grows with
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the loss rate for all models. More important, however, is that the discrete-time
Gilbert model results in a much higher probability of two-packet losses during
TCP connection setup than the continuous-time model. This can be attributed
directly to the discrete-time loss process: The model can only leave the loss state
upon packet arrivals. That is, if the model is in the loss state after dropping one
packet, it will still be in the loss state when the next packet arrives, irrespective
of the interarrival time between both packets. In contrast, the continuous-time
model changes its state independently of packet arrivals and may thus be in
another state when the next packet (or retransmission) arrives.

5 Concluding Discussion

In this paper we have investigated the impact of the interaction between the
arrival stream and the fault model used in fault-injection studies. We observed
that with dependent arrival streams as generated by TCP the results obtained
using discrete-time and continuous-time Markovian loss models differ signifi-
cantly, with discrete-time models resulting in much lower performance. When
used in a performance study, the two models may lead to different conclusions.
With a discrete-time model, where changes occur only at packet arrivals, very
short retransmission timeouts may improve performance significantly, as they
increase the rate of state transitions, and thus allow the model to reach the loss-
free state earlier. With a continuous-time model, shorter timeouts might still
improve performance marginally (due to the fact that the loss-free period is de-
tected earlier), but will not have as big an impact, since the loss model changes
state independently of packet arrivals. On the other hand, the increase in packet
transmissions will increase the load and the effective packet loss rate.
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We cannot conclude this paper with a clear recommendation which model
one should use to reflect reality in a fault-injection experiment. Such a recom-
mendation needs to be based on knowledge of whether the packet-loss process
is independent of the arrival process. Currently available measurement studies
of packet loss only provide traces which can be described equally well by both
models, and give no indication as to dependence or independence of the loss
process. Investigating this question is still part of future work. However, as it
appears rather unlikely that the loss process is governed by the arrival process,
we do provide a tentative recommendation to use CTMC models.
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16. Dräger, M.: Entwurf und Implementierung eines Moduls zur stochastischen Fehler-
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Abstract. Analytical models exist for evaluating gossip-based informa-
tion propagation. Up to now these models were developed only for fully
connected networks. We provide analytical models for information propa-
gation of a push-pull gossiping protocol in a wireless mesh network. The
underlying topology is abstracted away by assuming that the wireless
nodes are uniformly deployed. We compare our models with simulation
results for different topologies.

Keywords: Gossiping protocols, Analytical model, Information propa-
gation, wireless mesh network.

1 Introduction

In traditional distributed computing, one or more nodes in a network, called
servers, organize all other nodes in the network, centrally. The emergence of
new distributed networks like peer to peer, ad hoc and sensor networks has
introduced new challenges in organizing networks to efficiently route or dissem-
inate information in a distributed manner. The topology of these networks is
mostly partially connected and can change over time. Nodes can join and leave
the network without informing other nodes. Each node has just a partial view
of other nodes, which may continuously change. Mostly, partial views contain
some information about neighbors or a history of information from a fraction
of other nodes. In peer to peer networks, a node’s neighbors are a random sub-
set of other nodes, while in wireless ad hoc or sensor networks they are located
in the radio range of that node. This makes it very hard to obtain some sort
of global view in such networks. In contrast, information propagation in such
networks has been demonstrated to be feasible. To this aim, nodes continuously
exchange information with their neighbors, to acquire some recent information
about e.g. their proximity or the network state. Nowadays, a lot of research
concerns this challenge, considering scalability, fault tolerance and robustness,
graceful degradation, and adaptability.

Epidemic-style or gossip-based protocols [5] are a fundamental solution for
information propagation in dynamic networks. These protocols are simple, prob-
abilistic in nature, and based on local operations. They are in general periodic
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and execute in a fully distributed manner. They have been exploited primar-
ily to provide the required underlying infrastructure. Their performance has
been evaluated by empirical evaluation, simulation and analytical models, see
e.g. [10,2,7]. Empirical evaluation is helpful to study protocols or their imple-
mentation in a real deployment. However, it is costly and mostly performed in
a small-scale experiment, which may not reflect the large-scale behavior of a
protocol. In contrast, simulation and analytical models may help to extract the
large-scale, long-time behavior of a protocol, as well as its correctness and perfor-
mance. However, these approaches do not consider all aspects of real deployment
scenarios.

Related works. Analytical models tend to abstract away from the behavior of
a protocol with regard to some performance measures, and can provide a good
view to tune parameters of a protocol to improve performance. Models for the
aggregation of information by gossip-based protocols (e.g. [3,4,9,8]) draw their
inspiration from the mathematical theory of epidemics, or use Markov chains
or random walks. In [1] mean-field analysis is used for modeling gossip-based
protocols in networks with a very large number of identical nodes. These models
all assume a fully connected network, which is a reasonable assumption for peer
to peer networks. It is sometimes hidden behind a peer sampling service which
allows nodes to select a node uniformly at random. In [2] a model has been devel-
oped for information propagation by a simple push-pull gossip-based protocol,
called the shuffle protocol [6]. The local behavior of protocol, i.e. the pairwise
node interaction which is considered as an atomic operation, is modeled by a
probabilistic state transition system. Through differential equation, two proper-
ties of the shuffle protocol are expressed as functions of protocol parameters:

replication ratio The fraction of nodes having a copy of a given item at a
certain moment in time

coverage ratio the fraction of nodes that have seen a copy of a given item
before a certain moment in time

The model from [2] is also only valid for fully connected networks.
In a wireless network, a node can only communicate directly to nodes in its

radio range. A path between two nodes may pass through other nodes, so for
propagating a piece of information, cooperation and coordination among nodes
are needed. Different topologies for wireless networks have been introduced in
the literature, such as grid, partial or fully connected mesh, star and tree to
name a few. Among these, we consider a partial mesh network in which nodes
are deployed uniformly in a disk-like area and connected to each other according
to their proximity. There is assumed to be a path between all pairs of nodes.
Disk-like grid and fully connected mesh networks are also covered by our model,
as they are cases of uniformly deployed wireless mesh networks (WMNs). In this
paper, we adapt the model from [2] to model the propagation of information
for the shuffle protocol on uniformly deployed WMNs. We use a probabilistic
state transition system and convergence or steady state characteristics of the
shuffle protocol to model propagation of an item in a WMN. Next to a symbolic
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analysis, we compare our model against simulations with an implementation
of the shuffle protocol, for different topologies and parameter settings. These
simulation results demonstrate that our model provides a good prediction of the
behavior of the shuffle protocol. To the best of our knowledge, this is the first
attempt to model information propagation of a gossip-based protocol in WMNs.

The paper is organized as follows. Sect. 2 gives a brief description of the shuffle
protocol from [6], and of the analytical model of its local behavior from [2]. In
Sect. 3, analytical models are developed for WMNs, which are evaluated in Sect.
4. Finally Sect. 5 contains conclusions and future work.

2 Shuffle Protocol

Gossip-based protocols are pairwise and probabilistic in nature. In a network
of size N , these protocols consist of N local, pairwise and periodical gossiping
operations between neighboring nodes which lead to some global characteristic
for the network, like robustness or convergence. The locality of operations in
these protocols makes them robust to network churn, while their probabilistic
nature can provide convergence. Gossip-based protocols can be push-based, pull-
based or a combination of them.

Our paper is based on a gossip-based protocol named the shuffle protocol,
introduced in [6]. It is a push-pull protocol in which each node has a cache of
items of size c and periodically exchanges a random subset of size s from these
items with a random neighbor.

2.1 Description

Nodes periodically initiate a shuffle. Although nodes are not synchronized, they
all have an inner timer which periodically times out with approximately the
same frequency and changes the state of a node from passive to active. We call
such a period a round hereafter, and assume that it takes one time unit. When
a node switches to the active state, it initiates a shuffle and then switches back
to the passive state. In the passive state, a node is waiting for shuffles which
are initiated by others. Below a brief description of a shuffle in this protocol is
given. For more details we refer the reader to [6].

1. Node A selects one of its neighbors B uniformly at random, and sends a
copy of a random subset of size s from items in its local cache to B.

2. Node B receives s items from node A, in response sends a copy of a random
subset of size s from items in its local cache to A, and updates its cache
(step 4).

3. Node A receives s items from node B, and updates its local cache (step 4).
4. Received items for which a copy is already present in the local cache, are

redundant. To update the cache, each node replaces non-redundant sent
items with non-redundant received items.

This protocol ensures that no item will disappear completely from the network.
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When a new item is introduced into the network at one of the nodes, the
number of nodes which hold (or have seen) a copy of this item will increase over
time. If the number of distinct items in the network does not exceed the capacity
of local caches (c ≥ n), all nodes will eventually hold a copy of this item, and
the replication ratio and coverage ratio will both converge to 1. But if c < n,
the replication ratio does not converge to 1.

2.2 Probabilistic State Transition System

To model the propagation of a given item in the network, in [2] a shuffle between
two nodes is modeled by a probabilistic state transition system, depicted in
Fig. 1. A node is in state 1 if it has the given item, and in state 0 otherwise.
All probabilities are of the form P (a2b2|a1b1) with a1, a2, b1, b2 ∈ {0, 1}. Given
an information exchange between two nodes in state a1 and b1 respectively, it
indicates the probability that after the exchange these nodes are in state a2 and
b2 respectively. [2] determined the transition probabilities for one shuffle, i.e., for
one information exchange between two nodes. They are presented below; in the
formulae, n refers to the number of items, and c and s to the cache and exchange
buffer size respectively:

P (01|01) = P (10|10) = c−s
c P (01|11) = P (10|11) = s

c ·
c−s

c ·
n−c
n−s

P (10|01) = P (01|10) = s
c ·

n−c
n−s P (00|00) = 1

P (11|01) = P (11|10) = s
c ·

c−s
n−s P (11|11) = 1− 2·sc ·

c−s
c ·

n−c
n−s

These probabilities model local behavior of the shuffle protocol. In [2] these
probabilities were used to model the global behavior (replication and coverage
ratio) in fully connected mesh networks using differential equations. In this paper
we carry over this work to WMNs.
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Fig. 1. State transition systems of a shuffle and of a node

Based on the state transition system of a shuffle, shown at the left-hand side
of Fig. 1, a state transition system for each node can be derived, as shown at the
right-hand side of Fig. 1. For instance the transition probability P (0|1) or P (1|0)
denotes the probability that a node loses or gains the given item in a shuffle,
respectively. Thus P (0|1) = P (01|10)·P0+P (01|11)·P1 and P (1|0) = (P (10|01)+
P (11|01)) · P1. In the shuffle protocol, after convergence of the replication ratio
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for the given item, the average number of nodes which go from state 0 to state 1
is equal to the average number of nodes which go from state 1 to state 0 during a
round. This property expresses a steady state for all nodes, giving the following
equation:

P1 · P (0|1) = P0 · P (1|0)

In the above equations, P1 (P0) is the probability that a node has (does not
have) the given item. Replacing P (0|1) and P (1|0) by the formulas above (and
P0 by 1 − P1) yields P1 = c

n . That is, the replication ratio should converge to
c
n , which is in line with a uniformly random distribution of all items over the
network.

3 WMN Model of the Shuffle Protocol

We want to model propagation of information by the shuffle protocol in a uni-
formly deployed WMN. At time 0, a fresh item is introduced at the central
node of the network. The shuffle protocol propagates this item in the network.
Our model aims to estimate the average behavior of all possible propagation
scenarios.

When the item is inserted into the network, its replication ratio and cover-
age ratio are both 1

N , where N is the number of nodes. We assume c < n. As
mentioned in Sect. 2.2, the replication and coverage ratio should converge to c

n
and 1 respectively. The nodes which have a copy of the given item are called
source nodes. We assume a disk-like area with radius R; the initial source node
is located at the center of this disk and the other nodes are uniformly deployed
throughout this area. Thus the node density (d) is N

π·R2 . Nodes can communi-
cate to nodes which are located in their radio range; we assume all nodes have
radio range r ≤ 2 · R. The neighbors of a node are uniformly distributed in the
intersection of the disk-like area and the radio range of the node. So the average
number of neighbors (H) for each node is less than π ·r2 ·d−1. Substituting N

π·R2

for d in this formula yields H ≤ ( r
R )2 ·N − 1. When r � R, H is approximately

( r
R )2 ·N − 1. The average length of a hop (L) is approximately the radius of a

circle around the node which contains half of the π · r2 · d− 1 nodes. The node
itself is inside too, so there are π·r2·d−1

2 + 1 possible nodes inside this circle,

which gives the equation π ·L2 · d = π·r2·d−1
2 + 1. Substituting N

π·R2 for d in this
formula yields:

L =

√
r2

2
+

R2

2 ·N (1)

At the left side of Fig. 2, a sample of a disk-like uniformly deployed WMN with
parameters r = 2, R = 10

√
10 and N = 3150 is shown. The distribution of

neighbors, the number of nodes having a certain number of neighbors, is given
at the right. The vertical dotted line in this figure shows the average number of
neighbors, which is 11.6102. The aforementioned formula for the average number
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of neighbors yields H = 11.6000, which is close to the real scenario depicted in
Fig. 2. The average length of hops in this scenario is 1.4679, which is close to
L = 1.4693 calculated from the related formula.
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Fig. 2. A sample uniformly deployed WMN (left) and its distribution of neighbors
(right)

We aim to model the propagation of the given item by the shuffle protocol
according to the replication and coverage ratios. We exploit the convergence
characteristic of the shuffle protocol to mathematically analyze how the repli-
cation ratio α(t + 1) (given α(t)) and coverage ratio β(t + 1) (given α(t) and
β(t)) change over time. Our problem has six parameters: network parameters
r, R and N , and protocol parameters c, s and n. In a snapshot of an execu-
tion of the shuffle protocol at some time t before convergence, we can observe a
circular area around the central node in which the relative replication ratio has
converged to c

n , while in the remaining area it is less than c
n . We implemented

the shuffle protocol, and ran it on a uniformly deployed WMN with parameters
r = 2, R = 10

√
10, N = 3150, c = 100, s = 50 and n = 500. Fig. 3 shows some

snapshots of an execution of this implementation. In each snapshot, the circle
indicates the convergence circle: the largest circular area in which the relative
replication ratio has converged to c

n . We denote the replication and coverage
ratio inside a convergence circle by α′ and β′ respectively. We also denote the
number of interior nodes and source nodes in such a circle by N ′ and S′ respec-
tively; so α′ = S′

N ′ . Let rc(t) and α(t) denote the convergence circle radius and
the replication ratio in a snapshot at time t. By definition the number of source
nodes at time t is N · α(t). We have N ′ = π · rc(t)2 · d. Substituting N

π·R2 for

d yields rc(t) = R ·
√

N ′
N . According to the definition of a convergence circle,

α′(t) has converged to c
n , so N ′ = n

c · S′, which implies N ′ ≤ n
c ·N ·α(t). Hence

rc(t) ≤ R ·
√

n
c · α(t). We define rcmax(t) as the maximum possible rc(t) in a

snapshot at time t, so rcmax(t) = R ·
√

n
c · α(t). Thus:

rc(t) ≤ rcmax(t) (2)
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Fig. 3. Snapshots of the shuffle protocol, depicting the source nodes and the conver-
gence circle at times t = 100, 150, 170 and 190 respectively

Given a snapshot at time t, the propagation circle is the smallest circle cen-
tered by the central node which contains all source nodes and has a relative
replication ratio of at most c

n (or the entire disk of radius R if α(t) ≥ c
n ). Let

rp(t) denote the radius of the propagation circle at time t. Clearly,

rcmax(t) ≤ rp(t) (3)

To illustrate the applicability of rp(t), consider a snapshot of an execution of
the shuffle protocol in a WMN at time t. Only nodes inside or just outside the
propagation circle of this snapshot had a chance to perform a shuffle with source
nodes during the previous round. Possibly some nodes further than rp(t) had
the given item during round t but dropped it in the same round.

3.1 Lower Bound on rp(t + 1)

In this section, we obtain a lower bound on the average of all possible values
of rp(t + 1), denoted by rp(t + 1), for a given snapshot at time t, in which the
replication ratio is α(t). This provides a lower bound on the average number of
nodes which will have a chance to perform a shuffle with source nodes during
the next round. This lower bound will in turn help us to find a lower bound of
the average of all possible replication and coverage ratios in the next round.

To this aim, we assume a situation in which rp(t) takes the lowest possible
value for the given replication ratio α(t). Thus, according to inequality 3, we
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assume rp(t) = rcmax(t), which implies rc(t) = rcmax(t). We calculate the average
of all possible values of rp(t + 1), which provides a lower bound for rp(t + 1).

Fig. 4. A scenario in which the given item travels multiple hops away from the central
node in one round

Fig. 4 illustrates the mentioned scenario at the start of round t+1. The arc is
a portion of the maximum possible convergence circle area with radius rcmax(t).
In this scenario, at the start of the next round, all source nodes (empty bullets)
are inside or on the circle. Some of them (like s) may exchange the given item
to nodes outside this circle during the next round. In Fig. 4, D and A,B,C are
groups of neighbors of s which are nearer to and further from the central node
than s, respectively. In the next round, s may shuffle and send the given item
to a node in group A, then that node may send it to a node in group B, and so
on. Clearly, in such a scenario, rp(t + 1) is greater than rcmax(t). On the other
hand, in round t + 1, s may shuffle and send the given item to a node in group
D and drop it. In this case, rp(t + 1) might decrease, but only if all other source
nodes that are located near the the convergence circle in round t act in this same
fashion in round t+1. Consequently, the probability that rp(t+1) decreases has
a probability close to 0. Thus, to find a lower bound on the average of all possible
values of rp(t + 1), for each i ≥ 0 we calculate the probability that the given
item travels i hops further than rcmax(t) in round t + 1, and we ignore the case
i < 0.

The neighbors of an arbitrary node s are divided into two groups: D contains
the neighbors closer to the central node than s, and A contains the neighbors
further away. (On average, the number of neighbors of s with exactly the same
distance to the central node is almost zero, so these can be ignored.) The fraction
of neighbors of s which are closer to or further from the central node can be
approximated by the areas of D and A. The area of D can be calculated as
follows, where � is the distance of s to the central node.1

area(D) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
π.�2 0 < � ≤ r

2

r2 · cos−1( r
2·d ) + �2 · cos−1( 2·�2−r2

2·�2 )

− r
2
· √4 · �2 − r2 r

2
≤ � ≤ R

1 http://mathworld.wolfram.com/Circle-CircleIntersection.html

http://mathworld.wolfram.com/Circle-CircleIntersection.html
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On average approximately half of the neighbors of a node s are in D. Clearly,
on average each node shuffles twice in each round, once as an initiator and on
average once as a selected node. Therefore we assume that in a round each node
shuffles once with a nearer node in D and once with a further node in A.

We assume rc(t) = rcmax(t), so the relative replication ratio inside the arc is
close to c

n , and outside it is close to 0. For each i ≥ 0, we calculate the probability
P ( h = i) that the given item in a source node like s travels i hops away from
the central node in the next round. To find the transition probabilities, we use
Ps and Pd (introduced in [2]), which denote the probability that a node selects
respectively drops the given item in a shuffle. We define one more probability
Pn, which expresses the chance of the given item to go one hop nearer to the
central node and be removed from a source node s, when s shuffles with a nearer
node u. The given item will be removed from s and go to u if (1) s selects the
given item and sends it to u with probability Ps, (2) u does not send the item
to s because either it does not have the item with probability n−c

n , or it has the
item with probability c

n but does not select it with probability (1−Ps), and (3)
s drops the item with probability Pd. So:

Pn = Ps ·
(

c

n
· (1− Ps) +

n− c

n

)
· Pd

Replacing Ps and Pd by s
c and n−c

n−s , as computed in [2], we get:

Pn =
s

c
· n− c

n

We write P¬n and P¬s for (1−Pn) and (1−Ps) respectively. By assumption, in
a round, each node on average shuffles once with a nearer node and once with
a further node. The probability that s remains as a source node and does not
send the given item further is:

P ( h = 0) =
1
2
· P¬n · P¬s +

1
2
· P¬s · P¬n

In the above equations, 1
2 in each term denotes the probability of each of two

possible scenarios: the shuffle with a nearer node or with a further node executes
first. The other two parts of each term denote that the given item stays at s and
does not move further. Replacing Ps and Pn by s

c and n−c
n−s yields:

P ( h = 0) =
c− s

c
· (c− s

c
+

s

n
)

When the given item passes through a path of i hops from s to a node e in one
round, the following three steps should take place:

1. In s, one of the following two scenarios should happen. Either the first shuffle
is with a nearer node and the given item is not removed from s, and then in
the second shuffle it moves to a further node. Or the first shuffle is with a
further node and the given item moves to it.
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2. For nodes in the middle of the path from s to e, the shuffle with a nearer
node should be executed first to take the given item, and then the shuffle
with a further node should be executed to send it further.

3. When the given item reaches e, one of the following two scenarios should
happen. Either the given item reaches e in the second shuffle. Or the given
item reaches e in the first shuffle with a nearer node, and does not move
further in the second shuffle.

According to the above steps, P ( h = i) for i ≥ 1 is:

P ( h = i) = (
1
2
· P¬n · Ps +

1
2
· Ps) · (

1
2
· Ps)i−1 · (1

2
+

1
2
· P¬s)

Replacing Ps and Pn in this equation yields:

P ( h = i) =
2 · c− s

2 · c · (2 · c− s

c
+

s

n
) · (1

2
· s
c
)i

Let � denote a random variable that expresses the distance of an arbitrary node
to the central node. According to uniform deployment, for any value �′ between
0 and R, the cumulative density function2 F (�′), which expresses the probability

that � ≤ �′, equals π·�′2
π·R2 = �′

2

R2 . The expected value � of � is
∫ R

0 �′ · d F (�′)
d �′ d�′ =∫ R

0 �′ · 2·�′
R2 d�′ = 2·R

3 . On average the given item goes at most distance R − �

beyond a source node s. On average this distance is covered by �R−�
L
� = � R

3·L�
hops. (Recall that L denotes the average length of each hop, see equation 1.)
Thus, we approximate the average of  h as follows:

 h =

∑
0≤i≤� R

3·L �
i · P ( h = i)∑

0≤i≤� R
3·L �

P ( h = i)

Concluding we arrive at the following lower bound for rp(t + 1):

min(rcmax(t) + h · L, R) ≤ rp(t + 1) (4)

This lower bound will help us to find an estimation of the replication and cov-
erage ratio in the next round.

3.2 Modeling Replication and Coverage Ratio with Differential
Equations

We now construct two differential equations that approximate the replication and
coverage ratio of the given item from a round-based perspective. They express
the long-term behavior of the system as a function of the six parameters. We
need to know the probabilities of a node in a given state (0 or 1) to interact

2 http://mathworld.wolfram.com/DistributionFunction.html

http://mathworld.wolfram.com/DistributionFunction.html
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with another node in a given state. In WMNs, before convergence, the density
of source nodes decreases from the central node to the edge of the disk, so the
distribution of source nodes over the disk is not uniform.

Given a snapshot at time t with replication ratio α(t), we found a lower bound
of rp(t + 1). We model the protocol behavior considering a greedy scenario in
which rp(t+1) is equal to this lower bound. With this greedy scenario we use the
fact that when the propagation radius does not increase much, the distribution
of source nodes inside becomes uniform relatively fast. We call the circle with a
radius one hop (of average length) more than the propagation radius the shuffle
circle, and denote its radius by rsh(t + 1). All nodes in the shuffle circle have
approximately the same chance to shuffle with a source node in round t + 1.
According to inequality 4 and the definition of the shuffle circle:

rsh(t + 1) = min(rcmax(t) + ( h + 1) · L, R) (5)

At time t there are π · rsh(t + 1)2 · d nodes in the shuffle circle. Approximately
N · α(t) of them are source nodes, so the relative replication ratio of the shuffle
circle is α′ = N

π·rsh(t+1)2·d · α(t). The shuffles that can influence the number of
source nodes in the next round are restricted to the shuffle circle. So the variation
of α per round, dα

dt , can be derived from α′ and the probability that the given
item replicates or disappears in each shuffle in the shuffle circle:

dα
dt = [(P (11|10) + P (11|01)) · (1 − α′) · α′

− (P (10|11) + P (01|11)) · α′ · α′] · π·rsh(t+1)2·d
N

The first part, between brackets, indicates the probability that the given item
replicates or disappears during a shuffle within the shuffle circle during the next
round. The first term expresses the probability that a source node shuffles with
a non-source node in the shuffle circle and replication increases by one, while
the second term expresses the probability that two source nodes shuffle in the
shuffle circle and replication decreases by one. The second part normalizes the
result as a differential equation for all networks. Simplifying the right-hand side
of the equation yields

dα

dt
= 2 · s

c
· c− s

n− s
· α(t) ·

(
1− n

c
· σ(t) · α(t)

)
where σ(t) denotes 1

min

(√
n
c ·α(t)+(�h+1)·

√
r2

2·R2 + 1
2·N , 1

)2 , called the stepwise coef-

ficient hereafter. By imposing dα
dt = 0, we find the stationary solution c

n , meaning
that eventually the replication ratio of the given item stabilizes as c

n . Compared
to [2] for fully connected networks, we have the extra stepwise coefficient σ(t),
which reflects the impact of uniformly deployed WMN topologies on the speed
of information propagation. In our model, if the network is fully connected then
r = 2 ·R, and so σ(t) = 1. Hence our model coincides with [2] for fully connected
networks.

To model the coverage ratio β(t) over time, the same approach is followed.
At time t there are about β(t) · N covered nodes in the shuffle circle, and
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β′ = N
π·rsh(t+1)2·d · β(t) is the fraction of nodes in the shuffle circle that are

covered nodes. A non-covered node will be covered in the next round if it re-
ceives the given item from a source node and does not lose it in the remaining
time of the next round. Namely, each node only checks its cache for new items at
the end of each round, so new items which come and leave during a round are not
covered. Thus the variation of β per time slot (round) dβ

dt can be derived from α′

and β′ and the probability that the given item replicates to a non-covered node
and does not disappear until the end of this round:

dβ
dt = [12 · P (1|0) · P (1|1) · (1− β′) + 1

2 · P (1|0) · (1− β′)] · π·rsh(t+1)2·d
N

The first part, between brackets, indicates the probability of increase in the
number of covered nodes during the next round inside the shuffle circle, and the
second part normalizes the result as a differential equation for all networks. There
are two terms between brackets, showing two scenarios: the first and second term
refer to the scenarios in which a node is covered in its first or second shuffle,
respectively. The factor 1

2 needs to be included because when a node is covered
this happens with 50% chance in its first shuffle and with 50% chance in its
second shuffle in a round. In the first term, the P (1|1) ensures that the node
that receives the given item in its first shuffle, will not lose it in its next shuffle
in the same round. We have

P (1|1) = (P (10|10) + P (11|10)) · (1− α′) + (P (10|11) + P (11|11)) · α′

P (1|0) = (P (10|01) + P (11|01)) · α′

Substituting P (1|0) and P (1|1) in the differential equation of the coverage
ratio and simplifying the right-hand side of the equation yields:

dβ
dt = 1

2 ·
s
c · (1 − σ(t) · β(t)) · α(t)

·
[
1 + c−s

n−s ·
n
c + (1 − c−s

n−s · (
s
c ·

n−c
c + n

c )) · σ(t) · α(t)
]

To evaluate our model, we will perform a stepwise calculation of α and β for
a given parameter setting, taking into account that α(0) = β(0) = 1

N .

4 Evaluation of the Model

The model from Sect. 3.2 gives the replication and coverage ratio of the shuffle
protocol in a uniformly deployed WMN, for a parameter setting c, s, n, r, R, N .
As mentioned before, we also implemented the shuffle protocol. To evaluate our
model, we compare its outcomes with simulations of our implementation of the
shuffle protocol, for a disk-like area with radius R = 10

√
10 and N = 3150.

In the first experiment, we considered a radio range of r = 1 for all nodes, and
deployed them in a grid structure. We simulated the shuffle protocol for different
settings of n, c, s, and compared the results of these simulations to our model.
Figs 5 and 6 compare how the replication and coverage ratios of the simulations
and of our model grow over time, for n = 2100, c = 300, and different values
for s. In each of these figures, the curves in the graph at the left represent the
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Fig. 5. Replication ratio in simulations and model for r = 1, n = 2100, c = 300 and
different values of s
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Fig. 6. Coverage ratio in simulations and model for r = 1, n = 2100, c = 300 and
different values of s

average and standard deviation over 100 simulation runs, and the curves in the
graph at the right are calculated with our model. We separated the results of the
model and the simulations to avoid having a tangled view of the curves. These
figures demonstrate that our model gives a good estimation of the growth of
the replication and coverage ratios over time. Experiments with other values of
n, c, s gave similar good results.

In the second experiment, we compared simulation results for two types of
topology and the model. We considered a radio range of r = 2 for all nodes, and
deployed them in a grid as well as in a uniform at random network. Simulation
results in both deployments, for different settings of n, c, s, were compared to our
model. Figs 7 and 8 present the outcomes for n = 2100, c = 300 and n = 500,
c = 100 respectively and different values for s. For clarity of presentation we leave
out the standard deviations in these figures. The curves in each figure contain
the average over 100 simulation runs and the outcomes of our model in both
deployments. In these figures, the graph at the left represents the comparisons
of the replication ratios and the graph at the right represents the comparison
of the coverage ratios. The figures demonstrates that our model gives a good
estimation of the behavior of the shuffle protocol. Experiments with other values
of n, c, s gave similar good results.
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In all figures, we expect that our model gives an underestimate of the behavior
of the shuffle protocol, but some rounds before the convergence we face to a more
speed in our model. This is the result of using the  h in our model instead of
 h for simplification which overestimate it when the given item reaches near the
border of area. Thus some rounds before convergence rsh(t + 1) increases faster
until it reaches to R and consequently the model estimates (not underestimate)
the behavior of the shuffle protocol some rounds before the convergence.
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Fig. 7. Replication (left) and coverage (right) ratio in simulations and model for r =
2, n = 500, c = 100 and different values of s in two uniformly deployed WMNs (grid,
random)
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Fig. 8. Replication (left) and coverage (right) ratio in simulations and model for r =
2, n = 2100, c = 300 and different values of s in two uniformly deployed WMNs (grid,
random)

5 Conclusion and Future Work

The analytical models for information propagation of a push-pull gossiping pro-
tocol are the main contribution of our paper. We have demonstrated that in-
formation propagation of a push-pull gossip-based protocol can be analytically
modeled in WMNs. To this aim, we considered a disk-like and uniform deployed
area in which all nodes have the same radio power. We assumed that links and
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nodes do not crash and the network topology is connected. Our models support
different uniformly deployed topologies like grids and fully or partially connected
meshes.

We have developed differential equations for computing how the replication
and coverage ratio of a given item in the network develops over time, for the push-
pull gossip-based shuffle protocol; the given item is introduced at the central node
at time 0. Simulations with an implementation of the shuffle protocol showed
that our analytical models provide an accurate prediction. Our models can help
to find optimal parameter settings for the shuffle protocol.

For the future we would like to extend our models for different deployments
and areas with different shapes or density. We also intend to extend our models
to take into account that nodes may crash or links may be down. We are also
curious to explore the usefulness of our approach in modeling other gossip-based
protocols in wireless networks.

Acknowledgments. The first author would like to thank Rena Bakhshi for
useful discussions.
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Abstract. We consider networks with multiple classes of customers
which receive service with a Phase type distribution. The service dis-
cipline is Last In First Out. We consider negative signal and a new type
of signal: the group deletion signal. Negative signals eliminate a customer
in service (if there are any) and group deletion signal delete all consecu-
tive customers in the same class and same phase at the back-end of the
buffer. We prove that the network has product form solution.

Keywords: Queue, Network, phase type, quasi-reversible, LIFO, prod-
uct form.

1 Introduction

Traditional queueing networks model systems are used to represent contention
among customers for a set of resources. Customers moves form server to server,
waiting for service. But the customers do not interact among themselves or mod-
ify the queue or the server. G-network models overcome some of the limitations of
conventional queueing network models adding signals and interactions between
signals and customers. Despite this deep modification of the model, G-networks
still preserve the product form property of some Markovian queueing networks.
In his seminal paper [10], Gelenbe introduced negative customer, the first type of
signal. A negative customer is never queued. A negative customer deletes a pos-
itive customer at its arrival at a backlogged queue. Positive customers are usual
customers which are queued and receive service or are deleted by negative cus-
tomers. Under typical assumptions for Markovian queueing networks (Poisson
arrival for both types of customers, exponential service time for positive cus-
tomers, Markovian routing of customers, open topology, independence) Gelenbe
proved that such a network has a product form solution for its steady-state be-
havior. The results are more complex than Jackson’s networks. The G-networks
flow equations exhibit some uncommon properties: they are neither linear as
in closed queueing networks nor contracting as in Jackson queueing networks.
Therefore the existence of a solution had to be proved [11] by new techniques, a
numerical algorithm was also developed [8].
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G-networks had been extended in many directions. First many signals were
introduced and shown to lead to product form solution: triggers which redirect
other customers among the queues, catastrophes which flush all the customers
out of a queue [12,13] and resets [14]. Multiple class versions of these models
have also been derived [6,9,15].

Most of the signals studied so far have a globally negative effect on the queues.
Indeed, the balance of customers in the queues involved in a signal is negative
(triggers, deletion, catastrophes) or negative in expectation (resets). Recently
more complex interactions were introduced: change the class of the customer in
service [4], change the phase of the customer in service for Phase type service
distribution, synchronised arrivals in a set of queues [5]. For a review, one can
see these books [3,16], and many references therein.

G-networks had also motivated new important results in the theory of queues.
As negative customers lead to customer deletions, the original description of
quasi-reversibility does not hold anymore and new versions have been proposed.
At the time being, the description proposed by Chao and his co-authors in
[3] looks sufficient to study queues with customers and signals. At the same
time a completely different approach, based on Stochastic Process Algebra, was
proposed by Harrison [17,18]. The main results (CAT and RCAT theorems and
their extensions [1,17,18,19]) give some sufficient conditions for product form
stationary distributions. Thus Harrison’s technique clearly has a different range
of applications as it allows to represent component based models which are much
more general than networks of queues. An interesting open question is to mix
both results to obtain a quasi-reversibility characterisation directly from a SPA
specification using a master-slave description of the system (like in RCAT) rather
than arrivals, departure and internal transitions as proposed in [3].

Here we introduce a new type of signal which deletes several customers of the
same type (same class and same phase) at the back end of a LIFO queue. Batch
deletion were studied by Gelenbe in [12] for single class model. To the best of
our knowledge the multiclass problem was not considered until now, except the
catastrophe in a PS queue studied in [7] which is easier to model. Moreover, the
group-deletion signal is not like the previously studied batch which was studied
as we seek to delete all customers of the same type, which means that it will
depend on the type of customers, while the effect of a batch or a catastrophe
does not depend on class of customers. We also assume that the service time
distributions are Phase type.

The following of the paper is as follows. Section 2 is devoted to the definition
of quasi-reversibility as it has been generalised by Miyazawa and his co-authors
to take into account signals. In section 3, we show that the queues are quasi-
reversible. Finally in section 4, using quasi-reversibility we prove that the steady-
state has a product form solution.

2 Preliminaries

In this section, we will introduce the network of quasi-reversible queues which is
introduced by Chao, Miyazawa and Pinedo in [3]. All the results presented in this
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section comes form [3] and have been already used in the context of G-networks
in [4] to prove that networks with Phase type services and another type of signal
also have a product form steady-state solution. We summarize the results of [3]
for the readers.

2.1 Definition of Quasi-reversibility of Chao, Miyazawa and Pinedo

Let we introduce the definition of quasi-reversibility of a queue with signals and
instantaneous movement.

Consider a queue where the queue-content evolves as a continuous time Markov
chain on state space S. For a pair of states (x, y), we decompose the tran-
sition rate function q(x, y) of queue into three types of rates: qA

u (x, y), u ∈
T ; qD

u (x, y), u ∈ T ; qI(x, y), where T is the set of the classes of arrivals and
departures, which is countable. The transition rate of the queue can be written
as:

q(x, y) =
∑
u∈T

qA
u (x, y) +

∑
u∈T

qD
u (x, y) + qI(x, y), x, y ∈ S.

The transition rate functions qA
u , qD

u and qI generate the point processes cor-
responding to class u arrivals, class u departures and the internal transitions,
respectively. “A”, “D” and “I” stand for “arrival”, “departure” and “internal”.

Suppose that q admits a stationary distribution π. Furthermore, assume that
when a class u arrives and changes the state of the queue from x to y, it instan-
taneously triggers a class v departure with probability fu,v(x, y), where:∑

v

fu,v(x, y) ≤ 1, u ∈ T, x, y ∈ S.

With probability 1 −
∑

v fu,v(x, y) the class u arrival does not trigger any de-
parture. The function fu,v(x, y) is the triggering probability.

The quasi-reversibility of instantaneous movement is defined as follows.

Definition 2.1. If there exist two sets of non-negative numbers {αu, u ∈ T }
and {βu, u ∈ T } such that: for all x ∈ S, u ∈ T,∑

y∈S

qA
u (x, y) = αu, (1)

∑
y∈S

π(y)
[
qD
u (y, x) +

∑
v∈T

qA
v (y, x)fv,u(y, x)

]
= βuπ(x), (2)

then the queue with signal is said to be quasi-reversible with respect to {qA
u , fu,v,

u, v ∈ T }, {qD
u , u ∈ T } and {qI} .

The non-negative numbers αu and βu are called the arrival rate and departure
rate of class u customers.
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Example 2.1. Let us give an example of a G-queue M/M/1/∞ with negative
signal to introduce the definition. Customers arrive with rate λ, service rate
is μ. Negative signals arrive with rate λ−. A negative signal will eliminate a
customer if there is any in the queue.

We use the indices c for customers and − for negative signals. The transition
rates of the queue are given by:

qA
c (n, n + 1) = λ, n ≥ 0,

qA
−(n, n− 1) = λ−, n ≥ 1,

qA
−(0, 0) = λ−,

qD
c n, n− 1 = μ, n ≥ 1.

We add the rate qA
−(0, 0) for equation (1) to hold for both c and −, where αc = λ

and α− = λ−. Note that qA−(0, 0) is a dummy transition. Therefore it is possible
to add such a transition rate.

The stationary distribution π is given by

π(n) = π(0)
( λ

μ + λ−
)n

.

Equation (2) is satisfied for c with

βc =
λμ

μ + λ− .

We now consider the negative signals. We add the triggering probability f−,−(n+
1, n) = 1 for n ≥ 0 in the queue. Hence, one obtains equation (2) for − with

β− =
λλ−

μ + λ− .

Chao et al. proved that this definition of queue without instantaneous movements
is equivalent to the quasi-reversible definition of Kelly in [20]. This implies that
the arrival processes and the departure (triggered and non-triggered) of class u
customers are Poisson.

We use the definition of Chao, Miyazawa and Pinedo as it is more convenient
for G-networks with instantaneous movements.

2.2 Network of Quasi-reversible Queues with Signals and
Instantaneous Movement

Consider a network of N queues. Each queue is a quasi-reversible queue with
signals as described above. The set of arrival and departure classes is T (we
may have a set Ti for each queue i, however, for the sake of simplicity, we take
T = ∪iTi).

Let xi be the state of queue i with state space Si. The Poisson source has
index 0 and for the sake of simplification, we assume that the source has only
one state which is denoted as 0.
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For queue i, we introduce functions pA
iu, qD

iu, qI
i and fiu,v on the state space

Si:

– pA
iu(xi, yi) = the probability that a class u arrival at queue i changes the

state from xi to yi, where it is assumed that
∑

y∈Si
pA

iu(xi, yi) = 1, xi ∈ Si;
– qD

iu(xi, yi) = the rate at which class u departures change the state of queue
i from xi to yi;

– qI
i (xi, yi) = the rate at which internal transitions change the state of queue

i from xi to yi;
– fiu,v(xi, yi) = the triggering probability that when a class u arrival occurs

at queue i and the state changes from xi to yi, it simultaneously induces a
class v departure, where

∑
v∈T fiu,v(xi, yi) ≤ 1, i ≤ N, u ∈ T, xi, yi ∈ Si.

For source 0, we set pA
0u(0, 0) = 1, pA

0u(0, 0) = β0u, qI
0(0, 0) = 0 and f0u,v ≡ 0.

Here, βA
0u is the arrival rate to the network from the outside (the source).

In Chao’s model, a queue is defined by three rates qA
u , qD

u and qI . In that
case, the arrival effect function may be defined as:

pA
u (x, y) =

qA
u (x, y)∑
z qA

u (x, z)
,

and qD
u and qI are the departure and internal transition functions.

The dynamics of the network are described as follows. Customers of class u
arrive to the network from outside (the source) according to a Poisson process
with rate β0u, and are routed to queue i as a class v arrival with probability
r0u,iv. A class u departure from queue i, either trigger or non-trigger, enters
queues j as a class v arrival with probability riu,jv . It is assumed that:

N∑
j=0

∑
v

riu,jv = 1, i = 0, 1, . . .N, u ∈ T.

Furthermore, whenever there is a class u arrival at queue i, either from the
outside or from other queues, it makes the state of the queue change from xi to yi

with probability pA
iu(xi, yi), it also triggers a class u departure with probability

fiu,v(xi, yi), and it triggers no departure from queue i with probability 1 −∑
v∈T fiu,v(xi, yi), i = 0, 1, . . . , N.
The transition rate function of the network is denoted by q(x, y), x, y ∈ S =

S1 × · · · × SN (note that we accept the case where q(x, x) �= 0).
Consider for each queue i the following auxiliary process:

q
(αi)
i (xi, yi) =

∑
u∈T

(
αiupA

iu(xi, yi) + qD
iu(xi, yi)

)
+ qD

i (xi, yi),

where (αi) = (αiu, u ∈ T ) are considered as dummy parameters and their values
are determined by the traffic equations.

Suppose that q
(αi)
i has a stationary distribution π

(αi)
i . Note that this is always

true for the source 0, as for all α0, π
(α0)(0)
0 = 1. We now require that q

(αi)
i be

quasi-reversible.
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We always have∑
yi∈Si

αiupA
iu(xi, yi) = αiu, i = 1, . . .N, u ∈ T.

Hence, the quasi-reversibility of q
(αi)
i for i = 1, . . . , N is equivalent to the exis-

tence of a set of non-negative numbers βiu, u ∈ T such that:∑
yi

π
(αi)
i (yi)

[
qD
iu(yi, xi) +

∑
v∈T

αivpA
iv(yi, xi)fiv,u(yi, xi)

]
= βiuπ

(αi)
i (xi), (3)

for all xi ∈ Si, i = 1, . . . , N and u ∈ T .
Queue i in isolation is said to be quasi-reversible with αi if (3) is satisfied.
Since αiu and βiu are the arrival and the departure rates of class u customers

at queue i, we have the following traffic equations:

αiu =
N∑

j=0

∑
v

βjvrjv,iu , i = 0, 1, . . . , N. (4)

We need the following condition to ensure that the network process is regular:

N∑
i=1

∑
xi∈Si

π
(αi)
i

∑
yi∈Si

q
(αi)
i (xi, yi) <∞.

We have the theorem:

Theorem 2.1. If each queue i with signals, i = 1, . . . , N , is quasi-reversible
with αi which are the solution to the traffic equations (4), then the queueing
network with signal has the product form stationary distribution

π(x) =
N∏

i=1

π
(αi)
i (xi),

where π
(αi)
i is the stationary distribution of q

(αi)
i , i = 1, . . . , N .

3 A LIFO Multi-class PH Queue with Signal Deletion
Customers of Same Sub-class

The goal is to model a generalized network of multiple classes of (positive) cus-
tomers where the service times of each class are assumed to be Phase type and
2 types of signal: negative signal and group deletion signal.

In [2], Bonald and Tran modelled the Phase type service by considering a
change of class inside the queue after service. More precisely, the phase is mod-
elled by an absorbing DTMC with k + 1 states where 0 is the only absorbing
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state. The transition probability matrix of this DTMC is denoted as H . It can
be viewed as follow: each “phase” ph demands an exponential service time. After
“phase” ph, a customer can change to some “phase” ph′ with some probability
(given by matrix H) and still stay in the queue. The arriving rate of each “phase”
will respect the ratio of the initial probability of the Phase-type.

Example 3.1. Consider a queue of 2 classes of customers:

– Class 1 which arrives with rate λ1 and asks for exponential service of rate
μ1;

– Class 2 which arrives with rate λ2 and asks a PH service with two transient
states (and an absorbing state): ph,ph′ and initial distribution ν. State ph
and ph′ demands exponential services time μ2 and μ′

2.

Hence, the matrix H is given by

H =

⎛⎜⎜⎝
0 0 0 H[1,0]
0
0

0 H [ph, ph′]
H [ph′, ph] 0

H [ph, 0]
H [ph′, 0]

0 0 0 0

⎞⎟⎟⎠ ,

where

– H [1, 0] = 1, which means that if a customer reach phase 1, then after service
completion, it will reach the absorbing state.

– H [ph, ph′] and H [ph′, ph] are the probabilities in which after service comple-
tion of phase ph and ph′, respectively, customer of class 2 can ask for another
“phase” ph′, ph, respectively.

– H [ph, 0] and H [ph′, 0] are the probabilities in which after of phase ph and
ph′, respectively, customer of class 2 will reach the absorbing state.

Then, inside the queue, there are changes of class after service (in this case, ph
to ph′ and ph′ to ph). The arrival rate for phase 1 is λ1, while it is λ2ν(ph) and
λ2ν(ph′) for phase 2 (ph) and 3 (ph′).

We will use this presentation to model our network. A multi-class network of
queues with phase type service times can be modelled as a multi-class network
of queues with exponential service times where the customers can change class
inside the queue after completion of an exponential service.

3.1 Description

Consider the LIFO multi-class queue with the set of customers given by C and a
special class index 0 (0 /∈ C) which denotes the “absorbing state”. There are two
types of signals: negative signals and group-deletion signals. The set of negative
signals is given by S− = {s−c }c∈C and the set of group-deletion signals is given
by S = {sc}s∈C.
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Remark 3.1. We can consider only one class of negative signal and one class
of group-deletion signal, with different probability of success for each class of
customer. However, we consider different classes to have more flexible routing
while connecting the networks.

Customers of class c arrive according to a Poisson process of rate λ(c), they re-
quire exponential service times with mean 1/μ(c), for c ∈ C. Denote by λ the sum
of all λc: λ =

∑
c∈C λ(c). A customer of class c after completion of service will

change to class k (it demands another service) with probability H [c, k] or reach
the state 0 (it quits the queue at the completion of its service) with probability
H [c, 0]. The following condition is satisfied:

H [c, 0] +
∑
k∈C

H [c, k] = 1.

Negative signals of class s−c arrive according to a Poisson process of rate λ−(c).
Arriving signal of type s−c will eliminate a customer c in service (customer at
the back-end of the buffer).

Group deletion signals of class sc arrive according to a Poisson process of rate
λs(c). If customer in service is of class c, then the arriving signal of class sc will
cancel all consecutive customers of class c at the back-end of the buffer (it will
eliminate all customers of class c until it finds a customer of another class).

If the queue length is n, then the state of queue is

x = (x(1), x(2), · · · , x(n)),

where x(l) is the class of customer in position l.

Remark 3.2. We consider also triggering effect in the queue to have instanta-
neous movements when considering network model. However, details of the trig-
gering effect will be given later when we study the quasi-reversibility.

3.2 Stationary Distribution

We first give the system of equation which plays an important role in calculating
the stationary distribution.

Definition 3.1. The PH Group-deletion Equations associated to the considered
LIFO queue are the equations of the variable ρ = {ρ(c)}c∈C ∈ �C

+, defined by

λ(c) +
∑
k∈C

ρ(k)μ(k)H [k, c] =
ρ(c)λs(c)

1 − ρ(c)
+ ρ(c)μ(c) + ρ(c)λ−(c), if λs(c) > 0, (5)

λ(c) +
∑
k∈C

ρ(k)μ(k)H [k, c] = ρ(c)
(
μ(c) + λ−(c)

)
, if λs(c) = 0. (6)

Let C+ be a subset of C: C+ = {c ∈ C | λs(c) > 0}.
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Remark 3.3. If ρ is a solution of (5,6), then taking the sum over all c in C, and
using the fact that H [c, 0] +

∑
k∈C H [c, k] = 1, one has

λ =
∑
c∈C

(ρ(c)μ(c) + ρ(c)λ−(c)) +
∑

c∈C+

ρ(c)λs(c)
1− ρ(c)

−
∑

c,k∈C

ρ(k)μ(k)H [k, c]

=
∑
c∈C

ρ(c)μ(c)H [c, 0] +
∑
c∈C

ρ(c)λ−(c)) +
∑

c∈C+

ρ(c)λs(c)
1− ρ(c)

.

We now give lemmas which prove the existence of the solution of PH Group-
deletion Equations. We first prove this property in the extreme cases: C+ = C or
C+ = ∅. Then we treat the general case.

Lemma 3.1. If C+ = ∅ (which means that there is no deletion-group signal in
the queue), then there exists a solution (ρ(c))c∈C of the system (5,6).

Proof. The system can be rewritten as follows:

ρ = η + ρM,

where η = (η(c))c∈C is a vector and M = M [c, k]c,k∈C is a matrix the entries of
which are given by:

η(c) =
λ(c)

μ(c) + λ−(c)
, M [c, k] =

μ(k)H [k, c]
μ(c) + λ−(c)

.

One has that rank(Id −M) = |C| as at least one variable H [c, 0] > 0. Hence,
there exist a unique solution given by

ρ = η(Id−M)−1.

This completes the proof.

Lemma 3.2. If C+ = C (which means that H [c, k] = 0 for all c, k ∈ C), then
there exists a solution (ρ(c))c∈C of the system (5,6) which satisfies

0 ≤ ρ(c) < 1.

Proof. ρ(c) is a root of a polynomial of degree 2:

P c(ρ(c)) = ρ(c)2
(
μ(c) + λ−(c)− μ(c)H [c, c]

)
− ρ(c)

(
λs(c) + μ(c) + λ−(c)

+
∑
k 	=c

ρ(k)μ(k)H [k, c]− μ(c)H [c, c]
)

+
(
λ[c] +

∑
k 	=c

ρ(k)μ(k)H [k, c]
)

Polynomial P c(X) = 0 has a solution in [0,1) as P c(0) ≥ 0 and P c(1) < 0. As the
multiplication of the two solutions of P c(X) is positive (λ(c)/

(
μ(c) + λ−(c)

)
),

we have that P c(X) = 0 has 2 positive roots. It implies that P c(X) has a unique
solution in [0,1) (which is depending on ρ(k)k 	=c).
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Consider the function Φ(ρ) : [0, 1]C
+ → [0, 1]C

+

where Φ(ρ)(c) is the unique
solution in [0,1) of P c(X). As [0, 1]C

+

is a non-empty compact, then applying
Brower’s fixed point theorem, one has that there exists a fixed point solution in
[0, 1]C

+

of the equation: Φ(ρ) = ρ, or Φ(ρ)(c) = ρ(c). Clearly the solution will be
in the set [0, 1)C+

.
This completes the proof.

We now have the result in the general case.

Lemma 3.3. There exists a solution (ρ(c))c∈C of the system (5,6) which satis-
fies

0 ≤ ρ(c) < 1, for all c ∈ C+.

Proof. Consider c ∈ C \ C+. Similarly to Lemma 3.1, one has that there exists a
solution ρ1 = (ρ(c))c∈C\C+ which depends on ρ2 = ρ(c)c∈C+ determined by:

ρ1 = η1(Id−M1)−1,

where

η1(c) =
λ(c) +

∑
k∈C+ μ(k)H [k, c]

μ(c) + λ−(c)
, M1[c, c′] =

μ(c′)H [c′, c]
μ(c) + λ−(c)

, for c, c′ /∈ C+.

This implies that for c /∈ C, ρ(c) is a linear combination of (ρ(c)c∈C+), which is
denoted by Φ1(c).

For c ∈ C+, consider the polynomial

P c(X) = X2
(
μ(c) + λ−(c)

)
−X

(
λs(c) + μ(c) + λ−(c) +

∑
k∈C+

ρ(k)μ(k)H [k, c]

+
∑

k/∈C+

Φ1(k)μ(k)H [k, c]
)

+
(
λ(c) +

∑
k∈C+

ρ(k)μ(k)H [k, c]

+
∑

k/∈C+

Φ1(k)μ(k)H [k, c]
)
.

Similarly to Lemma 3.2, one has that there is a unique solution in [0, 1) of P c(X).
Consider the function Φ2(ρ2) : [0, 1]C

+ → [0, 1]C
+

where Φ(ρ)(c) is the unique
solution in [0,1) of P c(X). Similarly to Lemma 3.2, we have a solution to the
fixed point equation: Φ2(ρ2)(c) = ρ2(c) which satisfies ρ2(c) ∈ [0, 1).

This completes the proof.

Lemma 3.4. Let ρ be a solution to the system of equations (5,6). The considered
LIFO queue has an invariant measure p defined by

p(x(1), x(2), · · · , x(n)) =
∏
l≤n

ρ(x(l)). (7)
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Proof. To prove that p is an invariant measure, one has to check that for all
x = x(1), x(2), · · · , x(n), one has∑

y

p(x)Q(x, y) =
∑

y

p(y)Q(y, x),

where Q is the infinitesimal generator of the queue.
The left-hand side is given by

L = λ, if n = 0,

or
L = p((x))(λ + μ(x(n)) + λ−(x(n)) + λs(x(n))), if n > 0.

Using the equation
∑

k>0 ρ(c)k = ρ(c)/(1− ρ(c)) when ρ(c) < 1, the right-hand
side is given by

R =
∑
c∈C

ρ(c)μ(c)H [c, 0] +
∑
c∈C

ρ(c)λ−(c) +
∑

c∈C+

ρ(c)λs(c)
1− ρ(c)

, if n = 0

or

R =
p(x)

ρ(x(n))

{
λ(x(n)) + ρ(x(n))

∑
k∈C

ρ(k)λ−(k) + ρ(x(n))
∑
k∈C

ρ(k)μ(k)H [k, 0]

+
∑

k∈C+,k 	=x(n)

ρ(k)λs(k)
1− ρ(k)

ρ(x(n)) +
∑
k∈C

ρ(k)μ(k)H [k, x(n)]
}

, if n > 0.

Let us comment about the expression of R. In the sum, the first term corre-
sponds to an arrival; the second term corresponds to an elimination caused by a
negative signal; the third term corresponds to a completion of service of phase
k to reach absorbing state 0 and leave the queue; the fourth term corresponds
to an elimination caused by a group deletion signal of class sk, for k �= x(n);
and the last term corresponds to a service completion of phase k which provokes
another service of phase x(n).

When n = 0, we have L = R as in remark 3.3. Using this equation, for n > 0,
one has

R
ρ(x(n))
p(x)

= λ(x(n)) +
∑
k∈C

ρ(k)μ(k)H [k, x(n)]

+ρ(x(n))
(
λ− �xn∈C+

ρ(x(n)λs(x(n)))
1− ρ(x(n))

)
The equations (5,6) imply that

R
ρ(x(n))
p(x)

= ρ(x(n))
(
μ(x(n)) + λ−(x(n)) + λ

)
+ �x(n)∈C+ρ(x(n)λs(x(n))),

which yields that L = R when n > 0.
This completes the proof.
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We now have the main result for one queue.

Theorem 3.1. Consider the LIFO multi-class PH queue with negative signal
and group-deletion signal where the variables are (λ(c), μ(c), λ−(c), λs(c)). Let ρ
be a solution of the PH Group-deletion Equations (6,5) which satisfies ρ(c) < 1
for c ∈ C+.

If we have ∑
c∈C

ρ(c) < 1

then the queue is stable and the stationary distribution is given by: for x =
{x(1), · · · , x(n)}

π(x) = K

n∏
1

ρ(x(l)), (8)

where K is the normalization constant given by K = 1−
∑

c∈C ρ(c).

Proof. If
∑

c∈C ρ(c) < 1, then one has that
∑

x π(x) = 1. Using Lemma 3.4, one
has that π is the stationary distribution. This completes the proof.

3.3 Quasi-reversibility

In this section, we will study the quasi-reversibility as defined by Chao et. al.
Consider the departure process of customer of class c, one has∑

y qD
c (y, x)π(y)
π(x)

= ρ(c)μ(c)H [c, 0].

Consider the negative signal of class s−c , one has∑
y qA

s−
c
(y, x)π(y)

π(x)
= ρ(c)λ−(c).

The problem is more complicated while considering the group-deletion signal of
class sc, one has∑

y qA
sc

(y, x)π(y)
π(x)

=

⎧⎨⎩
∑

k≥1 ρ(c)kλs(c) =
λs(c)ρ(c)
1− ρ(c)

, if x(n) �= c;

0, if x(n) = c.

Hence, we have the quasi-reversibility for customers which reach the absorbing
state after finishing service. We can add triggering probability for negative signal
when there are a successful elimination

fs−
c ,s−

c
(x(1) · · · x(n)c, x(1) · · ·x(n)) = 1,

then we also have the quasi-reversibility for negative signal.
To have the quasi-reversibility for group-deleting signal, one needs to modify

the network as follows:



Multi-class Network with Phase Type Service Time 201

– Triggering probability for group-deleting signal when there are a successful
group-deletion: fsc,sc(x(1) · · ·x(n)ck, x(1) · · ·x(n)) = 1,

– When the state of the queue is x(1) · · ·x(n), then there is a process of
group-deletion signal of class sx(n) is active to departure with rate
λs(c)ρ(c)/(1− ρ(c)).

We now have all ingredients to study the network.

4 Network of LIFO Multi-class PH Queues with Negative
Signal and Group-Deletion Signal

4.1 Description

Consider the network of N LIFO multi-class Ph queues with negative signal and
group-deletion signal.

At queue i, the set of classes of customers is given by Ci. The arrival rate
and service rate of customer of type c are λi(c) and μi(c), respectively. The
matrix which determines the service rate is given by Hi[c, k] and Hi[c, 0] for
c, k ∈ Ci. The arrival rate of negative signal of type s−c is λi,−(c). The arrival
rate of group-deletion signal of type sc is λi,s(c).

At queue i, after service completion at phase c, a customer asks another service
of phase k with probability Hi[c, k]; or reaches absorbing state 0 at queue i with
probability Hi[c, 0], and then

– leaves to queue j as a customer of class c′ with probability P i,j(c, c′), as a
negative signal of class s−c′ with probability P i,j(c, s−c′), as a group-deletion
signal of class sc′ with probability P i,j(c, sc′),

– or quits the network with probability di(c).

The following condition is satisfied:∑
j

∑
c′∈Cj

(P i,j(c, c′)P i,j(c, s−c′)P
i,j(c, sc′)) + di(c) = 1.

A negative signal of class s−c arrives to queue i finding customer of class c in
service will eliminate this customer, and then

– moves to queue j as a customer of class c′ with probability P i,j(s−c , c′), as a
negative signal of class s−c′ with probability P i,j(s−c , s−c′), as a group-deletion
signal of class sc′ with probability P i,j(s−c , sc′),

– or quits the network with probability di(s−c ).

The following condition is satisfied:∑
j

∑
c′∈Cj

(P i,j(s−c , c′)P i,j(s−c , s−c′)P
i,j(s−c , sc′)) + di(s−c ) = 1.

A group-deletion signal of class sc arrive to queue i finding customer of class c
in service will cancel all customers of class c at the back-end of the buffer.
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Remark 4.1. We know that we can generalize this mechanism of the group-
deletion signal with probability of successful deletion in the network as we will
have the quasi-reversibility. However, for the sake of simplicity, we will not in-
troduce the generalized version of group-deletion signal.

4.2 Stationary Distribution

Definition 4.1. The Traffic Equations of the network are given by

Λi(c) = λi(c) +
∑
k∈Ci

ρi(k)μi(k)Hi[k, c]

+
∑

j,k∈Cj

ρj(k)
{
μj(k)H [k, 0]P j,i(k, c) + Λj,−(k)P j,i(s−k , c)

}
, (9)

Λi,−(c) = λi,−(c) +
∑

j,k∈Cj

ρj(k)
{
μj(k)H [k, 0]P j,i(k, s−c ) + Λj,−(k)P j,i(s−k , s−c )

}
, (10)

Λi,s(c) = λi,s(c) +
∑

j,k∈Cj

ρj(k)
{
μj(k)H [k, 0]P j,i(k, sc) + Λj,−(k)P j,i(s−k , sc)

}
, (11)

where ρi is the solution to the PH group-deletion Equations associated to the
variables (Λi(c), Λi,−(c), Λi,s(c), μi(c)).

Remark 4.2. As mentioned in section 3.3, we can consider a modified network to
have the quasi-reversible property for group deletion signal. However, we do not
give the detail in this paper. We only consider the “simple” network as presented.

We now have the main result to the paper.

Theorem 4.1. Consider the network of N LIFO multi-class PH queues with
negative signals and group-deletion signals. If there exists a solution to the traffic
equations (9,10,11) which satisfies: for all i∑

c∈Ci

ρi(c) < 1,

then the network is stable and the stationary distribution has a product form
given by

π(x1, · · · , xN ) =
N∏

i=1

πi(xi) = K

N∏
i=1

ρi(xi(1) · · ·xi(ni)),

where xi = (xi(1) · · ·xi(ni)) and K is the normalisation constant.

The theorem can be deduced by using the result in Theorem 2.1.

5 Concluding Remarks

We hope that this new result will improve the applicability of G-network to
model systems with complex destruction mechanism of customers. Extension to
other queueing discipline is not that trivial because of the combinatorial problem
for description of set of customers to be deleted when the queueing discipline is
a general symmetric discipline as defined by Kelly.
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Abstract. We consider a single-item lost sales inventory model with dif-
ferent classes of customers. Each customer class may have different lost
sale penalty costs. We assume that the demands follow a Poisson process
and we consider a single replenishment hypoexponential server. We give
a Markov decision process associated with this optimal control problem
and prove some structural properties of its dynamic programming op-
erator. This allows us to show that the optimal policy is a critical level
policy. We then discuss some possible extensions to other replenishment
distributions and give some numerical results for the hyperexponential
server case.

Keywords: Markov decision process, critical level policies, inventory
systems.

1 Introduction

We consider an inventory system with single item type and a finite stock capacity.
Upon a demand, we can decide to either deliver an item or reject the demand.
We assume different demand classes with different rejection penalty costs. The
objective is to find a sequence of optimal decisions that minimizes the costs.
This problem can be easily modeled as a Markov Decision Process (MDP). We
refer the reader to Puterman [12] for general theory on MDPs and to Porteus
[11] for inventory systems and MDPs.

Finding a sequence of optimal decisions (an optimal policy) is in general a
very difficult problem. When the state space and the set of possible decisions
(actions) are finite, one can solve the problem numerically. However, this can be
done effectively only for very small instances. The aim is therefore to prove some
structural properties of an optimal policy, which then simplifies the computation
by reducing significantly the search space of all admissible policies.

We are interested here in the class of critical level policies. A critical level
policy can be seen as a set of thresholds (a threshold by class) which determine
the optimal action to perform (either rejection or acceptance of a demand). Such
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policies and their applications have been largely studied in the literature We will
focus here only on the results closely related to our problem; for a survey with
applications to communication networks see Altman [1] or Koole [7], and for
applications to web services see Mazzucco et al. [10].

In the case of an exponential replenishment server, Ha [4] has shown the opti-
mality of a critical level policy. This result was further extended by de Véricourt,
Karaesmen and Dallery [14], by authorizing the backordering of unsatisfied de-
mands, where critical level policy are also shown to be optimal. Both previous
results assume exponential service times. Dekker et al. [2], and Kranenburg and
van Houtum [8] consider general service times and they exhibit exact and heuris-
tic methods to compute the real value of the optimal levels, under the assumption
of a critical level policy. Nevertheless, there is no warranty that the critical level
policies are optimal under the general service distributions.

In the case of Erlang distributed service times, the optimality of a critical
level policy was proven by Ha [5]. However, his model relies on the assumption
that the service operator has a constant rate in any state of the model.

We consider here the case of hypoexponential service (see Svoronos [13] for
examples of complex services in inventory problems). We prove the optimality of
critical level policies. Note that this represents the simplest case of a phase-type
service where the service rate depends on the service phase. Also, we consider a
two-dimensional state space that is more suitable to possible extensions to other
distributions. This new state-space representation allows us to prove that the
switching curve is monotone in k (service phase). We expect that our results
represent a first step towards general phase-type service. Our numerical exper-
iments suggest that the result may still be preserved in the hyperexponential
case.

This paper is organized as follows. In Section 2 we give the formal descrip-
tion of the MDP problem considered in the paper. Section 3 is devoted to the
hypoexponential service case. We prove first in Section 3.3 that the dynamic
programming operator preserves convexity, which then has two different appli-
cations: i) that the optimal policy is of threshold type and ii) that the thresholds
are ordered for different classes. The preservation of submodularity, proved in
Section 3.5, implies the monotonicity of the switching curve for a fixed demand
class. In Section 4 we discuss the possible extensions of the model. Section 5
contains conclusions and some future directions. Details of proofs can be found
in the extended version of this article [15].

2 Problem Formulation

2.1 Model Description

We consider a single-item inventory model. We denote by S the maximum stock
level. This single-item is demanded by J different types of customers (or demand
classes). Demands arrive according to a Poisson process of parameter λ and the
probability that an arriving demand is of class j is equal to pj. Let λj be the
arrival rate of class j. Then λj = pjλ and

∑J
j=1 λj = λ.
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When an item is not delivered, the item is lost and a penalty cost is incurred.
We denote by cj the penalty cost of demand class j and we assume without loss
of generality that the costs are ordered such that c1 ≤ c2 ≤ . . . ≤ cJ . When a
demand arrives, one has to decide whether to satisfy or to refuse it. Since the
stock level is finite, rejecting a demand causes a penalty cost but it also saves
an item that can be used for future demands (of possibly higher class).

We assume a single replenishment server and the replenishment times can
follow different distributions. In this paper we will consider hypoexponential
and hyperexponential replenishments.

We detail now how this inventory problem can be expressed as an admission
control problem in a queuing system with different classes of customers. We
represent the items in replenishment for the inventory system by a queue of
capacity S. An arriving demand of class j is an arriving customer of class j.
Delivering an item is the equivalent to admitting the customer into the queue.
The penalty cost due to a lost demand is equivalent to the cost of rejection.
From now on, we will use this queuing model formalism.

2.2 Optimal Control Problem

The problem of finding the best decision (rejection or acceptance), to perform
when customers arrive is an optimal control problem that can be modeled as a
(time-homogeneous) MDP. We detail now the elements of this MDP.

The system behaves in continuous time, but we can restrict our attention
to the transition epochs. This can be done without loss of generality since we
only consider costs that depend on the state of the system. At these transition
instants an event occurs and induces a change in the system. When the event
is an arrival, then we have to choose the best action to trigger. Although the
system behaves continuously, we consider here a discrete time MDP. Indeed,
the use of the uniformization standard method makes the problem discrete (see
Lippman [9] or Puterman [12]).

The state space of our MDP is X = {1, . . . , S} × {1, . . . , N} ∪ {(0, 1)}. For
any (x, k) ∈ X , the parameter x denotes the number of customers in the system,
while k describes the phase of the customer being served (hypoexponential and
hyperexponential have different phases). Actually, in state (0, 1) no customer is
served and the indication of the phase is useless but we keep it for readability.
Note that the state space does not depend on the classes of customers.

We denote by A = {0, 1} the action set where action 1 is an acceptance and
action 0 is a rejection. A policy π is a sequence of decision rules that maps the
information history (past states and actions) to the action set A. Since in our
case the action set and the state space are finite, and since the costs are thus triv-
ially bounded, we restrict our attention to Markov deterministic policies. Indeed,
standard results (see Puterman [12]) insure that an optimal policy belongs to
the set of Markov deterministic policies. A Markov deterministic policy is of the
form (a(·), a(·), . . .) where a(·) is a single deterministic decision rule that maps
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the current state to a decision (hence, in our case a(·) is a function from X to A).
Under a policy π the evolution of the system generates a random sequence of
states and actions yn and an.

We denote by C(y, a) with y ∈ X and a ∈ A the instantaneous cost in state
y when action a is triggered. Here C(y, 0) = cj according to the class of the
customer we reject, and C(y, 1) = 0 in case of acceptance.

Since we are interested in the average cost criteria, we define the objective,
known as the minimal long-run average costs, by

v̄∗ = min
π

lim
n→∞

1
n

E
π
y

(
n−1∑
�=0

C(y�, a�)

)
,

where the initial state y0 = y. Our aim is to characterize the optimal policy π∗

that reaches v̄∗. This means to determine the optimal decision rule denoted by
a∗, with π∗ = (a∗, a∗, . . .).

Total cost criteria. We adopt the framework of Koole [7] and we will work
with the total cost criteria to characterize the optimal average policy. We define
the minimal (expected) n-stage total cost by

Vn(y) = min
π(n)

E
π(n)
y

(
n−1∑
�=0

C(y�, a�)

)
, ∀y ∈ X , (1)

where π(n) is a policy over n steps. We assume that the initial state y0 = y and
that, by convention, V0(y) = 0, ∀y ∈ X . We call Vn the n-stage total cost value
function.

From Koole [7] and Puterman [12, Chapter 8], the minimal n-stage total
cost value function Vn does not converge when n tends to infinity. Instead, the
difference Vn+1(y) − Vn(y) converges to the minimal long run average cost. On
the other hand, still from Koole [7], the n-stage policy which minimizes Vn tends
to the optimal average policy π∗ when n tends to infinity.

Finally, since the instantaneous costs are positive, from standard results on
MDPs (see Puterman [12]), Vn is well defined for all n and satisfies the dynamic
programming equation (Bellman equation):

Vn+1 = TVn ,

where T is the dynamic programming operator. More precisely, T operates on
the total cost value functions and is defined by:

(Tf)(y) = min
a

(T̂ f)(y, a) = min
a

⎛⎝C(y, a) +
∑

y′∈X
P (y′|(y, a)) f(y′)

⎞⎠ , (2)

with P (y′|(y, a)) the probability to move to y′ from state y ∈ X with action
a ∈ A, and f a function that belongs to the total cost value function set. The
optimal decision rule can then be deduced from Eq. (2):

a(y) = min
(
argmin(T̂ f)(y, a)

)
. (3)
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2.3 Critical Level Policies

In this work, we do not want to numerically compute the optimal policy but
rather to characterize some “good” properties that the optimal policy should
verify. Indeed, very often the optimal policy admits a simple form. The aim of
our work is to prove that the optimal policy for our model is a critical level
policy.

Definition 1 (Critical level policy). A policy is called a critical level policy
if for any fixed k and any customer class j it exists a level in x: tk,j , such that
in state (x, k):
- for all 0 ≤ x < tk,j it is optimal to accept any customer of class j,
- for all x ≥ tk,j it is optimal to reject any customer of class j.

Structured policy framework. In order to show that the optimal policy
exhibits some special properties we use a standard framework presented in the
monograph of Koole [7]. Most of the results presented now follow from this
monograph in which detailed proofs can be found. This framework is that of
property preservation by the Dynamic Programming operator. It consists of
three steps: First, identify two related sets. The one of the value functions that
exhibit a special form (say V) and the one one of the decision rules D that exhibit
a special form. The relation between these two sets being such that when the
value function belongs to V , then the optimal decision belongs to D. Next, show
that the properties of v ∈ V are conserved by the operator T . Finally, check that
these properties are kept when passing to the limit.

We present now some special forms for value functions. Let f be a function
from X "→ R+.

Definition 2 (Monotonicity). We say that a function f is increasing in x
(denoted by Incr(x)) if, for all y = (x, k), we have f(x+1, k) ≥ f(x, k). Similarly,
we say that a function f is decreasing in k (denoted by Decr(k)) if, for all
y = (x, k), we have f(x, k + 1) ≤ f(x, k).

Definition 3 (Convexity). We say that a function f is convex in x (denoted
by Convex(x)) if, for all y = (x, k), we have:

2f(x + 1, k) ≤ f(x, k) + f(x + 2, k) . (4)

Definition 4 (Submodularity). We say that a function f is submodular in x
and k (denoted by Sub(x, k) if, for all y = (x, k), we have:

f(x + 1, k + 1) + f(x) ≤ f(x + 1, k) + f(x, k + 1) . (5)

We give now the relationship between the properties of the value functions and
the optimal decisions.

Proposition 1 (Th 8.1 [7]). Let a(y), with y = (x, k), be the optimal decision
rule defined by Eq. (3).
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i) If f ∈ Convex(x), then a(y) is decreasing in x.
ii) If f ∈ Sub(x, k), then a(y) is increasing in k.

Assume a critical level policy and consider a decision for a fixed demand class j.

Definition 5 (Switching curve). For every k, we define a level t(k) such that
when we are in state (x, k) decision 1 is taken if and only if x ≤ t(k) and 0
otherwise. The mapping k "→ t(k) is called a switching curve.

Let us notice that a switching curve separates the state space X in two regions
X0, in which decision 0 is taken, and X1, in which decision 1 is taken.

Definition 6 (Monotone switching curve). We say that a decision rule is
of the monotone switching curve type if the mapping k "→ t(k) is monotone.

3 Hypoexponential Service

In order to show that the optimal level policy is of critical level type we will
prove increasingness (Section 3.2) and convexity (Section 3.3) properties, while
submodularity (proved in Section 3.5) implies monotonicity of the switching
curve. Furthermore, although the problem was given under its most general
formulation in Section 2.2, for the sake of readability and in order to simplify
the proofs, in the rest of the paper we will decompose the dynamic programming
operator according to the event-based approach presented in Glasserman and
Yao [3], and Koole [7]. This means a decomposition of the dynamic programming
operator into operators related to a dedicated event and an observation of the
system after decision epoch.

3.1 Model Description

Let us detail the event-based decomposition. The dynamic programming equa-
tion becomes:

Vn(x, k) = Tunif

( J∑
i=1

piTCA(i)(Vn−1), TD(Vn−1)
)

, (6)

where V0(x, k) ≡ 0, and Tunif , TCA(i) and TD are different event operators.
If the service (replenishment) time is hypoexponential, then the random value

R that describes the service time is defined by R =
∑N

k=1 Ek, where Ek is an
exponential random value of parameter μk, 1 ≤ k ≤ N . Let α = maxk μk. We
will use the uniformization rate equal to λ + α. The uniformization operator,
Tunif , is defined by:

Tunif (f(x, k), g(x, k)) =
λ

λ + α
f(x, k) +

α

λ + α
g(x, k).
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Let μ′
k = μk/α, the departure operator, TDf , is defined by:

TDf(x, k) = μ′
k

{
f(x, k + 1) if (k < N) and (x > 0),
f((x− 1)+, 1) if (k = N) or (x = 0 and k = 0)

+ (1− μ′
k)f(x, k).

The controlled arrival operator of a customer of class i, TCA(i), is defined by:

TCA(i)f(x, k) =

{
min{f(x + 1, k), f(x, k) + ci} if x < S,

f(x, k) + ci if x = S.

3.2 Increasing Property

We first notice that the state space admits a linear order (denoted �) which is a
lexicographic order defined to be increasing with respect to the first dimension
and decreasing with respect to the second dimension:

Definition 7 (Linear order �). For every (x, i) and (y, j) in X ,

(x, i) � (y, j) ⇔ (x < y) or (x = y, i ≥ j) .

Let us define the increasing property of functions with respect to �.

Definition 8 (Increasing property). For any function f : X "→ R we say
that f ∈ Incr(�) if (x, i) � (y, j)⇒ f(x, i) ≤ f(y, j).

We now show that operators TCA(i) and TD preserve this increasing property.

Lemma 1. Let f : X "→ R such that f ∈ Incr(�), then TCA(i)f ∈ Incr(�).

Proof. Assume that f ∈ Incr(�). In order to prove that TCA(i)f ∈ Incr(�), it
sufficient to prove that:

TCA(i)f(x, k) ≤ TCA(i)f(x, k − 1), ∀x > 0, ∀k > 1, (7)
TCA(i)f(x, 1) ≤ TCA(i)f(x + 1, N), ∀x, ∀k. (8)

Let us consider first (7). For 0 < x < S and k > 1 we get:

TCA(i)f(x, k) = min{f(x, k) + ci, f(x + 1, k)}
≤ min{f(x, k − 1) + ci, f(x + 1, k − 1)} = TCA(i)f(x, k − 1),

For x = S and k > 1 we have TCA(i)f(S, k) = f(S, k) + ci ≤ f(S, k − 1) + ci =
TCA(i)f(S, k − 1).

We now prove (8). For x < S − 1 we get:

TCA(i)f(x, 1) = min{f(x, 1) + ci, f(x + 1, 1)}
≤ min{f(x + 1, k) + ci, f(x + 2, k)} = TCA(i)f(x + 1, k) .

For x = S−1, TCA(i)f(S−1, 1) = min{f(S−1, 1)+ ci, f(S, 1)} ≤ f(S, k)+ ci =
TCA(i)f(S, k) . ��
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Lemma 2. Let f : X "→ R such that f ∈ Incr(�), then TDf ∈ Incr(�).

Proof. Assume that f is Incr(�). In order to prove that TDf ∈ Incr(�), it
sufficient to prove that:

TDf(x, k) ≤ TDf(x, k − 1), ∀x > 0, ∀k > 1, (9)
TDf(x, 1) ≤ TDf(x + 1, N), ∀x, ∀k. (10)

Let us consider first (9). For x > 0 and k = N ,

TDf(x, N) = μ′
Nf(x− 1, 1) + (1− μ′

N )f(x, N)
≤ μ′

N−1f(x, N) + (1 − μ′
N−1)f(x, N − 1) = TDf(x, N − 1) .

Indeed, using Definitions 8, one has that both f(x−1, 1) and f(x, N) are smaller
or equal than f(x, N) and f(x, N−1) and the same holds for any of their convex
combinations. Similarly, for x > 0 and 1 < k < N we have:

TDf(x, k) = μ′
if(x, k + 1) + (1− μ′

i)f(x, k)
≤ μ′

k−1f(x, k) + (1 − μ′
k−1)f(x, k − 1) = TDf(x, k − 1) .

Let us now consider (10). For x > 0:

TDf(x, 1) = μ′
1f(x, 2) + (1− μ′

1)f(x, 1)
≤ μ′

Nf(x, 1) + (1− μ′
N )f(x + 1, N) = TDf(x + 1, N)

For x = 0: TDf(0, 1) = f(0, 1) = TDf(1, N). ��

Remark 1. From Definition 7, it follows that Incr(�) implies Incr(x) and Decr(k).

3.3 Convexity

In this part we prove that the convexity with respect to the first dimension is
preserved by operators TCA(i) and TD. However, due to the state space form,
this requires to introduce an additional property (called augmented convexity)
at state (0, 1).

Definition 9 (Augmented convexity). We say that a function f : X "→ R

is augmented convex in x (denoted by AConvex(x)) if for all k ∈ {1, .., N} we
have f(0, 1) + f(2, k) ≥ 2f(1, k).

Lemma 3. Let f be a function such that f ∈ Incr(�)∩Convex(x)∩AConvex(x),
then TCA(i)f ∈ Incr(�) ∩Convex(x) ∩ AConvex(x).

Proof. Assume that f is Incr(�) ∩ Convex(x) ∩ AConvex(x).
(i) Preservation of Convex(x) shall be proved for x > 0. For x = S − 2,

TCA(i)f(x,k)+TCA(i)f(S, k)=min
{

f(x+ 1, k)+ f(S, k) + ci

f(x, k)+ ci+f(S, k)+ ci≥2f(x+1, k)+2ci

≥2 min{f(S, k), f(x+1, k)+ci}=2TCA(i)f(x+1, k).
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For 0 < x < S − 2, the sum TCA(i)f(x, k) + TCA(i)f(x + 2, k) is equal to

min

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

f(x + 1, k) + f(x + 3, k) ≥ 2f(x + 2, k)
f(x + 1, k) + f(x + 2, k) + ci

f(x, k) + ci + f(x + 3, k) + f(x + 2, k)− f(x + 2, k)
≥ 2f(x + 1, k) + f(x + 3, k)− f(x + 2, k) + ci

≥ f(x + 1, k) + f(x + 2, k) + ci

f(x, k) + ci + f(x + 2, k) + ci ≥ 2f(x + 1, k) + 2 ci

≥ 2 min{f(x + 2, k), f(x + 1, k) + ci} = 2TCA(i)f(x + 1, k).

Since for every expression on the left hand side of the inequality there exists a
smaller or equal expression on the right hand side thereof, the minimum on the
right hand side is smaller than the one on the left hand side.

(ii) For x = 0 augmented convexity is preserved:

TCA(i)f(0, 1)+TCA(i)f(2, k)=min

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

f(1, 1)+f(3, k)≥f(1, k)+f(3, k)≥2f(2, k)
f(1, 1) + f(2, k) + ci

f(0, 1) + ci + f(3, k) + f(2, k)− f(2, k)
≥ 2f(1, k) + f(3, k)− f(2, k) + ci

≥ f(1, k) + f(2, k) + ci

f(0, 1) + ci + f(2, k) + ci ≥ 2f(1, k) + 2 ci

≥ 2 min{f(2, k), f(1, k) + ci} = 2TCA(i)f(1, k),

Preservation of Incr(�) follows from Lemma 1. ��

Lemma 4. Let f be a function such that f ∈ Incr(�)∩Convex(x)∩AConvex(x),
then TDf ∈ Incr(�) ∩ Convex(x) ∩ AConvex(x).

Proof. Assume that f is in Incr(�)∩ Convex(x) ∩ AConvex(x).
(i) Preservation of Convex(x) shall be proved for x > 0. For x > 0 and k < N :

TDf(x, k) + TDf(x + 2, k)
= μ′

kf(x, k + 1) + (1− μ′
k)f(x, k) + μ′

kf(x + 2, k + 1) + (1− μ′
k)f(x + 2, k)

≥ 2μ′
kf(x + 1, k + 1) + 2(1− μ′

k)f(x + 1, k) = 2TDf(x + 1, k)

For x > 0 and k = N :

TDf(x, N) + TDf(x + 2, N)
= μ′

Nf(x− 1, 1) + (1− μ′
N )f(x, N) + μ′

Nf(x + 1, 1) + (1− μ′
N )f(x + 2, N)

≥ 2μ′
Nf(x, 1) + 2(1− μ′

N )f(x + 1, N) = 2TDf(x + 1, N)

(ii) For x = 0 augmented convexity is preserved. For x = 0 and k < N :

TDf(0, 1)+TDf(2, k)=μ′
1f(0, 1)+(1−μ′

1)f(0, 1)+μ′
kf(2, k+1) + (1−μ′

k)f(2, k)
=μ′

kf(0, 1)+(1−μ′
k)f(0, 1)+μ′

kf(2, k+1)+(1−μ′
k)f(2, k)

≥ 2μ′
kf(1, k + 1) + 2(1− μ′

k)f(1, k) = 2TDf(1, k)
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For x = 0 and k = N :

TDf(0, 1)+TDf(2, N)=μ′
1f(0, 1)+(1−μ′

1)f(0, 1)+μ′
Nf(1, 1)+(1−μ′

N)f(2, N)
=μ′

Nf(0, 1)+μ′
Nf(1, 1)+(1−μ′

N)f(0, 1)+(1−μ′
N)f(2, N)

≥2μ′
Nf(0, 1) + 2(1− μ′

N )f(1, N) = 2TDf(1, N)

Preservation of Incr(�) follows from Lemma 2. ��

Since the operator Tunif is a convex sum of operators TCA(i) and TD, the follow-
ing proposition follows by induction from Lemmas 3 and 4 (see details in [15]).

Proposition 2. Let Vn be a n-steps total cost value function that satisfy Equa-
tion 6. Then, for all n ≥ 0, Vn is in Incr(�) ∩AConvex(x) ∩ Convex(x).

3.4 Critical Level Policy

The next step is to show that the optimal policy, as defined in Section 2.2, is a
critical level policy (see Definition 1).

Theorem 1. The optimal policy is a critical level policy.

Proof. First, any value function Vn satisfying Eq. (6) belongs to Convex(x) this
follows from Proposition 2. From Proposition 1 it follows that, for any n, the
action minimizing Vn when Vn ∈ Convex(x) defines a critical level policy. Finally,
from the discussion in 2.2 it follows that the policy minimizing Vn converges
(with a simple convergence) to the optimal policy when n tends to infinity.
Since convexity is kept with simple convergence, then the optimal policy is of
critical level policy type. ��

Example 1. Consider a model with the following parameters as an example:
J = 3 (number of customer classes), N = 5 (number of phases), S = 10 (stock
size), λ = 3, μ = [2, 6, 9, 4, 7] (service rates in different phases), p = [0.3, 0.4, 0.3]
(probabilities of J customer classes), c = [30, 40, 50] (rejection costs).

Numerical computation of the optimal policy using value iteration method
results in a critical level policy as presented in Figure 1. It can be seen that for
every customer class j and for every phase k there exists a unique threshold in
x: tk,j . These thresholds are represented on the figure as the transition between
acceptance for different classes (blue circle – all classes are accepted, green tri-
angle – classes 2 and 3 are accepted, pink square – only class 3 is accepted, red
asterisk – rejection of any class). This example and Figure 1 also serve as an
illustration for Theorems 2 and 3.

Now we show that when the rejection costs are ordered for consecutive customer
classes, one can deduce order on the levels in x.

Theorem 2. For any critical level policy (see Definition 1), if the rejection costs
are nondecreasing (c1 ≤ · · · ≤ cJ), then the levels tk,j are nondecreasing with
respect to customer class j, i.e. tk,j ≤ tk,j+1.
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Fig. 1. Acceptance points for different customer classes. Blue circle – all classes are
accepted, green triangle – classes 2 and 3 are accepted, pink square — only class 3 is
accepted, red asterisk – rejection of any class.

Proof. First recall that the operator TCA(j) is defined as: TCA(j)f(x, k) = min
{f(x+1, k), f(x, k)+cj} for x < S (for x = S the only allowed action is rejection).

Observe now that by definition tk,j is a number such that: in state (x, k) for
all 0 ≤ x < tk,j it is optimal to accept any customer of class j and to reject it
for all x ≥ tk,j . This, by definition of TCA(j), means that:

Vn(x + 1, k)− Vn(x, k) < cj ∀x < tk,j (11)
Vn(x + 1, k)− Vn(x, k) > cj ∀x ≥ tk,j

Owing to the assumption cj ≤ cj+1, it yields Vn(x+ 1, k)−Vn(x, k) < cj ≤ cj+1

which, by definition of tk,j+1 holds for all x < tk,j+1. But, by Eq. (11), this also
holds for all x < tk,j . This means that the set of x such that x < tk,j is a subset
of the set of x such that x < tk,j+1, which, by definition of tk,j implies that
tk,j ≤ tk,j+1. ��

3.5 Submodularity

In this part we prove the preservation by operators TCA(i) and TD of submod-
ularity with respect to the first and second dimension (Sub(x, k)). Similarly to
convexity, we need an additional property (boundary-submodularity) and sub-
sequently its preservation along with submodularity shall be proved too.

Definition 10 (Boundary-submodularity). We say that a function f is in
BSub(x, k) if ∀0 < x < S we have f(x, 1) + f(x, N) ≤ f(x− 1, 1) + f(x + 1, N).

Lemma 5. Let f be a function such that f ∈ Sub(x, k) ∩ BSub(x, k). Then
TCA(i)f ∈ Sub(x, k) ∩ BSub(x, k).
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The proof is given in [15].

Lemma 6. Let f be a function such that f ∈ Sub(x, k) ∩ BSub(x, k). Then
TDf ∈ Sub(x, k) ∩ BSub(x, k).

The proof is given in [15].
The combination of Lemmas 5 and 6 implies that the n-step value total cost

value function is submodular (the proof follows easily from (6) and the definition
of Tunif ).

Proposition 3. Let Vn be a n-step total cost value function which satisfies Eq.
(6). Then for all (n ≥ 0) Vn is in Sub(x, k) ∩ BSub(x, k).

3.6 Monotone Switching Curve

Henceforth we can now refine the optimal policy using Definition 5.

Theorem 3. The optimal policy defines a monotone switching curve.

Proof. For all n ≥ 0, a value function Vn that checks Eq. (6) belongs to Sub(x, k)
(this follows from Proposition 3). Thus, by Theorem 1, we know that action is
decreasing in x and that there exists a critical level policy. Since the action set
consists of two elements and since the switching curve is the boundary between
inverse images of these two elements with respect to the Markov deterministic
policy, then Theorem 1 yields that for a fixed customer class the boundary
(switching curve) is a function k "→ tk,j . Furthermore, from Prop. 1 it follows that
the action minimizing Vn for Vn ∈ Sub(x, k) is increasing in k. This, combined
with the previous observation, implies that the switching curve is increasing.

Observe now, that (from the discussion in 2.2) the policy minimizing Vn con-
verges to the optimal policy when n tends to infinity. Since submodularity is
kept by simple convergence, thus the optimal policy is a monotone switching
curve.

At last, it has to be noted that submodularity is not well defined for the
state (0, 1) (indeed when x = 0 only one phase is possible). Therefore the same
reasoning based on Proposition 1 cannot be applied to the zero state. However,
Theorem 1 ensures that an unique level t1,j for k = 1 exists and submodularity,
by application of Proposition 1, implies the fact that the switching curve is in-
creasing for x > 0. Finally, the only event not covered by the previous discussion
(i.e. the existence of the switching curve at (0, 1)) does not impair the mono-
tonicity of the switching curve, since it is the smallest possible state. ��

4 Model Extensions

We discuss the possible extensions of the model in two different directions: hy-
perexponential service times and including different instantaneous costs.
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4.1 Hyperexponential Service

We now assume that the service times follow a hyperexponential distribution
(an exponential distribution of rate μk with a probability γk). Let Vn be the
n-step value function, the dynamic programming equation is similar: Vn(x, k) =
Tunif

(∑J
i=1 piTCA(i)(Vn−1), TD(Vn−1)

)
, with V0(x, k) ≡ 0. However, since the

dynamics of the system changes compared to the hypoexponential case, the
definitions of controlled arrivals TCA(i) and departure operators TD differ.

Let us recall that α is the maximum over all μk and that μ′
k = μk

α . We assume,
without loss of generality, that μ1 ≤ μ2 ≤ . . . ≤ μN . The departure operator TD

is now defined by:

TDf(x, k) = μ′
k

{∑N
i=1 aif(x− 1, i) if x > 1

f(0, 1) if x ≤ 1

+ (1− μ′
k)f(x, k) ,

and the controlled arrivals TCA(i) by:

TCA(i)f(x, k) =

⎧⎪⎨⎪⎩
f(x, k) + ci if x = S,

min{f(x + 1, k), f(x, k) + ci} if 0 < x < S,

min{f(0, 1) + ci,
∑N

j=1 ajf(1, j)} if x = 0.

Example 2. Consider a model with the following parameters: J = 3 (number
of customer classes), N = 5 (number of phases), S = 10 (stock size), λ = 3,
μ = [2, 4, 6, 7, 9] (service rates for different phases), p = [0.3, 0.4, 0.3] (probabili-
ties of J customer classes), c = [0.5, 1, 3] (rejection costs). The optimal policy is
given in Figure 2. For this example, and many others that we have tested, the
optimal policy is still of critical level type. This suggests that even in the hyper-
exponential service case, the optimal policies are critical level policies. However,
since the arrival operator is now more complex at the zero state, the proof tech-
nique used for hypoexponential case cannot be used directly, and were not able
to prove any results yet about critical level optimality.

4.2 Adding Holding Costs

We now discuss the possibility of adding the holding costs to Eq. (6). As men-
tionned in De Véricourt et al. [14], this breaks the queueing model and the
inventory system similarities.

First note that the admission control in a queueing system model with holding
costs has a wide range of applications (see Kleywegt et al. [6]). In the context of
inventory systems, it models the make-to-stock problem (see Ha [4]).

We obtain the similar results as before when we add linear and increasing
holding costs in admission control model.
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Fig. 2. Acceptance points for different customer classes. Blue circle – all classes are
accepted, green triangle – classes 2 and 3 are accepted, pink square – only class 3 is
accepted, red asterisk – rejection of any class.

Corollary 1 (Critical level policy with holding costs). Let Tcost be the
operator defined by

Tcostf(x, k) =
chx

λ + α
+ f(x, k) ,

with ch the per capita holding cost. The value function is given by Vn(x, k) =
Tcost(Tp(Vn−1)) where Tp is the operator given by Eq. (6).

The optimal policy is of critical level policy type. The levels are increasing
with respect to the customer class and the optimal policy defines a monotone
switching curve.

Proof. We only give a sketch of proof by noticing that the increasing, convexity,
and submodularity properties are kept by the operator. Then the results follow
using similar arguments as in the proofs of Theorems 1, 2, and 3. ��

5 Conclusions

The main contribution of this paper is the proof that in the case of a hypoex-
ponential service case we still have an optimal policy of critical level type. This
extends the previous results from the literature to the simplest case of a phase-
type service where the service rate depends on the service phase. We expect that
our result is a first step towards more general results for phase-type service. Our
numerical experiments suggest that the result is still preserved for hyperexpo-
nential case. However, the particularity of the zero state (i.e. when the queue
is empty) becomes more challenging because of the possibility of choice in the
arrival operator when the queue is empty. Technically, on the boundary around
zero state convexity and submodularity must be replaced with some more elabo-
rate properties. Defining the boundary properties for general phase type service
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and finding the conditions under which they are preserved by the dynamical
programming operator represents our first direction for future extensions of this
work. The second direction concerns the extensions of the result for different
types of immediate costs. Finally, it would be interesting to consider other types
of arrival processes or adding the possibility of decision for service.
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15. Wieczorek, A., Bušić, A., Hyon, E.: Critical level policies in lost sales inventory
systems with different demand classes. Tech. rep., INRIA (2011)



Model-Based Evaluation and Improvement of

PTP Syntonisation Accuracy in Packet-Switched
Backhaul Networks for Mobile Applications

Katinka Wolter1, Philipp Reinecke1, and Alfons Mittermaier2

1 Freie Universität Berlin
Institut für Informatik

Takustraße 9
14195 Berlin, Germany

{philipp.reinecke,katinka.wolter}@fu-berlin.de
2 highstreet technologies GmbH

Berlin, Germany
alfons.mittermaier@highstreet-technologies.com

Abstract. Base stations in mobile networks have very strict frequency
synchronisation (also referred to as syntonisation) requirements. As back-
haul networks are migrated to asynchronous packet-switching technol-
ogy, timing over packet using the IEEE 1588 Precision Time Protocol
(PTP) replaces current synchronisation methods that rely on the syn-
chronous bit clock of the network. With PTP, base-station clocks derive
their frequency from the inter-packet delays of Sync messages sent by a
high-quality time source at regular time intervals. Packet-delay variation
(PDV) thus has a major impact on the achievable synchronisation qual-
ity, and the amount of PDV of a backhaul network determines whether
the network can support frequency synchronisation of base stations. We
present a simulation and an analytical approach to assessing the suit-
ability of backhaul networks for clock synchronisation using PTP and
derive two methods for reducing PDV.

Keywords: Precision Time Protocol, Frequency Synchronisation, Mo-
bile Backhaul Networks.

1 Introduction

In order to enable handover between neighbouring base stations in mobile back-
haul networks for GSM, WCDMA and LTE, the frequency on the air interface
of the base stations must not deviate by more than 50 ppb1 from the nominal
frequency [1]. In practice, this requires that the frequency of the local oscillator
of base stations is accurate to about 15 ppb. As local oscillators cannot guarantee
this accuracy in free-running operation, frequency synchronisation (also referred

1 Parts per billion, defined as 10−9.

N. Thomas (Ed.): EPEW 2011, LNCS 6977, pp. 219–234, 2011.
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Fig. 1. Network using synchronisation of base stations with ToP using PTP. The mas-
ter clock (in the upper right corner) sends PTP Sync messages to the slaves. Note that
in this application domain, network traffic is usually shown as flowing from right to
left.

to as syntonisation) of base-station clocks (called slave clocks) to a high-quality
primary reference clock (master clock) is mandatory.2

Whereas current synchronous TDM-based networks can convey the frequency
of the master clock to the slaves via the bit clock of the network itself, this
becomes impossible with the migration of backhaul networks to asynchronous
packet-switching networks (e.g. Carrier Ethernet, CE). In such networks, timing-
over-packet (ToP) using the precision time protocol (PTP) according to IEEE
standard 1588-2008 [2] is the preferred syntonisation method.

The accuracy attainable by PTP is limited by variation in packet transmission
delays, which in turn depends on a variety of factors, including the networking
components, network topology and background traffic. Whether a network de-
sign will be able to sustain syntonisation using PTP is an important question
in engineering backhaul networks. Still, the dominant approach in evaluating
backhaul networks with respect to PTP consists in black-box measurements on
real hardware (e.g. [3,4,5,6,7,8]). While guidelines in ITU-T G.8261 (04/2008)
[9] provide a structure to these measurements, time and cost constraints severely
limit the coverage of such an approach. Simulation and analytical methods may
help to overcome this restriction. However, as of yet such approaches have not
been widely applied to the problem.

In this paper we propose both simulation and analysis as approaches to evalu-
ating PTP syntonisation accuracy in packet-switched networks, illustrating their
usefulness by deriving methods for improving accuracy.
2 In contrast, time and phase synchronisation are less important.
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The remainder of the paper is structured as follows: In the next section we pro-
vide a detailed discussion of PTP and introduce Packet Delay Variation (PDV)
as a metric for the suitability of a network for PTP. In Section 3 we describe
our approach to develop highly-detailed and efficient simulation models for PTP
evaluation. Based on these models, we identify a major cause for high PDV and
propose a countermeasure. Section 4 presents our analytical approach for typi-
cal backhaul network topologies. Our method allows us to derive a closed-form
solution for reducing PDV. We conclude the paper with an outlook on further
work in Section 6.

2 Technical Background

The operation of PTP can be illustrated using the scenario shown in Figure 1:
A PTP master clock syntonises PTP slave clocks in a single-ended way. The
network has one PTP master clock on the right-hand side and several PTP slave
clocks. At constant time intervals, the PTP master clock sends Sync messages
to the slaves. The slaves use the interarrival time of consecutive Sync messages
to synchronise their local clock frequency to that of the master clock. Network
connections in this scenario can be either optical fiber Gigabit Ethernet (GE)
links connecting carrier-ethernet (CE) switches, or microwave radio (MWR) links
with radio antennas on either end. The last link to the mobile base station (BS)
usually is a fast ethernet (FE) connection. Some PTP slaves are only a few links
away from the master clock, but others can be at a distance of up to 20 links.

The Packet Transfer Delay (PTD) of the ith Sync message is defined as the
difference between the time the message was received and the time the message
was sent:

PTDi = treceived
i − tsent

i .

In the following, let PTD denote the packet transfer delay distribution, defined
on IR+ ∪ {0}. Ignoring packet loss, the PTD of a network is bounded to an
interval [PTDmin, PTDmax] of the best and worst case transmission delay. In
practice, PTDmin is the time required by a Sync message when there is no
background traffic. PTDmin thus depends solely on the networking hardware,
and PTDmin > 0. If there is background traffic, Sync messages may be delayed
by processing of background packets. Then, PTDmax > PTDmin.

Syntonisation accuracy depends only on the variation in PTD samples, but
not on the constant offset PTDmin. The variation is described by the Packet
Delay Variation (PDV), defined as the shifted PTD distribution (section 6.2.4.1
in [10])3:

PDV := PTD − PTDmin.

In the following we consider two ways of characterising PDV . A simple mea-
sure is given by the peak-to-peak PDV (p2pPDV),
3 Note that there exist different terminologies and definitions for the variation in

transmission delays (sometimes also referred to as jitter), e.g. the instantaneous
PDV, as defined by [11].
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p2pPDV := PTDmax − PTDmin = PDVmax.

In practice, slave clocks typically filter out samples from slow PTP packets, as slow
packets are likely to increase PDV. Slow packets are easily identified by computing
the difference between timestamps set by the sender and receiver. The slave clock
then uses only the fastest packets, with typical thresholds set at the 1% quantile of
the PDV distribution or below. The quantiles of the PDV distribution thus pro-
vide a practical measure for PDV. Note that this measure is equal to the p2pPDV
of the PDV distribution truncated at the respective quantile.

The upper PDV bound tolerable by a PTP slave clock depends on the PTP
implementation and the accuracy of the local oscillators. These properties vary
between vendors and are often considered proprietary information. However,
a 1% quantile PDV between master and slave of 216μs can be considered a
reasonable target. Although we cannot embark on a detailed discussion of the
implementation of a slave clock, we note that slave clocks average PTD values
over a certain time period and that the upper bound of 216μs corresponds to a
maximum deviation of 15 ppb with integration window size 4 hours.

3 Accurate and Efficient Simulation of Backhaul
Networks

The need for simulation models is dictated by the limited coverage of measure-
ment studies on practical networking equipment. Even though there exist guide-
lines for conducting measurement studies [9], cost and time constraints render
exhaustive tests infeasible. Due to this restriction, network operators cannot eval-
uate and compare different backhaul network design choices with respect to their
suitability for PTP. Discrete-event simulation allows evaluation in a much more
efficient way than black-box testing. However, the high accuracy requirements
of PTP demand very precise models, because the delay variation experienced
by the fastest packets when passing through a node must be quantifiable with
microsecond precision under a wide range of load and other conditions. As these
requirements are far beyond those of typical applications, and product docu-
mentation does not provide the necessary detail, sufficiently accurate models for
networking equipment are not available in state-of-the-art network simulators.
In particular, current models do not include many of the internal structures that
have an effect on the PDV.

In this section we present our simulation approach to PDV evaluation. We
start with an overview of the characteristics of packet delay variation, as known
from measurement studies.

3.1 PDV Characteristics

The characteristics of the packet delay variation encountered in a network de-
pend on the networking hardware, the path length, and the background traffic
load. As evidenced by measurement studies [8,3,4,5,12,6,7,13], these parameters
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may result in a wide variety of phenomena. In order to be useful, our simulation
models must be able to reproduce these effects. In the following we focus on the
PDV of a single switch, as this will give us the basic building block of models
for networks with longer paths between master and slave clock. Furthermore, we
assume that the switch is configured such that PTP packets have highest pri-
ority, because this configuration is common practice when engineering backhaul
networks for syntonisation using PTP.

With these prerequisites we find two patterns in PDV measurements. Ab-
stracting from device-specific constant offsets or scaling factors, these patterns
can be identified in most measurement studies. We base our discussion on the
data shown in Figure 22 of [8]. The upper part of the figure shows PTD samples
obtained with a step-wise change in background load every two hours, with the
following load levels: 10%, 40%, 70%, 100%, 70%, 40%, 10%, 100%, 10%, 70%,
0%, corresponding to an average load of about 47% (Figure 19 in [8]).

The data of [8] clearly demonstrates that a background load above 0% results
in increased p2pPDV, even though PTP packets have highest priority. This effect
is caused by the non-preemptive operation mode of switches: If a PTP packet
arrives while the switch is transmitting a background packet, processing of the
PTP packet is delayed until the background packet has been sent. The delay
experienced by the PTP packet is bounded from above by the maximum time
required for transmitting a background packet.4 With a constant data rate, this
time depends only on the size of the largest possible background packet. The
PDV is then a mixture of the point mass at zero (no background packet was
being processed) and the distribution of background packet transmission times.
In practice, these interactions result in a characteristic, load-dependent shape for
the density of the PDV distribution. The effect of load is visible in Figure 12 of
[3], and in Figure 8 of [13] where the density of the PTD distribution is shown:
For low load levels, the density of the PDV distribution is close to the point
mass at zero (recall that the PDV distribution is the shifted PTD distribution,
i.e. any constant offset in the PTD distribution can be ignored). The higher the
load, the more likely it becomes that PTP packets must wait for a background
packet, and therefore the distribution of background packet transmission times
becomes more dominant. Note that the shape of the PDV density at 50% in [3]
is very similar to those in Figure 5 of [5] (50% load) and Figure 22 of [8] (about
47% load). There is a peak at low values, and a drawn-out block reminiscient
of the density of the uniform distribution. The first requirement on simulation
models is thus to be able to reproduce this characteristic, load-dependent shape
of the PDV density.

Considering again the PTD data shown in Figure 22 of [8], we observe that
at a background load of 100% both PTDmin and PTDmax increase drastically,
giving the plot the appearence of being ‘shifted up’. The same ‘delay step’ at
100% load can be observed in Figures 5 and 7 of [12], Figures 11, 14, and 15
of [6], and in [7]. This delay step is due to the internal layout of typical switches.
As discussed in the next section, packets leaving the switch must pass a transmit

4 Cf. [14], where this is referred to as the ‘jumbo packet phenomenon’.
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Fig. 2. Functional model of a single-stage Carrier Ethernet switch

FIFO buffer before being transmitted. This buffer, however, does not support
priorities. If the transmit FIFO buffer runs into overload, it throttles the egress
scheduler in order to reduce the load. The additional delay affects all packets,
including the high-priority PTP packets. Our second requirement on simulation
models is thus that they are able to represent the delay step at overload.

Note that the increased delay in overload situations does not constitute a
problem in itself, since a constant delay offset can be ignored by the slave clocks.
However, overload situations occur only intermittently. Then, the resulting delay
steps increase overall PDV, and thus affect PTP syntonisation accuracy.

3.2 Simulation Models for PDV Evaluation

A structural analysis is a prerequisite for building an accurate simulation models
of a switch. As we will illustrate in the validation step, this requires detailed
insight into the internal structure of the switch. The level of detail required is
usually not reflected in manufacturer’s data sheets.

Consider the functional structure of a typical single-stage Carrier Ethernet
switch with a MAC bridging device as its central component, as shown in Fig-
ure 2. Virtually all MAC bridging devices implement a transmit FIFO buffer be-
tween the egress scheduler and the transmit interface. Since this transmit FIFO
buffer is behind the priority queueing and scheduling block (which applies strict
priority queueing), it completely ignores any packet priority. It can be modelled
as a rate-matching buffer with the low and the high thresholds being vendor-
discretionary and sometimes configurable. The PDV attributable to equipment-
internal packet processing and forwarding including packet storage and physical
interfaces can be modelled by an arbitrary delay element. MAC bridging de-
vice manufacturers usually guarantee the PDV caused by device-internal packet
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Fig. 3. Delay model of a CE switch (left) and PTD densities for increasing background
load (simulation of one switch, right).

processing and forwarding to be less than 1μs. With the p2pPDV of a Gigabit
Ethernet interface being less than 0.2μs [15], and leaving some margin, the PDV
of the arbitrary delay element may be assumed to be less than 2μs. Based on
this analysis, we model the switch as shown in Figure 3.

Note that neither the transmit FIFO buffer nor the arbitrary delay element
are documented in typical manufacturer data sheets. A simulation model of the
switch that only took into account the documented features of the switch would
fail to represent their effects, as we will illustrate in the next section.

In order to evaluate the PDV of a backhaul network, we connect several copies
of the detailed switch model to form a chain between the master and slave clocks.
We then generate background traffic on the intermediate switches and transmit
PTP packets through this chain, measuring the delay. We use the state-of-the art
discrete-event simulator ns-2 [16] for the simulation. Due to the high data rates
in state-of-the-art backhaul networks, discrete-event simulation of high loads and
long network paths entails very large numbers of events, which in turn increase
simulation times. This makes it difficult to evaluate backhaul networks where
the PTP packets must traverse long paths.

If background packets can enter and leave the path at any intermediate switch,
the problem of long simulation times can be addressed by a hybrid approach to
simulation. First, we measure PDV on a highly-detailed model of a single switch.
We then approximate the PDV distribution by fitting a phase-type (PH) dis-
tribution (cf. eg. [17,18]) to the data. Approximation with PH distributions has
the advantage that PH distributions provide both good fitting quality and effi-
cient methods for random-variate generation [19,20]. By replacing the detailed
switch model with a simple delay element that delays packets according to sam-
ples drawn from the approximating PH distribution we can greatly decrease
the number of events, as we do not have to simulate individual background
packets.
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Fig. 4. Cumulative Density Function (CDF) of PTD at 80% background load with
detailed simulation and PH approximation. Results for 1 switch are shown on the left,
results for 20 switches are shown on the right.

3.3 Validation

As discussed in Section 3.1, the PDV characteristics of networking equipment
vary depending on a number of factors. Therefore, validation of simulation mod-
els against a specific set of measurements would only show that the models are
capable of reproducing this exact set of data. On the other hand, validating the
models against the two patterns we identified in Section 3.1 will serve to show
that these models can be used to simulate the typical behaviour of networking
equipment, without being restricted to specific hardware.

The first step in the validation is thus to show that our models are capable
of reproducing the load-dependent shape of the PDV probability density func-
tion, which is a mixture of the point mass at zero and the background packet
transmission time distribution. We simulated one switch with increasing levels
of background load (packet size 64 bytes) and a 1GB connection and measured
the packet transfer delay of PTP packets. Figure 3 shows the resulting PTD den-
sities5 for this scenario. Observe that, as background load increases, the spread
of the distribution increases as well, thus closely mirroring the measurements
reported in [3,13]. Furthermore, note that the density for 50% background load
shows the same shape as those in Figure 5 of [5] and Figure 22 of [8].

The second characteristic we identified in Section 3.1 is the delay step occuring
in overload situations. In Figure 6 we show the 1% quantile of the PDV for
growing background load obtained with a standard model, as constructed from
the data sheet, and our detailed model. The standard model does not include the
transmit FIFO buffer. Note that the 1% quantile of the PDV stays close to zero
for all load levels, i.e. the standard model fails to reproduce the delay step at
100% observed in e.g. [8]. In contrast, our detailed model shows this behaviour
very clearly: As the load reaches 100%, the 1% quantile of the PDV increases by
about 10000μs.

5 Recall that the PDV distribution is defined as the shifted PTD distribution.
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Fig. 5. Error in the 1% quantile of the PTD distribution using PH approximation
(left). Simulation times with detailed simulation and PH approximation (right).

We thus conclude that our detailed simulation models capture the behaviour
of typical networking hardware well. In order to illustrate the validity of the
PH approximations we simulated scenarios with 1 link and with 20 links, using
both the PH approximation and the detailed models. The Cumulative Density
Functions (CDFs) of the resulting PDV distributions are shown in Figures 4
and 4. Note that PDV CDFs from the simulations using the approximations fit
the lower quantiles of the PDV CDFs from the detailed simulations well, but tend
to diverge on the higher quantiles. This is due to the fact that PH distributions
have infinite support, in contrast to the limited support of the PDV distribution.
However, as PTP slave clocks only use data from the lower quantiles of the PDV
distribution, this inaccuracy is negligible in PTP simulations. We investigate the
error of the 1% quantile of the PDV in more detail in Figure 5. Note that both
the relative and the absolute error stay well below 1 μs, even for a large number
of links.

The advantage of using PH approximations is illustrated in Figure 5, where
we show the simulation times for increasing numbers of links. Observe that the
time required for the detailed simulation rises quickly, while the time for the
approximated simulations stays in the order of minutes.

3.4 Delay-Step Elimination

Our simulation model provides sufficient insight to allow us to propose a solution
to the problem of excessive PDV caused by the delay step in overload situations.
Recall that the delay step is caused by the transmit FIFO buffer throttling the
scheduler upon overload. By implementing a leaky-bucket egress shaper [21] be-
fore the transmit FIFO buffer, we can reduce the input data rate of the buffer
such that no overload occurs in the FIFO, and no throttling becomes necessary.
The third graph in Figure 6 confirms the effectiveness of this approach, as the
delay step vanishes when the egress shaper is active. Note that typical switches
already contain a leaky-bucket egress shaper, however, this function is usually
turned off, as the egress shaper reduces the available data rate. In backhaul net-
works, however, the resulting improvement in syntonisation accuracy outweighs
the small reduction in the data rate.
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4 Analytical Evaluation of PDV in Tree-Structured
Networks

In this section we propose a closed-form solution for the p2pPDV in a tree-
structured network where PTP packets have highest priority. Figure 7 shows the
packet flows in a tree-structured backhaul network (Figure 1): All downlink traf-
fic is generated at the PTP master and radio controller. The background traffic
may leave the route of the PTP packet at any one of the switches on the way to
the PTP slave, but no background traffic enters the network at an intermediate
switch. This implies that no new background packets will appear just in front of
an arbitrary PTP packet. While this scenario might seem limited, it corresponds
to the typical case of dedicated backhaul networks, which usually do not carry
traffic other than that between the radio controller and the base stations.

In this scenario, the PTP Sync messages and the background traffic flow are
aligned on the first link, and, consequently, the arrival times of background and
PTP Sync packets are no longer statistically independent on the following links,
where the packets arrive one after the other. If a PTP Sync message has to wait in
the first node until the background packet is completely transmitted over the first
link (remainder-of-packet delay), it will certainly have to wait in the second node
again unless the data rate of the second link is much higher than that of the first
link. The reason for this is that virtually all packet switching equipment operates
in the store-and-forward mode, i.e. a packet has to be completely received on the
ingress interface before its transmission on the egress interface may start. And
since the PTP Sync message is comparatively small with a correspondingly low
transmission delay, it typically catches up the larger background packet in the
next node. This effect has also been observed in [22].

The probability that an arbitrary PTP packet encounters remainder-of-packet
delay on the first link depends on the background traffic data rates Rbt

n , n =
0, . . . , N and is equal to the background traffic load on the first link:
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Pr =
∑N

n=1 Rbt
n

Rl1
,

where Rl1 is the data rate of the first link.

Flow N Flow 1 Flow 0

Background traffic flows

Foreground packet flow
(PTP Sync messages)

Fig. 7. Traffic flows in a tree-structured backhaul network

4.1 Closed-Form Expression for p2pPDV

We now derive a closed-form expression for the peak-to-peak PDV (p2pPDV)
in a tree-structured network. Recall that p2pPDV is defined as the difference
between the packet transmission delay of the slowest packet, PTDmax, and the
packet transmission delay of the fastest packet, PTDmin (Section 2). We thus
need to compute PTDmax and PTDmin. Since we are interested in worst-case
behaviour, we assume a background traffic stream where all packets have the
maximum packet size supported on the links.

If a PTP packet has to wait on the first link, the remainder-of-packet delay tr1

is uniformly distributed between zero and the transmission time of a complete
background packet with size Sbp,

0 ≤ tr1 ≤
Sbp

Rl1
,

where Rl1 is the data rate of the first link.
In case the PTP packet was delayed by a background packet on the first link,

it has to wait for the same packet to be transmitted on the second link. As
the PTP packet only enters the second switch after being processed in the first
switch, the second switch will already have started processing the background
packet. The remainder-of-packet delay tr2 on the second link is then:

tr2 = (
Sbp

Rl2
)− (

SPTP Sync

Rl1
) (1)

with SPTP Sync being the size of the PTP Sync message. This kind of remainder-
of-packet delay further accumulates over all links down to the PTP slave clock
in the BS.

If we assume that all links have equal data rate we can simplify the notation
In order to simplify the notation we now assume that all links have equal data
rate. Note that the derivation can be performed without this restriction, but
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requires heavier notation and is omitted here for brevity. Let u := Sbp/Rl denote
the transmission time of the background packet and p := SPTP Sync/Rl be the
transmission time of the PTP packet. In the worst case, the PTP Sync packet has
to wait for transmission of a full background packet at the first link, then adding
its own transmission time. At all subsequent links the PTP Sync message needs
to wait for the remaining transmission time of the (usually larger) background
packet. Finally, the transmission time of the PTP Sync message across all links
needs to be added. In the best case, the PTP Sync message never needs to
wait for remaining transmission delay of a background packet. Consequently,
the maximum packet transfer delay PTDmax and the minimum packet transfer
delay PTDmin of a PTP Sync message across N links are

PTDmax = u + p + (N − 1)max(0, (u− p)) +
(N − 1)p = p + Nu

PTDmin = Np (2)

We can distinguish two cases. Either the background packet is larger than or of
equal size as the PTP Sync message (case 1)) or vice versa (case 2)):

1) u >= p,

2) u < p.

Only the first case is of practical interest and therefore we can omit the max-
imum in the definition of PTDmax in what follows. Peak-to-peak packet delay
variation p2pPDV is defined as the difference between PTDmax and PTDmin.
For convenience and without limiting generality let us assume that the size of
the background packet is an integer multiple of the size of the PTP Sync message
u = ip, where i ≥ 1 in order to respect case 1) and i can be any real-valued
number. We thus obtain the following closed-form expression for the p2pPDV of
a PTP packet over N links:

p2pPDV = PTDmax − PTDmin = p(1 + (i− 1)N). (3)

4.2 Reducing PDV in Tree-Structured Networks

Packet delay variation is reduced if the PTP Sync messages can be prevented
from catching up the background packets, i.e. tr2 has to be zero. Using (1) for
the calculation of tr2 one obtains (for the case of two links):

tr2 =
Sbp

Rl2
− SPTP Sync

Rl1
= 0 (4)

SPTP Sync

Rl1
=

Sbp

Rl2
(5)

SPTP Sync = Sbp
Rl1

Rl2
. (6)
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Fig. 8. Impact of Timing Packet Size on the 1% quantile of the packet-delay distribu-
tion. The plots for larger packet sizes overlap close to zero.

This means that the optimal size of the PTP Sync messages depends on the size
of the background packets and the data rate of the ingoing and outgoing link to a
switch. In most cases, the PTP Sync messages have to be enlarged. The optimal
size depends on the PDV the ToP implementation can accept, the background
traffic load and packet size distribution, and the number of links and their data
rates.

Using Equation 3 we can generalise this result to N links when all links have
the same data rate: The value of i that minimises the delay variation and obeys
all restrictions is i = 1. For the optimal value of i the PTP Sync packet has the
same size as the (largest) background packet and then the peak-to-peak packet
delay variation reduces to

p2pPDVopt = p.

For the second case (u < p) the delay variation is always p. The reasoning for
links with different data rate is analogous.

4.3 Evaluation

We evaluate our approach using the simulation models proposed in Section 3
We simulate a chain of 5 links at different link speeds and observe PDV at
different background load levels and different PTP packet sizes. We use the
ITU-2 model [9], which describes a mix of packets of different sizes. This model
represents realistic traffic conditions in a network. We increase the traffic load
from 0% to 110%. Increasing the size of PTP packets from 94 bytes to 6088
bytes, we observe the 1% quantile of the PDV distribution for each combination
of the parameters.

The results are presented in Figure 8. It is immediately obvious that larger
PTP Sync messages reduce the 1% PDV quantile considerably. Using large PTP
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Sync packets, the packet delay variation across 5 links stays below 200μs and
hence the PDV requirements for ToP are fulfilled. The same cannot be said for
the default packet size of 94 bytes, where the 1% quantile of PDV is much larger.

5 Discussion

Several authors have recognised challenges with PTP syntonisation over packet-
switched networks and proposed solutions. [23,24] showed that IEEE 1588 can
be expected to work well in small networks under low load. These assumptions
are very restrictive and often unrealistic. The importance of queueing effects
has been recognised in several works, e.g. [25]. The authors of [25] propose to
predict the queueing delay by sending probe messages and evaluating their tim-
ing behaviour. The performance of this method significantly decreases with the
network load. Other authors suggest to block the background traffic regularly in
order to guarantee undelayed delivery of timing packets [22]. Both approaches
do not seem to be likely candidates for deployment. The authors in [14] state
that increasing the transmission rate of timing packets reduces the PDV. They
propose the doubtful management rule of increasing the transmission rate of tim-
ing packets under high background load, while reducing the number of timing
packets with low background traffic load.

In contrast, the methods we suggest are both simple and non-intrusive and
can work for large networks comprising paths of up to 20 links. In particular,
increasing PTP packets by padding performs especially well as the load increases,
which is the interesting and critical case.

6 Conclusion

In this paper we proposed two approaches to evaluating the suitability of
backhaul networks for precise syntonisation of base-station clocks using IEEE
1588 PTP. We showed that it is possible to capture PDV characteristics of
networking equipment in simulation models. This enables the efficient evalua-
tion of the suitability of arbitrary backhaul networks with respect to PTP using
state-of-the-art discrete-event simulation, thus alleviating the need for expensive
measurement studies. On the other hand, we also found that highly-detailed sim-
ulation models are required in order to correctly reflect the behaviour of common
hardware. The level of detail required is typically beyond that provided in man-
ufacturers’ data sheets. We addressed the problem of excessive simulation times
by a hybrid approach employing phase-type distributions for approximating
packet-delay distributions, and demonstrated that the hybrid models achieved
tremendous efficiency improvements, while still providing sufficient accuracy.
Our second approach provides a closed-form expression for the peak-to-peak
PDV in tree-structured networks, where PTP packets may be subjected to suc-
cessive remainder-of-packet delays.

Employing the simulation and analytical approaches we derived and evaluated
two solutions for reducing PDV in backhaul networks. While the leaky-bucket
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egress shaper can be applied in networks of any topology, increasing the size of
PTP packets is only suitable in tree-structured networks. On the other hand,
implementation of the egress shaper requires changes to the switches themselves
and reduces available data rate, while increasing the size of PTP packets implies
only minimal changes to the master and slave clocks.

In future work we will address simulation of network technologies like packet
over TDM and technologies like DSL. Furthermore, we are studying the effec-
tiveness of enlarging PTP packets when the backhaul network carries a limited
amount of partial cross traffic.
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Abstract. Input/output (I/O) operations can represent a significant pro-
portion of the run-time when large scientific applications are run in paral-
lel. Although there have been advances in the form of file-format libraries,
file system design and I/O hardware, a growing divergence exists between
the performance of parallel file systems and compute processing rates.

In this paper we utilise RIOT, an input/output tracing toolkit be-
ing developed at the University of Warwick, to assess the performance
of three standard industry I/O benchmarks and mini-applications. We
present a case study demonstrating the tracing and analysis capabilities
of RIOT at scale, using MPI-IO, Parallel HDF-5 and MPI-IO augmented
with the Parallel Log-structured File System (PLFS) middle-ware being
developed by the Los Alamos National Laboratory.

Keywords: Input/Output, Message Passing Interface, Parallel I/O,
Parallel Log-structured File System, Profiling.

1 Introduction

The substantial growth in supercomputer machine size – over two orders of mag-
nitude in terms of processing element count since 1993 – has created machines
of extreme computational power and scale. As a result, users of these machines
have been able to create increasingly sophisticated and complex computational
simulations, advancing scientific understanding across multiple domains. Histori-
cally, industry and academia have focused on the development of scalable parallel
algorithms – the cornerstone of large parallel applications. ‘Performance’ has be-
come a measure of the number of calculation operations that can be performed
each second.

One of the consequences of this focus has been that some of the vital contrib-
utors to application run-time have been developed at a much slower rate. One
such area has been that of input/output (I/O) – typically seen as somewhat of
a black-box which creates a need to read data at the start of a run and write
state information on completion.

As well as reading and writing state information at the beginning and end of
computation, the use of checkpointing is becoming common-place – where the
system state is periodically written to persistent storage so that, in the case of

N. Thomas (Ed.): EPEW 2011, LNCS 6977, pp. 235–249, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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an application fault, the computation can be reloaded and resumed. The cost
of checkpointing is therefore a slowdown at specific points in the application
in order to achieve some level of resilience. As we look to the future, the size
of multi-petaflop clusters looks set to bring reliability challenges from just the
sheer number of components – checkpointing will become a vital initial tool in
addressing these problems. Understanding the cost of checkpointing and what
opportunities might exist for optimising this behaviour presents a genuine op-
portunity to improve the performance of parallel applications at significant scale.

The Message Passing Interface (MPI) has become the de facto standard for
managing the distribution of data and process synchronisation in parallel ap-
plications. The MPI-2 [13] standard introduced MPI-IO, a library of functions
designed to standardise the output of data to the file system in parallel. The
most widely adopted MPI-IO implementation is ROMIO [21] which is used by
both OpenMPI [9] and MPICH2 [10], as well as a number of vendor-based MPI
solutions [1,5].

In addition to the standardisation of parallel I/O through MPI, many file
format libraries exist to further abstract low-level I/O operations such as data
formatting from the application. Through the use of libraries such as HDF-5 [11],
NetCDF [17] and Parallel NetCDF [12], information can be shared between mul-
tiple applications using the standardised formatting they create. Optimisations
can also be made to a single library, creating improvements in the data through-
put of many dependant applications. Unfortunately this has, in part at least,
created a lack of responsibility on the part of the code designers to investigate
the data storage operations used in their applications. The result has been poor
I/O performance that does not utilise the full potential of expensive parallel disk
systems.

In this paper we utilise the RIOT input/output toolkit (referred to through-
out the remainder of this paper by the recursive acronym RIOT) introduced
in [26] to demonstrate the I/O behaviours of three standard benchmarks at
scale. RIOT is a collection of tools specifically designed to enable the tracing
and subsequent analysis of application input/output activity. This tool is able
to trace parallel file operations performed by the ROMIO layer and relate these
to their underlying POSIX file operations. We note that this style of low-level
parameter recording permits analysis of I/O middleware, file format libraries
and application behaviour, all of which are assessed in a case study in Section 4.

The specific contributions of this work are the following:

– We extend previous work in [26] to demonstrate RIOT working at scale
on a 261.3 TFLOP/s Intel Westmere-based machine located at the Open
Computing Facility (OCF) at the Lawrence Livermore National Laboratory
(LLNL);

– We apply our tracing tool to assessing the I/O behaviour’s of three stan-
dard industry benchmarks – the block-tridiagonal (BT) solver application
from NASA’s Parallel Benchmark Suite, the FLASH-IO benchmark from
the University of Chicago and the Argonne National Laboratory and IOR,
a high-performance computing (HPC) file system benchmark which is used
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during procurement and file system assessment [19,20]. The variety of con-
figurations (including the use of MPI-IO, parallel HDF-5 [11] and MPI-IO
utilising collective buffering hints) available makes the results obtained from
our analysis of interest to a wider audience;

– We utilise RIOT to produce a detailed analysis of HDF-5 write behaviour for
the FLASH-IO benchmark, demonstrating the significant overhead incurred
by data read-back during parallel writes;

– Finally, through I/O trace analysis, we provide insight into the performance
gains reported by the Parallel Log-structured File System (PLFS) [4,16] –
a novel I/O middleware being developed by the Los Alamos National Lab-
oratory (LANL) to improve file write times. This paper builds upon [26] to
show how file partitioning reduces the time POSIX write calls spend waiting
for access to the file system.

The remainder of this paper is structured as follows: Section 2 outlines previ-
ous work in the fields of I/O profiling and parallel I/O optimisation; Section 3
describes how parallel I/O is performed with MPI and HDF-5, and how RIOT
captures the low-level POSIX operations; Section 4 contains a case study de-
scribing the use of RIOT in assessing the parallel input/output behaviours of
three industry I/O benchmarking codes; finally, Section 5 concludes the paper
and outlines opportunities for future work.

2 Related Work

The assessment of file system performance, either at procurement or during
installation and upgrade, has seen the creation of a number of benchmarking
utilities which attempt to characterise common read/write behaviour. Notable
tools in this area include the BONNIE++ benchmark, developed for bench-
marking Linux file systems, as well as the IOBench [25] and IOR [19] parallel
benchmarking applications. Whilst these tools provide a good indication of po-
tential maximum performance, they are rarely indicative of the true behaviour
of production codes due to the subtle nuances that production grade software
contains. For this reason, a number of mini-application benchmarks have been
created which extract file read/write behaviour from larger codes to ensure a
more accurate representation of performance. Examples include the Block Tridi-
agonal solver application from NASA’s Parallel Benchmark Suite [2] and the
FLASH-IO [18] benchmark from the University of Chicago – both of which are
used in this paper.

Whilst benchmarks may provide a measure of file system performance, their
use in diagnosing problem areas or identifying optimisation opportunities within
large codes is limited. For this activity profiling tools are often required which
can record read/write behaviour in parallel. One approach, which aims to ascer-
tain the performance characteristics of production-grade scientific codes, is to
intercept communications between the application and the underlying file sys-
tem. This is the approach taken by RIOT, Darshan [6], developed at the Argonne



238 S.A. Wright et al.

National Laboratory, and the Integrated Performance Monitoring (IPM) suite
of tools [8], from the Lawrence Berkeley National Laboratory (LBNL).

Darshan has been designed to record file accesses over a prolonged period of
time, ensuring each interaction with the file system is captured during the course
of a mixed workload. [6] culminates in the intention to monitor I/O activity for
a substantial amount of time on a production BlueGene/P machine in order to
generate analysis which may help guide developers and administrators in tuning
the I/O back-planes used by large machines.

Similarly, IPM [22] uses an interposition layer to catch all calls between the
application and the file system. This trace data is then analysed in order to
highlight any performance deficiencies that exist in the application or middle-
ware. Based on this analysis, the authors were able to optimise two I/O intensive
applications, achieving a four-fold improvement in run-time. In contrast to both
Darshan and IPM, RIOT focuses only on the POSIX function calls that are a
direct result of using MPI-IO functions. As a result of this restriction, the per-
formance data generated relates only to the parallel I/O operations performed,
allowing users to obtain a greater understanding of the behaviour of various I/O
intensive codes, as well as assessing the inefficiencies that may exist in any given
middleware or MPI implementation.

As a result of previous investigations, a variety of methods have been intro-
duced to improve the performance of existing codes or file systems. The devel-
opment of middleware layers such as the Parallel Log-structured File System
(PLFS) [4] and Zest [14] has, to an extent, bridged the gap between proces-
sor and I/O performance. In these systems multiple parallel writes are written
sequentially to the file system with a log tracking the current data. Writing se-
quentially to the file system in this manner offers potentially large gains in write
performance, at the possible expense of later read performance [15].

In the case of Zest, data is written sequentially using the fastest path to the
file system available. There is, however, no read support in Zest; instead, it serves
to be a transition layer caching data that is later copied to a fully featured file
system at a later non-critical time. The result of this is high write throughput
but no ability to restart the application until the data has been transferred and
rebuilt on a read capable system.

In a similar vein to [23] and [24], in which I/O throughput is vastly improved
by transparently partitioning a data file (creating multiple, independent, I/O
streams), PLFS uses file partitioning as well as a log-structured file system to
further improve the potential I/O bandwidth. An in-depth analysis of PLFS is
presented in Section 4.5.

3 Warwick RIOT

The enclosed area in Figure 1 represents the standard flow of parallel appli-
cations. When conducting a parallel I/O operation using MPI, the application
will make a call to the MPI-IO library, which will then provide inter-process
communication and issue POSIX file operations as needed. When using an I/O
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Fig. 1. RIOT tracing and analysis workflow

middleware such as HDF-5, the application first calls the HDF-5 library func-
tions, which will in turn call a collection of MPI functions. PLFS can be config-
ured to be used as a ROMIO file system driver, which will sit between the MPI
library and the POSIX library in the application stack.

Tracing of I/O behaviour in RIOT is conducted using a two stage process. In
the first stage (shown on the left in Figure 1), the tracing library is dynamically
loaded and linked immediately prior to execution by the operating systems linker.
libriot then overloads and intercepts calls to MPI-IO and POSIX file functions.
The captured events are then performed by the library, where each function is
timed and logged for later processing. The library makes use of function inter-
position to trace activity instead of requiring code modification or application
recompilation. RIOT is therefore able to operate on existing application binaries
and remain compiler or implementation language agnostic.

When the application being traced has completed, RIOT uses an operating
system-level termination hook to write traced I/O information to disk – the
delay of logging (by storing events in memory as opposed to flushing to disk)
helps to prevent any distortion of application I/O behaviour which may result
through the output of information whilst the application is being observed.

In the second stage, a post-execution analysis of the I/O trace is conducted
(shown on the right in Figure 1). At this point I/O events are processed with ag-
gregated statistics such as file operation count, total bytes written/read, number
of locks etc. being generated.
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Throughout this paper we make a distinction between effective MPI-IO and
POSIX bandwidths – in these studies, “MPI-IO bandwidths” refer to the data
throughput of the MPI functions on a per MPI-rank basis, “POSIX bandwidths”
relate to the data throughput of the POSIX read/write operations as if performed
serially, called directly by the MPI middleware.

4 Case Study

We previously reported on the use of RIOT using a maximum of 256 processing
elements on the Minerva cluster located at the Centre for Scientific Computing at
the University of Warwick [26]. In this paper we utilise the Sierra supercomputer
located at LLNL. Sierra is a 261.3 TFLOP/sec machine consisting of 1,849 nodes
each comprising of dual hex-core Intel X5660 “Westmere-EP” processors running
at 2.8 GHz. The machine offers 22,188 processor-cores each with a minimum
of 2 GB of system memory per-core. Three storage paths are provided, each
utilising the Lustre parallel file system with between 755 TB and 1.3 PB of
storage available. Bandwidth to each of the file systems ranges from 10 GB/sec
up to a maximum of 30 GB/sec. All applications and code compiled for this case
study were built using the GNU 4.3.4 compiler and OpenMPI 1.4.3. Both IOR
and FLASH-IO utilise the parallel HDF-5 version 1.6.9 library.

4.1 Input/Output Benchmarks

We provide analysis for three I/O benchmarks utilising a range of configurations
using the Sierra supercomputer. First we demonstrate the bandwidth tracing
ability of RIOT, providing commentary on the divergence between MPI-IO and
POSIX effective bandwidths. This difference in bandwidth represents the signifi-
cant overhead incurred when using blocking collective write operations from the
MPI library. We then analyse one simple solution to poor write performance pro-
vided by the ROMIO file system layer. Collective buffering creates an aggregator
on each node, reducing on-node contention for the file system by sending all data
through one process. We then monitor two middleware layers to show how they
affect the write bandwidth available to the application. The benchmarks used in
this study (described below) have been selected since they all have input/output
behaviour which is either extracted directly from a larger parallel application (as
is the case with FLASH-IO and BT) or have been configured to be representative
of the read/write behaviour used by several scientific applications.
The applications used in this study are:

– IOR [19,20]: A parameterised benchmark that performs I/O operations
through both the HDF-5 and MPI-IO interfaces. In this study it has been
configured to write 256 MB per process to a single file in 8 MB blocks. Runs
have been performed on a range of configurations, utilising between 1 and
128 compute nodes. Its write performance through both MPI-IO and HDF-5
are assessed.
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– FLASH-IO: This benchmark replicates the checkpointing routines found
in FLASH [7,18], a thermonuclear star modelling code. In this study we
use a 24 × 24 × 24 block size per process, causing each process to write
approximately 205 MB to disk through the HDF-5 library.

– BT [2,3]: An application from the NAS Parallel Benchmark (NPB) suite
has also been used in this study, namely the Block-Tridiagonal (BT) solver
application. There are a variety of possible problem sizes but for this study
we have used the C and D problem classes, writing a data-set of 6 GB and
143 GB respectively. This application requires the use of a square number of
processes (i.e., 4, 9, 16), therefore we have executed this benchmark on 1, 4,
16, 64, 256, 1,024 and 4,096 processors. Performance statistics were collected
for BT using MPI-IO with and without collective buffering enabled, and also
using the PLFS ROMIO layer.

Five runs of each configuration were performed, and the data contained through-
out this paper is the mean from each of these runs, in an effort to reduce the
influence of other users jobs.

4.2 MPI-IO and POSIX Bandwidth Tracing

First we demonstrate the MPI-IO and POSIX bandwidth traces for the three
selected benchmarks. Figure 2 shows the significant gap between MPI bandwidth
and POSIX bandwidth for each of the three benchmarks when using MPI-IO
and parallel HDF-5. It is important to note that effective bandwidth refers to the
total amount of data written divided by the total time spent writing as if done
serially. Since the MPI-IO functions used are collective blocking operations, we
can assume they are executed in parallel, therefore the perceived bandwidth is the
effective bandwidth multiplied by the number of processor cores. As the POSIX
write operations are performed in a non-deterministic manner, we cannot make
any assumption about the perceived bandwidth; it suffices to say it is bounded
by effective bandwidth multiplied by the processor count and the MPI perceived
bandwidth.

Figure 2 also demonstrates a large performance gap between the BT mini-
application and the other two benchmarks. This is largely due to the use of
collective buffering ROMIO hints utilised by BT. The performance of HDF-5 in
both IOR and FLASH-IO is also of interest. The POSIX write performance is
much close to the MPI-IO performance in both IOR with HDF-5 and FLASH-
IO. Despite this, the overall MPI-IO performance is lower when using HDF-5.
The performance gap between HDF-5 and MPI-IO is analysed in Section 4.4.
For the remainder of this study we concentrate on both BT and FLASH-IO as
these better emulate the write behaviour found in other scientific applications.

4.3 Collective Buffering in ROMIO

As stated previously, BT makes use of the collective buffering ROMIO hint.
This causes MPI to assign a set of “aggregator” processes that perform the I/O
required. This is shown in Figure 3, where each process writes to the file system
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Fig. 2. Effective MPI and POSIX Bandwidths for (a) IOR (with both MPI-IO and
HDF5), (b) FLASH-IO, (c) BT class C, and (d) BT class D

in (a) and each process communicates the data to an aggregator in (b). Using
an aggregator on each node reduces the on-node contention for the file system
and allows the file server to perform node-level file locking, instead of requiring
on-node POSIX file locking, as is the case without collective buffering.

Table 1 demonstrates the bandwidth achieved by BT with and without col-
lective buffering enabled. It is interesting to note the POSIX performance on
4 processor cores with and without collective buffering is very similar. As soon
as the run is increased to 16 processes, the POSIX bandwidth is significantly
reduced as there is now more on-node competition for the file system. Further-
more, the operating system cannot buffer the writes effectively as the behaviour
of the second compute node is unknown.

4.4 Analysis of HDF-5

In [26] we demonstrated the performance of FLASH-IO on the Minerva cluster
located at the Centre for Scientific Computing at the University of Warwick.
Minerva utilises two GPFS servers, backed by an array of 2 TB hard drives,
connected through QLogic 4X QDR Infiniband. Table 2 demonstrates a similar
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Table 1. MPI-IO and POSIX write performance (MB/sec) for BT on class C, with
and without collective buffering

Processor Cores
4 16 64 256

MPI-IO

With collective buffering 70.86 23.63 4.45 1.24
Without collective buffering 9.90 3.46 1.34 0.54

POSIX

With collective buffering 490.08 293.30 109.71 21.94
Without collective buffering 329.69 6.63 4.85 3.49

Node

Node

File System

(a)

Node

Node

File System

(b)

Fig. 3. (a) Each process writes to the file system and (b) each process communicates
with a single aggregator process on each node

analysis for FLASH-IO at increased scale on the Sierra supercomputer. Whilst we
previously reported a significant locking overhead, this becomes negligible when
using the Lustre file system. However, there remains a large read-back overhead
when using HDF-5 through MPI-IO. In the worst case, POSIX reads account
for nearly half the total MPI write time. As the problem is scaled, POSIX reads
still make up 20% of the overall MPI write time.

Whilst HDF-5 allows easy application integration, due to the standardised for-
matting, it creates a significant overhead for parallel writes. When data is being
written periodically for checkpointing or visualisation purposes, this overhead
creates a significant slow-down in application performance. This analysis moti-
vates opportunities for HDF-5 optimisations, including reducing or eliminating
the read-back behaviour and enabling some form of node-level write aggregation
to reduce locking overheads.

4.5 Analysis of PLFS Middleware

Whilst HDF-5 has been shown to decrease parallel write performance, the Par-
allel Log-structured File System from LANL has been demonstrated to improve
performance in a wide variety of circumstances, including for production appli-
cations from LANL and the United Kingdom’s Atomic Weapons Establishment
(AWE) [4]. PLFS is an I/O interposition layer designed primarily for checkpoint-
ing and logging operations.
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Table 2. Detailed breakdown of MPI-IO and POSIX timings for FLASH-IO writes

Processor Cores
12 24 48 96 192 384 768 1536

MB written 2812.48 5485.68 11037.27 23180.15 43191.78 86729.59 179202.26 365608.30
MPI write calls 636 1235 2436 4836 9634 19233 38432 76832
POSIX write calls 6050 11731 23584 49764 91707 184342 382608 783068
POSIX read calls 5824 11360 22856 48000 89328 179437 370904 757060
Locks requested 12000 24000 48000 96000 192000 384000 768000 1536000

MPI write time (sec) 331.14 1471.30 4832.43 20215.00 70232.87 288633.74 1145889.19 4942746.26
POSIX write time (sec) 166.54 696.58 2737.14 14298.17 44869.00 190337.91 845969.92 3909161.40
POSIX read time (sec) 139.40 503.34 1462.00 5850.12 16782.82 66895.21 235866.21 908076.69
Lock time (sec) 5.95 14.02 28.80 57.80 172.80 385.65 1176.30 4328.96

PLFS works by intercepting MPI-IO calls through a ROMIO file system
driver, and translates the operations from n-processes writing to 1 file, to n-
processes writing to n-files. The middleware creates a view over the n-files, so
that the calling application can view and operate on these files as if they were all
concatenated into a single file. The use of multiple files by the PLFS layer helps
to significantly improve file write times as multiple, smaller files can be written
simultaneously. Furthermore, improved read times have also been demonstrated
when using the same number of processes to read back the file as were used in
its creation [16].

Figures 4(a) and 4(b) present the average total MPI-IO and POSIX write time
per process for the BT benchmark when running with and without the PLFS
ROMIO file system driver. Note that as previously, POSIX bandwidth in this ta-
ble refers to the bandwidth of POSIX operations called from MPI-IO and hence
are higher due to the additional processing required by MPI. It is interesting to
note that the write time when using PLFS is generally larger or comparable with
the same run not utilising PLFS when using a single node (as is the case with 1
and 4 processes) due to the on-node contention for multiple files.

The effective MPI-IO and POSIX bandwidths are shown in Table 3. Whilst pre-
viously we have seen POSIX write bandwidth decrease at scale, PLFS partially
reverses this trend as writes can be flushed to the cache as they are not waiting on
surrounding writes. The log structured nature of PLFS also increases the band-
width as data can be written in a non-deterministic sequential manner, with a log
file keeping track of the data ordering. For a BT class C execution on 256 proces-
sors, PLFS increases the bandwidth from 115.2 MB/sec perceived bandwidth up
to 3,118.08 MB/sec, representing a 27-fold increase in write performance.

Figure 5 demonstrates that during the execution of BT on 256 processors,
concurrent POSIX write calls wait much less time for access to the file system.
As each process is writing to its own unique file, each process has access to
its own unique file stream, reducing file system contention. This results in each
POSIX write call completing much more quickly as the data can be flushed to
the cache. For non-PLFS writes we see a stepping effect where all POSIX writes
are queued and complete in a non-deterministic order. Conversely, PLFS writes
do not exhibit this stepping behaviour as the writes are not waiting on other
processes to complete.
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Table 3. Effective MPI-IO and POSIX bandwidth (MB/sec) for BT class C using
MPI-IO and PLFS

Processor Cores
1 4 16 64 256

MPI-IO

Standard 220.64 52.58 13.89 1.97 0.45
PLFS 164.21 29.81 21.07 23.72 12.18

POSIX

Standard 235.51 294.80 169.56 40.78 7.98
PLFS 177.34 142.51 235.44 538.13 437.88
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Fig. 4. (a) MPI-IO write time per processor and (b) POSIX write time per processor

The average time per POSIX write call is shown in Table 4. As the number of
processes writing increases, data written in each write decreases. However when
using standard MPI-IO, the time to write the data increases due to contention.
When using the PLFS ROMIO file system driver, the write time decreases due
to the transparent partitioning of the data files.

5 Conclusions

Parallel I/O operations continue to represent a significant bottleneck in large-
scale parallel scientific applications. This is, in part, because of the slower rate
of development that parallel storage has witnessed when compared to that of
micro-processors. However, other causes relate to limited optimisation at code
level as well as the use of complex file formatting libraries. The situation is that
contemporary applications can often exhibit poor I/O performance because code
developers lack an understanding of how their code utilises I/O resources and
how best to optimise for this.

In this paper we utilise the RIOT toolkit to intercept, record and analyse
information relating to file reads, writes and locking operations within three
standard industry I/O benchmarks and mini-applications. We presented a case
study demonstrating RIOT’s ability to:
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Table 4. Total time in POSIX writes and average time per POSIX write for BT
class C

Processor Cores
1 4 16 64 256

Number of POSIX writes 13040 440 480 480 880

Standard MPI-IO

Total time in POSIX write (s) 27.617 22.264 38.459 159.348 816.373
Time per write (s) 0.002 0.051 0.080 0.332 0.928

MPI-IO with PLFS

Total time in POSIX write (s) 35.669 44.383 27.554 12.055 14.815
Time per write (s) 0.003 0.101 0.057 0.025 0.017
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Fig. 5. Concurrent POSIX write calls for BT through MPI-IO and PLFS

– Calculate effective MPI-IO write bandwidths as well as produce bandwidths
for POSIX file system calls originating from MPI-IO at increased scale. The
comparison of these two figures demonstrates the slow-down in per-process
write speed which results from the use of MPI. Typically these overheads
arise because of file system contention, collective negotiation between MPI
ranks for lock ownership and the calculation of offsets at which reads or
writes take place;

– Provide detailed write behaviour analysis through the interception of read,
write and locking operations included aggregated read/write time
and the time spent obtaining or releasing per-file locks. Our results demon-
strate the significant overhead incurred when performing HDF-5-based writes
in the FLASH-IO benchmark. The nature of this analysis allows light-weight,
non-intrusive detection of potential bottlenecks in I/O activity providing a
first point at which application designers can begin optimisation;

– Compare low-level file system behaviour. In the last section of our case study
we were able to investigate the low-level improvement which results in the
use of PLFS middleware when executing the BT benchmark. PLFS is de-
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signed specifically to reduce file system and parallel overheads through the
interposition of MPI file operations to re-target n-to-1 operations to n-to-n
operations. Through the tracing of these runs, RIOT was able to demon-
strate an improvement in MPI-IO bandwidth due to the improvement in
parallel POSIX bandwidth.

5.1 Future Work

This work builds upon preliminary work in [26] to show RIOT operating at scale
on the 261.3 TFLOP/s Sierra supercomputer. Future studies are planned, ap-
plying this method of I/O tracing to larger, full-science applications. We expect
these to exhibit increased complexity in their read/write behaviour resulting in
increased contention and stress on the parallel file system. Further work with
our industrial sponsors is also expected to use RIOT in the on-going assessment
of parallel file system software and I/O-related middleware including the use of
Lustre, GPFS, PLFS and alternatives.

Furthermore, future work is expected to include in-depth analysis of various
I/O configurations, such as that utilised by BlueGene systems. It is expected that
the performance characteristics seen on these systems will introduce additional
complexities in measuring and visualising the I/O behaviour.
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Abstract. Software performance evaluation relies on the ability of sim-
ple models to predict the performance of complex systems. Often, how-
ever, the models are not capturing potentially relevant effects in system
behavior, such as sharing of memory caches or sharing of cores by hard-
ware threads. The goal of this paper is to investigate whether and to
what degree a simple linear adjustment of service demands in software
performance models captures these effects and thus improves accuracy.
Outlined experiments explore the limits of the approach on two hard-
ware platforms that include shared caches and hardware threads, with
results indicating that the approach can improve throughput prediction
accuracy significantly, but can also lead to loss of accuracy when the
performance models are otherwise defective.

Keywords: Performance modeling, resource sharing, linear models.

1 Introduction

Software performance modeling has long relied on the ability of relatively simple
models to predict the performance of relatively complex systems with often sur-
prising accuracy. To pick an early example, [17] recalls over 40 years old result,
where a simple analytical model was used to predict the performance of a time
sharing operating system. In spite of many simplifying assumptions, such as ex-
ponential distribution of execution times and first come first served scheduling,
the mean response time prediction error was typically below 10% and always
below 25%.

Interestingly, simple models of complex systems achieve surprising accuracy
even today. In [15], a QPN model1 with 14 places and 19 transitions describes a
distributed computing application with a load balancer, four application server
nodes running the WebLogic container, and a multiprocessor database node
running the Oracle Database engine. Even though the size of the model is tiny
compared to the size of the system, and even though the model still assumes

1 Queueing Petri Nets combine Queueing Networks with Petri Nets, making it possible
to integrate a service queue into each network place.

N. Thomas (Ed.): EPEW 2011, LNCS 6977, pp. 250–264, 2011.
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exponential service demands and first come first served scheduling, it is shown
to predict mean response times with error typically below 10%.

With systems getting ever more sophisticated, the complexity gap between the
model and the implementation is growing. This puts the research community
into an increasingly uncomfortable situation – on one hand, reports illustrate
surprisingly accurate performance predictions for very complex systems, but on
the other hand, our understanding of the systems suggests that the models are
not really capturing potentially relevant aspects of system behavior.

A prominent example of this situation are the effects of memory caches in
contemporary multiprocessor systems. Although these effects have been well
documented by measurement [6,1,14,21], they are typically ignored in software
performance modeling. And although functional models of memory caches do
exist [10,20,25], their complex inputs and other features make application in
software performance modeling difficult [5,4]. Yet another example are the effects
of garbage collection in managed environments, where the performance impact
is pronounced [9,19], but where reasonably precise models still do not exist [18].

Completing the picture are increasingly frequent observations that, in many
research studies, the true complexity of the system performance is not really
understood or appreciated, leading to potentially misleading results [11].

In this context, we investigate the possibility of approximating the effects of
sharing selected resources in contemporary multiprocessor systems by a linear
function of the overall system utilization. Specifically, we focus on the proces-
sor execution units, memory caches, buses and other architectural elements that
are shared by processor-intensive workloads and not represented explicitly in
software performance models. We call these resources for short, but emphasize
that our use of the term excludes elements already captured in software perfor-
mance models, such as whole idealized processors, storage devices, connections
or mutexes.

Our extension to the software performance models targets situations where a
full model of the performance effects is too complex or requires unknown inputs,
or where the spectrum of performance effects to be modeled is not even known.
Main features of the extension are three. (1) We adjust service demands based
on system utilization, our work is therefore applicable to a wide class of models
that accept service demands among their inputs and provide system utilization
among their outputs. (2) Rather than trying to find a complex function that fits
particular empirical observations, we are trying to see how well a simple function
works in general. This makes our results less precise but more applicable. (3)
Instead of selecting and modeling a single resource, we check whether and to
what degree we can approximate effects due to simultaneous sharing of multiple
resources.

Our work shares rationale with other software performance modeling methods
that approximate empirical observations when modeling the system structure is
not feasible. In this, we can liken our approach to that of [13], which uses statis-
tical regression to express service demands as functions of workload parameters.
Going beyond [13], we assume that identifying and modeling the functions and



252 V. Babka and P. Tůma

the parameters is also not necessarily feasible or efficient, and instead examine an
approximation that uses a linear function of the overall system utilization, mo-
tivated by some past observations that have often revealed linear patterns [4,1].

We emphasize that we do not see our main contribution in the extension to the
software performance models, which is deliberately simple, but in the evaluation
of the potential that this extension has. Notably, this evaluation uses our tool
for generating synthetic software applications [7].

The paper proceeds by introducing the synthetic software applications and the
software performance models that we utilize in our observations, in Section 2.
Next, we describe experiments that assess the maximum potential accuracy of
the models, in Section 3, and experiments that assess the accuracy with realistic
inputs, in Section 4. We conclude with analyzing the limitations of the method
in Section 5.

2 Performance Models and Synthetic Applications

We consider software performance models derived from the architecture and
behavior descriptions of a system – the former tells what software components
the system consists of, the latter tells how the software components invoke each
other when processing a particular workflow. These models are often derived
from other software design artefacts using model driven transformations [23],
and are used for example in KLAPER [12] or Palladio [8].

An essential input to the models are the durations of operations that the
software components perform, typically represented as service demands in the
model. We assume predictive performance modeling in late stages of develop-
ment, where service demands of individual software components can be measured
rather than estimated, as is done for example in some experiments in [15].

2.1 Random Software Applications

To test the accuracy of the models using empirical observations, we need sys-
tems to model and observe. Unfortunately, both modeling and observation of
a software system generally requires significant amount of manual work, such
as creating and calibrating the models or instrumenting and measuring the sys-
tems. This would make the testing too expensive and lead to using only a few
systems, which would in turn make our results difficult to generalize – since our
models do not capture system behavior in detail, we can only generalize if we
test on a wide enough set of systems.

To overcome this obstacle, we use our tool for generating synthetic soft-
ware applications [7]. The tool assembles modules taken from industry standard
benchmarks [22] and other sources [6] into applications whose architecture is
random and whose workload exhibits the effects of resource sharing. The object
and activity diagrams of one such application are on Figure 1.

Using a wide range of synthetic software applications makes our results more
general in that our observations are not collected on only a few systems, where
inadvertent bias, experiment tuning or even plain luck can distort the conclusions
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Fig. 1. Example object and activity diagrams of a generated application

significantly. For a more involved discussion of the representativeness of the
applications, we refer the reader to [7] – here, we limit ourselves to asserting
that our conclusions should be reasonably valid for concurrent systems running
industry-standard processor-intensive workloads.

Another aspect of result generalization concerns the hardware platforms used
in our observations. In this paper, we use two servers with modern Intel Xeon
processors as representatives of common hardware platforms.2 Measurements
on more hardware platforms would represent a straightforward extension of the
work presented here and, given the amount of experiments involved, are deemed
out of scope for this paper.

2.2 Queueing Petri Net Models

The synthetic software applications are generated together with their architec-
tural and behavioral model, which can be converted into multiple modeling for-
malisms. For this paper, we use the Queueing Petri Nets as implemented by
the SimQPN tool [16]. The details of the mapping from the architectural and
behavioral model into the performance model are given in [7,3]. Briefly, the
mapping uses queueing places to represent processors and clients. Token colors
encode computation state, transitions model control flow by removing tokens of
a color corresponding to one particular program state and depositing tokens of a
color corresponding to the subsequent program state. Helper places are used to
represent thread pools, thread synchronization, branching and looping. Service

2 For experiments without hardware multithreading, we use a Dell PowerEdge 1955
system with two Quad-Core Intel Xeon processors (Type E5345, Family 6, Model
15, Stepping 11, Clock 2.33 GHz), 8 GB DDR2-667 memory, Intel 5000P memory
controller, Fedora Linux 8, gcc-4.1.2-33.x86 64, glibc-2.7-2.x86 64. For experiments
with hardware multithreading, we use a Dell PowerEdge M610 system with two
Quad-Core (Eight-Thread) Intel Xeon processors (Type E5540, Family 6, Model 26,
Stepping 5, Clock 2.53 GHz (2.8 GHz TurboBoost)), 48 GB DDR3-1066 memory,
ArchLinux 2.6.38.6, gcc-4.2.4-8, glibc-2.13-5.
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demands use normal distribution, which we found to be more appropriate than
the more common exponential distribution [7], loop counts are approximated
with geometric distribution.

The service demands, which represent the operation durations of the individ-
ual software components, are measured. In a real system, the operation durations
depend on the amount of resource sharing that occurs during the operation execu-
tion. We therefore focus on the way in which the service demands can be measured:

– Measurement in isolation. This option assumes that the measured component
is executing alone, driven by an artificial workload generator harness. Since
no other components execute, resource sharing is minimized.

– Measurement under resource sharing. This option assumes that the measured
component is executing as a part of the modeled application. Here, resource
sharing not only occurs, but occurs to the degree and with the effects that
are characteristic for this particular application.

Obviously, software performance models that do not themselves capture the re-
source sharing effects will achieve better accuracy with service demands
measured under resource sharing [7]. This, however, is not always realistic –
as described, measurement under resource sharing requires having the modeled
application, which is not the case in predictive performance modeling. Still, the
approach serves well for comparison purposes – when we investigate a method
that adjusts the service demands to reflect resource sharing, then measuring the
service demands under resource sharing corresponds to a perfect adjustment.
Hence, we start by comparing the accuracy of models that use service demands
measured in isolation with models that use measurement under resource sharing.

As the next step, we approximate the effects of resource sharing by expressing
the service demands as linear functions of the overall system utilization. With
tisolated being a particular service demand measured in isolation, u represent-
ing the system utilization3 and δ approximating the sensitivity of this service
demand to resource sharing, the adjusted service demand tadjusted is simply:

tadjusted = tisolated × (1 + max(0, u− 1)× δ) (1)

The adjustment to the service demands is made in two steps. First, the model
is solved with each service demand set to the appropriate tisolated, yielding the
estimate of utilization u and the adjusted service demands tadjusted. These are
then used to solve the model again. Multiple ways of determining the values of
δ are described later.

The motivation for using the linear approximation stems from some past ob-
servations that have often revealed a roughly linear dependency between some
parameters of the workload, such as the cache miss rate or the range of traversed
addresses, and the operation durations [4,1]. The choice of system utilization as
the argument of the linear function is based on the assumption that higher uti-
lization means more system activity, which in turn means more opportunities for
generating cache misses, traversing addresses, or other forms of resource sharing.
The reader will note that none of these assumptions is, of course, valid in the
3 We use 0 for idle system and 1 for system with single processor fully utilized.
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general sense – we are not looking for a perfect approximation of the operation
durations, we are checking how far a simple approximation can go.

3 Determining Maximum Accuracy

To evaluate the accuracy, a number of synthetic software applications has been
generated and compiled, and for each application, workloads of four to six dif-
ferent intensities have been measured and modeled. The accuracy of each com-
bination of application and workload used is expressed as the prediction error
e = (xpredicted−xmeasured)/xmeasured, with xpredicted being the value of response
time or throughput predicted by the model and xmeasured being the measured
value, respectively.

The graphs that illustrate the accuracy contain a single data point reporting
the accuracy of the model for each combination of application and workload
used. The results of the adjusted models, where the service demands were set
depending on the particular experiment, are plotted against the results of the
baseline models, where the service demands were measured in isolation.

Special care has to be taken when interpreting the results of experiments
that use the synthetic software applications. Since we are developing a simpli-
fied model for situations where a complete model of the performance effects is
not known, we have to assume that the performance effects can depend on po-
tentially unknown properties of the measured systems.4 When these properties
are not known, we also cannot tell whether they would be represented among
synthetic and real applications with the same frequencies. Hence, the fact that
the performance models reach certain degree of accuracy in certain percentage
of synthetic applications does not necessarily imply that the same degree of
accuracy would be reached in the same percentage of real applications.

In this context, the number of synthetic applications where the baseline model
exhibits particular prediction error is not relevant, but the difference in accuracy
between the baseline model and the adjusted model is. This interpretation is
explained in a verbose form with the first graph described below and applies
analogously to the other graphs.

We use over 750 applications for the experiments without hardware multi-
threading and over 500 applications for the experiments with hardware multi-
threading, these numbers being picked somewhat arbitrarily – there would be
no technical problem in using more applications, however, the results do not
seem to indicate such need. The size of the individual applications ranges from 5
to 20 workload components glued together with additional control components,
the typical execution time for each application is in the order of seconds. Com-
mon precautions against initialization effects were taken by discarding warmup
measurements, leaving 220 measurements per application and configuration on
average.
4 It is not that we could not provide many examples of properties that impact per-

formance under resource sharing [1], we just cannot assume knowledge of the role of
particular properties in particular workloads.
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Fig. 2. Prediction error for response time (left) and throughput (right) of models ad-
justed with measurements under resource sharing. Platform without hyperthreading.

3.1 Perfect Service Demand Adjustment

To assess the best possible accuracy that any modeling method based on adjust-
ing the service demands can achieve, we compare the accuracy of the baseline
models with adjusted models that use measurement under resource sharing.
Since thus measured service demands reflect the effects of resource sharing ex-
actly as it happens in the executing application, they represent the perfect ad-
justment – which, however, is often not available in practice when constructing
performance models.

By talking about the perfect adjustment, we do not mean that the model will
produce results that are as close to measured overall performance as possible.
It is possible that other service demands would lead to a result that is closer to
measurement – however, rather than representing the true behavior of the appli-
cation, such service demands would artificially compensate for other deficiencies
in the model.

Figure 2 plots the accuracy of the adjusted models against the accuracy of
the baseline models for response time and throughput predictions. The fact that
all the response time observations are above the diagonal and all the throughput
observations below the diagonal corresponds to the fact that service demands
measured under sharing are higher than service demands measured in isolation,
which leads to higher response time and lower throughput estimates. The ob-
servations near the origin point are not very useful, since they denote situations
where both the baseline model and the adjusted model achieve reasonable accu-
racy. Other observations can be classified based on their location in the graph:

– Observations on the diagonal but not near the origin point. These obser-
vations suggest some causes of prediction error are not related to service
demands, even the perfect adjustment therefore does not impact accuracy
in those cases.

– Observations towards the nine o’clock direction for response time and the
three o’clock direction for throughput. These observations concern situations
where the baseline model predicts with a significant error that the adjusted
model rectifies.
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– Observations towards the twelve o’clock direction for response time and
six o’clock direction for throughput. These observations concern situations
where the baseline model predicts with a reasonable accuracy that the ad-
justed model lacks.

The gains in accuracy are more pronounced with throughput than with response
time. We attribute this to the fact that various approximations in the model, es-
pecially the approximations of loop counts with geometric distributions, impact
response time more than throughput. The observations indicate that the perfect
adjustment can improve accuracy in situations where the baseline is 60% opti-
mistic on response time and 90% optimistic on throughput into almost precise
prediction on both response time and throughput.

The losses in accuracy are more pronounced with response time than with
throughput, pointing out that the baseline models sometimes work only because
the service demands measured in isolation compensate for other deficiencies in
the model.

As explained, the number of observations for synthetic applications in each
graph location does not necessarily indicate the number of real applications
whose observations would fall in the same location. We can, however, refer to our
earlier measurements in [2], which show that out of 29 SPEC CPU2006 bench-
marks, 15 exhibit at least 50% slowdown and all exhibit at least 10% slowdown
under some modes of resource sharing. Since the baseline models do not cap-
ture this slowdown and are therefore necessarily optimistic, these measurements
would fall to the nine o’clock direction for response time and three o’clock direc-
tion for throughput in our graphs, that is, locations where the adjusted models
improve accuracy. To the degree that the SPEC CPU2006 benchmarks represent
real applications, we can therefore claim that over half of real applications can
exhibit significant slowdown under resource sharing that the adjusted models
predict better than the baseline models.

Figure 3 again plots the accuracy of the adjusted models against the accuracy
of the baseline models, but the platform with hardware multithreading was used
for the measurements. In general, the observations are in line with the expecta-
tion that hardware multithreading will contribute to performance effects due to
resource sharing.

The plots again indicate that some causes of prediction error are not related
to service demands. The plots also show an even more pronounced set of observa-
tions in the nine o’clock direction for response time and three o’clock direction
for throughput, indicating that the perfect adjustment can improve accuracy
in situations where the baseline is up to 90% optimistic on response time and
1000% optimistic on throughput into about 30% pessimism on response time
and about 20% optimism on throughput.5

5 Note that this can include the effects of clock boosting as a mechanism not captured
by the performance model, but the maximum performance change should not exceed
10%.
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Fig. 3. Prediction error for response time (left) and throughput (right) of models ad-
justed with measurements under resource sharing. Platform with hyperthreading.

3.2 Linear Service Demand Adjustment

The models that use service demands measurement under resource sharing pro-
vide us with an estimate of the best possible accuracy that adjusting the service
demands can achieve. Unfortunately, such measurements are not always available
in practice – for example, the modeled application might still be in a design stage,
an installation specifically for measurement purposes might be too expensive, or
collecting enough observations of a rarely executed operation might just take too
long. Which is why, as the next step, we approximate the service demands with
simple linear functions of the overall system utilization using equation 1.

In this section, we take the service demands measured in isolation and under
sharing as observations of tisolated and tadjusted, respectively, together with the
system utilizations u predicted using the isolated times, and derive the slowdown
factors δ that yield the least square error for the response variable tadjusted using
linear regression, for each type of operation. 6 Again, this requires measurement
under resource sharing and is therefore not practical, however, the experiment
serves to indicate the accuracy achievable with the linear approximation. In the
next section, we will assess the accuracy under realistic conditions.

To avoid the systematic error of deriving the slowdown factors from the sys-
tems whose prediction accuracy is evaluated, we use a variant of cross-validation
based on random sub-sampling [24]. We repeatedly use random choice to split
the set of all synthetic software applications into two subsets. The first of the
subsets contains 90% of the applications and is used to derive the slowdown
factors for all operations, the second of the subsets is then used to assess the
prediction accuracy.

Compared to Figure 2, Figure 4 indicates that the linear approximation leads to
lower prediction accuracy. Still, where the baseline models are 60% optimistic on
response time and 90% optimistic on throughput, the adjusted models are about
20% optimistic on response time and about 20% optimistic on throughput.

6 Only systems with utilization higher than 1 are used in the regression.
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Fig. 4. Prediction error for response time (left) and throughput (right) of models ad-
justed with estimated service demands. Platform without hyperthreading.
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Fig. 5. Prediction error for response time (left) and throughput (right) of models ad-
justed with estimated service demands. Platform with hyperthreading.

For the platform with hardware multithreading, Figure 5 should be compared
to Figure 3. Where the baseline models are 90% optimistic on response time and
1000% optimistic on throughput, the adjusted models are about 60% optimistic
on response time and about 200% optimistic on throughput.

The observations where the accuracy of the adjusted models was already worse
than the accuracy of the baseline models on Figures 2 and 3 are plotted with dots
rather than circles. These are the cases where even using precise service demands
does not improve accuracy, suggesting that these models are otherwise deficient
and that adjusting service demands is not a way to improve their accuracy.

More interesting are the cases where using precise service demands does im-
prove accuracy, but using linear adjustment does not – these correspond to the
circles in the twelve o’clock direction for response time and six o’clock direction
for throughput. This is an unavoidable occurrence given the linear approxima-
tion. Importantly, the observed gains in accuracy for the cases where the ad-
justment does help are larger than the observed losses for the cases where the
baseline models are better.
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Fig. 6. Prediction error for response time (left) and throughput (right) of models ad-
justed with service demands estimated from measurements under sharing with SPEC
CPU2006 benchmarks. Platform without hyperthreading.

4 Assessing Realistic Accuracy

To use the linear adjustment under realistic conditions, we have to estimate the
slowdown factors δ without measuring the service demands in the modeled appli-
cation. We do that by running each software component whose service demands
are to be measured in parallel with the SPEC CPU2006 benchmarks, and calcu-
lating the average slowdown factor for each operation from these measurements.
The SPEC CPU2006 benchmarks thus substitute the modeled application in cre-
ating conditions for resource sharing, even if not necessarily quite to the degree
or with quite the same effects that are characteristic for the modeled application.

Our hardware platforms allow multiple ways of deploying the measured soft-
ware components and the benchmarks on the available processors, depending on
whether the processor package and the memory cache is shared. On the platform
without hardware multithreading, we have decided to run the two workloads so
that they share the package but not the cache on the platform without hardware
multithreading. This was chosen as a middle option among the other choices after
quick experiments.

Compared to Figures 2 and Figure 4, Figure 6 indicates that the realistic
adjustment works about as well as the adjustment based on linear regression from
the previous section. Where the baseline models are 60% optimistic on response
time and 90% optimistic on throughput, the adjusted models are almost precise
on response time and throughput.

On the down side, the adjusted models have worse precision than the baseline
models for some cases where adjusting the service demands could have helped. In
the worst case, the adjusted models are 120% pessimistic on response time and
40% pessimistic on throughput where the baseline models are 40% optimistic
on response time and 40% pessimistic on throughput. This confirms our earlier
observation that some approximations used in the model impact response time
more than throughput.
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On the platform with hardware multithreading, there are even more ways
of deploying the measured software components and the benchmarks on the
available processors. One extreme would be deploying on threads that share the
same core, another extreme would be deploying on threads that do not share
the same package. Unfortunately, our measurements indicate that such simple
deployment options would yield poor slowdown factor estimates – and while
including a more complex evaluation of the deployment options is possible, we
believe that a better way of obtaining the slowdown factor estimates is by using
application specific workloads, discussed in the next section.

5 Limitations

The measurements in Sections 3 and 4 indicate that adjusting service demands
using a linear function of system utilization increases prediction accuracy in
cases where the baseline models are too optimistic. Many of the cases where the
adjustment decreases accuracy were shown to suffer from deficiencies not related
to the service demands, however, one limitation of the adjustment is that it can,
in general, also decrease accuracy.

Whether the potential decrease of accuracy is important in practice depends
on many considerations – especially for throughput prediction, but to a degree
also for response time prediction, the observed accuracy gains tended to be
larger than losses. Unfortunately, our validation approach based on synthetic
software applications does not permit us to state that the gains would occur
more frequently than the losses in real applications.

Also evident is the fact that the method is never more optimistic than the
baseline. This can be important for studies that concern system dimensioning
– using the adjustment, such studies are less likely to lead to systems with
insufficient performance.

Some improvement can be achieved by deriving the slowdown factor δ from
measurements that use application specific workloads, rather than the SPEC
CPU2006 benchmarks as we did. For example, when modeling an audio pro-
cessing application, the slowdown factors would be measured against an audio
processing workload, other workloads would be used for other applications. Our
results for perfect adjustment from Section 3 show what accuracy can be ex-
pected in this case – also, we show that this adjustment does not always lead
to accuracy gain. Nonetheless, this seems to be the most practical option for
further improvement.

Besides the slowdown factor δ, the accuracy of the adjustment is also related
to the system utilization, which is used in calculating the service demands. We
obtain the system utilization estimate from the baseline model and use it to
construct the adjusted model, as described in Section 2 – however, if the adjusted
model is generally more accurate than the baseline model, it would also give us
a better system utilization estimate.

It might seem that we could obtain the system utilization estimate through
iteration, creating a new adjusted model in each iteration step using the adjusted
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model from the previous iteration step. With potential for positive feedback and
unclear stopping conditions, however, we have decided against using iteration.

Taking a broader view, the proposed adjustment assumes that performance
effects of resource sharing can be modeled as increase in service demands. This
holds reasonably well for many resources, such as execution units or memory
caches, but does not hold in general. One notable exception is the sharing of
managed heap, which typically leads to more frequent and potentially longer
garbage collection pauses, rather than gradual increase in service demands.

Finally, our results are necessarily limited to the hardware platforms that we
have used in the experiments.

6 Conclusion

The goal of this paper was to investigate whether and to what degree a sim-
ple linear adjustment of service demands in software performance models can
improve accuracy.

The motivation for the goal stems from the fact that for many contemporary
systems, it is difficult to just identify all the performance interactions, let alone
model them accurately. When that is the case, current software performance
models simply ignore the interactions, which is not satisfactory. Compared to
that, the linear adjustment is not much better in terms of sophistication, how-
ever, it gives the models a chance of capturing at least some of the interactions
and thus improving accuracy.

The linearity of the adjustment is based on the assumption that many perfor-
mance interactions are due to sharing of resources such as execution units or mem-
ory caches, which generally slows execution down. More complex adjustments
might approximate the performance interactions more precisely, however, they
would also be more difficult to calibrate using limited amount of measurements.

Our results indicate that the proposed adjustment of service demands does
improve prediction accuracy, however, we also reveal situations where perfor-
mance models achieve reasonable accuracy only when populated with imprecise
service demands. For those models, even correct service demands tend to worsen
accuracy.

The presented experiments were carried out on two multiprocessor platforms
and included potential for performance interactions through clock boosting and
sharing of execution units, memory caches and memory buses. The results of
the experiments indicate that the adjustment can improve especially throughput
predictions, with the best examples including a correction of a 90% throughput
overestimation into an almost precise throughput prediction. On the downside,
the adjustment can also decrease accuracy, with the extreme example being a
miscorrection of a 40% response time underestimation into a 120% response
time overestimation.

The experiments required a large number of software applications to measure
and model. Given that state of the art performance modeling tools still do not
allow completely automated construction of performance models from legacy
software, we have used a specialized tool that synthesizes software applications
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together with models. Since the tool does not allow us to make claims on the
relative frequency with which particular synthetic applications resemble partic-
ular real applications, we cannot say whether the (in)frequent observations in
the experiments would also be (in)frequent in practice. We can, however, ob-
serve that over half of the workloads from the SPEC CPU2006 suite exhibits
at least 50% slowdown under resource sharing that is not captured by current
software performance models – and for cases where baseline models were pre-
dicting response time with at least 50% optimism, adjusted models decreased
the prediction error to about 10%.

To conclude, we have shown that linear adjustment of service demands based
on system utilization is a valid approach to improving prediction accuracy, espe-
cially when the baseline models have a tendency towards optimism. This result
can be used to parametrize models with load dependent service times.
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2 Dipartimento di Informatica, Università dell’Aquila, Italy

Abstract. We present the implementation of a methodology for the modeling,
analysis, and comparison of software architectures based on their performance
characteristics. The implementation is part of a software tool that is called
TWOEAGLES, which extends the architecture-centric tool TwoTowers – based on
the stochastic process algebraic description language ÆMILIA – and integrates it
into Eclipse. The extension consists of a Java-coded plugin that we have called
AEmilia to QN. This plugin transforms ÆMILIA descriptions into queueing net-
work models expressed in the XML schema PMIF, which can then be rendered
via the QN Editor tool or analyzed by multiple queueing network solvers that can
be invoked through the Weasel web service.

1 Introduction

The importance of an integrated view of functional and nonfunctional characteristics in
the early stages of software development is by now widely recognized. This is a conse-
quence of the awareness of the risks arising either from considering those two classes
of characteristics on two different classes of system models that are not necessarily
consistent with each other, or from examining nonfunctional features at later stages of
the development cycle. This has resulted in the extension of numerous semi-formal and
formal notations with nonfunctional attributes yielding quantitative variants of logics,
automata, Petri nets, process calculi, and specification languages as well as suitable
UML profiles, many of which are surveyed, e.g., in [3].

The assessment of nonfunctional characteristics is not only instrumental to enhanc-
ing the quality of software systems. As an example, a number of alternative architectural
designs may be developed for a given system, each of which is functionally correct. In
that case, we need to establish some criteria for deciding which architectural design
is more appropriate and hence is the one to implement. As it turns out, performance
requirements and constraints are certainly among the most influential factors that drive
architecture-level design choices.

In order to address the various issues mentioned above, in [2] a methodology has
been proposed for predicting, improving, and comparing the performance of software
architectures. This methodology, called PERFSEL in [1], consists of a number of phases
at the end of which typical performance indices are assessed in different scenarios for
the various architectural designs both at the system level and at the component level.
On the basis of those indices, it can be decided to discard some designs, improve others,
or select the one to be implemented.

N. Thomas (Ed.): EPEW 2011, LNCS 6977, pp. 265–279, 2011.
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Although the PERFSEL methodology is independent to a large extent from the nota-
tion in which architectural designs are expressed, as in [2,1] here we focus on ÆMILIA.
This is an architectural description language based on stochastic process algebra that
enables functional verification via model checking or equivalence checking, as well
as performance evaluation through the numerical solution of continuous-time Markov
chains or discrete-event simulation.

On the analysis side, PERFSEL instead employs queueing networks [10]. A main
motivation of this choice is that, in contrast to continuous-time Markov chains – which
are flat performance models – queueing networks are structured performance models
providing support for establishing a correspondence between their constituent elements
and the components of architectural descriptions. Moreover, some families of queueing
networks, like product-form queueing networks [4], are equipped with efficient solution
algorithms that do not require the construction of the underlying state space when calcu-
lating typical average performance indices at system level or component level, such as
response time, throughput, utilization, and queue length. Therefore, the transformation
of ÆMILIA models into queueing networks enables a wider set of performance analysis
techniques on the same architectural model.

Starting from a number of alternative architectural designs – which we assume to
be functionally correct – of a software system to be implemented, PERFSEL requires
the designer to formalize each such design as an ÆMILIA description, which is sub-
sequently transformed into a queueing network model. Whenever one of these models
is not in product form, the model itself is replaced by an approximating product-form
queueing network model. The possibly approximate product-form queueing network
model associated with each architectural design is then evaluated in order to derive
the typical average performance indices both at the system level and at the component
level. The evaluation is done in several different scenarios of interest and the obtained
performance figures are interpreted on the various ÆMILIA descriptions.

On the basis of those figures, for each alternative a decision has to be made as to
whether the design is satisfactory, should be discarded, or may be improved. When
the predict-improve cycle is terminated for all the survived architectural designs, a
comparison among them takes place in the various scenarios according to the average
performance indices. The selected architecture is finally checked against the specific
performance requirements of the system under construction.

This final check is necessary for two reasons. Firstly, the selection is made by rely-
ing on general performance indices, which are not necessarily connected in any way to
the specific performance requirements. Secondly, the product-form queueing network
model associated with the selected architecture may have been subject to approxima-
tions. Although the perturbation of the average performance indices introduced by the
approximations cannot be easily quantified, we recall from [11] that queueing network
models are in general robust, in the sense that even their approximate analysis is in any
case helpful to get useful insights into the performance of the systems they represent.

The key point of PERFSEL is the combined use of the two above mentioned
formalisms: ÆMILIA for component-oriented modeling purposes and queueing net-
works for component-oriented performance analysis purposes. As observed in [2,1],
the two formalisms are quite different from each other. On the one hand, ÆMILIA is
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a completely formal, general-purpose architectural description language handling both
functional and performance aspects, whose basic ingredients are actions and behavioral
operators. On the other hand, queueing networks are instances of a queue-based graph-
ical notation for performance aspects only, in which some details like the queueing
disciplines are usually expressed in natural language. Another important feature to take
into account is the different level of granularity of the models expressed in the two for-
malisms. In particular, it turns out that the components of an ÆMILIA description cannot
be precisely mapped to the customer populations and the service centers of a queueing
network model, but on finer parts called queueing network basic elements that represent
arrival processes, buffers, service processes, fork processes, join processes, and routing
processes. Therefore, not all ÆMILIA descriptions can be transformed into queueing
network models, but only those satisfying certain constraints specified in [2,1].

This paper presents an implementation of PERFSEL and is organized as follows. In
Sect. 2, we define the model transformation carried out by the plugin ÆMILIA to QN
within TWOEAGLES. In Sect. 3, we introduce the plugin ÆMILIA to QN itself. In
Sect. 4, we describe the architecture of TWOEAGLES and we show how it interoperates
with other tools via ÆMILIA to QN. In Sect. 5, we illustrate by means of an automated
teller machine example the adequacy of the model transformation and the higher de-
gree of scalability achieved by TWOEAGLES in the performance evaluation of software
architectures. Finally, in Sect. 6 we report some concluding remarks.

2 The Transformation from ÆMILIA to Queueing Networks

In this section, we present the transformation from ÆMILIA descriptions to queueing
network models that we have implemented. More precisely, after recalling the transfor-
mation source (Sect. 2.1) and the transformation target (Sect. 2.2), we give an idea of
how the transformation works in accordance with the queueing network basic elements
identified in [2,1] (Sect. 2.3). Finally, we detail the transformation through a hierarchy
that we have specifically developed for our implementation of PERFSEL, which is com-
posed of an action classification, a behavioral pattern classification, pattern combination
rules, and connectivity rules for the queueing network basic elements (Sect. 2.4).

2.1 The Transformation Source: ÆMILIA

ÆMILIA [1] is an architectural description language based on stochastic process al-
gebra. An ÆMILIA description represents an architectural type, which is a family of
software systems sharing certain constraints on the observable behavior of their com-
ponents as well as on their topology. As shown in Table 1, the textual description of
an architectural type in ÆMILIA starts with its name and its formal parameters (ini-
tialized with default values), then comprises an architectural behavior section and an
architectural topology section.

The first section defines the overall behavior of the system family by means of types
of software components and connectors, which are collectively called architectural ele-
ment types. The definition of an AET, which starts with its name and its formal param-
eters, consists of the specification of its behavior and its interactions.
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Table 1. Structure of an ÆMILIA textual description

ARCHI TYPE 	name and initialized formal parameters


ARCHI BEHAVIOR
...

...
ARCHI ELEM TYPE 	AET name and formal parameters


BEHAVIOR 	sequence of stochastic process algebraic equations
built from stop, action prefix, choice, and recursion


INPUT INTERACTIONS 	input synchronous/semi-synchronous/asynchronous
uni/and/or-interactions


OUTPUT INTERACTIONS 	output synchronous/semi-synchronous/asynchronous
uni/and/or-interactions


...
...

ARCHI TOPOLOGY

ARCHI ELEM INSTANCES 	AEI names and actual parameters

ARCHI INTERACTIONS 	architecture-level AEI interactions

ARCHI ATTACHMENTS 	attachments between AEI local interactions


END

The behavior of an AET has to be provided in the form of a sequence of behavioral
equations written in a verbose variant of stochastic process algebra allowing only for
the inactive process (rendered as stop), the action prefix operator supporting possible
boolean guards and value passing, the alternative composition operator (rendered as
choice), and recursion. Every action represents an activity and is described as a pair
composed of the activity name and the activity duration. On the basis of their duration,
actions are divided into exponentially timed (duration exp(r)), immediate (duration
inf(l, w)), and passive (duration (l, w)).

The interactions of an AET are actions occurring in the stochastic process algebraic
specification of the behavior of the AET that act as interfaces for the AET itself, while
all the other actions are assumed to represent internal activities. Each interaction has
to be equipped with three qualifiers, with the first qualifier establishing whether the
interaction is an input or output interaction.

The second qualifier represents the synchronicity of the communications in which
the interaction can be involved. We distinguish among synchronous interactions which
are blocking (default qualifier SYNC), semi-synchronous interactions which cause no
blocking as they raise an exception if prevented (qualifier SSYNC), and asynchronous
interactions which are completely decoupled from the other parties involved in the
communication (qualifier ASYNC). Every semi-synchronous interaction is implicitly
equipped with a boolean variable usable in the architectural description, which is auto-
matically set to true if the interaction can be executed, false if an exception is raised.

The third qualifier describes the multiplicity of the communications in which the
interaction can be involved. We distinguish among uni-interactions which are mainly
involved in one-to-one communications (qualifier UNI), and-interactions guiding inclu-
sive one-to-many communications like multicasts (qualifier AND), and or-interactions
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guiding selective one-to-many communications like in a server-clients setting (quali-
fier OR). It can also be established that an output or-interaction depends on an input
or-interaction, in order to guarantee that a selective one-to-many output is sent to the
same element from which a selective many-to-one input was received (keyword DEP).

The second section of an ÆMILIA description defines the topology of the system
family. This is accomplished in three steps. Firstly, we have the declaration of the in-
stances of the AETs – called AEIs – which represent the actual system components and
connectors, together with their actual parameters. Secondly, we have the declaration
of the architectural (as opposed to local) interactions, which are some of the interac-
tions of the AEIs that act as interfaces for the whole systems of the family. Thirdly, we
have the declaration of the architectural attachments among the local interactions of the
AEIs, which make the AEIs communicate with each other. An attachment is admissible
only if it goes from an output interaction of an AEI to an input interaction of another
AEI. Moreover, a uni-interaction can be attached only to one interaction, whereas an
and/or-interaction can be attached only to uni-interactions. Within a set of attached in-
teractions, at most one of them can be exponentially timed or immediate.

The semantics for ÆMILIA is given by translation into stochastic process algebra.
Basically, the semantics of every AEI is the sequence of stochastic process algebraic
equations defining the behavior of the corresponding AET. Then, the semantics of
an entire architectural description is the parallel composition of the semantics of the
constituent AEIs, with synchronization sets determined by the attachments. From the
state-transition graph underlying the resulting stochastic process term, a continuous-
time Markov chain can be derived for performance evaluation purposes, provided that
there are no transitions labeled with passive actions (performance closure) and all the
transitions labeled with immediate actions are suitably removed.

2.2 The Transformation Target: Queueing Networks

A queueing network (see, e.g., [10,11]) is a collection of interacting service centers that
represent resources shared by classes of customers, where customer competition for
resources corresponds to queueing into the service centers. In contrast to continuous-
time Markov chains, queueing networks are structured performance models because
they elucidate system components and their connectivity.

This brings a number of advantages in the architectural design phase. Firstly, typical
average performance indices like throughput, utilization, mean queue length, and mean
response time can be computed both at the level of an entire queueing network and at
the level of its constituent service centers. Such global and local indicators can then
be interpreted back at the level of an entire architectural description and at the level
of its constituent components, respectively, in order to obtain diagnostic information.
Secondly, there exist families of queueing networks that are equipped with fast solution
algorithms that do not require the construction of the underlying state space. Among
those families, we mention product-form queueing networks [4], which can be ana-
lyzed compositionally by solving each service center in isolation and then combining
their solutions via multiplications. This provides support for a performance analysis that
scales with respect to the number of components in architectural descriptions. Thirdly,
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the solution of a queueing network can be expressed symbolically in the case of certain
topologies. This feature is useful in the early stages of the software development cycle,
since the actual values of system performance parameters may be unknown at that time.

2.3 The Transformation at a Glance

As mentioned in Sect. 1, the transformation source and target are quite different from
each other. In particular, the respective models have different levels of granularity. As
a consequence, the AEIs of an ÆMILIA description cannot be precisely mapped to
the customer populations and the service centers of a queueing network model. For
this reason, in [2,1] a number of finer parts called queueing network basic elements
(QNBE for short) have been identified together with suitable syntactical restrictions
that establish when an AEI can be transformed into one of those elements and when the
AEIs from which those elements have been derived are connected in a way that yields
a well-formed queueing network. The various QNBEs are shown in Fig. 1, where f
(resp. r) denotes the number of alternative destinations (resp. sources), h denotes the
number of customer classes, and interarrival and service times are expressed through
phase-type distributions, i.e., suitable combinations of exponential distributions.

An arrival process is a generator of arrivals of customers of a certain class. While
a single arrival process is enough in the case of an unbounded population, an instance
of the arrival process is necessary for each customer in the case of a finite population,
with the return of the customer being explicitly modeled. A buffer is a repository of
customers of different classes that are waiting to be served according to some queueing
discipline that we assume to be first-come-first-served. In the case of a bounded buffer,
incoming customers of class i can be accommodated only if the buffer capacity ci for
that class is not exceeded. A service process is a server for customers of various classes,
whose service times can be different for each class. When a service center is composed
of multiple servers, it is necessary to represent each of them through an instance of
the service process. A fork process splits requests coming from customers of a certain
class into subrequests directed to different service centers, which are then recombined
together by a join process. Finally, a routing process simply forwards customers of a
certain class towards different destinations.

2.4 A Hierarchical Approach to the Transformation

We now describe the hierarchical approach that we have developed for implementing
the transformation. As sketched in Sect. 2.3, we need to build a mapping between
ÆMILIA elements and the QNBEs depicted in Fig. 1. Due to the notational gap be-
tween these two modeling languages, in the mapping implementation we have followed
a bottom-up approach that starts from small-grained ÆMILIA elements and ends up to
assemblies of QNBEs. In particular, this section presents: the ÆMILIA action classifi-
cation, the ÆMILIA behavioral pattern classification, the ÆMILIA pattern combination
rules to make QNBEs, and the connectivity rules for QNBEs.

For the sake of readability, in the remainder of this section actions are italicized,
behavioral patterns are typewritten, and QNBEs are bolded.
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Fig. 1. Queueing network basic elements

Action Classification. In Table 2, the classification of ÆMILIA actions is illustrated.
Actions are placed on the table rows. The first column is used to partition the rows into
three groups of actions, which are: input interactions, output interactions, and internal
actions. The other columns represent respectively: the name given to the action, the
action duration (i.e., exponential, immediate, passive), the connection multiplicity of
the action in the case that it is an interaction (i.e., uni, and, or), and the QNBEs that
need such an action within their behavioral description (see Fig. 1).

For example, the first row of Table 2 specifies that a passive input uni-interaction
might represent a return action in a Single Client Arrival Process of a queueing net-
work. Similarly, an immediate internal action named pre-exit can belong to many dif-
ferent QNBEs such as Arrival and Service Processes.
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Table 2. ÆMILIA action classification

Action Name Action Duration Action Multiplicity QNBEs

return passive uni Single Client Arrival Process
get passive uni, or (Finite or Infinte Capacity) Buffer

select immediate uni Buffered Service Process,
Input Buffered Fork Process,
Interactions Buffered Routing Process

arrive passive uni, or Unbuffered Service Process,
Unbuffered Fork Process,
Unbuffered Routing Process

join immediate and (Buffered or Unbuffered) Join Process
exit passive, immediate uni, or (Single Client or Infinite) Arrival Process,

(Buffered or Unbuffered) Service Process,
Output (Buffered or Unbuffered) Join Process,
Interactions (Buffered or Unbuffered) Routing Process

put passive uni, or (Finite or Infinte Capacity) Buffer
fork immediate and (Buffered and Unbuffered) Fork Process

pre-exit immediate N/A (Single Client or Infinite) Arrival Process,
(Buffered or Unbuffered) Service Process,
(Buffered or Unbuffered) Join Process,

Internal (Buffered or Unbuffered) Routing Process
Actions exp-phase exponential N/A (Single Client or Infinite) Arrival Process,

(Buffered or Unbuffered) Service Process
pre-phase immediate N/A (Single Client or Infinite) Arrival Process,

(Buffered or Unbuffered) Service Process

This classification helps to restrict the focus on the 11 actions that have been listed
in Table 2. Behavioral patterns of interest for the transformation are built only using
these actions. Therefore, such actions represent the alphabet to build words, which are
the behavioral patterns introduced in next paragraph to model QNBE behaviors.

Behavioral Pattern Classification. Following our bottom-up approach, we build up
on the actions classified in Table 2 to obtain patterns that typically describe (partial)
behaviors of QNBEs. The result is illustrated in Table 3, where we have identified 8 be-
havioral patterns. The table has an organization similar to the one of Table 2. Behavioral
patterns are on the table rows and they are grouped into input, output, and internal be-
haviors. A name is assigned to each pattern, then the pattern is described in the third
column of the table, and the QNBEs where such pattern occurs are listed in the fourth
column. Parameters are associated with names of patterns that depend on their values
(e.g., uncond-get(i,n)).

For example, the sixth row of Table 3 (i.e., the first output behavior) specifies that
an exit behavior describes a job exiting a QNBE and routing somewhere else. Such
a behavior can manifest itself in two ways: either as a set of unconditioned alternative
behaviors, where each behavior has an exit action, or as a single exit action.

These behavioral patterns represent the words that can be used to build sentences
representing QNBEs, as it will be illustrated in the next paragraph.

Combination Rules for Behavioral Patterns. The last step to obtain the mapping
illustrated in Fig. 1 between ÆMILIA constructs and QNBEs is accomplished by in-
troducing rules to combine the previously identified behavioral patterns into QNBEs 1.
When parsing an ÆMILIA description, the ÆMILIA to QN component of Fig. 1 looks

1 All behaviors occurring in ÆMILIA descriptions are assumed to be tail recursive.
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Table 3. ÆMILIA behavioral pattern classification

Pattern Name Pattern Description QNBEs

return The return of a job can be described in two dif-
ferent ways: (i) two or more alternative processes,
each made of an unconditioned return action; (ii) a
process represented by a return action

Single Client Arrival Process

uncond-get(i,n) An unconditioned get process for the i-th class
of clients is made of an unconditioned get ac-
tion, and a behavioral call with actual parameters
pa1, pa2, ..., pan that satisfy the following con-
straints: paj = pj + 1 for j = i and paj = pj

for j 	= i, where pj is the current number of
clients of j-th class

Infinite Capacity Buffer

Input
Behaviors

cond-get(i,n,Ni) A conditioned get process for the i-th class of
clients is made of: the condition pi < Ni (where
Ni is the buffer capacity for the i-th class of
clients), a get action, and a behavioral call with ac-
tual parameters pa1, pa2, ..., pan that satisfy the
following constraints: paj = pj + 1 for j = i
and paj = pj for j 	= i, where pj is the current
number of clients of j-th class

Finite Capacity Buffer

select A selection behavior is made of one or more alter-
native processes, where each process starts with an
unconditioned select action

Buffered Service Process,
Buffered Fork Process,
Buffered Routing Process

arrive An arrival behavior is made of one or more alter-
native processes, where each process starts with an
unconditioned arrive action

Unbuffered Service Process,
Unbuffered Fork Process,
Unbuffered Routing Process

exit A job exit (and routing) can be described in two dif-
ferent ways: (i) two or more alternative processes,
each made of an unconditioned pre-exit action fol-
lowed by an exit action; (ii) a process represented
by an exit action

(Buffered or Unbuffered)
Service Process, (Buffered
or Unbuffered) Join Process,
(Buffered or Unbuffered)
Routing Process, (Single
Client or Infinite) Arrival
Process

Output
Behaviors

put(i,n) A put process for the i-th class of clients is
made of: the condition pi > 0, a put ac-
tion, and a behavioral call with actual parameters
pa1, pa2, ..., pan that satisfy the following con-
straints: paj = pj − 1 for j = i and paj = pj

for j 	= i, where pj is the current number of
clients of j-th class

(Finite or Infinite Capacity)
Buffer

Internal
Behaviors

phase The behavior of a phase-type distribution is an arbi-
trary combination of exp-phase and pre-phase ac-
tions that determine a set of alternatives, where
each alternative terminates with a non-phase be-
havior

(Single Client or Infinite) Ar-
rival Process, (Buffered or
Unbuffered) Service Process

for such combinations of behavioral patterns in order to identify QNBEs within an
ÆMILIA description and to generate them.

These rules are defined in Table 4. The order of QNBEs in the table is the same as
the one in Fig. 1. Each row in Table 4 represents a QNBE, where the second column
provides the combination rules for behavioral patterns that define the QNBE behav-
ior, whereas the third column represents additional assumptions that have to be verified
before generating the QNBE itself. Note that where behavioral patterns have been num-
bered (e.g., Infinite Arrival Process), it means that a simple sequencing rule has to be
applied to those patterns. In some cases, such as Buffered Fork Process, rules have to
be applied to simple actions beside behavioral patterns.

For example, a Single Client Arrival Process is defined as a sequence of three
behavioral patterns (i.e., phase, exit, and return), with the additional conditions
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Table 4. Combining behavioral patterns into QNBEs

QNBE Combination rules of behavioral patterns Additional assumptions

Infinite 1. phase a. output interactions must only be exit
Arrival 2. exit b. no input interactions
Process
Single Client 1. phase a. output interactions must only be exit
Arrival 2. exit b. input interactions must only be return
Process 3. return
Infinite · Parameters p1, p2, ..., pn have to be declared a. output interactions must only be put
Capacity · Parameters have to be initialized to non-negative numbers (with different names)
Buffer · 2n alternative processes have to be defined: b. input interactions must only be get

n uncond-get(i,n) patterns and (with different names)
n put(i,n) patterns

Finite · Parameters p1, p2, ..., pn have to be declared a. output interactions must only be put
Capacity · Parameters have to be initialized to non-negative numbers (with different names)
Buffer and have to be all declared as intervals of integers b. input interactions must only be get

· Each parameter pi has to fall within the [0, Ni] interval (with different names)
· 2n alternative processes have to be defined:
n cond-get(i,n) patterns and
n put(i,n) patterns

Buffered 1. select a. output interactions must only be exit
Service 2. phase b. input interactions must only be select
Process 3. exit
Unbuffered 1. arrive a. output interactions must only be exit
Service 2. phase b. input interactions must only be arrive
Process 3. exit
Buffered 1. select a. the only output interaction is the fork
Fork action
Process 2. fork b. the only input interaction is the select

action
Unbuffered 1. arrive a. the only output interaction is the fork
Fork action
Process 2. fork b. the only input interaction is the arrive

action
Buffered 1. join a. output interactions must only be exit
or Unbuffered 2. exit b. the only input interaction is the join action
Join Process
Buffered 1. select a. output interactions must only be exit
Routing 2. exit b. the only input interaction is the select
Process action
Unbuffered 1. arrive a. output interactions must only be exit
Routing 2. exit b. the only input interaction is the arrive
Process action

that the process must only have exit output interactions and return input interactions.
As another example, a Join Process is defined as a sequence of a join action and an
exit behavioral pattern, with the additional conditions that the only input interaction
is the join action and the process must only have exit output interactions.

Connectivity Rules for Queueing Network Basic Elements. Finally, we introduce
several connectivity rules that allow QNBEs to be assembled in semantically valid
queueing network models:

– An arrival process can be followed only by a service or fork process, possibly pre-
ceded by a buffer.

– A buffer can be followed only by a service, fork, join, or routing process.
– A service process can be followed by any QNBE.
– A fork process can be followed only by a service process or another fork process,

possibly preceded by a buffer.
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– A join process can be followed by any QNBE.
– A routing process can be followed by any QNBE.

3 The Eclipse Plugin ÆMILIA to QN

In order to enable the application of PERFSEL, we have developed ÆMILIA to QN,
a Java-coded Eclipse plugin for transforming ÆMILIA descriptions into queueing net-
works. As shown in Sect. 2, the model transformations realized by ÆMILIA to QN rely
on two queue-driven classifications – one for actions and one for behavioral patterns
built from actions and process algebraic operators that can occur in ÆMILIA descrip-
tions, respectively – which hierarchically formalize most of the syntactical restrictions
of [2,1]. These two classifications are then complemented by a number of rules es-
tablishing which combinations of behavioral patterns result in QNBEs (combination
rules) and, in turn, how QNBEs should be connected to each other in order to yield
well-formed queueing networks (connectivity rules).

Given an ÆMILIA description, ÆMILIA to QN parses the behavioral part of the
ÆMILIA representation of each AEI to search for occurrences of the previously identi-
fied action classes and queue-like behavioral patterns. Whenever this search is success-
ful on all AEIs and the combination rules are respected, then ÆMILIA to QN trans-
forms each AEI into the corresponding QNBE. Afterwards, ÆMILIA to QN checks the
topological part of the ÆMILIA description for compliance with the previously estab-
lished connectivity rules of QNBEs. If this check succeeds too, ÆMILIA to QN trans-
forms the entire ÆMILIA description into a queueing network model.

The queueing network models produced by ÆMILIA to QN are stored in PMIF for-
mat [13]. The reason is that this is an XML schema that acts as an interchange format
and hence makes it possible to pass those models as input to queueing network tools.

4 The Architecture of TWOEAGLES

ÆMILIA to QN can be launched from within TWOEAGLES. This is a new version of
TwoTowers [5] – a software tool for the functional verification, performance evalua-
tion, and security analysis of software architectures described with ÆMILIA – which is
entirely integrated in the Eclipse framework.

The software architecture of TWOEAGLES is depicted in Fig. 2, where the pro-
vided interfaces of components are represented by lollipops whereas required interfaces
by dashed arrows. In the box labeled with TWOEAGLES, only the components that
strictly belong to the tool have been included, which are: ÆMILIA to QN, TT GUI,
and TwoTowers. The remaining components of Fig. 2 are either external tools (i.e.,
NuSMV and Eclipse) or in-house built components that support the TWOEAGLES task
but do not belong to the tool (i.e., QN Editor and QN Solver).

In order to embed TwoTowers in Eclipse, TWOEAGLES relies on a new graphical
user interface for TwoTowers – the TT GUI component in Fig. 2 – which has been de-
veloped as an Eclipse plugin. TT GUI tailors the Eclipse environment to offer all the
original TwoTowers functionalities to users, along with the model transformation intro-
duced in this paper. This wrapping of TwoTowers has allowed its implementation to be
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Fig. 2. Composition and environment of TWOEAGLES

kept basically unchanged – including the use of the external model checker NuSMV [6]
– whereas its interfaces can be invoked, as they are, through the TT GUI component.

In addition to TT GUI, there are other three Eclipse plugins in Fig. 2. The first one,
ÆMILIA to QN, has already been described in the previous section. Since it relies on
PMIF, it acts as a bridge between TwoTowers on one side and the next two plugins on
the other side. The second one, QN Editor, allows PMIF-based queueing networks to
be imported and edited in Eclipse and supports their graphical visualization. The third
one, QN Solver, is the client side of a web service called Weasel [15], which can be
exploited to invoke several existing queueing network solvers.

A typical scenario for the architecture in Fig. 2 is the following. TWOEAGLES starts
and TT GUI, within Eclipse, is ready to accept user commands. For example, the user
opens the ÆMILIA editor, which is part of TwoTowers, and enters an ÆMILIA de-
scription. The user may then run any (functional, security, or performance) analysis
technique provided by the original TwoTowers release, including the NuSMV model
checker. In addition, due to the extension presented in this paper, the user may decide
to invoke a model transformation that generates a queueing network from the ÆMILIA

description (i.e., the ÆMILIA to QN component in Fig. 2). The output queueing net-
work, which can also be modified with the QN Editor, is represented in PMIF and can
be rendered (i) in a textual XML format through the standard Eclipse XML editor or
(ii) in a graphical format through the QN Editor component shown in Fig. 2. The lat-
ter is able to import and export queueing networks in PMIF format and to graphically
represent them within Eclipse. Finally, the user can invoke the queueing network solver
(i.e., QN Solver in Fig. 2), which is a web service able to invoke different existing
solvers. The solution results are represented in the standard Eclipse text editor.

5 TWOEAGLES at Work: An Automated Teller Machine

In this section, we illustrate TWOEAGLES at work on an automated teller machine
(ATM), a system made of a certain number of distributed client terminals from where it
is possible to require services to a central server. Common types of service requests are:
withdrawal, deposit, and balance. Terminals only enable clients to perform I/O opera-
tions, whereas large part of computation is performed on the central server. The experi-
ments that we illustrate on this example are aimed at: (i) showing the tool usability, (ii)
validating the transformation from ÆMILIA descriptions to queueing network models
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Fig. 3. Eclipse user interface for TWOEAGLES

on the basis of numerical results, and (iii) showing the larger scalability of queueing
network solvers with respect to TwoTowers traditional performance evaluator.

The application of ÆMILIA to QN (see Fig. 3) to the ÆMILIA description of the
ATM system (which is not shown here due to lack of space) results in a queueing net-
work formed by four QNBEs (corresponding to as many AEIs): ThinkDevice, which is
the workload generator for the whole network, together with CPU, DISKS, and VIDEO,
whose service times are 0.5 ms, 0.5 ms, and 1 ms, respectively (these values are only
approximations of real scenarios, as we are more interested in the validation of the
transformation and the analysis of pros and cons of our approach, rather than in the
numbers themselves). Jobs originated from ThinkDevice are delivered to CPU. On the
basis of interaction rates, CPU decides whether sending jobs to DISKS and/or VIDEO.
Thereafter, jobs are sent back to ThinkDevice. Being a closed queueing network, the
parameters that drive our performance analysis are: the number N of client terminals
and the thinking time Z of each client.

In Fig. 4, we have reported the throughput (on the left) and the utilization (on the
right) that we have obtained for the main ATM devices, which are CPU and DISKS,
while varying the number of clients N in the system, with a fixed thinking time of
Z = 1 s. Four curves are shown because for each device we have represented both the
values obtained with the TwoTowers performance solver and the ones obtained with
the external queueing network solver after the ÆMILIA description has been trans-
formed into a queueing network. As can be seen, the two solvers obtain exactly the same
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numerical results for both considered devices, and this supports the correctness of the
transformation of the ÆMILIA description into the queueing network model. However,
the TwoTowers solver, whose results are labeled as TwoTowers in the figure, is un-
able to solve models with more than 7 clients. This is due to the state space explosion
phenomenon encountered when the solver handles the continuous-time Markov chain
model. In contrast, the queueing network solver, whose results are labeled as PMVA
in the figure, is able to solve larger models in few seconds. This is due to the prod-
uct form [10] of the resulting queueing network model, which allows polynomial-time
solution algorithms such as Mean Value Analysis (MVA) to be applied.
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Fig. 4. ATM throughput (left) and utilization (right)

6 Conclusions and Future Work

In this paper, we have presented a tool integrated into Eclipse that allows ÆMILIA-
based architectural descriptions to be transformed into queueing network models and
hence supports the PERFSEL methodology of [2,1]. As shown by the ATM example, the
tool TWOEAGLES improves on TwoTowers because the possibility of exploiting queue-
ing network solvers makes the performance evaluation process faster and applicable to
larger software architectures with respect to continuous-time Markov chain solvers.

Many approaches have been introduced in the last decade to transform architectural
models into performance models [3], but very few of them have been implemented
in working tools and rely on structured models like queueing networks. Moreover,
most implementations are based on UML, whereas in TWOEAGLES we consider a fully
fledged, formally defined architectural description language as source notation.

With regard to future work, we intend to strengthen the transformation implemented
in TWOEAGLES by moving from a general-purpose programming language like Java
to model transformation languages like ATL [9] and QVT [12]. Moreover, we would
like to investigate whether results relating stochastic process algebras and queueing
networks [8,7,14] can be exploited in our architectural framework.

Acknowledgment. Work funded by MIUR-PRIN project PaCo – Performability-Aware
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Abstract. Distributed systems are characterized by a large number of
similar interconnected objects that cooperate by exchanging messages.
Practical application of such systems can be found in computer systems,
sensor networks, and in particular in critical infrastructures. Though
formalisms like Markovian Agents provide a formal support to describe
these systems and evaluate related performance indices, very few tools
are currently available to define models in such languages, moreover they
do not provide generally specific functionalities to ease the definition
of the locations of the interacting components. This paper presents a
prototype tool suite capable of supporting the study of the number of
hops and the transmission delay in a critical infrastructure.

1 Introduction

The 2006 European Programme for Critical Infrastructure Protection (EPCIP)
stated that “The security and economy of the European Union as well as the
well-being of its citizens depends on certain infrastructure and the services they
provide. The destruction or disruption of infrastructure providing key services
could entail the loss of lives, the loss of property, a collapse of public confidence
and moral in the EU” [12].

Among the eight critical infrastructures identified were telecommunications,
electrical power, gas and oil storage, transportation and water supply. These in-
frastructures share some common aspects: i) their components are controlled by
communication networks and ii) their physical infrastructure can be represented
by graphs. For instance in a power grid, telecontrol buildings, like the SCADA
control centers, or the electrical stations can be represented as node of a graph.
Instead the links can model the communication channel or the high-voltage lines
over which the current travels.

The representation of networks as a graphs pervades the study of critical in-
frastructures and more generally of distributed systems, in [24] the authors pro-
pose a graph-based model to represent and to analyze interdependencies among
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critical infrastructures; in [20] structural analysis of graphs is performed to sup-
port disaster vulnerability assessment, moreover in [3,5,6] the reliability of a
power grid controlled by a SCADA communication network was computed.

The number of hops and transmission delays are well-known concepts in data-
communication networks. These parameters have proved to be useful as approx-
imated performance metrics in different application contexts. The occurrence
of a critical event (e.g. fault in an electrical line) in a power grid, its location
or its distance from the station, as well as the total delay from the instant of
the occurrence need to be signaled to a central station. When a critical event
is detected, the alarm signal is propagated along a path of intermediate nodes.
Assuming that the distances between the nodes are known or estimated, the
number of hops provides a measure of the distance between the critical event
and the central station.

Though formalisms like Markovian Agents (MAs) [16] provide a support to
describe these systems and evaluate related performance indices, very few tools
are currently available to define models in such languages, moreover they do not
provide generally specific functionalities to ease the definition of the locations of
the interacting components. In Section 4 a new tool for the definition of graph-
based interconnection network is presented.

Section 5 shows a formal stochastic model, based on MAs, to compute the
number of hops between a source and a destination in addition to the transmis-
sion time in a multi-hop routing. More precisely, the model represents a system
of interconnected nodes where each node is represented by a MA that can trans-
mit messages directly or through intermediate nodes to a specific destination.
Transmitted messages carry the number of hops, incrementing this value at each
step so that the mean hop count and the mean time needed by a message to
reach its destination are computed.

2 Related Works

Beside the work on MAs, that will be considered in depth in Section 3, several
other spatial models have been introduced in the literature. One of the more
mature is Cellular automata (CAs) [21]. They are simple models of a spatially
extended decentralized systems composed by a set of individual entities (cells).
The communication between cells is limited to local interaction, and each in-
dividual can be in a state which changes over time depending on the states of
its local neighbors and on simple rules. In the area of performance evaluation,
applications of CA can be found in biomedical [23], ecology [15,13] and geology
[19]. All the models of this sort are usually studied by running several simula-
tions of the CA, starting from different initial states and computing the desired
performance indexes.

More recent works considering spatial models are for example Spatial Process
Algebra (SPA) [14] where Locations are added to take into account spatial de-
pendencies. In particular spatial concepts are added to the stochastic process
algebra PEPA by allowing named locations to appear in process terms and on
the labels of the transitions between them.
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The need of automatic tools to include spatial aspects in performance mod-
els is considered in [1]. The authors derive a Generalised Stochastic Petri Net
(GSPN) model from high-precision location tracking data traces, using cluster-
ing techniques. In particular, GSPNs places are used to model locations where
an object spends a large amount of time, and timed transitions are used to model
the movement among the locations.

3 Markovian Agents

MA models consist of a set of agents positioned into a space. The behavior of each
agent is described by a continuous-time Markov chain (CTMC) with two types
of transitions: local transitions that model the internal features of the MA, and
induced transitions that account for interaction with other MAs. During local
transitions, an MA can send messages to other MAs. The perception function u(·)
regulates the propagation of messages, taking into account the agent position in
the space, the message routing policy, and the transmittance properties of the
medium.

MAs are scattered over a space V , which can correspond either to a discrete
number of locations, or to continuous n-dimensional space. Agents can be grouped
in classes, and messages divided into different types. Formally a Multiple Agent
Class, Multiple Message Type Markovian Agents Model (MAM) is a tuple:

MAM = {C,M,V ,U ,R}, (1)

where C = {1 . . .C} is the set of agent classes; M = {1 . . .M} is the set of
message types; V is the space (discrete or continuous) where Markovian Agents
are spread; U = {u1(·) . . . uM (·)} is a set of M perception functions (one for each
message type); R = {ξ1(·) . . . ξC(·)} defines the density of agents, where each
component ξc(v) accounts either for the number or the density of class c agents
in position v ∈ V .

Each agent MAc of class c is defined by the tuple:

MAc = {Qc(v),Λc(v), πc
0(v),Gc(m,v),Ac(m,v)}. (2)

Qc(v) = [qc
ij(v)] is the infinitesimal generator matrix of the CTMC that models

the local behavior of an agent of class c. An element qc
ij(v) represents the tran-

sition rate from state i to state j (with qc
ii(v) = −

∑
j 	=i qc

ij(v)), and Λc(v) =
[λc

i (v)], is a vector containing the rates of self-jumps (i.e. the rate at which the
Markov chain re-enters the same state). Using self-jumps, an agent can contin-
uously send messages while remaining in the same state. Gc(m,v) = [gc

ij(m,v)]
and Ac(m,v) = [ac

ij(m,v)] represent respectively the probability that an agent
of class c generates a message of type m during a jump from state i to state j,
and the probability that an agent of class c accepts a message of type m in state
i, performing an immediate jump to state j. πc

0(v) represents the initial state
distribution. All the previous quantities depends on the location v: this allows
the agents to modify the rate at which they perform their activities as a function
of the position in which they are located.
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The perception function is defined as um : V ×C× IN×V×C× IN→ IR+, and
um(v, c, i,v′, c′, i′) represents the probability that an agent of class c, in position
v, and in state i, perceives a message m generated by an agent of class c′ in
position v′ in state i′.

MAs models can be analyzed solving a set of differential equations that com-
pute the density ρc

i(t,v) of agents in class c, in state i in position v at time
t. In [8], a prototype tool, called MASolver from now on, was developed to
analyse MAs models using conventional discretization techniques for both time
and space. Since MAs models have no strict form of synchronisation, the whole
state-space of the model is not built, avoiding the well-known state explosion
problem. To consider the interaction among agents, we resort to an approxi-
mate techinique based on mean-field theory [22]. The behavior of each agent
depends on both its local behavior, represented by the infinitesimal generator
matrix Qc(v), and the behavior induced by the interactions with other MAs,
computed as a mean-field. The whole behavior is represented by an infinitesimal
generator matrix Kc(t,v) which changes in time and depends on the class and
the position of the agent.

The evolution of the entire model can be studied by solving ∀v, c the following
differential equations:

ρc(0,v) = ξc(v)πc
0(v) (3)

dρc(t,v)
dt

= ρc(t,v)Kc(t,v). (4)

where ρc(t,v) = [ρc
i (t,v)].

The computation of the matrix Kc(t,v) represents the most expensive step in
the solution algorithm, because it considers all the possible interactions among
agents and messages, in every possible location. However, in most practical ap-
plications, the definition of the perception function confines the interaction of
each MA to a limited number of neighboring MAs, significantly reducing the
complexity of this step. Please refer to [8,7] for a more detailed description of
Markovian Agents and the related analysis techniques.

3.1 Algorithmic Generation of Spatial Dependencies

The MA have been enhanced in order to model the geographical location of
agents over the space. The modelling of complex spatial behaviors is based on a
set of matrices that define the local agent behavior and the perception function
depending on the location v.

This approach requires however a larger set of parameters that needs to be
specified: without appropriate tools or techniques, it is not possible to exploit
such features. Another aspect to consider concerns the kind of topology. In case
of very simple or special topologies, the spatial dependencies can be determined
by using simple algorithms.

For example, in [11] a sensor network with a circular topology and the sink
in the center were considered. The perception function was computed to take



284 D. Cerotti, E. Barbierato, and M. Gribaudo

into account a specific minimal number of hops routing policy. In [7] instead, a
protocol based on ant colony optimization was studied. In that case the matrices
were constants, and the only spatial dependency was on the location of the sinks.
Sinks however were very limited in number, and their position were specified by
manually indicating their coordinates. In [4] the motion of agents in a tunnel
was considered. In that case, the parameters could be computed starting from
broad characteristics like the curvature of the track.

In more complex cases, specific tools are required to automatically infer the
model parameters from measured data, or to allow the modeler to design freely
the interactions among agents.

3.2 The Image-Based Tools

In previous works about MAs, parameters were obtained using Image-based tools.
These tools create the spatial dependencies starting from a bit-mapped image
that color-codes the value of the different parameters. They are suitable for
studying models defined over a geographical areas where parameters can be
extrapolated from already available maps.

For example in [9], the propagation of a disaster such as an earthquake was
studied starting from maps of the considered region such as the one presented in
Figure 1. In that particular case, an application capable of performing discretiza-
tion over a circular or elliptic grid was used. Figure 2 shows some screen-shots
of GUI of such application. The application is capable of specifying both the
center of the discretization that corresponds to the epicenter of the propagation,
a semi-axis and a direction in case of elliptical propagation. The output of the
tool consists in a list of cells, each characterized by its own parameters derived
from the associated map.

Fig. 1. Color coded maps of the model parameters: a) the source data; b) the discretized
version

In [10], the propagation of fire over a region was considered. In that case a
simple application that extracts the agent densities and the fire-extinction rate
from the RGB channels of a satellite image, and that allows the user to specify
the wind direction sampled by the meteorological stations was developed. Some



A Tool Suite for Modelling Spatial Interdependencies of Distributed Systems 285

Fig. 2. The circular/elliptic discretization Tool screen-shot: a) importing the terrain
data; b) defining the center and the form of the discretization; c) the tool output

screen-shots of the tool interface are shown in Figure 3. The tool divides the
region into square cells of equal dimensions such that the burning properties
and the wind direction inside each cell can be considered constant. Also in this
case the tool produces a list of cells, each characterized by the property of the
corresponding area under the map.

Fig. 3. Tool screen-shot: a) importing the terrain data; b) defining the wind intensity;
c) exporting the output values

Both applications are written in Adobe Flash, and join with the MASolver
can be considered as a part of a tool suite developed to allow the specification
and analysis of spatial dependencies in MA models.

4 The Graph-Based Tool

In this work a new tool for the Graph-based specification of the interconnection
among agents is introduced. This tool allows the user to define visually the
interaction among the objects using a graphical user interface, and it is preferable
over image-based tools when the number of objects is limited and the interactions
among the components can be defined manually.
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The Graph-based tool uses the DrawNet[17,18] framework as its Graphical
User Interface. DrawNet is a framework supporting the design and solution of
models represented in any graph-based formalism. It is based on an open archi-
tecture and uses an XML-based language to create new (multi)formalisms and
model-based (multi)formalisms.

A new DrawNET formalism1 called Markovian Agents Routing Graph has
been implemented to define the interconnection graph of stochastic models based
on multi-hop networks. The formalism allows the user to edit the following
objects: i) Location Nodes, ii) the Message Service Rates and iii) a set of
Parameters used to define the solution. Locations are used to define the posi-
tions of the agents in the model, and message service rates are used to specify
the interconnections among the agents.

Fig. 4. A Markovian Agents Routing Graph model in DrawNet

An example of a model-based Markovian Agents Routing Graph is shown in
Fig.4. The built model can be exported to a plain ASCII file and made available
for further processing by other tools including the MASolver. The exported data
includes the Topology Incident Matrix, the Message Service Rates, the so-
lution Parameters and a Distance Matrix. The Topology Incident Matrix
is a matrix M where, for each pair of indexes (i, j), M [i][j] is set to 1 if there is

1 DrawNET addresses sets of graphical primitives that can be used to design a model
as formalisms
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Fig. 5. Output produced by DrawNet

a directed arc from Locationi to Locationj (0 otherwise).The Message Service
Rates and the solution Parameters are floating point numbers; finally, the
Distance Matrix is a matrix D where, for each pair of indexes (i, j), D[i][j]
is calculated as the geometric distance between Locationi and Locationj. Fig.5
shows an example of output file for the previous model.

5 Computing the Number of Hops in Critical
Infrastructures with MA

In this section we provide an application of the Graph-based tool join with the
MASolver to define and analyse a case study of a simplified fault detection
distributed system monitoring an electrical power grid.

In a power grid, the nodes monitor the status of the electrical lines and signal
the presence of faults to the central station by sending messages each time they
detect a faulty line. These messages are transferred to the central station by
means of intermediate nodes according to a multi-hop routing. Moreover, each
message includes the number of hops traversed in its path to the sink. In this
way the central station can infer the distance from its position to the detected
faulty line in terms of number of hops. Each time a node receives messages with
different values of number of hops, it forwards only the message carrying the
minimum value incremented by one. This is done in order to signal to the central
station the minimum number of hops to reach the faulty line. This scenario is
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Fig. 6. Agent Node (a), choice of the minimum between different values of hop number
(b)

illustrated in Figure 6(b): node A receives messages from both nodes B and C
with a value of hops equal to one and zero respectively, and sends to the central
station S a message where the number of hops is set to one.

Node Agent. Agents belonging to the node class represent the distance of a
detected or signalled fault in their state space. It is assumed that the grid is
deployed to signal the presence of fault at most at M hops from the central
station, in such case each node maintains information of the presence of a fault
at most at M hops. The node agent is therefore characterized by M + 2 states,
and its state space is defined as Sn = {I, 0, 1, . . . , M}. Nodes are represented by
a single agent MAn shown in Figure 6(a) for M = 3. The meaning of the states
is the following:

I - is the idle state: the node does not detect fault and it has not received
messages signaling the presence of it;

i - are the detection states: state 0 means that the node has detected a local
fault, state i, with 0 < i ≤ M , means that the node was informed by the
other ones of the presence of a fault at i hops from its position.

The local transition at a rate λ from the idle state to the state 0 indicate the
detection of a local fault.

The MAn can emit and receive M + 1 types of messages (m0, m1, ..., mM )
corresponding to the number of hops. The behavior of the MAn agent at the
reception of the messages is the following:

mi - the signal message; a message mi is sent with probability 1 at the rate μ
when the MAn sojourns in state i (shown as a self-loop in Figure 6(a)); when
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the MAn is in states j and a message of type mi is perceived, it induces a
transition to state i + 1 with probability 1 only if j = I or i + 1 < j, it is
ignored otherwise. In such a way a node agent a, which is informed of a faulty
line at i hops from its position, transfers one hop further this information at
his neighbor node b which jumps to state i + 1. Such information is ignored
if node b is already informed of a closer fault.

The nodes of the grid are connected to each other by communication links
along which the messages are exchanged. This results in a communication net-
work with a topology that can be represented by a graph G = (V, E), where
the elements in the set V are the vertices and the elements in set E are the
edges of the graph. The perception function umi(v, n, i,v′, n, i′) is built to route
messages of type mi along the edges of such graph. To this end, the perception
function is defined for all the node of class n and all the message of types mi as:

umi(v, n, i,v′, n, j) =

⎧⎨⎩
1 if (v′,v) ∈ E

0 otherwise
(5)

Therefore, a node v perceives messages incoming from a node v′, if and only if
node v′ is directly connected with v.

5.1 Performance Evaluation

For each node of the network, the main measure of interest is the evolution of
the mean value of the hop-number carried by the received incoming messages.
This value is computed as:

φ(t,v) =
M∑
i=0

i · ρn
i (t,v) (6)

For a given node v of the network at time t, such index measures on average
how far (in hop units) are the sources of the incoming messages received by the
node.

A practical performance index is defined as the mean time needed by a mes-
sage - originated at a distance equal to a number of i hops from a node v - to
be received. This index is denoted as T (v, i). Another measure of interest can
be derived by calculating how quickly the central station was informed of the
detection of a fault in the electrical lines of the power grid and how quickly it
could recover the fault. The value of T (v, i) depends on both:

– the number of hop i needed by a message originated in the faulty section of
the grid to reach the central station;

– the mean time needed to the message to perform a single hop in its path to
the central station. Due to the exponential distribution of the time needed
by a transition to be performed by an MA , this value is equal to 1/α.
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The index can be computed as:

T (v, i) =
∫ +∞

0

(1− ρn
i (t,v))dt (7)

the derivation of Eq (7) can be found in [25].

5.2 Numerical Results

The indices defined in Eq (6) and (7) have been computed by means of the
MASolver under different topologies of the communication network monitoring
the power grid. The first set of experiments include two simple topologies shown
in Figure 7. They are called direct ring (a) and direct ring with shortcut (b).
In both cases it is assumed that the fault is originated in the section of the
grid monitored by node n7. In the direct ring topology such node starts to send
messages to its only neighbor node n0, n0 forwards to n1 and so on, instead
in the direct ring with shortcut n7 forwards its messages to both n0 and n3,
then n0 forwards to n1 and n3 forwards to n4 and so on. In all the experiments,
λ = α = 10s−1 while the initial state of n7 is set to 0, i.e. this node has detected
a fault. The initial state of all other nodes is set to the idle state I.

Figure 8(a) plots the evolution in time of φ(t,v), the mean value of the hop-
number carried by the messages received by the nodes n3, n4 and n5. It can be
observed that these values are equal to zero at t = 0 and then converge to the
exact number of hops that separate them to the node n7. Set t to the time of
convergence, Figure 8(b) shows the node identifier ni on the x-axis and the value
of φ(t, ni) on the y-axis. For all the nodes, this value is equal to the distance
in number of hops to the node n7, which confirms that the defined behavior of
the MAs allows to compute correctly in a distributed way the number of hops
between node n7 and all the other nodes of the network. Finally, Figure 8(c)
plots for each node of the network the value of T (ni, j) with j equal to the exact
distance in number of hops between the node itself and the node n7. This value is
the time interval needed by a message originated from node n7 to reach the other
nodes ni. The expected trend obtained in the figure is due to the topology of
the network. This time interval is proportional to m∗K, where m is the number
of hops performed and K is a constant equal to the time needed to perform a
single hop.

The second topology was designed to test whether the defined behavior of the
MAs allows not only to compute the number of hops, but also the minimum value
of them. To this end, it has been added a shortcut to the ring topology allowing
the message originated from node n7 to reach some nodes with less hops. Figure
9 plots for the ring with shortcut case the same set of results previously shown
for the ring topology. The minimum value is computed correctly in this case as
well. For example, node n3 can be reached by node n7 in two ways: along the
path n7 → n0 → n1 → n2 → n3 with four hops or directly through the shortcut
with one hop. As shown in Figure 9(b), the last path with the minimum number
of hop was correctly chosen.
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Fig. 7. Topologies: Direct Ring (a), Direct Ring with shortcut
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A final case was used to test a complex topology. This included a random net-
work - generated by using the functionality of the tool Pajek - and the computed
value of φ(t, ni). Pajek [2] is a tool developed by the University of Ljubljana for
the generation and analysis of large networks. Given a set of parameters (e.g.
number of nodes, connectivity degree distribution, ecc...) this tool is able to gen-
erate automatically a random network with specific characteristics, moreover it
can export the network in standard formats such as adjacency matrix, adjacency
list or others. The network produced by Pajek is shown in Figure 10(a), whereas
Figure 10(b) plots for each node ni the value of φ(t, ni). Also, in complex random
networks including bidirectional links, the results are computed correctly.
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6 Conclusions

In this work the problem of considering spatial aspects and performance models
in MAs has been considered. A review of some of the available tools has been
provided, and a new tool for the definition of graph-based interactions has been
introduced. To demonstrate how the tool works, an application including a power
grid critical infrastructure has been presented.

The graph-based and the image-based tools considered in this work, although
intended for MAs, can be applied also to other spatial formalisms (such as CAs
or SPAs). Currently, the presented tools are still in an experimental phase; future
works aim at integrating them into a multi-formalism environment to allow full
analysis of MA and SPA models.

Acknowledgments. This work has been partially supported by Regione
Piemonte within the framework of the “M.A.S.P.” project POR FESR 2007/
2013 -Misura I.1.3 “Poli di Innovazione - Polo Information & Communication
Technology”.

References

1. Anastasiou, N., Horng, T.-C., Knottenbelt, W.: Deriving generalised stochastic
petri net performance models from high-precision location tracking data. In: Pro-
ceedings of the ValueTools 2011, ValueTools 2011. IEEE, Los Alamitos (2011)

2. Batagelj, V., Mrvar, A.: Pajek - analysis and visualization of large networks. In:
Graph Drawing Software, pp. 77–103. Springer, Heidelberg (2003)

3. Bobbio, A., Bonanni, G., Ciancamerla, E., Clemente, R., Iacomini, A., Minichino,
M., Scarlatti, A., Terruggia, R., Zendri, E.: Unavailability of critical SCADA com-
munication links interconnecting a power grid and a telco network. Reliability
Engineering and System Safety 95, 1345–1357 (2010)



A Tool Suite for Modelling Spatial Interdependencies of Distributed Systems 293

4. Bobbio, A., Cerotti, D., Gribaudo, M.: Presenting dynamic markovian agents with
a road tunnel application. In: MASCOTS 2009. IEEE-CS, Los Alamitos (2009)

5. Bobbio, A., Terruggia, R., Boellis, A., Ciancamerla, E., Minichino, M.: A tool for
network reliability analysis. In: Saglietti, F., Oster, N. (eds.) SAFECOMP 2007.
LNCS, vol. 4680, pp. 417–422. Springer, Heidelberg (2007)

6. Bonanni, G., Ciancamerla, E., Minichino, M., Clemente, R., Iacomini, A., Scar-
latti, A., Zendri, E., Terruggia, R.: Exploiting stochastic indicators of interdepen-
dent infrastructures: the service availability of interconnected networks. In: Safety,
Reliability and Risk Analysis: Theory, Methods and Applications, vol. 3. Taylor &
Francis, Abington (2009)

7. Bruneo, D., Scarpa, M., Bobbio, A., Cerotti, D., Gribaudo, M.: Markovian agent
modeling swarm intelligence algorithms in wireless sensor networks. Performance
Evaluation (in press, corrected proof: 2011)

8. Cerotti, D.: Interacting Markovian Agents. PhD thesis, Universita degli Studi di
Torino (2010)

9. Cerotti, D., Gribaudo, M., Bobbio, A.: Disaster propagation in heterogeneous me-
dia via markovian agents. In: Setola, R., Geretshuber, S. (eds.) CRITIS 2008.
LNCS, vol. 5508, pp. 328–335. Springer, Heidelberg (2009)

10. Cerotti, D., Gribaudo, M., Bobbio, A., Calafate, C.T., Manzoni, P.: A markovian
agent model for fire propagation in outdoor environments. In: Aldini, A., Bernardo,
M., Bononi, L., Cortellessa, V. (eds.) EPEW 2010. LNCS, vol. 6342, pp. 131–146.
Springer, Heidelberg (2010)

11. Chiasserini, C.F., Gaeta, R., Garetto, M., Gribaudo, M., Manini, D., Sereno, M.:
Fluid models for large-scale wireless sensor networks. Performance Evaluation 64(7-
8), 715–736 (2007)

12. European commission (2006),
http://europa.eu/rapid/pressReleasesAction.do?reference=MEMO/06/477

13. Dunn, A.: A model of wildfire propagation using the interacting spatial automata
formalism. PhD thesis, University of Western Australia (2007)

14. Galpin, V.: Modelling network performance with a spatial stochastic process alge-
bra. In: International Conference on Advanced Information Networking and Ap-
plications, pp. 41–49 (2009)

15. Di Gregorio, S., Rongo, R., Serra, R., Spataro, W., Spezzano, G., Talia, D., Villani,
M.: Parallel simulation of soil contamination by cellular automata. In: Parcella, pp.
295–297 (1996)

16. Gribaudo, M., Cerotti, D., Bobbio, A.: Analysis of on-off policies in sensor networks
using interacting markovian agents. In: PerCom, pp. 300–305 (2008)

17. Gribaudo, M., Raiteri, D.C., Franceschinis, G.: Drawnet, a customizable multi-
formalism, multi-solution tool for the quantitative evaluation of systems. In: QEST,
pp. 257–258 (2005)

18. DrawNet Project (2011), http://www.drawnet.com
19. Jimnez, A., Posadas, A.M.: A moore’s cellular automaton model to get probabilistic

seismic hazard maps for different magnitude releases: A case study for greece.
Tectonophysics 423(1-4), 35–42 (2006)

20. Matisziw, T.C., Murray, A.T.: Modeling s-t path availability to support disaster
vulnerability assessment of network infrastructure. Comput. Oper. Res. 36, 16–26
(2009)

21. Neumann, J.V.: Theory of Self-Reproducing Automata. University of Illinois Press,
Champaign (1966)

22. Opper, M., Saad, D.: Advanced Mean Field Methods: Theory and Practice. MIT
University Press, Cambridge (2001)

http://europa.eu/rapid/pressReleasesAction.do?reference=MEMO/06/477
http://www.drawnet.com


294 D. Cerotti, E. Barbierato, and M. Gribaudo

23. Siregar, P., Sinteff, J.P., Chahine, M., Lebeux, P.: A cellular automata model of
the heart and its coupling with a qualitative model. Comput. Biomed. Res. 29(3),
222–246 (1996)

24. Svendsen, N.K., Wolthusen, S.D.: Graph Models of Critical Infrastructure Inter-
dependencies. In: Bandara, A.K., Burgess, M. (eds.) AIMS 2007. LNCS, vol. 4543,
pp. 208–211. Springer, Heidelberg (2007)

25. Trivedi, K.S.: Probability and statistics with reliability, queuing and computer
science applications, 2nd edn., pp. 215–217. John Wiley and Sons Ltd., Chichester
(2002)



A Grid Broker Pricing Mechanism for Temporal

and Budget Guarantees

Richard Kavanagh and Karim Djemame

School of Computing, University of Leeds,
Leeds, LS2 9JT, UK

{screk,karim.djemame}@leeds.ac.uk

http://www.comp.leeds.ac.uk

Abstract. We introduce a pricing mechanism for Grid computing, with
the aim of showing how a broker can accept the most appropriate jobs
to be computed on time and on budget. We analyse the mechanism’s
performance via discrete event simulation, and illustrate its viability, the
benefits of a new admission policy and to how slack relates to machine
heterogeneity.
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1 Introduction

Grids [8,7] enable the execution of large and complex programs in a distributed
fashion. It is however, common that resources are provisioned in a best effort
approach only, with no guarantees placed upon service quality. It has also been
known for some time that guaranteed provision of reliable, transparent and qual-
ity of service (QoS) oriented resources is an important step for successful com-
mercial use of Grid systems [2,24,15,20].

The idea of introducing QoS to aid the uptake of Grids is not new and there
is a significant trend towards the provision of QoS. This is because of a widely
held belief that QoS is the major issue that keeps Grids from substantial uptake
outside academia [15,16,22,9,21].

In real world commercial and time-critical scientific settings guarantee that
computation is going to be completed on time are required. Best-effort service
limits the economic importance of Grids because users will be reluctant to pay or
contribute resources if the service they receive is not going to return computed
results at the time they are required [16].

We present two motivational scenarios that illustrate this need for time guar-
antees. The first is a commercial scenario where computation is required to
generate results which are relied upon as part of the business process, such as
animation, where it is useful to have all frames computed overnight before the
animation team arrive, where partial completion of the work delays or stops the
team starting the next days work [1]. The second scenario is in an academic
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environment where it is common before conferences for Grids to become over-
loaded [10]. It therefore makes sense to prioritise particular compute jobs based
upon when the results are required. In order that prioritisation is provided cor-
rectly an economic approach is used to ensure users truthfully indicate their
priorities [4,17].

To provide QoS the nature of the work that is being performed upon Grids
has to be understood. A substantial part of Grid workloads are formed from Bag
of Task/Parameter sweep based applications [13,10]. These are formed by sets
of tasks that execute independently of one another without communication and
are typically considered to be “embarrassingly parallel” [19]. Parameter sweeps
are formed by the same application been executed, while having either different
parameters or datasets to process.

In [15] it is made clear that uncharacterised, unguaranteed resources have no
value and that if poor QoS is provided that can be precisely characterized then
the value of the service may be defined. We therefore introduce an economic
model for brokering that ensures jobs/a bag of tasks only hold value to the
broker if they are completed in a timely fashion. Discrete event simulation is
performed to ensure we can characterise how the pricing model behaves, thus
ensuring that time and budget guarantees made by the broker can be achieved.

This paper’s main contributions are:

– A viable pricing mechanism that binds time and economic requirements of
a job together.

– Recommendations upon how to use slack, in relation to the reference proces-
sors speed to mitigate machine heterogeneity within the proposed economic
model.

– a new job admission control mechanism, that deals with due date and dead-
line based job requirements.

The remaining structure of the paper is as follows: The next section discusses
the pricing mechanism that has been formulated. The third section covers exper-
imental setup. The fourth discusses the simulation results. The fifth discusses the
related work and finally the last section discusses future work and conclusions.

2 The Pricing Mechanism

In this section we introduce the pricing mechanism that is intended to be used
in a broker aiming for temporal and budgetary guarantees. We first describe the
sequence of events that occur in this brokering service (see Figure 1).

1. Job requirements are sent to the broker. This includes the job’s resource
requirements, a budget that the user has assigned for the completion of a
job, a notion of priority that the broker will use to define its markup for the
service and finally its temporal requirements. These will be shown as a due
date by which the job should be completed by and a deadline by when it
must be completed.
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Broker

Resource Providers

Resource Quotes
<time, cost>

Job Requirements

Offer 1

Offer 2

Offer 3

Offer to complete work

Guaranteed Time Service

Resource Market

Fig. 1. The pricing mechanism

2. The broker then contacts the various resource providers that are available
to the user. It requests a cost and time estimate for completing the work.

3. The resource providers perform initial scheduling of the tasks within a job
so they can derive an estimate for completion time and price. This is based
upon their local resource markets.

4. The resource providers then present offers to complete the work to the broker.
5. The broker from the offers that have been returned, ranks them and filters

out poor offers i.e. sort by earliest and filter out unprofitable offers.
6. The broker then asks the user if it acceptable to proceed with the job at a

given price.
7. If the offer made to the user is acceptable the broker then submits the bag

of tasks that make up the job to the winning provider.

It is eventually expected that negotiations will occur between the end user
and the broker, given the current market conditions and properties of the job to
be submitted.

The resource providers generate offers to complete jobs from resource mar-
kets. These offers are evaluated by the broker which generates a service market,
this market structure was previously seen in SORMA [21]. In this paper we
focus upon the broker’s service market and the evaluation of offers made by
the resource providers. After the broker has received the offers, it is required to
evaluate them, which is illustrated in Figure 2.

From the resource providers a cost for running the job upon their resources
is provided. This is illustrated as a single line that is used as a reference point
in the service market. The broker needs to establish a markup which ensures
the broker has incentive for participating in the market (individual rationality)
while also lending itself towards budget balance.

Individual rationality requires the utility caused by participation in the Grid
market has to increase and budget balance means that participants have to
ensure that the income and expenditure balance as long term deficits must be
subsidised making them unfeasible [25,26].
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Fig. 2. The fiscal and temporal nature of an offer

The broker has a service charge that it will get paid by a user, which is denoted
by the z-shaped line. This intersects the resource cost which ensures the broker
will aim to complete the work on time.

In the initial stage before the due date the broker will make a profit. This
will be equal to the markup �resource cost. The next point of interest is that
of the deadline, at this point a cap upon the penalty fee is set. This lends itself
to budget balance as it limits the maximum possible loss. The rate at which the
service charge is reduced is defined to be a linear decent from the due date and
the maximum/original value to the deadline and the cap upon the penalty fee.

The penalty fee will be set to zero as this generates further useful properties.
If it is set to zero, the point where the broker breaks even is independent of
the resource cost and is a fixed percent of the due date to deadline period. The
breakeven point is located at: markup

100+markup �100 percentage through the due date
to deadline period i.e. if the markup was 50% then 50

100+50 �100 = 33%. If this is
not the case then the profit at this same position, where any given resource cost
will have the same profit is further defined as markup

100+markup �cap-on-penalty-fee.
The markup in this pricing mechanism will also be used to differentiate be-

tween jobs in terms of priority. The higher the priority/markup the faster the
budget is consumed upon a given resource, but the more likely the broker is to
accept the job due to higher profits. Higher markups also lead to a greater time
before the breakeven point when the due date and deadline are not equal i.e.
when not using a hard deadline.

In Figure 2a the final two concepts indicated are the budget resilience and the
potential loss for accepting work given no rescheduling. These are both numeric
figures relating to risk. The budget resilience indicates the gap between the
budget and the resource cost. If this is small the broker is more likely to make
a loss or use money it would have reserved for profit. The potential loss for
accepting the work is the economic risk the broker accepts when scheduling
work and asserting guarantees to the end user about its completion.
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In Figure 2b there are two important temporal factors marked. The first is
the difference between the estimated completion time and the breakeven point.
This takes into account the markup assigned to a job. This is because the higher
the markup the larger this gap becomes, which leads to the broker having a
greater preference for accepting higher markup jobs. Hence this value relates to
both temporal and budgetary risk factors i.e. if this gap is small there is little
spare time before a loss is made. The second factor is the slack, which is the
difference between the due date and the estimate of completion time. This is a
purely temporal interpretation of the spare time available to complete the job.

Pricing mechanisms also need admission policies to ensure they are not
swamped. We propose the following admission policy:

FOR EACH (Offer) {
Sort the offers based upon the ranking mechanism chosen

IF Completion Time <= Due Date AND

Service Price <= Budget {
Accept Offer;

BREAK;

} ELSE {
Take the last n accepted offers and find the average rate

at which profit accumulates and establish the going rate.

IF Current offer profit rate >=

(going rate − acceptable deviation below going rate) {
Accept Offer;

BREAK;

}
}

If the due date or budget does not effect the service price then the first most
profitable offer is accepted as it must be close to the best possible to accept. If
the service price has been affected by the due date or the jobs budget then the
broker must determine how much this has affected the job. The offer is therefore
only accepted if it is within a lower bound/threshold of the going rate. This
ensures that if a job was completed just after the due date that it still may be
acceptable if enough profit is gained. This ensures each job that has its service
price affected by the constraints is evaluated with respect to the competition
for resources within the job’s given lifespan i.e. had the job been competitive
it would be completed before the due date with money to spare. If it is not
competitive then there may still be room to accept the job so long as it does not
affect the next job’s chance of returning full profit to the broker.

3 Experimental Setup

The simulation was performed in a bespoke simulator that was written in Java
and tested using static code analysis1 and JUnit testing. The simulator works
in the following fashion. At the start of the simulation a bucket of jobs is
1 http://findbugs.sourceforge.net/

http://findbugs.sourceforge.net/
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constructed. These are then released at a set rate determined by the simula-
tor’s core. The broker submits jobs to the local schedulers/providers, which in
turn calculate the machine to task allocations that they will make in their offer.
The broker then receives offers from the providers. These offers are then ranked
and filtered. If a winning offer exists it is accepted and the work is scheduled.
Once the initial bucket is empty the simulation is then allowed to finish the
remaining scheduled work after which the simulation ends.

The simulator used is highly configurable, the parameters that remain fixed
throughout the experiment are hence going to be discussed in the remainder of
this section. The duration of the experimentation was not capped but 1,000 jobs
were to be processed.

A simple local scheduler was used for the experimentation, it was setup to
assign work based upon the machines workload, it took the least loaded first
and assigned tasks in order of workload (largest task first).

8 providers were used, each with 144 machines. A range of both machine speed
and cost values was chosen. The machine cost was set such that the faster the
machine the more it costs, though there will be no set distribution shape for this
and values will be set by hand.

The task workload will be placed into three categories: small, medium and
large. The categories will denote the average task length. They will be set at
the equivalent of 2hrs, 4hrs and 8hrs worth of work on the average machine of a
provider. The average speed of the machines is 16,333 units of work per second.
Thus the amount of work for a medium sized task is 240,000,000 operations.
Similarly this has been done for the small (120,000,000) and large (480,000,000)
categories. The workload for a task will have a normal distribution with a mean of
2.73 and a standard deviation of 6.1 following the average task runtime indicated
in [13]. The durations were chosen because [11] gives the average time to run
a task in a group submission/job as 14,181s and [12,10] indicates that most
runtimes are shown to between a fraction of a minute and 1,000 min (1,000min
= 16.6hrs). The runtime variability between tasks belonging to the same BoT
[13] is indicated to follow a Weibull distribution with a shape of 2.05 and a scale
parameter of 12.25 hence this variability will also be accounted for.

The task per job will be separated into three categories: small, medium and
large. A Weibull distribution will be chosen with a shape parameter set to 1.76
as per [13], the scale parameter will be adjusted in a fashion that creates the
appropriate range desired. Iosup et al. [13] give an average BoT size in their
traces as been between 5 and 50, while the maximum BoT size can be on the
order of thousands. The authors in [10] indicate that the average number of
tasks in a bag in various different Grid traces investigated ranges between 2 and
70 and that most averages for the traces examined fall between 5 and 20. The
ranges for the amount of tasks in a bag are therefore indicated in table 1.

The inter-arrival time (i.e. the time between arrivals of jobs) will follow the
Weibull distribution and will have a shape parameter of 4.25 as per [13]. The
inter-arrival time for job submissions is indicated to be between 1 and 1,000s in
[10,12], with most been below 100s.
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Table 1. The minimum and maximum tasks per job

Bag Size Min and Max Values Mean

Small 2-10 4.99

Medium 11-39 21.49

Large 40-70 51.23

A selection of inter-arrival times have therefore chosen to reflect this prior
work. Though a wide spread of inter-arrival times has been tested a more select
range which provides high levels of competition for resources will be discussed
in this paper. Inter-arrival rates will be below 334.14s with an inter-arrival time
of 210.14s where it is not otherwise indicated.

Each simulation will be run 10 times and where shown a confidence interval
of 95.4% will be indicated.

4 Evaluation

In this section we discuss the results of our experimentation. We initially focus
upon the effects of a range of parameters upon jobs accepted and its relationship
to slack. We then focus upon results highlighting the behaviour of the admission
policy introduced in section 2. In examining the profit made over the life of the
simulation we can then assess the long term viability of the broker while ensuring
as many users as possible have their requirements satisfied.

In Figure 3 the due date and deadline are set to be the same time. The
inter-arrival time is set at 210.14s where is not subject to change as part of
the experiment. This arrival rate has been determined to give a high level of
competition between tasks. The markup is fixed at 10% and a medium workload
per task and medium count of tasks per job were chosen. The broker’s selection
policy sorts the offers by earliest first then accepts the topmost offer.

In Figure 3a two markups are shown, it can be seen that there is little dis-
tinguishing difference between them. The profit made which is not shown here
differs in that the higher markup when compared with the lower markup makes
more profit. The lack of difference between markups is placed down to the per-
missive admission policy, used by this first experiment.

A clear transition between 250% and 300% is observed. This is considered to
be an aspect of competition. Firstly this experiment is conducted with due date
and deadline been equal. It can therefore be said that at 100% (i.e. just in time
without any slack provided) there would have to be no start delay present, i.e.
no effective competition is present. Given higher levels of slack we can consider
that some delay can be tolerated and that this delay will be directly related to
other jobs in the system and hence the competition between them.

The arrival rate influences the amount of jobs accepted, but as shown in Figure
3b this only occurs after the transition point. It is noted that the 86.14 inter-arrival
time trace is levelling out and is tending towards a maximum permissible amount
of acceptable jobs, while 210.14 and 243.7 observe a much more linear relationship
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after this transition period. Finally the 334.14 trace has reached the maximum
amount of jobs submitted after this transition. The effects shown here are because
jobs have a fixed time window in which they must be completed, so high arrival
rates ensure these windows overlap more and once the slack is increased more
freedom of job placement permitted and fewer jobs have to be rejected.

We now show that the position of the transition point is not related to the
task count (Figure 3c) or task size (Figure 3d).

In Figure 3c it is observed that before 2.5x slack the amount of tasks in a job
distinguishes the traces, which is not seen in the other figures. The differences in
gradients seen after the 3.0x point is also of interest as jobs with a lower amount
of tasks per job are accepted much more readily, though this also relates to their
simply been less work. Argument can still be made that if the slack is small then
it helps if the job contains fewer tasks, especially before the transition point. This
distinction occurs as there is a finite amount of machines over the average speed
of the provider. The average speed was chosen as the mechanism for estimating
completion time. Hence when more tasks are present more competition exists
between the tasks, as there is a finite set of machines that are fast enough to
complete the work in time, especially with low levels of slack.

Figure 3d like Figure 3c changes the amount of workload per job; it must
therefore be asked why Figure 3d before the transition does not distinguish
between the low, medium and high traces. The reason for this is placed down to
the fact the duration a job relates to the amount of work needing completing.
In Figure 3d this therefore makes no difference as the size of the slack is related
to the estimate of completion time and hence task size.

The start delay relative to the task length during the experimentation has
been very limited. The initial slack therefore often limits the issues that compe-
tition and start delay causes. In Figure 3e we see an alternative use for slack and
the reason for the sudden transition. Figure 3e shows that the reference proces-
sor for estimating the duration is responsible. Three separate reference speeds
were chosen, namely the fastest possible machine 25,000, the average 16,333 and
a slow machine 14,000. The choice of reference machine ensures tasks cannot
be placed on machines slower than the reference until the slack is sufficient to
compensate for the extra time taken. If the slack is always chosen to compensate
for the heterogeneity in machines then job acceptance rates will be high given
the temporal constraints. If the end user requests a small amount of slack then
it can be assumed that they will require machines that are at least as fast as the
reference machine.

The fastest/average/slowest machines per provider where 25,000/16,333 and
6,000 ops/sec respectively. In table 2 the reference machine’s speed is compared
to the slowest machine and in doing so indicates the location on the x axis of
the transition point.

In the experimentation shown by Figure 4 the inter-arrival time is set at
210.14s. The aim of this experimentation it to show the effects of increasing the
gap between the due date and deadline. The offers from providers are ordered
by earliest completion first. In Figure 4a and 4b the results are shown for several
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Table 2. The relative speed difference between the reference machine and the slowest
machine

Calculation Value

Average/Slowest 2.72

Fastest/Slowest 4.17

Slow/Slowest 2.33

markups. The filter/admission policy being used takes the first offer where a
profit is made, which is similar to related work such as [23], given that faster
processors in our experimentation cost more. In Figure 4c and 4d the proposed
admission policy is used instead. The results shown are for 50% markup which
highlights the benefits of our admission policy the most. The last 50 accepted
jobs are used to establish the going rate.

In Figure 4a the tendency is to follow a straight line equation, 10% and 50%
have been marked on 4a to highlight this. Confidence intervals on 10, 40 and
50% markup runs have been added though for 20% and 30%’s error bars have
been omitted but are broadly similar.

It can be seen in Figure 4a when the deadline is set to be 5x (500%) that
of the due date, that all jobs with 50% markup are accepted. This illustrates
how higher markup encourages job acceptance and exacerbates the effect of the
increased gap between due date and deadline. This occurs because the breakeven
point is later in the 50% markup than it is with the 10% markup and in general
the 50% markup run is more likely to make a profit on a given job.

The detrimental effects of accepting any profitable offers is shown in Figure
4b. The profit drops as the gap between due date and deadline increases. This is
due to more jobs being accepted (Figure 4a) which makes it more likely that the
next job to arrive will overshoot the due date. The increase in gap size effectively
gives more time for job to complete, which generates an increase in competition
for the finite resources available as more jobs can plausibly complete before the
deadline. It can also be noted that when the gap between due date and deadline
is small the rate at which the service price drops quickly, hence providing the
steepness of the curve.

This downward trend in profit is eventually reversed as the gap increases. This
is due to the broker having more time to complete the work before the breakeven
point as the drop in the service price is slower and is aided by the acceptance of
more jobs.

In the Figure 4c we can see fewer jobs were accepted when the threshold below
the going rate was less than zero i.e. when all jobs after the due date must have
a higher going rate than the average for the last 50 jobs.

The broker’s profit can be seen to increase in Figure 4d as the difference in
rates is set so that jobs after the completion time have to have a higher rate of
return. There remains some loss relative to not allowing any gap, but this has
largely been mitigated. The due date to deadline period may also be used solely
as a recovery mechanism/a way to deal with completion time uncertainty, at the
expense of never accepting work that is expected to complete between the due
date and deadline.
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(a) (b)

(c) (d)

(e)

Fig. 3. The effects of slack on job acceptance
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(a) (b)

(c) (d)

Fig. 4. The effects of intelligent filtering

5 Related Work

A good introduction to pricing may be found in [30,21]. The SORMA project
introduced two pricing schemes namely k-pricing [26,3] and the GREEDEX [28]
clearing mechanism, though the most similar pricing mechanisms can be found
in [6,23,14,5,1] where a service charge that diminishes once a job has passed a
specified time is also used.

In [6,23,14,5] the focus is upon the minimum time for completion/slowdown
and not upon the user preference for a completion time. It seems more suitable
when considering user satisfaction to aim for a due date and hence when the user
wants/needs the results rather than the minimum possible runtime for a given
job. The concept of slowdown is also made unclear by various machine speeds
across the Grid, as it removes the clear reference point by which slowdown may
be judged. This therefore reflects the real world better as it simply stops the
need for reference to a dedicated compute resource and focuses on when the
results are needed.
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In [6,23,14,5,1] a completion time and rate of loss of a jobs economic value
is used. Our approach uses a due date and deadline which is seen as more user
friendly than asking for a rate by which a job loses its economic worth.

In [6] currency is provided to users at periodic intervals into accounts with
a finite limit. This acts as a control mechanism to ensure arbitrarily large bids
cannot be made. [17] describes why hording money introduces predictability and
resource starvation issues, which is reasonable justification for using a control
mechanism that has upper limits on the account size.

Like our approach Aggregate Utility [23] FirstProfit and FirstOpportunity
[23] takes a bound approach to penalty fees. In First Reward and Risk Reward
[14] it is chosen to be only potentially bound and in LibraSLA [5] there is no
bound at all. This unlimited penalty has issues as pricing mechanisms should
have properties such as budget balance and individual rationality which unbound
penalties preclude [25,26].

The difference between the due date and the runtime of a job gives a notion
of slack, derived from the user’s preference or willingness to accept delays in a
jobs completion time. This concept of slack is first seen in [1], but a rate of decay
is still considered, rather than seeing the decay rate as a product of a due date
and deadline.

In LibraSLA [5] a deadline based approach is taken, in which deadlines are
classified as either hard or soft. Soft deadlines cause the price of jobs to diminish
at a given rate. Our approach differs in that it lacks the distinction between
deadline types as hard deadlines merely have the due date and deadline been
equal.

In [1] an aggregate utility function is used so the user may specify their sen-
sitivity to not having all the tasks in a job been completed. This is seen by the
authors to be beneficial in preventing the service provider from cherry picking
only the most profitable jobs.

In [14] the concept of net present value is used so future work is discounted
with the intent of ensuring that long jobs are penalised. They are seen as being
potentially more risky as profit can only be achieved after they complete. The
long duration also ensures that they may potentially block a more profitable job
in the meantime. This therefore allows the scheduler to be configured to accept
only smaller jobs as the returns are likely to be made earlier and the job is
less likely to block further more profitable jobs. This feature is worthy of note
and may be considered in our own model in the future. It is however not clear
how to continually adjust the discount rate to ensure jobs that will not have an
detrimental effect upon the next job are accepted, especially in low competition
based circumstances.

The admission control was shown during both our own and others experi-
mentation to be key [14,23] to a good brokering system. In early work such as
First Price [6] no mention is made. In First Reward and Risk Reward [14] the
time before the perceived utility drops below zero is used. This utility derives
from using a discount rate that depreciates the perceived value of a job the
based on the time it takes to complete. The assumption is that short jobs are
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less likely to block future more profitable jobs. Our mechanism avoids this and
only penalises jobs that do not reach full profit and are likely to delay the next
job. In [23] profit is used as admission criteria for FirstProfit, FirstOpportunity,
LJF (longest job first) and SJF (shortest job first). For FirstOpportunityRate
The ProfitRate (profit divided by schedule duration) is used. In [1] profit rate
is again used though it is complicated by the aggregate utility function which
allows unprofitable tasks should it ensure the contract mechanism in place for
the amount of tasks to complete provides an appreciable gain. Finally LibraSLA
[5] uses a “return value” which is derived from the job’s value/runtime/deadline.
This return value is then summed across all nodes and tasks. The new candidate
schedule is then compared with the previous schedule.

6 Conclusion and Future Work

We have illustrated a pricing model that is aimed at ensuring the broker that is
been developed as part of our work will perform work on time and on budget[29].
It ensures the broker aims towards a due date and deadline provided by the end
user, given their cost constraints/priority for their job. We have made recom-
mendations upon how slack can be used in relationship to machine heterogeneity
and a reference machine which is used for estimating job completion times. We
have also shown a admission policy that removes the significant losses made by
accepting too many jobs. This focused upon the due date to deadline period and
ensured the pricing mechanism’s viability by making sure the broker in accept-
ing additional work still maintains its reason for participating in the Grid i.e
incentive compatibility.

In the future we plan to consider dynamic pricing at the resource provider
level. This ensures resource providers are not going to either undervalue or over-
value resources, which in turn can lead to unrealised profit or utility [17,21].
The models in [23,14,5,1] all make little attempt to cope with data transfer re-
quirements, which has been shown by [27,18] to be a substantial problem for
the scalability of algorithms. We intend to add pricing based on data transfer
to our model and to account for transfer times and costs. We also intend to
investigate the effects of underestimates of task lengths and the effect of events
and slowdowns that require rescheduling.
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Abstract. There have historically been two approaches to performance mod-
elling. On the one hand, textual language-based formalisms such as stochastic
process algebras allow compositional modelling that is portable and easy to man-
age. In contrast, graphical formalisms such as stochastic Petri nets and stochastic
activity networks provide an automaton-based view of the model, which may be
easier to visualise, at the expense of portability. In this paper, we argue that we
can achieve the benefits of both approaches by generating a graphical view of a
stochastic process algebra model, which is synchronised with the textual repre-
sentation, giving the user has two ways in which they can interact with the model.

We present a tool, as part of the PEPA Eclipse Plug-in, that allows the com-
ponents of models in the Performance Evaluation Process Algebra (PEPA) to be
visualised in a graphical way. This also provides a natural interface for labelling
states in the model, which integrates with our interface for specifying and model
checking properties in the Continuous Stochastic Logic (CSL). We describe re-
cent improvements to the tool in terms of usability and exploiting the visualisation
framework, and discuss some of the general features of the implementation that
could be used by other tools. We illustrate the tool using an example based on a
model of a financial web-service application.

1 Introduction

It is often said that seeing is believing. Even though we know from biology that the
eye can be tricked in all manner of ways, most people will agree that being able to
see — or visualise — something with their own eyes adds great weight to their belief
in it. This is true in performance modelling, just as much as in the real world. Unlike
a computer program, which implements a specification and therefore can be tested for
correctness, a performance model is often a specification in and of itself. This leads to a
big problem — how do we convince ourselves that the model we have written is really
the same as the model we intended to write?

There are many approaches to performance modelling, but the use of language-based
formalisms such as stochastic process algebras [16,19] have been particularly success-
ful. In addition to being natural for computer scientists, who are used to programming
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in linear, text-based languages, they have the advantage of portability — we do not re-
quire a special tool to view or edit the model. A disadvantage, however, is that it can
be difficult to visualise the behaviour of the model — for example, a small typo in the
model can lead to strange and unintended behaviour, but can easily go unnoticed.

An alternative approach is to use graphical formalisms for performance modelling,
such as stochastic Petri nets [3] and stochastic activity networks [20]. Since these are
automata-based formalisms, it is easy to visualise the structure and behaviour of com-
ponents in the model. Whilst several highly successful tools make use of such for-
malisms — for example PIPE [4] and Möbius [11] — they suffer from some limitations.
Most notably, portability of the model between tools, and flexibility of the tool, since
the interface may be too restrictive or cumbersome for advanced users, compared to the
freedom of a text editor.

The contribution of this paper is to bring these two approaches together, in a tool
that supports two different views of the same model. We present an extension to the
PEPA Eclipse Plug-in [30] that allows performance models in the Performance Evalu-
ation Process Algebra (PEPA) [16] to be presented graphically. This is useful not only
for visualising the model, but also as an intuitive interface for abstracting it, and for
specifying performance properties we would like to verify.

Since we have already presented a summary of the analysis features of our tool
in [24], implementing the compositional abstractions developed in [25, 26], it is im-
portant to clarify the purpose of this paper. Our focus here is not on the back-end of the
tool, but on the novel user interfaces that we have developed. We present some signifi-
cant improvements in features and usability compared with [24], and moreover describe
the implementation details of our front-end, to allow the principles to be applied to other
tools based on stochastic process algebras. Figure 1 shows a screenshot of the plug-in.

We begin in Section 2 by introducing the PEPA language, along with a running ex-
ample based on a financial web service case study. We then motivate the need for visual-
isation of PEPA models in Section 3, before introducing the visualisation features of the
PEPA Eclipse Plug-in. In Section 4, we describe how PEPA models can be visualised in
a graphical way, along with how this interface can be used for specifying abstractions
of the model, and for labelling states. In Section 5, we then present the interface for
constructing performance properties (in the Continuous Stochastic Logic (CSL) [2]),
which ensures that the user can only enter syntactically valid properties. We discuss
implementation details in Section 6, before considering related work in Section 7 and
concluding in Section 8.

2 Modelling in PEPA

The Performance Evaluation Process Algebra (PEPA) [16] is a widely used language
for performance modelling and analysis, which allows models to be built composition-
ally. PEPA models are built out of components, which run in parallel and can perform
activities. An activity (a, r) is a pair consisting of an action type a ∈ A, and a rate
r ∈ R≥0 ∪ {�}. The rate parameterises an exponential distribution that describes the
duration of the activity. The special rate � denotes a passive rate, meaning that another
component must determine the rate of the activity. The syntax of PEPA is as follows:
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Fig. 1. The PEPA Eclipse Plug-in, showing the editor and the abstraction view

CS := (a, r).CS | CS + CS | A
CM := CS | CM ��

L
CM | CM/L

Here, we call CS sequential components, and CM model components. A PEPA model
is constructed by defining a collection of sequential components, along with a model
component called the system equation, which describes the initial configuration of the
model. The PEPA combinators are as follows:

Prefix (a, r).C The component can carry out an activity (a, r) to become C.

Choice C1 + C2 The component may behave as either C1 or C2, according to
the first that completes an activity (the race condition).

Cooperation C1 ��
L

C2 C1 and C2 synchronise over the actions in L (the cooperation
set). For activities whose type is not in L, the two compo-
nents proceed independently. Otherwise, they must perform
the activity together, at the rate of the slowest component.

Hiding C/L The component behaves as C, except that activities with an
action type in L are hidden, and cannot be synchronised over.

Constant A
def= C The name A refers to component C.

PEPA has an operational semantics, which maps a model onto a labelled multi-transition
system, from which a continuous-time Markov chain (CTMC) is derived [16]. If we
want to operate on the underlying CTMC of a model in a compositional way, however,
it is more useful to use an alternative semantics based on a Kronecker representation.
This was first introduced in [17], and developed further in [25,26]. It was proven in [25]
that the reachable state space of the CTMC given by the Kronecker semantics is iso-
morphic to that given by the original semantics of PEPA in [16].
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To specify the CTMC of a PEPA model in a compositional way, we first need to
define the notion of a CTMC component:

Definition 1. A CTMC component is a tuple (S, r, P , L), where S is a finite non-empty
set of states, r : S → R≥0∪{�} assigns a rate (or�) to each state, P : S×S → [0, 1]
assigns a probability distribution over S to each state s ∈ S, and L : S → AP is a
labelling function (AP is a finite set of atomic properties). We require for all s ∈ S that∑

s′∈S P (s, s′) = 1.

Note that if all the rates are active, a CTMC component is just a standard CTMC.
We construct a PEPA model by composing CTMC components. To do this, we use

two composition operators, � and $, which correspond to synchronised and indepen-
dent parallel composition respectively. For CTMC components M1 = (S1, r1, P1, L1)
and M2 = (S2, r2, P2, L2), these are defined as:

M1 � M2 = (S1 × S2, min{ r1, r2 }, P1 ⊗ P2, L1 × L2)

M1 $M2 = (S1, r1, P1, L1) � (S2, r
′
�, I, L2) + (S1, r

′
�, I, L1) � (S2, r2, P2, L2)

where we define min{ r1, r2 }(s1, s2) = min{ r1(s1), r2(s2) }, (L1 × L2)(s1, s2) =
L1(s1) ∩ L2(s2). r�(s) = � for all s, and I is the identity matrix (I(s1, s2) = 1 if
s1 = s2 and 0 otherwise).⊗ is the standard Kronecker product of two matrices [21].

For two CTMC components M1 = (S, r1, P1, L) and M2 = (S, r2, P2, L) with the
same state space S and labelling function L, the addition operator used in the previous
equation is defined as follows:

M1 + M2 =
(

S, r1 + r2,
r1

r1 + r2
P1 +

r2

r1 + r2
P2, L

)
where we define (r1 + r2)(s) = r1(s) + r2(s), ri

r1+r2
(s) = ri(s)

r1(s)+r2(s)
, i ∈ { 1, 2 },

and (rP )(s1, s2) = r(s1)P (s1, s2).
The Kronecker semantics of PEPA is as follows. For a PEPA sequential component

C, we use the operational semantics in [16] to derive a CTMC component: �C�
PEPA =

(S, r, P , L). Technically, the labelling function L is not given as part of the model, but
we will show how to define it using the PEPA Eclipse Plug-in, in Section 4. We can
similarly define �C�

PEPA
a = (S, ra, Pa, L) to be the CTMC component over the same

state space S, where only the contribution of activities of action type a is considered (if
a state s cannot perform an activity of type a, ra(s) = 0).

Definition 2. The CTMC induced by a PEPA model C is:

�C� =
∑

a∈Act(C)

�C�a

where Act(C) is the set of all action types that occur in C (both synchronised and
independent), and �C�a is as follows:

�C�a = �C�
PEPA
a if C is a sequential component

�C1 ��L C2�a =
{

�C1�a � �C2�a

�C1�a $ �C2�a

if a ∈ L
if a �∈ L
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Customer Idle = (request , rrequest).Customer Entering
Customer Entering = (enterData , renter data).Customer Upload
Customer Upload = (uploadData , rupload).Customer Waiting
Customer Waiting = (approve , rinform).Customer Idle

+ (decline, rinform).Customer Deciding
Customer Deciding = (reapply , rreapply × t0).Customer Entering

+ (reapply , rreapply × t1).Customer Idle

Service Idle = (uploadData , rupload).Service Validating
Service Validating = (validateData , rvalidate).Service Sending
Service Sending = (sendBank , rsendBank ).Service Idle

Bank Idle = (sendBank , rsendBank ).Bank PreDecide
Bank PreDecide = (predecide , rpredecide × p0).Bank Approve

+ (predecide , rpredecide × p1).Bank Decline
+ (predecide , rpredecide × p2).Bank Employee

Bank Employee = (decide, rdecide × q0).Bank Confirm
+ (decide, rdecide × q1).Bank Decline

Bank Confirm = (decide, rdecide × s0).Bank Approve
+ (decide, rdecide × s1).Bank Decline

Bank Approve = (approve , rinform).Bank Idle
Bank Decline = (decline, rinform).Bank Idle

Customer Idle ��
{ uploadData,approve,decline }

(
Service Idle ��

{ sendBank } Bank Idle
)

Fig. 2. A PEPA model of a financial web service application

Example: As a running example for the remainder of this paper, consider the PEPA
model in Figure 2. This is a model of a financial services case study from the SEN-
SORIA project — a five-year EU-funded project on software engineering for service-
oriented computing [23]. The project brought together a large number of European
universities and research centres together with four industrial partners, one of whom
was a European bank engaged in business-to-business operation. The bank explained
the process by which loans are awarded to businesses: the workflow must be reliable, to
guard against fraud, and also meet legal constraints on fiscal and monetary transactions.

The PEPA model presented here describes this workflow in terms of a customer using
a service portal. Through this, the customer interacts with the bank, where employees
approve or decline loans subject to managerial approval. Structurally, the model is a
typical idiomatic PEPA model, with a small number of sequential components, which
may be replicated to make larger instances of the problem. These sequential compo-
nents are brought together in a parallel composition, requiring them to co-operate on
shared activities (such as uploadData) and to proceed independently on other activities
(such as the decide activity, which approves the loan request).

Some components have a relatively complex workflow with multi-way branching
and loops to different entry points in the workflow. Each component is cyclic so that
the model has a meaningful steady state solution, and describes an unending process
with infinite behaviour. The visualisation capabilities of the PEPA Eclipse Plug-in were
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very helpful in enabling us to communicate the meaning of the model to partners in the
project who were not familiar with process calculi and stochastic processes.

A more complete description of the SENSORIA Finance Case Study appears in [9].

3 The Argument for Visualisation

The approach adopted in this paper for visualising PEPA models differs from the ap-
proach taken in graphical modelling formalisms such as Petri nets and Stochastic Activ-
ity Networks (SANs), where the visual representation and layout of the model is central.
In these formalisms, the modeller most often creates a manual layout of the model —
this is the case for the PIPE Petri net editor [4] and the SAN editor of Möbius [11].
Other, mostly textual, representations of the model, such as XML or program source
code, are generated from the graphical representation. Some tools for stochastic pro-
cess algebras — most notably CASPA [22] and Aemilia [6] — have also used this
approach to provide a graphical formalism as an alternative to the textual language.

In contrast to this, we wanted the textual representation of the PEPA model to be
considered as the model source — having primary importance — and for graphical rep-
resentations to be automatically derived from this and have secondary importance. The
idea is to use automatic layout algorithms to generate a first attempt at a layout, which
can then be manually improved by the user according to their aesthetic sensibilities and
tastes. The manually improved version is automatically saved so that it does not need to
be redone after every edit. We believe that this is a good pragmatic compromise between
a fully manual and a fully automatic approach to visualisation.

It is important to us that the graphical representation of the PEPA model should be
based on the components that PEPA uses to structure large models. The visualisation
of the model is only helpful if the user can meaningfully interpret the visualisation.
From earlier work [8], we have seen that each component of the model is a coherent
unit of behaviour, and we believe that using this to structure the visualisation is more
comprehensible than looking at the underlying CTMC. In other words, if we show the
synchronisation between components by expanding out the model, then the graphical
representation becomes too large, and difficult to understand. Finding a good solution
to this problem is an important aspect of future work.

Given this component-level perspective, it is important that we visualise both the
structural and stochastic information in each component. This means that rates must
play an essential part in the visual representation, so that we can detect errors in rate
definitions, such as placing the decimal place in an unintended position. Similarly, we
should have some way of noticing if we incorrectly declare an activity to be passive
rather than active. Our solution is to use different colours to distinguish active and
passive activities, and different shades of colour to distinguish fast and slow activities.

4 Visualisation of PEPA Models

The PEPA Eclipse Plug-in allows us to edit and analyse PEPA models using the popular
Eclipse framework [12]. This separates the user interface into two main parts. The editor
window is where the PEPA model is displayed, and can be edited. This is basically a
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Fig. 3. The abstraction view

text editor, with additional features such as syntax highlighting and identification of
parse errors. Alongside the editor are a number of views, which are used to display
information about the model, and as an interface for invoking analyses of the model.
This can be seen in Figure 1, where the editor is positioned centrally, with the views
below it and to the right. In this section, we will look at the abstraction view (shown
at the bottom of the screen), which has a graphical interface for viewing PEPA models,
built on top of the Eclipse Graphical Editing Framework (GEF) and the Zest toolkit.

The idea of visualising PEPA models is not a new one, and was first proposed in [29].
Since PEPA is a compositional language, we can view each component in the model
independently, as an automaton whose transitions are labelled by activities. In [29] it
was suggested that we can do this by displaying the derivation graph of a component.
We use a slightly different approach based on the Kronecker representation described
in the Section 2 — this is entirely equivalent in terms of what the user sees, but the
underlying data structure is more versatile, as we shall discuss in Section 6.

Figure 3 shows the abstraction view, displaying the Bank component from Figure 2.
There are four essential features of this view:

1. Visualising: In the main panel of the view is a series of tabs, which display an
automaton for each sequential component in the PEPA model. This allows a fast
visualisation of the component as described, so that certain errors in the model can
be seen immediately — for example, if the component is supposed to cycle between
a number of states, we expect to see a cyclic automaton.

Since an individual PEPA component typically has a small number of states,
its automaton will usually be small enough to display clearly. However, for larger
or more complicated components, we have a feature to display only certain states.
Either we can manually select the states we are interested in, right-click, and select
‘Only show selection’, or we can right-click on a blank area and select ‘Choose
states to select...’, which offers a dialog box where we can select states by name.

Active and passive transitions have different colours (red and green respectively)
so that they can be more easily distinguished. Moreover, we display active transi-
tions in varying shades of red, ranging from bright red (for the fastest transitions)
to black (for the slowest transitions). From a drop-down box, we can select whether
to label the transitions with their activities — either for all transitions or for only
certain transitions (such as the passive ones, or the fastest active ones).
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2. Labelling: On the right-side of the view is a list of atomic properties, which can
be referred to in performance properties. These can be thought of as labels, which
identify a set of states in the model using a more human-readable name.

To define a new label, we first select the states that we want to label, and then
right-click in the atomic properties list, and select ‘New property’. We can change
which properties a state is labelled with by right-clicking on it, which gives a list of
properties that can be selected, or deselected. Clicking on a state will display (in the
atomic properties list) which properties are true or false, and clicking on a property
selects all the states with that label. We specify atomic properties compositionally.

3. Abstracting: In order to analyse the model, we may want to reduce its size by first
aggregating certain states. In the back-end of the tool, compositional abstraction
techniques based on abstract Markov chains [25] and stochastic bounds [26] are
used to construct an abstract model that is passed to the model checker for analysis.
The front-end interface for this is very simple — the user simply has to select the
states they want to aggregate, and click the ‘Aggregate’ button. These states can
subsequently only be selected as a unit, and moved (or labelled) together.

4. Exporting: We allow the model to be exported to the input format of the MRMC
model checker [18]. If the model has not been abstracted, the output is a CTMC
(consisting of a .lab and .tra file), otherwise the output is a CTMDP (a .lab
and a .ctmdpi file). This means that MRMC can be used as an alternative to the
in-built model checker in the plug-in. Note, however, that MRMC currently only
supports time-bounded reachability properties for CTMDPs, whereas the in-built
model checker supports all the CSL operators1.

When we create a new PEPA model, or load a new model that we have not worked
with before, the abstraction view uses an automated layout algorithm from the Zest
toolkit. The idea is to provide a rough initial layout that can be changed by the user to
one of their liking. Activity labels are automatically placed so that multiple transitions
between two states do not overlap with one another. The layout information and defined
properties are automatically saved (to an XML format) by the tool, so that if we return
to a model in the future, the abstraction view looks precisely as we left it.

An important feature of the abstraction view is that it is robust with regard to minor
changes to the model. For example, if we add a new component in the system equation,
the layout information for the existing components is preserved. If we add a new state
to a sequential component, the node appears in the default location (the top-left corner
of the view), but the other nodes remain in their correct position. If the tool detects a
new state for which it has no information, it displays a warning, and sets all atomic
propositions to be true for that state, by default.

5 Constructing Performance Properties

There are a number of ways to describe and analyse performance properties of a PEPA
model. Sometimes, we want to directly analyse a simple property, such as the steady
state probability of a set of states, or the throughput of a given action. In this case, the

1 Except the time-bounded next operator, since this is not preserved after uniformisation.
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plug-in provides a simple interface for obtaining such information. We often want to
ask more sophisticated questions, however, and so we need a more powerful language
to describe it. The PEPA Eclipse Plug-in supports two ways of doing this: stochastic
probes [10], which use a regular-expression syntax to query the passage time distribu-
tion between events, and Continuous Stochastic Logic (CSL) [2], described here.

There are two types of CSL properties: state properties Φ, which concern a state in
the model, and path properties ϕ, which concern a sequence of states (a path) in the
model. Together, these allow the logic to specify many useful performance properties,
which can be analysed using a model checker. The plug-in has a built-in CSL model
checker but, as described in the previous section, it is also possible to export to MRMC.

The syntax of CSL supported by the PEPA Eclipse Plug-in is as follows (where we
include derived operators):

Φ ::= tt | ff | a | Φ ∧ Φ | Φ ∨ Φ | Φ⇒ Φ | ¬Φ | S�p(Φ) | P�p(ϕ)
ϕ ::= X Φ | Φ U I Φ | F I Φ | GI Φ

where � ∈ {≤,≥}, a ∈ AP , p ∈ [0, 1], and I = [a, b] is a non-empty interval over
the reals, such that a, b ∈ R≥0 ∪ {∞}, and a ≤ b.

Rather than give the formal semantics of CSL in this paper, we will consider the five
types of state property that we most commonly construct:

Steady State S≥p(Φ) In the long-run behaviour of the model, does
Φ hold with probability at least p?

Next P≥p(X Φ) In the next state, does Φ hold with probability
at least p?

Until P≥p(Φ1 U≤t Φ2) Will Φ2 become true no later than time t, and
Φ1 hold at all times until this point, with prob-
ability at least p?

Eventually P≥p(F≤t Φ) Will Φ become true no later than time t with
probability at least p?

Globally P≥p(G≤t Φ) Will Φ always be true until time t with proba-
bility at least p?

At the top level, we also support quantitative CSL properties, of the form S=?(Φ) and
P=?(ϕ), which return the actual probability of the given steady state or path property,
rather than comparing it to a fixed value. These are very useful in practice.

In general, since we support model checking of abstracted models (i.e. CTMDPs in
addition to CTMCs), we use a three-valued variant of CSL. That is to say, a property
can be true, false, or maybe. Similarly, a quantitative property returns an interval of
probabilities — so, if we get [0.1, 0.3], we know that the probability in the original
model is between 0.1 and 0.3. If a qualitative property returns ‘maybe’, or a probability
interval is too wide, we should experiment with different abstractions to achieve better
results. The theory underlying the tool [25, 26] guarantees the accuracy of the model
checker, but the precision depends on the choice of abstraction.
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Fig. 4. The CSL property editor

To specify CSL properties and perform model checking, the plug-in provides a
model checking view. This is basically a table of CSL properties, which can be verified
using the internal model checker. We allow saving and loading of properties, in an XML
format, so that the same properties can be shared between different models. The most
interesting feature, however, is our novel interface for constructing CSL properties.

There are a number of approaches when it comes to helping a user specify a per-
formance property. One approach is to provide a graphical, user-friendly language for
specifying properties, such as performance trees [28]. Another is to have a simple dialog
box where the user types in the property in a logic like CSL, such as in PRISM [19].
Our approach lies somewhere in between, in that we do expect the user to be expert
enough to understand CSL, but we do not expect them to know the specific syntax of
the tool — the interface supports the user by providing them with the correct syntax.

Figure 4 shows the CSL editor, where the propertyP=?(F≤50 “Approving”) is being
entered for the example in Figure 2 — querying the probability that a loan is approved
within 50 time units. We cannot type the property by hand, but instead are guided by the
enabled buttons, corresponding to CSL terms that can be used in the current position
(there are keyboard shortcuts for experienced users). When we click on part of the
property, the editor determines which term we clicked on, and highlights the entire
term. We then have the option to substitute it with another term — if no term has yet
been entered, or we delete a term, the placeholder ‘<*>’ is seen. Numerical parts of the
property can be edited directly, but will only be accepted if syntactically correct.

The most useful feature of the editor is that it is linked to the abstraction view. When
we click on the ‘Atomic Property’ button, we see a list of all the labels that have been
defined for the model. This avoids us having to switch back and forth between the two
views. Because the underlying data structures are shared between the two views, if we
change the name of an atomic property in the abstraction view, it is immediately updated
in the model checking view. The plug-in prevents us from deleting an atomic property
if it is in use, and displays an error message if we try to do so.

Since we can load CSL properties, the plug-in also has a built-in parser for CSL.
Only syntactically correct properties will be loaded, and if any atomic properties are
used that were not defined, a warning is given and they are replaced with ‘true’.
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Fig. 5. A UML class diagram of the main classes involved in visualisation in the plug-in

6 Implementation Details

The key idea behind the implementation of the visualisation, abstraction, and model
checking functionality of the plug-in is the Kronecker representation described in Sec-
tion 2. We partially derive the state space of the PEPA model when it is parsed, con-
structing the CTMC component for each sequential component and action type. We
only derive the state space of the model when we perform model checking on it —
it should be noted that we do this by exploring the reachable state space, and not by
explicitly performing the matrix operations described in Section 2!

Figure 5 gives an overview of the important classes used by the visualisation part
of the plug-in. The most important point is that there are two data structures describ-
ing the PEPA model. KModel is the back-end data structure, used by the abstraction
and model checking engines, and stores the Kronecker representation of the model. A
KModel contains a number of KComponents, which in turn contain a number of
RateMatrix objects — one for each action type in the model. A RateMatrix con-
sists of a vector of rates and a matrix of probabilities. Essentially, it corresponds to a
CTMC component, although we have to be a little careful about the mapping between
states in the component and indices in the matrix (omitted from the UML diagram).
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KDisplayModel is the front-end data structure, used by the abstraction and model
checking views in Eclipse. A KDisplayModel object contains a number of com-
ponents (KDisplayComponent objects), which contain themselves a collection of
states (KDisplayState) and transitions (KDisplayTransition) — an implicitly-
linked graph data structure, as opposed to a matrix. This makes it easier to map onto a
Zest Graph object in order to actually draw the graph in the abstraction view.

To understand this separation, it is necessary to explain the structure of the tool. The
PEPA Eclipse Plug-in is quite a complicated piece of software, but the most important
functionality is separated into two modules (called OSGi bundles) — pepa, which
contains all the back-end functionality such as parsing, model checking, and CTMC
solvers, and pepa.eclipse.ui, which contains the front-end Eclipse functionality,
including the PEPA editor and the various views. Only certain classes in the pepa
bundle are made externally visible, to minimise the coupling between different bundles.
This means that pepa.eclipse.ui only has access to the classes it actually needs,
and is unaware of the internal data structures for the Kronecker representation.

This separation of concerns differs from the standard model-view-controller design
pattern, in that the two representations of the model are static. Whenever we mod-
ify the PEPA model, we need to parse it again, and this creates a new KModel and
KDisplayModel. This is necessary, because a small change in the source file can
result in a radically different model. It does not, however, mean that all the information
from the previous version of the model is lost — information such as labels and the
layout of the graphical view are stored by the plug-in in an XML file, which is then
re-loaded so that the data can be re-attached to the model as closely as possible.

Atomic properties are managed through a KDisplayPropertyMap object, which
is associated with a KDisplayComponent. A new atomic property is created by a
request to the PropertyBank. This creates a new AtomicProperty object, which
records which states (in each component) are labelled with the property2. This is hidden
from the abstraction view, and must be accessed through a KDisplayPropertyMap.

Because CSL properties are managed at the level of the entire model (rather than for
each component), they are created and modified through KDisplayModel. Again,
the PropertyBank is responsible for storing the properties (which are instances
of a subclass of CSLAbstractStateProperty), and keeps a link between the
abstract syntax of the CSL property, and the actual atomic properties. The abstrac-
tion and model checking views in Eclipse register with the PropertyBank (through
KDisplayModel) as a listener (implementing IPropertyChangedListener).
This ensures that they are notified of any changes, so that the abstraction and model
checking views remain synchronised with one another.

7 Related Work

Our visualisation has taken the textual representation of a PEPA model as the primary
source in order to be compatible with other modelling and analysis tools that process
PEPA models, such as IPC [5] and GPA [27]. The PEPA language has enjoyed a wide

2 Atomic properties are compositional, which means that a state in the model satisfies an atomic
property if and only if each sequential component is in a state that is labelled with the property.
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range of tool support from the PEPA Workbench [15] to PRISM [19] and the PEPA
Eclipse Plug-in, which influences decisions about matters such as visualisation.

The PEPA Workbench contained a single-step navigator, which provided a visual-
isation of the PEPA model for behavioural debugging (i.e. finding deadlocks or dead
code where actions of the model can never fire). This did not show any quantitative
information, however, and so did not help modellers to work out why a probabilistic
model-checking formula fails to hold, when they think it should.

Other attempts to add a graphical dimension to PEPA have included the DrawNET
editor, which allowed the user to create a PEPA model by editing it graphically [14].
DrawNET provides graphical editors for both the parallel composition language of
PEPA and the sequential component sub-language. It has also been used to build a
graphical interface for the process algebra Aemilia [6].

Other stochastic process algebras also have graphical editors. CASPA [22] uses the
Eclipse Graphical Modelling Framework (GMF) [13], which is built on top of GEF, to
provide an interface for constructing and editing models. This allows the textual repre-
sentation of the model to be exported from, and imported into the graphical represen-
tation, but the two representations are stored separately. This is in contrast to the PEPA
Eclipse Plug-in, where we only store the textual representation of the model — gener-
ating the graphical representation whenever the model is loaded — which removes the
problem of keeping the two representations synchronised. It should be noted that our
interface is built on top of GEF directly, and not GMF — this is so that we can make
the interface cleaner and simpler, since we do not currently support editing.

A more general modelling tool with a graphical front-end is TAPAs [7]: a didac-
tic tool for the analysis of process algebra. The idea was to develop a framework in
which new process algebras can be easily added. At present TAPAs implements CCSP
(a process algebra with features of both Milner’s CCS and Hoare’s CSP) and PEPA.

8 Conclusions

Both textual and graphical performance modelling formalisms have their advantages
and disadvantages, but the use of one does not necessarily have to preclude the other.
PEPA is a highly successful language-based approach to performance modelling, and
yet there are great benefits from being able to visualise a model in a more graphical
way. To this end, we have created a novel interface for visualising PEPA models, as
part of the PEPA Eclipse Plug-in. The latest version is available for download from
http://www.dcs.ed.ac.uk/pepa/tools/plugin.

In future work, there are many additional ways in which we can increase the func-
tionality of the plug-in. One idea would be to allow the model to be edited via the
graphical interface, rather than just being viewed passively — for example, by making
use of the editing functionality of GMF. This would require us to continually maintain
the synchronisation between the editor and the abstraction view, but would lead us in
the direction of a truly combined textual/graphical approach to modelling. Furthermore,
there is a great deal of scope for advanced visualisation, such as illustrating how com-
ponents interact with one another, and animating the dynamic behaviour of the model.

To summarise, visualisation is a powerful tool in performance modelling, even for
experienced modellers, as it allows a better understanding of the model — particularly
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in the face of sophisticated transformations such as state-space aggregation and other
abstraction techniques. To the best of our knowledge, this is a unique feature of our
modelling tool, and we hope that it will be a benefit to the performance modelling
community, and provide inspiration for similar features in other modelling tools. Seeing
may not always be believing, but it certainly helps in understanding!
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Abstract. The performance of today’s enterprise applications is influenced by a
variety of parameters across different layers. Thus, evaluating the performance
of such systems is a time and resource consuming process. The amount of pos-
sible parameter combinations and configurations requires many experiments in
order to derive meaningful conclusions. Although many tools for automated per-
formance testing are available, controlling experiments and analyzing results still
requires large manual effort. In this paper, we apply statistical model inference
techniques, namely Kriging and MARS, in order to adaptively select experiments.
Our approach automatically selects and conducts experiments based on the ac-
curacy observed for the models inferred from the currently available data. We
validated the approach using an industrial ERP scenario. The results demonstrate
that we can automatically infer a prediction model with a mean relative error of
1.6% using only 18% of the measurement points in the configuration space.

1 Introduction

Performance engineering is a crucial discipline throughout development and hosting
of enterprise applications. However, the sheer size and complexity of software sys-
tems and development processes hinders the application of performance engineering in
many cases. Especially in large enterprise applications, the performance of a system is
affected by a variety of parameters. Understanding their influences (and capturing them
in a performance model) requires a huge number of experiments and "what-if" analyses
in order to draw meaningful conclusions.

State-of-the-art performance engineering research approaches [14] use architectural
information and detailed performance behavior descriptions in order to build predic-
tion models. In most cases, the performance models are a combination of simulation
models built using domain-specific languages and measurements to calibrate, validate
or extend the models [3,9,12,20]. In industrial practice, performance measurements are,
for example, used to benchmark systems, customize configuration settings, or test the
quality of a new release before shipment [26,28]. In both cases, the amount of possible
parameter combinations and configurations makes the measurement process time and
resource consuming. While many tools provide automation for generating load and get-
ting monitoring information there is still a lot of manual effort remaining to analyze the
measured data and to decide how many and which measurements to conduct in order to
reach a certain goal (e.g., finding a performance-optimized configuration).

In this paper, we present a fully automated approach that (i) selects and conducts ex-
periments, (ii) uses statistical inference techniques to derive a prediction model based
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on the measured data, (iii) validates the prediction model, and (iv) iteratively determines
new experiments that maximise the information gain and thus increase the accuracy of
the model. The statistical inference techniques that we use in our experiments are Multi-
variate Adaptive Regression Splines (MARS) [7] and Kriging [29]. MARS has already
been succesfully applied for software performance analyses [3,6,10]. Kriging is a geo-
statistical interpolation technique that has been applied to various research areas dealing
with spatial data. However, to the best of our knowledge Sacks et al. [25] are the only
ones that applied Kriging to analyze data measured in computer system experiments.
The strength of both methods is that they provide robust predictions and do not require
any prior knowledge about the underlying dependencies in the data (e.g., in contrast to
simple linear regression).

The contributions of this paper are (a) the description and comparison of three au-
tomated experiment selection methodologies for the efficient derivation of statistical
performance prediction models and (b) the application of the Kriging interpolation tech-
nique for software performance analyses.

We validate our approach in two case studies. The results demonstrate that adaptive
experiment selection can yield accurate prediction models with a significantly reduced
amount of measurements. Moreover, we show that the geostatistical interpolation tech-
nique Kriging can be applied for the analysis of performance measurements. In fact,
Kriging outperforms MARS for some problem classes.

The remainder of this paper is organized as follows. Section 2 gives an overview
of our ongoing research and brings this paper into line with our overall motivation.
In Section 3, we discuss related research approaches. Section 4 provides basics of
statistical model inference using MARS and Kriging. In Section 5, we describe the
three experiment selection algorithms that we apply in our approach. A real-world case
study as well as detailed validation results are illustrated in Section 6. Finally, Section 7
concludes the paper.

2 Motivation and Overview

In this section, we give an overview of our overall approach for performance predic-
tions of enterprise applications. Applying Software Performance Engineering (SPE) in
practice is still a challenging task. In most cases, software vendors built their applica-
tions on a large basis of existing components such as middleware, legacy applications,
or third-party services. Software architects are facing questions like "How does mid-
dleware A affect the performance of my application?", or "Will the application under
development meet the performance requirements?". A software as a service provider
wants to know, for example, "What happens to the performance of my system if I dou-
ble the amount of underlying virtual machines?" or "What happens to performance if
the number of users increases?". Existing model-driven performance engineering ap-
proaches mainly realise a pure top down prediction approach. Software architects have
to provide a complete model of their system in order to conduct performance analyses.
Measurement-based performance evaluations, by contrast, depend on the availability of
the application and can only be applied in late development cycles. Our approach aims
at integrating model-driven and measurement-based performance predictions in order
to build practical performance models of enterprise applications.
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2.1 Software Performance Curves

The main idea of our approach is to apply goal-oriented, systematic measurements to
already existing parts of a system. The result of the systematic measurements is a quan-
tification of the dependencies between the system’s usage (workload and parameters)
and performance (timing behavior, throughput, and resource utilization). We refer to
the statistical models describing these dependencies as software performance curves.
Formally, a performance curve describes the performance P (response time, through-
put, and resource utilisation) of a system in dependence on a set of input parameters
A1, . . . , An with n ∈ N. It is a function f : A1×A2× . . .×An → R, where each input
parameter Ai is a number (⊂ R), an enumeration, or a boolean value. The function’s
result represents the performance metric of interest. The benefit of these statistically
inferred models is that they do not require specific knowledge on the internal structure
of the system under study (e.g., in contrast to other approaches that use statistical in-
ference to estimate parameters of queuing networks [15,17,22]). Thus, the software
performance curves are a black-box description of the performance behaviour of the
system under test. The derivation of the performance curves requires the execution of
many measurements in different settings. Therefore, we developed a framework called
Software Performance Cockpit [33,32] that encapsulates best practices and allows for
separation of concerns regarding the different aspects of a performance evaluation. Us-
ing this framework we can automatically control measurements, trigger analyses and
export results [34].

2.2 Integrating Software Performance Curves and Model-Driven Performance
Analyses

In order to use the software performance curves to decide on design alternatives, plan
capacities, or identify performance critical system configurations we propose to inte-
grate the curves with model-driven performance engineering approaches (such as sur-
veyed in [1] and [14]). Figure 1 illustrates the approach.

For those parts of a system that are under development we apply an existing ap-
proach for model-driven performance engineering [2]. Software architects specify the
system’s components, behaviour, deployment, and usage (System Modelling). This ac-
tivity results in a System Model that describes the newly developed parts as well as its
usage. In order to consider the effect of existing parts in a performance analysis, we
need to include them in the prediction model. The Measurements described above re-
sult in Performance Data of the system. Such data can be used for Model Inference. The
resulting software performance curves consider the effect of system external parts on
performance, these models have to be integrated with or made available in model-driven
prediction approaches (Integration). This step merges both model types and creates a
common basis for further performance analysis (Prediction). Based on the Performance
Predictions, software architects and performance analysts can decide about design al-
ternatives, plan capacities, or identify critical components.

In this paper we focus on the Measurement and Model Inference parts. In our future
work, we will describe how performance curves can be integrated with the Palladio
Component Model (PCM) [2].
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Fig. 1. Overview of integrating model-driven and measurement-based performance analysis

3 Related Work

In this section, we present related work in the area of measurement-based perfor-
mance analysis. Various approaches explore the influence of different parameters on
the performance of software applications. The authors focus on the instrumentation it-
self [5,13,19] or use the results to build performance models (or tests) [35,24,30,12] or
detect errors [19,20].

Reussner et al. [24] introduce an approach to benchmark and compare different
OpenMPI implementations. Their approach combines performance metrics with lin-
ear interpolation techniques to assess the implementation’s overall performance be-
haviour. To maximise the information gain of subsequent experiments, they identify
those points with the (potentially) largest error in the current prediction model. While
this approach presents one of the starting points of our work, it is limited to the evalua-
tion of a single parameter and simple linear interpolation techniques that are not suited
for multi-dimensional scattered data. Another starting point for our work is the approach
of Woodside et al. [35] and Courtois et al. [3]. They introduce a workbench for auto-
mated measurements of resource demands in dependence of configuration and input
parameters. The results are fitted by different statistical methods resulting in so-called
resource functions that capture performance metrics with respect to the given parame-
ters. However, the authors did not compare different experiment selection methodolo-
gies or different analysis methods.

Denaro et al. [5] propose an approach for early performance testing of distributed
applications. Their core assumption (similar to Gorton et al. [8]) is that the middle-
ware is the determining factor of an application’s performance. However, the usage of
middleware features (like transaction or persistence) is determined by the application.
Therefore, Denaro et al. use architecture designs to derive performance test cases that
can be executed and used to estimate the applications performance in the target envi-
ronment. Gorton et al. also conduct measurements in the target environment but use the
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results to calibrate a prediction model which is then used to predict the application’s
performance. Both approaches do not explicitly evaluate the influence of parameters
of configurations. The measurements are focused on specific scenarios. While this is
sufficient for the author’s purposes, it is not enough to capture the influence of different
configurations and input parameters on performance.

In [12], Jin et al. introduce an approach called BMM that combines Benchmarking,
production system Monitoring, and performance Modelling. Their goal is to quantify
the performance characteristics of real-world legacy systems under various load condi-
tions. However, the measurements are driven by the upfront selection of a performance
model (e.g layered queuing network) which is later on built based on the measurement
results.

Miller et al. [19] propose Paradyn, a tool for the automatic diagnoses of performance
problems. They apply dynamic instrumentation to control the instrumentation in search
of performance problems. Paradyn starts looking for high-level problems for a whole
application and, once the general problem is found, inserts further instrumentations to
find more specific causes. Miller et al. focus on the detection of performance problems
and do not measure parameter spaces systematically.

4 Statistical Model Inference

Statistical model inference is the process of learning from data [11]. A variety of
methodologies have been developed in statistical science [11,18,21] in order to extract
patterns and trends from data or to fit curves to the data. In this paper, we focus on so
called supervised learning problems [11] where the goal is to predict the value of an ob-
served metric based on a number of input parameters. The different statistical methods
have their own characteristics that mainly differ in their degree of model assumptions.
For example, linear regression makes rather strong assumptions on the model under-
lying the observations (they are linear) while the nearest neighbor estimator makes no
assumptions at all. Most other statistical estimators lie between both extremes. Methods
with stronger assumptions, in general, need less data to provide reliable estimates, if the
assumptions are correct. Methods with less assumptions are more flexible, but require
more data. In the course of this paper, we apply and compare two different methodolo-
gies, namely MARS and Kriging. Both methods are able to deal with the assumption
that we have less or no knowledge about the structure of the data. MARS has already
been successfully applied in software performance prediction [3,6,10]. Geostatistical
interpolation methods, such as Kriging, are designed to analyse irregularly spaced set
of data points in a three dimensional space [29]. Characteristics of geostatistical data
are (i) high costs to get the value of interest for these points and (ii) that near mea-
surements are more interrelated to each other then distant ones [31]. We assume that
these characteristics are also true for measured performance data. Measuring a single
configuration of an enterprise application often requires extensive effort. Moreover, in
most cases a minor change in a configuration has less effect on the performance metric
of interest than larger changes. Furthermore, the adaptive experiment selection method
presented in Section 5.3 creates an irregularly spaced set of data points. For this reasons,
we decided to investigate the use of Kriging to derive software performance curves. In
the following, we briefly introduce the two methods.



330 D. Westermann, R. Krebs, and J. Happe

4.1 Kriging

Kriging is a generic name for a family of spatial interpolation techniques using gen-
eralised least-squares regression algorithms [18]. It is named after Daniel Krige who
applied the method to a mineral ore body [16]. Examples of Kriging algorithms are
Simple, Ordinary, Block, Indicator, or Universal Kriging. In [18], the authors provide a
comprehensive review of multiple Kriging algorithms as well as other spatial interpola-
tion techniques. Generally, the goal of spatial interpolations is to infer a spatial field at
unobserved sites using observations at few selected sites. According to [18], nearly all
spatial interpolation methods share the same general estimation formula:

Ẑ(x0) =
n∑

i=1

λiZ(xi)

where the estimated value of an attribute at the point of interest x0 is represented by
Ẑ, the observed value at the sampled point xi is Z , the weight assigned to the sampled
point is λi, and the number of sampled points used for the estimation is represented
by n. Furthermore, the semivariance (γ) of Z between two data points is an important
concept in geostatistics. It is defined as:

γ(xi, x0) = γ(h) =
1
2
var[Z(xi)− Z(x0)]

where h is the distance between point xi and x0 and γ(h) is the semivariogram (com-
monly referred to as variogram)[18].

Figure 2 shows an example variogram with an exponential variogram model. The
nugget (or nugget effect) is a contribution to variability without spatial continuity [29].
The range is the distance where the model first flattens out and the sill is the value at
which the variogram model reaches the range.

The Kriging implementation [23] that we applied in our experiments uses the Ordi-
nary Kriging algorithm to estimate unknown points. As described above the estimated
values are computed as simple linear weighted average of neighbouring measured data
points. The weights are determined from the fitted variogram with the condition that
they must add up to 1 which is equivalent to the process of reestimating the mean value
at each new location [4].

4.2 MARS

Multivariate Adaptive Regression Splines (MARS) [7] is a non-parametric regression
technique which requires no prior assumption as to the form of the data. The method fits
functions creating rectangular patches where each patch is a product of linear functions
(one in each dimension). MARS builds models of the form f(x) =

∑k
i=1 ciBi(x),

the model is a weighted sum of basis functions Bi(x), where each ci is a constant
coefficient [7]. MARS uses expansions in piecewise linear basis functions of the form
[x− t]+ and [t− x]+. The + means positive part, so that

[x− t]+ =
{

x− t , if x > t
0 , otherwise

and [t− x]+ =
{

t− x , if x < t
0 , otherwise
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Fig. 2. Sample Variogram

The model-building strategy is similar to stepwise linear regression, except that the
basis functions are used instead of the original inputs. An independent variable trans-
lates into a series of linear segments joint together at points called knots [3]. Each seg-
ment uses a piecewise linear basis function which is constructed around a knot at the
value t. The strength of MARS is that it selects the knot locations dynamically in or-
der to optimize the goodness of fit. The coefficients ci are estimated by minimizing the
residual sum-of-squares using standard linear regression. The residual sum of squares
is given by RSS =

∑N
i=1(ŷi − y)2, where y = 1

N

∑
ŷi, where N is the number of

cases in the data set and ŷi is the predicted value.

5 Experiment Selection

In order to automatically derive a software performance curve with the least possible
number of measurements, we need an iterative algorithm that (i) selects new experi-
ments for each iteration, (ii) infers a statistical model based on the available data after
each iteration, and (iii) is aware of the quality of the inferred model. In the context
of this paper, an experiment (or configuration point) is defined as one configuration of
all parameters (i.e., it corresponds to one point in the configuration space). The con-
figuration space is spanned by the configuration parameters and their corresponding
domains. In this section, we present three experiment selection methodologies that ful-
fill the requirements mentioned above by applying different strategies (see Figure 3).
The random experiment selection strategy randomly selects a fixed number of new ex-
periments. The equidistant experiment selection strategy splits the parameter space in
equidistant areas. The adaptive experiment selection strategy selects new experiments
in those areas of the parameter space that show the worst predictions. Each of the three
methodologies can be combined with various model inference techniques.
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Iteration 1 Iteration n

(a) Random Experiment Selection

Iteration 1 Iteration n

(b) Equidistant Experiment Selection

Iteration 1 Iteration n

(c) Adaptive Experiment Selection

Fig. 3. Experiment Selection Methodologies

5.1 Random Experiment Selection Based on Global Prediction Error

The first algorithm randomly selects new experiments in order to minimize the global
prediction error. In each iteration a fixed number of n randomly selected configuration
points are measured (see Figure 3 (a)). Based on a set of validation points (measured
before the first iteration starts), we calculate the mean relative error (MRE) of the pre-
diction model. The algorithm terminates when the error is below a predefined threshold,
a predefined number of measurements has been reached, or a predefined measurement
time has expired.

5.2 Equidistant Experiment Selection Based on Global Prediction Error

The second algorithm determines the measurement points for the next iteration by
stepwise equidistant splitting of the configuration space (see Figure 3 (b)). We define
P = {x|x ∈ R

i ∧ ∀xi ∈ [0..1]} as a set of all possible positions in the configuration
space with normalized values. An element p ∈ P describes one experiment or config-
uration point. Let the elements p1, p2 ∈ P be two opposing positions that describe the
multidimensional configuration space. Function fcenter : P × P → P returns the cen-
ter of the two given points which is calculated by the element-wise arithmetic middle
of the two vectors. Furthermore, function fedges : P × P → P ∗ returns the set of all
edges of the embraced space defined by two configuration points. The function com-
putes all possible element-wise combinations of the two given configuration points. We
use Hi,n,z as a set which helps to find the experiments for each iteration. H contains a
set of tuples describing areas of the space to be measured, therefore every element in H
consists two opposing positions. The process itself does continuously divide the space
into equidistant areas based on previously computed areas. Thereby, the measurement
iteration is expressed by the index i. The index n is used to iterate over the tuples stored
in H . The third index z ∈ [1, 2] defines which of the two positions stored in every ele-
ment of H is referenced. Formally, the set of experiments to be executed is computed
as follows:

H0 = fedges(p1, p2)× fcenter(p1, p2)

Hi =
|Hi−1|⋃
n=1

fedges(Hi−1,n,1, Hi−1,n,2)× fcenter(Hi−1,n,1, Hi−1,n,2)

Experimentsi = (
|Hi|⋃
n=1

Hi,n,1 ∪Hi,n,2) \ Experimentsi−1
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The experiments that will be demanded in the next iteration include all the points
within the tuples of H that have not yet been measured.

The termination criteria as well as the validation procedure are the same as those
defined for the random selection methodology (see 5.1).

5.3 Adaptive Experiment Selection Based on Local Prediction Error

In contrast to the algorithms described in the previous sections, this algorithm takes
the locality and the size of single prediction errors into account when determining
experiments for the next iteration (see Figure 3 (c)). We assume that a new experi-
ment at the area with the highest prediction error raises the accuracy of the overall
model at most. Another difference to the previous experiment selection methodologies
is that it does not include all determined points for an iteration in the training data,
but uses a subset of these points for validation. Thus, this methodology does not re-
quire the creation of a validation set before the actual iteration starts. In the following,
we describe the algorithm in detail. First, we introduce some basic data types, vari-
ables and functions followed by a listing of the algorithm. As in Section 5.2, we define
P = {x|x ∈ R

i ∧ ∀xi ∈ [0..1]} as a set of all possible positions in the configura-
tion space with normalized values. Elements of P are declared as p. The elements p1

and p2 are opposing positions necessary to describe a multidimensional space. Func-
tion fcenter : P × P → P returns the center of the two given points which is calcu-
lated by the element-wise arithmetic middle of the two vectors. Furthermore, function
fedges : P × P → P ∗ returns a set of all edges of the embraced space given by p1

and p2.
In addition, let e ∈ R

+ describe the error of the performance curve at a defined area
or position and S = {p1 × p2 × e|p1 ∈ P ∧ p2 ∈ P ∧ e ∈ R

+}. Three subsets of S
control the measurement progress. A priority-controlled queue Q ⊂ S contains tuples
describing areas in the configuration space, where the error of the curve ran out of the
acceptable threshold. The order of priority is based on e. The collection V ⊂ S is the
validation set which contains all the tuples describing areas where a good prediction
has already been observed. M ⊂ S is the training set which contains the measurement
results used to create a performance curve. All subsets of S are mutually disjoint and
it holds that S = Q ∪ V ∪M . The function predictM : P → R creates a prediction
results based on the given measurements M for a specific configuration point. The
functionality of the method is based on the assumption, that the prediction error of the
curve on fcenter(p1, p2) is representative for the error in the spatial field embraced by
p1 and p2. The parameter threshold ∈ R

+ is predefined by the performance analyst
and gives an option to control the accuracy and thus the runtime of the method.

1: p1 = (1, 1, . . . , 1)
2: p2 = (0, 0, . . . , 0)
3: e =∞
4: Q← {< p1, p2, e >}
5: while sizeof(Q)!=0 do
6: T ← ∅
7: ttmp ← dequeue(Q)
8: T ← T ∪ ttmp
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9: while Q.first.e = ttmp.e do
10: ttmp ← dequeue(Q)
11: T ← T ∪ ttmp

12: end while
13: for all t in T do
14: measure all points fedges(t.p1, t.p2), add results to M
15: measure value rm at point fcenter(t.p1, t.p2)
16: rp ← predictM (fcenter(t.p1, t.p2))
17: e← rm

|rm−rp|
18: if e > threshold then
19: for all ptmp in fedges(t.p1, t.p2) do
20: p1 ← fcenter(t.p1, t.p2)
21: ttmp ←< p1, ptmp, e >
22: enqueue(Q, ttmp)
23: M ←M∪ < rm, fcenter(t.p1, t.p2) >
24: end for
25: else
26: V ← V ∪ t
27: end if
28: end for
29: for t in V do
30: measure value rm at point fcenter(t.p1, t.p2).
31: rp ← predictM (fcenter(t.p1, t.p2))
32: e← rm

|rm−rp| .
33: if e > threshold then
34: t.e← e
35: V ← V \ t
36: Q← Q ∪ t
37: end if
38: end for
39: end while
40: for all t in V do
41: measure value rm at point fcenter(t.p1, t.p2)
42: M ←M∪ < rm, fcenter(t.p1, t.p2) >
43: end for

Line 1-4 ensure the preconditions for the actual experiment selection which starts in
line 5. The primary control structure is the loop over Q starting in 5. Lines 6-12 deal
with the selection of all elements with highest error. Starting at line 13 the loop body
executes measurements (line 14) in the area of each selected tuple. Furthermore, it cal-
culates the error for these areas in line 15-17 and defines new subareas to be measured
in further iterations (line 18-25) if the error is greater than the defined threshold. If the
error is less than the threshold the current tuple is stored in V at line 26. To provide
faster convergence against the underlying performance functions it brings significant
advantages to execute this breadth-first approach over all elements with the same e.
This ensures to step down in the area with the highest prediction faults. Since nearly
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all interpolation or regression techniques cannot absolutely avoid the influence of new
elements in M onto preliminary well predicted areas, the validation repository V is
checked in line 30-32 for negative effects in areas that have been well predicted before
the last modifications. If for any element in V the curve is still not accurate enough it
is returned to Q at line 33-37 and thus measured in more detail in later iterations. We
expect that the heuristic converges more efficient if a new measurement has only local
effects onto the interpolation function. Finally, line 40-43 copies all elements from V
to M as the positions where measured before and thus the data is available but not yet
added to the training data of the model.

6 Case Study and Validation

In this section, we demonstrate the efficiency of the approach and the accuracy of the
inferred prediction models. Moreover, we apply the software performance curves in a
"real-world" scenario using a large enterprise application. For the evaluation we formu-
late the following research questions:

– RQ1: To which extent are the experiment selection methodologies presented in
Section 5 more efficient (in terms of necessary measurements to create an accurate
prediction model) (i) compared to measuring the full configuration space and (ii)
compared to other approaches?

– RQ2: Are geostatistical interpolation techniques applicable in software perfor-
mance analysis scenarios? Are they more efficient compared to multivariate re-
gression?

– RQ3: Is the approach applicable to automatically create measurement-based per-
formance models of large enterprise applications in a reasonable amount of time?

In the remainder of this section we present two case studies and a discussion of the
results. Figure 4 summarizes the results of the two case studies. The table contrasts
the different combinations of experiment selection method and analysis method. To
determine the quality of the derived prediction model we compared the prediction for
each measurement point in the configuration space with its actual value and calculated
the mean relative error (MRE).

6.1 Communication Server Case Study

In this case study we applied our approach to a scenario described by Courtois and
Woodside [3]. The authors applied a similar adaptive experiment selection approach
combined with MARS to derive resource functions for a unicast-based multicast com-
munications server. The basic components of the server are (i) a Supplier Handler that
reads, packages, and enqueues incoming messages from the Supplier processes and (ii)
a Consumer Router which dequeues a message and sends it to each of its Consumer
processes (see [3] for details). The authors derived the following resource function for
the Consumer Router component:
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Consumer-Router-CPU = 1436.73 + 0.1314 ∗ h(msgsize− 1)
−0.0159 ∗ h(−(consumers− 9)) ∗ h(msgsize− 1)
+808.082 ∗ h(consumers− 9)− 149.399 ∗ h(−(consumers− 9))
−0.03 ∗ h(consumers− 9) ∗ h(−(msgsize− 21091))
−0.0092 ∗ h(consumers− 1) ∗ h(−(msgsize− 10808))
+0.0989 ∗ h(msgsize− 4223)− 0.01 ∗ h(−(consumers− 9)) ∗ h(msgsize− 5424)

The domain of message sizes was set between 1 and 64K bytes and the number of
consumers varied from 1 to 10. Thus, the full configuration space consists of 640 mea-
surement points. For our case study, we tried to fit this function using the same domains
for the two parameters. The results (see Figure 4) show that for this case study the com-
binations RandomSelection/MARS with 89 measurement points (#M) and an average
prediction error of 4.1% and AdaptiveSelection/Kriging with 92 measurement points
and an error of 2.3% performed best. Thus, the approaches required only 14% of the
full configuration space to create a very good prediction model. Compared to the ap-
proach presented in [3] which required 157 measurements to build the prediction model
(with an error of 8.58%) we saved 65 measurements (i.e., 41%). However, when com-
paring the two approaches one has to note that we fitted the simulated function and
had not to deal with the real measurement data which might cause additional prediction
error.

6.2 Enterprise Application Case Study

The goal of this case study is to demonstrate that the approach is applicable on real
data measured on a large enterprise application. We address the problem of customiz-
ing an SAP ERP application to an expected customer workload. The workload of an
enterprise application can be coarsely divided into batch workload (background jobs
like monthly business reports) and dialog workload (user interactions like displaying
customer orders). This workload is dispatched by the application server to separate
operating system processes, called work processes, which serve the requests [28]. At
deployment time of an SAP system the IT administrator has to allocate the available
number of work processes (depending on the size of the machine) to batch and dialog
jobs, respectively. With the performance curve derived in this case study, we enable IT
administrators to find the optimal amount of work processes required to handle the dia-
log workload with the constraint that the average response time of dialog steps should be
less than one second. The system under test consists of the enterprise resource planning
application SAP ERP2005 SR1, an SAP Netweaver application server and a MaxDB
database (version 7.6.04-07). The underlying operating system is Linux 2.6.24-27-xen.
The system is deployed on a single-core virtual machine (2,6 GHz, 1024KB cache).
To generate load on the system we used the SAP Sales and Distribution (SD) Bench-
mark. This standard benchmark covers a sell-from-stock scenario, which includes the
creation of a customer order with five line items and the corresponding delivery with
subsequent goods movement and invoicing. Each benchmark user has his or her own
master data, such as material, vendor, or customer master data to avoid data-locking
situations [27]. The dependent variable is the average response time of dialog steps
(AvgResponseT ime). The independent variables in this setup are (i) the number of
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active users (NumUser) where the domain ranges from 60 to 150 and (ii) the num-
ber of work processes for dialog workload (NumWP ) varied from 3 to 6. Thus, we
are looking for the function f(NumUser, NumWP ) = AvgResponseT ime. The
full configuration space consists of 360 measurement points. In order to get statistically
stable results we repeated each measurement multiple times. All in all, the determina-
tion of a single measurement point takes approximately one hour which means that in
the worst case the IT administrator has to measure 15 days in order to determine the
optimal configuration. The results (see Figure 4) show that our adaptive experiment
selection methodologies provides very good results with both analysis methods. The
combination AdaptiveSelection/Kriging required only 64 measurement points (≈18%
of the full configuration space) to derive a prediction model with a mean relative error
of 1.6%. This reduces the time necessary to derive an optimal configuration from 15 to
≈2.5 days.

#M/Full MRE #M/Full MRE #M/Full MRE #M/Full MRE #M/Full MRE #M/Full MRE
Communication Server 162/640 10,80% 89/640 4,10% 249/640 10,00% 147/640 1,20% 92/640 2,30% 105/640 3,40%
Enterprise Application 104/360 24,50% 90/360 14,20% 123/360 7,60% 122/360 8,10% 64/360 1,60% 67/360 8,30%

Random Equidistant Adaptive
Kriging Mars Kriging Mars Kriging Mars

Fig. 4. Case Study Results

6.3 Discussion

The results of the two case studies (see Figure 4) show that the approach presented in
this paper can significantly reduce the effort necessary to derive measurement-based
performance models with high prediction accuracy. In both cases, our approach was
able to derive a very good prediction model using only ≈15% of the full configuration
space (RQ1 (i)). Even the comparison with a similar approach proofed the efficiency of
our methodology (RQ1 (ii)). The equidistant experiment selection strategy generated
the worst results independent of the analysis strategy. The random strategy achieved
good results especially in combination with MARS. However, the best results have
been achieved by the adaptive experiment selection strategy independent of the analy-
sis strategy. But, the Kriging predictions outperformed MARS in both scenarios which
proofs the applicability of geostatistical interpolation techniques for software perfor-
mance analyses (RQ2). The combination AdaptiveSelection/Kriging reduced the time
necessary to find the optimal configuration of an enterprise application server from 15
days to ≈2.5 days which is an import reduction due to the fact that the time for the
configuration of a system in the staging phase is often very limited (RQ3).

7 Summary

In this paper, we presented an approach for the automated and efficient selection of
experiments in order to derive performance prediction models. We introduced three
experiment selection methodologies and combined them with the statistical model in-
ference techniques MARS and Kriging. Moreover, we applied the approach in two case
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studies and compared the different combinations of experiment selection and analysis
methods. In these case studies, the combination of adaptive experiment selection and
Kriging achieved the best results. The proposed techniques support software architects
and performance analysts to capture the effect of existing software systems on soft-
ware performance and include these effects into further performance evaluations. In
our future work, we will investigate further experiment selection strategies and analysis
methods. We will address the curse of dimensionality [11] by applying the approach
in case studies with more than two independent parameters. Furthermore, we are going
to integrate the measurement-based performance models with model-driven approaches
as described in Section 2.
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