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Preface

The International Conference on Intelligent Computing (ICIC) was formed to
provide an annual forum dedicated to the emerging and challenging topics in
artificial intelligence, machine learning, pattern recognition, image processing,
bioinformatics, and computational biology. It aims to bring together researchers
and practitioners from both academia and industry to share ideas, problems,
and solutions related to the multifaceted aspects of intelligent computing.

ICIC 2011, held in Zhengzhou, China, August 11-14, 2011, constituted the
7th International Conference on Intelligent Computing. It built upon the success
of ICIC 2010, ICIC 2009, ICIC 2008, ICIC 2007, ICIC 2006, and ICIC 2005 that
were held in Changsha, Ulsan/Korea, Shanghai, Qingdao, Kunming, and Hefei,
China, respectively.

This year, the conference concentrated mainly on the theories and method-
ologies as well as the emerging applications of intelligent computing. Its aim
was to unify the picture of contemporary intelligent computing techniques as
an integral concept that highlights the trends in advanced computational intel-
ligence and bridges theoretical research with applications. Therefore, the theme
for this conference was “Advanced Intelligent Computing Technology and Ap-
plications”. Papers focusing on this theme were solicited, addressing theories,
methodologies, and applications in science and technology.

ICIC 2011 received 832 submissions from 28 countries and regions. All pa-
pers went through a rigorous peer-review procedure and each paper received at
least three review reports. Based on the review reports, the Program Committee
finally selected 281 high-quality papers for presentation at ICIC 2011, which are
included in three volumes of proceedings published by Springer: one volume of
Lecture Notes in Computer Science (LNCS), one volume of Lecture Notes in Ar-
tificial Intelligence (LNAT), and one volume of Lecture Notes in Bioinformatics
(LNBI). In addition, among them, the 10 and 44 high-quality papers have also,
respectively, been recommended to BMC' Bioinformatics and Neurocomputing.

This volume of Lecture Notes in Computer Science (LNCS) includes 94 pa-
pers.

The organizers of ICIC 2011, including Zhengzhou University of Light In-
dustry, Institute of Intelligent Machines of Chinese Academy of Sciences, made
an enormous effort to ensure the success of ICIC 2011. We hereby would like
to thank the members of the Program Committee and the referees for their
collective effort in reviewing and soliciting the papers. We would like to thank
Alfred Hofmann, from Springer, for his frank and helpful advice and guidance
throughout and for his continuous support in publishing the proceedings. In
particular, we would like to thank all the authors for contributing their papers.



VI Preface

Without the high-quality submissions from the authors, the success of the con-
ference would not have been possible. Finally, we are especially grateful to the
IEEE Computational Intelligence Society, the International Neural Network So-
ciety, and the National Science Foundation of China for their sponsorship.

July 2011 De-Shuang Huang
Yong Gan

Vitoantonio Bevilacqua

Juan Carlos Figueroa
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Neural Network Ensemble Model Using PPR
and LS-SVR for Stock Market Forecasting
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Abstract. In this study, a novel Neural Network (NN) ensemble model
using Projection Pursuit Regression (PPR) and Least Squares Support
Vector Regression (LS-SVR) is developed for financial forecasting. In the
process of ensemble modeling, the first stage some important economic
factors are selected by the PPR technology as input feature for NN. In
the second stage, the initial data set is divided into different training sets
by used Bagging and Boosting technology. In the third stage, these train-
ing sets are input to the different individual NN models, and then various
single NN predictors are produced based on diversity principle. In the
fourth stage, the Partial Least Square (PLS) technology is used to choos-
ing the appropriate number of neural network ensemble members. In the
final stage, LS—SVR is used for ensemble of the NN to prediction pur-
pose. For testing purposes, this study compare the new ensemble model’s
performance with some existing neural network ensemble approaches in
terms of the Shanghai Stock Exchange index. Experimental results reveal
that the predictions using the proposed approach are consistently better
than those obtained using the other methods presented in this study in
terms of the same measurements.

Keywords: Neural Network, Projection Pursuit Regression, Least Squares
Support Vector Regression, Stock Market Forecasting.

1 Introduction

Stock market modeling and forecasting continues to be an important area in
financial research and application. The financial market is complex, evolution-
ary, and non-linear dynamical system,which time series are inherently noisy and
nonstationary [II2]. Due to the high degrees of irregularity, dynamic manner
and nonlinearity, it is extremely difficult to capture the irregularity and nonlin-
earity hidden in stock market by traditional linear models such as multiple re-
gression, exponential smoothing, autoregressive integrated moving average, etc.
Stock market is essential to the success of many businesses and financial institu-
tions [Bl4]. The main purpose of forecasting is to reduce the risk in decision mak-
ing that is important for financial organizations, firm and private investors [5].

In recent years, Neural Network Ensemble (NNE), can remarkably enhance
the forecasting ability and outperform any individual neural network. It is an

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 1-B] 2011.
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effective approach to the development of a high performance forecasting sys-
tem [6]. The another main reason is that stock market data have tremendous
noise and complex dimensionality. It make the performance of NNE become in-
consistent and unpredictable. So the problems of dimensionality reduction and
noise decrease are active research topics in the stock market forecasting.

Different from the previous work, this paper proposes a novel nonlinear neural
network ensemble forecasting method in terms of Projection Pursuit Regression
(PPR) and Least Square Support Vector Regression (LS-SVR), the PPR tech-
nology mainly aim that the high dimensional non-linear data which affects the
stock market into the low dimensional space, and construct a neural network
input matrix. Section 2 describes the building process of the neural network en-
semble forecasting model in detail. For further illustration, this work employs
the method set up a prediction model for Shanghai Stock Exchange (SSE) index
in Section 3. Finally, some concluding remarks are drawn in Section 4.

2 The Building Process of the NN Ensemble Model

The scale of network is enlarged, the complexity of the model is increased because
of high—dimensional data, The result can easily lead to neural network training
time longer and slow convergence, which will lead to much time on the neural
network training and slow in converge, and then to the reduce of the network’s
forecasting ability. For high—dimensional data this approach can be computation-
ally intensive, especially if the involved covariance matrices should be estimated
in a robust way. Moreover, if the sample size is lower than the dimension, ad-
ditional problems with robust covariance estimation will arise. Therefore this
paper is to reduce the original data of dimension by PPR under the premise of
minimizing the loss of information.

2.1 Produce Input Sets Using Projection Pursuit Technology

The basic idea of PPR lies in: that the computer technology is used to project
high-dimensional data into the low dimensional sub-space through some combi-
nation, and to find out the projection by minimizing the indicators, which can
reflect the original data structure or characteristics, so as to achieve the goal of
the study and analysis of high dimensional data [7)§].

Suppose X, «k is the initial multivariate data set. A geometrical representation
will imply that it is a set containing k data points in a N-dimensional space. Ygxx
is the resulting dimensionally reduced projection data. A, x4 is the parametric
orthonormal matrix where Y = AT X. The procedure of the projection pursuit
is shown in Figure 1.

Projection pursuit regression model is as follows:

M M P
Y =f(X)= Z Gr(ag,X) = Z Gm[z U5, (1)
m=1 m=1 7j=1
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Projection "
n Estimation of Recomputation
Y=A'X sllmallo[n 0 of A such that
Using an parameters T .
initial guess at subspace IA™X) is
matrix A otimized

Projection
Y=ATX

Low dimensional
data

Fig. 1. A Flow Chart of Projection Pursuit Regression

where is X € RY | a,, € RM and M < P, G,,(-) the ridge function, a,, is
the direction of the projection. Projection pursuit regression model applies a
least squares as the judging criteria of minimization, then the following formula
becomes a very small:

M

Ly = minE[Y Z Zamj% (2)

m=1
The simple algorithm is described as following

1. Let m =1 and 2™ =Y.
2. Let Zim) =y Z™ 7™ and find V;, such that

Vim = argmazx Z Z<m) (3)

3. If m = k, then stop; otherwise, define Zt(mﬂ) =(1- VmV;L >ov_ Z{"); that is,
Z{"H is the projection of the observations in an orthogonal direction to V,,. Let
m =m + 1 and go to step 2.

4. Repeat the same procedure to minimize the objective function in (4), to obtain
another set of k directions, namely {(V4),t =1,2,--- k}.

A key step of the foregoing algorithm is to solve the optimization problem in (4).
In this paper, we use a modified Newton method to solve the system given by the
first-order optimality conditions, V-, (V) —2A Z(zm) V=0and V' (Zm) V-1=
0, by means of linear approximations. Readers interested in a more detailed
introduction about PPR algorithm are referred to the related literature [9].

2.2 Generating Diverse Individual Ensemble

NN are one of the technologies soft computing. According to the principle of
bias-variance trade-off , an neural network ensemble model consisting of diverse
models with much disagreement is more likely to have a good generalization.
Therefore, how to generate diverse models is a crucial factor. In this paper,
there are three methods for generating diverse models.
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(1) Using different training algorithms, such as the scaled conjugate gradient
algorithm neural network (SCGA-NN), adaptive basis function neural network
(ABF-NN), group method of data handling neural network (GMDH-NN), elman
partial recurrent neural network (EPR-NN), radial basis function neural network
(RBF-NN) and general regression neural network (GR-NN).

(2) Using different network architecture and starting connection weights, e.g.,
changing the different numbers of layers or different numbers of nodes in each
layer.

(3) Training neural network with different training sets by Bagging and Boost-
ing technology.

2.3 Selecting Appropriate Ensemble Members

After training, each individual neural predictor has generated its own result.
However, if there are a great number of individual members, we need to select a
subset of representatives in order to improve ensemble efficiency. In this paper,
the Partial Least Square (PLS) regression technique [I0] is adopted to select
appropriate ensemble members. Interested readers can be referred to [I0] for
more details.

2.4 Least Squares Support Vector Regression

Least—Squares Support Vector Machines (LS-SVM) is a powerful nonlinear black-
box regression method, which builds a linear model in the so-called feature space
where the inputs have been transformed by means of a (possibly infinite dimen-
sional) nonlinear mapping. When LS-SVM can be used for spectral regression
purpose, it is called least squares support vector regression (LS-SVR). One of
the advantages of LS—SVR is its ability to model nonlinear relationships [11]. In
this section we will briefly discuss the LS-SVR method for a regression task. For
more detailed information see [12].

Where {x;,i =1,2,---, N} are the output of linear and nonlinear forecasting
predictors, {y;,¢ = 1,2,---, N} are the aggregated output and the goal is to
estimate a regression function f. Basically we define a N dimensional function
space by defining the mappings ¢ = [¢1, 2, -, ¢n]T according to the measured

points. The LS-SVM model is of the form f(z) = wl¢(x)+b where w is a weight
vector and b is a bias term. The optimization problem is the following:

N
min J(w, €) = JwTw+ 3 3 €

= (4)
st yi=wlo()+b+e,i=1,2,--- N

where the fitting error is denoted by ¢;. Hyper-parameter - controls the trade-
off between the smoothness of the function and the accuracy of the fitting. This
optimization problem leads to a solution by solving the linear Karush—Kuhn—

Tucker (KKT) [13]: )
o) (8] 1Y) g
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where I, is a [n X 1] vector of ones, T means transpose of a matrix or vector,
v a weight vector, b regression vector and by is the model offset. K is kernel
function. A common choice for the kernel function is the Gaussian RBF":

[EE

K(z,z;) =€ 20° (6)

2.5 The Establishment of Ensemble Model

To summarize, the proposed NN ensemble model consists of four main steps.
Generally speaking, firstly, the input factor of NN is selected by PPR from
economic essential factor. Secondly, the initial data set is divided into different
training sets by used Bagging and Boosting technology. Thirdly, these training
sets are input to the different individual NN models, and then various single NN
predictors are produced based on diversity principle. PLS model is used to select
choose the appropriate number of neural network ensemble members. Finally,
LS-SVR is used to aggregate the selected ensemble members. The basic flow
diagram can be shown in Figure 2.

Original Data
Set, DS

GMDH-NN
Output

PLS Selectiom
Ensemble Member

Fig. 2. A flow diagram of the proposed ensemble model

3 Experiment Study

The stock market is a complex system, influenced by various factors, such as pol-
itics, economy, society, people’s life and so on, so the time series forecasting in
stock market is characterized by data intensity, noise, non-stationary, unstruc-
tured nature, high degree of uncertainty, and hidden relationships. It is very
difficult to extract information for forecasting model.

3.1 Data Description

In this section, the opening data—set of Shanghai Stock Exchange (SSE) is used to
test the performance of the LS-SVR model. For comparison purposes, this paper
is also established the Simple Regression Ensemble (SA) model. This paper take
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daily opening data from February 4, 2005 to November 17, 2006. The training
sample is 400 and testing sample is 30, which are used to evaluate the good or
bad performance of and fitting and predictions.

In this paper, the established prediction model takes into account that the
various technical indicators recorded the important act of the market, and in
accordance with the conditions in China’s stock market select 21 stock market
technical indicators as input variables, that is, Open Price(p;), Close Price (p2),
High Price (h1), Low Price (ha), Stochastic oscillator (SO), Moving stochastic
oscillator (MSO), Slow stochastic oscillator (SSO), Rate of change (ROC), Mo-
mentum (M), Moving average (MA), Moving variance (MV), Moving variance
ratio (MVR), Exponential moving average (EMA), Moving average convergence
& divergence (MACD), Accumulation distribution oscillator (ADO), Disparity5
(D5), Disparityl0 (D10), Price oscillator (OSCP), Commodity channel index
(CCI), Relative strength index (RSI), Linear regression line (LRL), and makes
them as variable factors which affect the stock market.

We can extract three variables used as neural network input by PPR.. A triple-
phase neural network ensemble model is proposed for SSE forecast, which has
3 input nodes and 3 hidden node. Training epochs are 1000. The learning rate
is 0.75 and the momentum term is 0.60. The hidden nodes use sigmoid transfer
function and the output node uses the linear transfer function.

3.2 Empirical Analysis

In this paper, four indicators are proposed for testing the effects of model fit-
ting and prediction, such as, the mean average percentage error(MAPE), the
root mean square error (RMSE), the trend accuracy (TC) and the correlation
coefficient(CC). Details of indicators mathematical description can be seen the
literature [9].

Figure 3 gives graphical representations of the fitting results for the 300 train-
ing samples using different models. Table 1 illustrates the fitting accuracy and
efficiency of the model in terms of various evaluation indices for 30 training
samples. Form the graphs and tables, the results show that learning ability of
LS-SVR ensemble outperforms the other three models under the same network
input. The more important factor to measure performance of a method is to
check its forecasting ability of testing samples for actual SSE application.

Table 1 shows the fitting performance of 300 trading days and the prediction
performances of 30 trading days of two models on the opening price on SSE.
Figure 4 shows the forecasting results of opening price of 30 samples about the
two models. From Table 1 and Figure 4, we can see that LS-SVR ensemble model
is superior to SR ensemble model both in fitting and forecasting power.

Table 1 shows that the performance of training samples and testing samples
of LS—SVR ensemble model are better than that of the SR model, which demon-
strates that LS-SVR ensemble model has very strong learning and prediction
capability, and higher prediction accuracy. It is hard to forecast the stock market
in high numerical precision, however, the forecast of the trend of rising or falling
is quite significant to investors F' can describe the trend of the next trading day,
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Fig. 3. The results fitting of 300 sam- Fig. 4. The results forecasting of
ples 30 samples

Table 1. The Evaluation of Fitting and Testing

Performance Model MAPE RMSE TC CC

Fitting SR ensemble 47.76% 78.33 26.67%(80) 0.4561
LS-SLR ensemble 35.28% 26.10 66.67%(200) 0.8439

Testing SR ensemble 79.94% 110.76 23.33%(7) 0.3420
LS-SLR ensemble 26.71% 18.43 73.33%(22) 0.8975

we can see from Table 1 that the LS-SVR model fits correctly 200 times among
the 300 trading days, with an accuracy rate of 66.67%,and predicts correctly 22
of the 30 trading days with an accuracy rate of 73.33%, and it also possesses
good tracking ability of the future. While the SR ensemble model only possesses
a fitting accuracy rate of 26.67%,and its prediction accuracy rate of 23.33%,
which can only predict the basic trend. We can also see that from Figure 3 and
Figure 4.

4 Conclusion

Accurate stock market modeling and forecasting is crucial for many businesses
and financial institutions. The main purpose of forecasting is to reduce the risk
in decision making that is important for financial organizations, firm and private
investors. In this paper, a novel Neural Network ensemble model using Projec-
tion Pursuit Regression (PPR) and Least Squares Support Vector Regression
(LS-SVR) is developed for stock market forecasting. In the process of ensemble
modeling, some important economic factors are selected by the PPR technology
as input feature for NN, the different individual NN models, the PLS technol-
ogy is used to choosing the appropriate neural network ensemble members and
LS-SVR is used for ensemble of the NN to prediction purpose. We establish the
stock market prediction model and predict the SSE Index opening price, closing



8

L. Wang and J. Wu

price. Examples of calculation shows that the method can significantly improve
the system’s predictive ability, prediction accuracy, and with a high prediction
accuracy of the rising and falling trend of the stock market. Empirical results ob-
tained reveal that the proposed LS-SVR ensemble is a very promising approach
to stock market forecasting.
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Abstract. The stability of linear neutral systems with distributed de-
lays is studied in this paper. A new neutral and discrete delays decompos-
tion Lyapunov functional method is proposed. Some stability conditions
are derived. A numerical example illustrates that the stability criteria in
this paper is less conservative than the existing ones. In addition, by us-
ing argumented Lyapunov functional, this method allows the coefficient
matrix of the neutral term to have time-varying uncertainties.

Keywords: Lyapunov-Krasovskii functional, Neutral system, Stability
Uncertainty, time-varying.

1 Introduction

Many practical processes can be modeled as general neutral systems, which con-
tain delays in both its states and the derivatives of its states. During the past
several years, the stability of neutral systems has received considerable attention,
and many results have been developed (see [2H5, [7-12, [14, [15]). As an efficient
tool, the Lyapunov-Krasovskii methodis widely used (see [6]), and the stability
criteria are often expressed in terms of linear matrix inequalities(LMIs)(see [1]).

To decrease conservatism of the conditions, the idea of discretized Lyapunov
approach was applied to study neutral systems which led to much better stability
criteria. Firstly, |[12] applied the idea to investigate the stability of the systems
and obtained discrete-delay-dependent stability criteria. Furthermore, [15] pro-
posed a new discretized Lyapunov functional method and obtained both discrete-
and neutral-delay-dependent stability criteria which are much less conservative
than that in [12]. However, the discretized Lyapunov approach is complicated.
Recently, |[13] proposed a new delay decompositon approach to check the stability
of neutral systems which was very simple, and obtained some less conservative
result. However, both the discretized Lyapunov approach and the delay decom-
position approach were only applied to the neutral systems with mixed delays.

Neutral systems with distributed delays are of importance both in practice and
in theory. Much research has been done in the stability of the neutral systems.
Recently, in |3] and [11], a descriptor system approach was used to investigate
the stability of the neutral system. To reduce the conservatism of the stabil-
ity conditions, in [14], free weighting matrices were employed, furthermore, a

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 916] 2011.
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new modified Lyapunov-Krasovskii functional was constructed. Stability crite-
rion discrete-, distributed- and neutral-delay-dependent was proposed in [14]. To
the best of our knowledge, the stability criterion in [14] is the least conservative
among the existing ones.

The aim of this paper is to further reduce the conservatism of the stability
conditions for the linear neutral system with distributed delays. To this end,
the approach of delay decomposition is applied. The reduced conservatism is
illustrated in a numerical example.

2 Problem Statement

Consider the following neutral system with discrete and distributed delays:
z(t)—CH)z(t—71)=A{)x(t)+B@{)z(t—h) +D(t)f:ﬁrx(s)ds, (1)
x(to+0) =¢(0),¥0 € [—max {7, h,r},0].

where z(t) € R™ is the state vector, the time delays 7 > 0, h > 0 and r > 0 are
assumed to be known, the ¢(¢) is the initial condition, A(t), B(t), C(t) and D(t)
are matrix functions with time-varying uncertainties, that is,

A(t)= A+ AA(t), B(t)= B+ AB(t),
C(t)=C+AC(t),D(t)=D+AD(t).

where A, B, C, D are known real constant matrices , and AA (t), AB (t), AC (t),
AD (t) are unknown matrices, which be described as

[AA(t) AB(t) AC (t) AD (t)] = LF (t) [E. Ey E. E4],

where L, E,, Ey, E., E; are known real constant matrices, and F(t) satisfies
IE ()|l <1 for any given t. Assume that the matrix C(t) is Schur stable.

3 Main Results

In this section, we employ both the delays bi-decomposition approach and the de-
lays N-decomposition approach to derive some new and less conservative stability
criteria. We begin with the discrete and neutral delays bi-composition approach.

3.1 Stability Analysis for the System without Uncertainties
First, consider the nominal system of (), that is the system

{;’U(t)Ci(tT)—Ax(t)Jer(th)+tht_Tx(s)ds7

z(to+60)=0¢(0),V0 € [-max {7, h,r},0]. @

For the stability of system (), we have the following result.

Theorem 1. For given scalars 7, h,r > 0, the neutral system (2] is asymptot-
ically stable, if there exist symmetric matrices Pi1, Poo, P33, Pya, L+, Ly, pos-
itive definition matrices Q,, Qn, @r, R+, Ry, R, Wy, W, U, and any matrices
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Pia, P13, Py, Pa3, Py, P4, ST, 80 (6,§ = 1,2), M;(i = 1,...,10.) satisfying the
following LMIs

L, | Ln L L
P+ 77+ 5 Pro— 7 Pig— 3 Py

* Py + [;_T Pa3 Py
* * Ps3 + th Psy >0, ®)
* * * P44
ST, ST
_ o _ 1,1 21,2
STST( ! S§’2>>07 (4)
T Sl 1 S{LQ
Sh == Sh == ’ h, > 07 (5)
* 52’2

1o 31405617218 9 (2910
k (29 (203 (2940205206 (227 (208029 O

* ok (233 (234 0235 236 (237 (238 (239 (2310
* * * .94,4 .94,5 94,6 .94,7 94,8 0 0
0— x ox ok ok (5005602057 (258 (259 (2510 <0, (6)
k ok % ok % (56827 (28 26,9 (2610
* * * * * * (27 0 O 0
* * * * * * x (g 0 0
* * * * * * * x (g O
% ok k% ox ok k% (o0
where

D1 =Pu+PL+Q, +Qun+Q - —fn - 57 4+ 51
—2Wr 2 ATMT + My A+ U,
Do=Ph+ " +ATM], (0 3=PL+ " +ATM] + M,B,
Q4 =Pu+ATM] +M\D, §5=P1—M +ATMZ,
91’6:P12+M10+ATM(?7 91’7:P13+ATM$,
hg=—Pyu+ }?f + Ap Mg, $19=57,+ 2‘1/7 + AT M,
Q00 =5y + ZV;‘L/" + ATM, 20 =-Q,— " — S3 2
(23 =MyB, (4= MyD, 295 = Pl — Mo,
(256 = Py + M>C, (227 = Pag, (228 = —Pay,
Q9= (=5T,)", Q3= —Hn S35 —Qn+ MsB+ BT M,
234 2]\431)—%—311]\457 {255 ZPIZI; —]\43—|—BT]\45T7
236 =P+ M;C+ BTME,  237= P35+ BT MYT,
258 =—Py+BTMI, (259=BT"MTI, 2310 = (=57 ,)" + BT M{j,
Q4=-Y+MD+D"MI, 45=Pl— M+ D"MT,
246 = Pd, + MyC, 247 = P}, 248 = — Py,
Q55 =hRy, + TR, + R, + JW, + "W), + L, + L, — M5 — M7,
95,6 = Ms;C + Mga 95,7 = 7M’?7 95,8 = 7M8Ta 95,9 = *Mg;
.95,10 = —Mlj(;, QG,ﬁ = —LT + MGC' + CTMg, 96,7 = CCF]\47T7
QG,S = C(Tj\fsT7 .96,9 = CTMJ, 96,10 = C'T]\411;)7 9777 = _Lh7
(38 = —Rf —Qr, 299 = SQT,Q - f,1 - 3Ww 10,10 = 53,2 - S{L,l - ;QLWh-
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Proof. Construct a Lyapunov-Krasovskii functional candidate as
V=WVi+V,+V.+V, (7)

where

Vi =€TPEW), €T = [T () T —7) 2Tt = h) [ 2T (s)ds |,
Pyy Pip Pig Py

* Poy Po3 Poy

* * P33 P34 ’

* % x Py

Voo = [ 2 (s)Qa(s)ds + [0 [, 2T (s)Ux(s)ds
+ff T(r—t—&-s) T (s)Ryi(s)ds,
Vi = [, 2T (s)Qna(s )ds+ftt_gyT(s)Shy derft o &7 (s) Ly (s)ds
+ft—’2‘ 5 t+s)'T( YWra(s ds—&—ft L (h—t 4 8)iT (s)Rpi(s)ds,
V. = f:ﬁT 27 (s)Q~ ds—|—ft . 2T (8)S,2( )ds—&-f;h i1 (s)Lpa(s)ds
H’LE(Q 7t+s) T ()W, x( )ds + [} (1 —t+5)iT (s)Ri(s)ds,

y"(s) = [27(s) 2T (s — )], 2"(s) = [aT(s) " (s~ 3)] .

The time derivative of V' along the trajectory of system () is given by

P

V=Vi+Vi+Vi+V,+7. (8)
where

v= 2TM (Am(t) + Ba(t—h)+ D [1 a(s)ds — i(t) + Ci(t — T)) —0,
MT = [M{ My M5 M{ M5 M6 M7 Mg Mg Mo ],
¢t = [a:T(t) wT(t—T ft LT dsac (t)

T (t—71)&T(t —h) xT(tfr) mT(tf Dt t—"1].

When the LMI (@) is satisfied, we have V < 0.
On the other hand, we have

V) > §T(t)15£( D4V + [ 2T ()Qna(s)ds [ y7()Shy(s)ds
+f: n( t+s) T(s)Rn(s derf:_;QL(g —t+8)2T (s)Whi(s)ds ©)
+ft Lz (8)Qra(s ds—l—ftZE 2T (5)S2(s)ds
+L4T7t+@ @ﬂhﬂﬁ@+ﬁiﬂ;waMWQW4@Ms

where . . . .
P+ 77+ 5 Pro— 7 Pig— " P
L.
o * Py + 7 Pz Py
P= Ln
* * P33 + h P34
* * * Py

The resulting inequalities are just the LMIs in (3)-(6). The proof is thus complete.
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Next, we’ll apply the approach of N-decomposition with N a given positive
integer to derive more general result. Choose the following Lyapunov-Krasovskii
functional for system (2])

Vi) =Vi+ Vo + Vi + ‘77, (10)
where
Vi —ft LT (s)Qna s)ds—&—ft v (s)Shy(s d5+ft L 37 (s)Lyp(s)ds
ol *t+@f<>wa«k+J;n ~t+ 9T (@)l
Vi = ftt_T 2T (s s)ds+ft ZT(s)S:2( ds+ft o &1 (s) L (s)ds
+ . t+8)xT( )R, d5+ft_;v Tt )i (s)Wod(s)ds

T0) = (10 70 ) a0 ).

O) = (27(0) 7O = F) - aT(0— T

Similar to Theorem 1, we can obtain the following stability criterion.

Theorem 2. For given scalars ,h,r > 0, the neutral system (3) is asymp-
totically stable, if there exist symmetric matrices Pi1, Pao, P33, Pya, L+, Ly, pos-
itive definition matrices QT,Q;L,QT,RT,R;“RT,Wh,WT,U, and any matrices

Pia, P13, Py, Pa3, Py, P4, S}, ST,(i < jii = 1,2,...,N = 1;j = 2,...,N),
M;(i=1,...,6 +2N.) satisfying (Eﬂ) and the LMIs
STy Sg,z Sg,zv
x 554 S
Sy = ST = A ) (11)
* oK Sk
ST1 572 ST N
* 539 S3Nn
S, =87 = N . >0, (12)
* ok SJTV,N
A 23R4T
w( ! %2)<0, (13)
where
[(1,1) 210 213 Q14 15 16 17 15 (1,9) (1,10) ]
* (oS3 (204 (25 (206 (207 (s 229 (2510
* ok (33 (234 (235 (236 (237028 239 (2310
x ok ok 4 5 Q46 247 248 0 0
o= | 0 F (5,5) 256 257 M58 (259 2510
! ok ok x kg6 (%7 825 269 210
* * * * * « (77 0 0 0
* * * * * * * (g O 0
¥ ok % ok ox o+ % % (9,9 0
o+ o« ox x % % x %k (10,10)
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[(1,11) (1,12) --- (1,2N +5) (1,2N +6)
(2,11) 0  --- (2,2N +5) 0
(3,11) (3,12) --- (3,2N +5) (3,2N +6)
0 0o - 0 0
g — | (5:11) (5,12) - (5,2N +5) (5,2N +6)
127 1(6,11) (6,12) --- (6,2N +5) (6,2N +6) |’
0 0 - 0 0
0 0 - 0 0
(9,11) 0 --- (9,2N +5) 0
|0 (10,12) - 0 (10,2N +6) |
(11,11) 0 .- 0 0
o (12,12) - - 0 0
Wy = : S : : ;
* * - (2N +5,2N +5) 0
* e * (2N +6,2N + 6)

where . " .
(L1) =P+ Ph+Qr +Qun+Qp = T = = T .87, + 51,

T

—NWe _ NWh - ATMT + My A+ 10,

(1,9) = ST, + YW + ATMI,  (1,10) = Sty + V) + ATME,
(1L,11) =875 — ATM{,,  (1,12) = Sf 5 — AT M,

(172N + 5) = SI—,N - ATM2TN+57 (172N + 6) = S{L,N - ATM2TN+67
(2.11) = (=S5,)7. (22N +5) = (-S%_,»)7.  (3.11) = BT M,
(Sa 12) = (7SS,N)T + BTM1T27 (37 2N + 5) = BTMQTN-H%

(3,2N +6) = (=Sk_1 n)" + B Mgy 6.

(5,5) = hRy + TRy + rRy + Wr + N\Wh + Ly + L — M5 — MY,
(5,11) = —M{;, (5,12) = =M%, (5,2N +5) = —M3n . 5.

(5,2N +6) = M7y, (6,11) = CT MY, (6,12) = CT ML,

(6,2N +5) =CT My 5, (62N +6) = CT My .

(9,9) =87, —=571— T Wr,  (9,11) =575 — 57,

(92N +5) =57 v — ST n_y,  (10,10) = Sh, — St — Wy,

(10a 12) = 55,3 - S{L,Za (1072N + 6) = SS,N - S{L,N—lv

(117 11) = S§,3 - 55,27 (127 12) = S§,3 - 53727

(2N +5,2N +5) =Sy vy —Sh_1n_1» N +6,2N+6) =Sk v —Sh_1 n_1-

3.2 Stability Analysis for the Uncertain System

In the following, we will give the robust stability condition of system ().

Corollary 1. For given scalars 7, h,r > 0, the neutral system (3) is asymptoti-
cally stable, if there exist symmetric matrices Py1, Pao, P33, Pys, L, Ly, positive
definition matrices Qr,Qn, Qr, Rr, Rp, R, Wi, W U, any matrices P12, Pi3,
Piy, Po3, Poy, P34,S}';,S7,(i < jii = 1,2,...,N —1;j = 2,...,N), M;(i =
1,...,6 +2N.) and a scalar € satisfying (3), (I1), (I2) and the following LMI:

[W’ ML

. —d} <0, (14)
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where ~ _
EZEAOEZEB EZ;EDOEZECO~~ 0

* 0 0 0o 0 O 0---0

* *EIEEB EEEDOE?;ECO--- 0

x % % EgEDOEgEcO---O

U =W+ * * * * 0 0 0---0

* ok ok * *EgECO~~O

* % % * *x * 0---0

: 0

| * * * * * * * ~O_

4 Numerical Example

In this section, we present a numerical example to illustrate the effectiveness
and advantage of the proposed method. Consider system () with

~0.9 0.2 ~1.1-02 0.2 0 ~0.12 —0.12
A= { 0.1 —0.9} » B= {—0.1 —1.1} » O= { 0.2 —0.1}’ b= {—0.12 —0.12} ’

L=I Es=Ep=FEc=Ep=01I, 7=0.1.

Let N = 2. When r = 0.1, the upper bounds of h that guarantee the stability
of system computed by the methods in [3], [11] and [14] are 1.1, 1.2 and 1.3,
respectively. By Theorem 3 in this paper, the upper bound of h is obtained
as 1.9. When h = 0.1, the upper bounds of r that guarantee the stability of
system () calculated by the methods [3], [11] and [14] are 6.2, 6.4 and 6.6,
respectively. By our method, the upper bound of r is greater than 100. When
taking 7 = 1,h = 1, by our method, the upper bound of r is obtained as 6.5. One
can see that our method is less conservative than the previous ones. Applying

Table 1. the upper bound of hpqe. for different N > 2

N 2 3 4 5
hmax 1.9 2.3 2.6 2.9

Corollary 1, setting r = 0.1, we calculate the upper bounds of h for different N
and list the results in Table 1.

5 Conclusions

The problem of the stability for linear neutral system with distributed delays
has been investigated. A new delays decomposition Lyapunov functional method
has been proposed for study the stability problem. First, we have employ the
neutral and discrete delays bi-decomposition Lyapunov functional method and
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neutral and discrete delays N-decomposition Lyapunov functional method to de-
rive stability criteria for the neutral systems without uncertainties; second, we
obtain the robust stability criteria for the neutral systems with time-varying un-
certainties. A numerical example is given to show that our method is less than
the existing ones.
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Excellent Talents in University under Grant No. NCET-10-0097, and Sichuan
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Abstract. Artificial neural networks (NN) can be used to model complex
relations between inputs and outputs or to find patterns in data. When dealing
with time series the process of prediction with NN has to be adopted to take into
account the temporal characteristics of the data. A variety of different aspects of
designing NN based forecasting models were introduced, and the most common
way of dealing temporal data is by using sliding window. This paper presents a
work where NNs are used to forecast stock market prices. We analyze which
models are more adequate for different companies from Balkan stock
exchanges and determine if there are possible relations among them. Unique
aspect of our approach is that we experimentally determine optimal sliding
window parameters and optimal number of hidden neurons for the appropriate
companies. Also we try to emphasize the main reasons that influents on the
forecasting stock market prices.

Keywords: artificial neural networks, forecasting financial time series, stock
exchange, backpropagation, sliding-window, machine learning.

1 Introduction

In recent years artificial neural networks (NNs) have shown significant results in
forecasting time series. Main reason for applying NNs in forecasting time series are
their theoretical capabilities like nonlinear function approximation [1, 2]. Despite
their theoretical capabilities and successful applications, NN are not yet established as
a forecasting methods in business practice. In fact, forecasting with NN is a process of
trial and error.

The stock movement prediction has been at focus for years since it can yield
significant profits. Merging NNs like a powerful tool for time series data forecasting
and stock market prediction as a target one can obtain interesting results. Forecasting
stock market prices with NN based models was and still is a challenge for many
researchers [3, 4, 5].

If we analyze the recent research of usage of NNs in forecasting financial time
series, we can find interesting papers related with the NN best practices for
forecasting financial time series. The state-of-the-art survey of NN applications in

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 17-24] 2011.
© Springer-Verlag Berlin Heidelberg 2011



18 M. Janeski and S. Kalajdziski

forecasting is presented in [2]. According to [2] main unsolved mysteries in
forecasting time series data with NNs are: how NNs model autocorrelated time series
data, how to systematically build a NN based model for forecasting tasks, what is the
best training method for forecasting tasks and what are the best pre- and post-
processing techniques. Most significant recommendations of NN based financial time
series forecasting are given in [6]. They propose and give detailed explanation of
almost unified procedure in modeling NNs for forecasting financial time series.
According to [7], NNs are suitable for financial forecasting and marketing analysis.
One of their [7] main conclusions is that final forecasting model should not be one.
There should be proposed several best models in order to provide more accurate and
more precise forecast of the future. That is because only one case of success, one
model on one time series, does not mean it will be successful in the future. A detailed
presentation of applying NNs for stock market prices forecasting is given in [8].
There is provided theoretical background of modeling NNs and an attempt to build
stock buying/selling alert systems is made. Besides the good application of sliding-
window one disadvantage in this work is that NN models are only tested with one
company from one stock market. These papers [2, 6, 7, 8] have a big influence on our
work, especially on selecting the optimal procedure and parameters for modeling NN's
for forecasting tasks. Our models are based upon the procedure in [6, 7] because is
closest to some systematically modeling of NNs for forecasting and some of the
parameters like selecting input variables and sliding —window sizes were adopted
from [8].

The stock market time series data taken in row format are not much useful for
forecasting purposes. In forecasting, attributes as a different time series data are
highly correlated. Also they are autocorrelated with error and noise and is almost
impossible to determine which attributes and preprocessing techniques give more
suitable forecasting. Therefore when dealing with forecasting algorithms, a great
amount of time should be spent for efficient data preprocessing. Data preprocessing
techniques are one of the most explored in recent research [9, 10, 11]. Crone in his
research [9] is stating that data preprocessing is still process of trial and error but his
recommendations are that simpler techniques give better results than more
complicated. When dealing with financial time series, data deseasoning and data
detrending are two most used techniques, but there isn’t a general rule which can be
applied in general and in our model. Zhang in his research [10, 11] is stating that there
are some improvements when using deseasoning and detrending but the process of
defining the most adequate preprocessing technique is still process of trial and error.

From the related work one can conclude that NNs have good performances in
forecasting tasks but there are still unsolved tasks like defining optimal NN topology,
preprocessing techniques, training strategy and so on. In this paper we propose a NN
based models for forecasting stock market prices evaluated on real time series from
different Balkan stock markets. More specifically, we will experimentally evaluate
NN models with various NN topologies and sliding-window sizes, and we will
determine the best NN models for optimal forecasting Balkan stock exchanges. The
experimental results will provide insights on models performance and the
relationships among them.

This paper is organized as follows: section II presents the application of NN based
model for forecasting several companies from Balkan stock exchanges. In section III
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experimental design and the results are obtained. And finally, with section IV we
conclude the paper and provide some directions for future work.

2 Application of NN Model for Forecasting Balkan Stock
Exchanges

In the literature there is almost a unified procedure for designing NN model for
forecasting stock prices. Kaastra in his paper [6] has elaborated the mayor issues in
designing the NN model. There are several modifications of this procedure, but in
general, the following issues need to be considered during the design of a NN model
for stock prices forecasting:

Defining the input and output data

Determining the proper data preprocessing

Choosing the network architecture and specifying the training algorithm
Determining the training and testing strategy

Determining the optimum network topology

Evaluating the results

Some of them are problem related like output goal and input data, for some of them
there are empiric recommendations like network architecture and training algorithm
and some of them like determining the optimal network topology and training and
testing strategy are still process of trial and error.

2.1 Input and Output Data

Success in designing a NN depends on a clear understanding of the problem.
Knowing which input variables are important in the market being forecasted is
critical. In forecasting stock market prices there are a lot of variables, but determining
the proper input variables is always a hard issue. The input variables used in our
model are the same as in [8].

Table 1. Input variables

Variable Description
O; the opening price of day i
Oi.1 the opening price of day i—1
Hi the daily high price of day i—1
L the daily low price of day i—1
Ciy the closing price of day i—1
Ciz the closing price of day i-2
Vi the trading volume of day i
M, the 5-day momentum of day i-1( C;.;—Ci.)
O; the opening price of day i

There are several reasons for choosing these input variables. First of all, there are
models that use these input variables and have very good performance [8]. Second,
these variables are typical technical variables, which mean that can be easy
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formalized for automated decision support. And third and most important is that
these variables are available for every company from every stock exchange which
makes the proposed model generic and suitable for forecasting stock prices from
different companies from Macedonian and other Balkan stock exchanges. Input
variables in the proposed model are shown in table 1. Among them there is only one
derivative variable and that is 5 day momentum of the closing stock price of the
previous day.

Like is mentioned above, defining the output data is problem related issue. Our
target is to forecast stock price, so output data is presented by stock closing price of
next day. There are also approaches where the output data is classified in mean of
buy/sell signals. That signals are further used in trading strategies. Our model has
regression task, to strictly determine the next day closing stock price.

2.2 Data Preprocessing

Once the attributes are selected they should be adequately preprocessed in order to
achieve higher quality and reliable predictions. Data preprocessing refers to analyzing
and transforming the input and output attributes to minimize noise, highlight
important relationships, and detect trends and seasons of the variables to assist the
neural network in learning the relevant patterns. In our model we are using linear
scaling in range [-1, 1].

2.3 Network Architecture and Training Algorithm

In the literature, feed-forward multilayer perceptron and radial-based neural networks
are the most used for forecasting stock market prices. Both of them have advantages
and disadvantages. In our model we are using multilayer perceptron neural network.
Backpropagation algorithm is used as training algorithm, which is one of the most
used for tasks like this [2], besides his disadvantages like converge to any local
minimum on the error surface, not guaranteed convergence and etc. The default
values of the learning rate (0.35) and momentum (0.4) provided in [8] were adopted.
These parameters can also be experimentally defined but theirs effect on the network
generalization performance is already known and therefore were excluded from the
experiments.

2.4 Training and Testing Strategy

The training and testing strategy is probably the most important issue in designing a
NN. Choosing the appropriate size of the training set is task that has big influence on
the generalization capabilities on the NN and is highly dependent on the nature of the
observed time series. Moreover, even if the network can converge, it may have
learned some historical patterns that may no longer be effective because the market
conditions have already changed too drastically. The use of the sliding-window
approach allows for the fact that the prediction model may change over time. That
means the trained network that was optimal in the past may not be optimal any more.
In the experiment phase five companies from different Balkan stock exchanges
where selected. Three of them “Komercijalna Banka” (KMB), “Makedonski
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Telekom” (MTEL) and “Toplifikacija” (TPLF) are from Macedonian Stock
Exchange, “Hrvatski Telekom” (HRT-H-A) from Zagreb Stock Exchange and
“Magyar Telekom” (MTELEKOM) from Budapest Stock exchange. These companies
were selected because they are one of the most successful in the appropriate stock
exchanges and appropriate industries. Historical data was taken form official stock
exchange’s web sites. The data sets are consisting of four year period, November
2006 — October 2010, expect for HRT-H-A were data set is consisted of three year
period, November 2007 — October 2010, because HRT-H-A has started trading on the
Zagreb Stock Exchange on October 5, 2007.

A sliding window approach [8,9,13] was adopted for training and testing. The most
significant thing in our training — testing strategy is defining the optimal training and
testing sliding window size. That means how many values one should look in the past
to reasonable predict the future. The work presented in [8, 9] has similar practical use
of sliding window where testing sliding window size is one month, while the training
sliding window size is six months. In our case we adopted one month length for
testing sliding window size. For defining the optimal training sliding window sizes
several experiments were performed. Lack of recommendations in literature and
different time series from different companies were the main reasons. Some time
series are more stationary, other less and therefore different training sliding — window
sizes are needed in order to proper train the NN.

2.5 Network Topology

Defining NN topology parameters is related with the problem of the observed domain.
Network topology parameters are consisting of number of layers, number of hidden
neutrons number and the number of input and output neutrons. Because the number of
input and output variables are already defined with the attribute selection process the
only thing remaining is the number of hidden layers and the number of hidden
neurons. Theoretically, a neural network with one hidden layer with a sufficient
number of hidden neurons is capable of approximating any continuous function. In
practice [2], networks with one or two hidden layers are used in 90% of the cases.
Large number of hidden layers than two can make the neural network time consuming
and over fitted, which means that the network has too few degrees of freedom and
memorize general patterns. In our system we used one hidden layer with different
number of hidden neurons which was part of the experiments. Despites the lot of
experiments in determining the optimal NN topology there is no magical formula for
this task. In [8], there are several methods but most of them did not answer the
problem in complete. We have used the following equation:

k=i*n-1,i=1,2,3... (1

where i = 1, 2, 3... and n is the number of input neurons, to provide the initial
topology for the experiments. We have tested with following NN topologies: 8-7-1, 8-
10-1, 8-14-1 and 8-21-1.
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2.6 Evaluating the Results

Results from the experiments will evaluated with two metrics: mean square error
(MSE) and mean absolute error (MAE) in order to provide more appropriate analysis
on the results.

3 Experiments and Results

In our experiments, we have tested with 4 different NN topologies and 5 different
training sliding-window sizes, in total 20 different models for companies with four
year data sets (KMB, MTEL and TPLF) and with 4 different NN topologies and 3
different training sliding-window sizes, in total 12 different models for HRT-H-A,
due to lack of historical data.

Results with MSE and MAE are shown in Table 2 to Table 5, respectively. In
general, there are two main trends that can be extracted from the results. First one is
that for this kind of modeling, models with larger training sliding — window size have
better performance than the ones with smaller training sliding-window size, but not
the largest ones.

Table 2. TPLF MSE/MAE Errors

# hidden neutrons 3 months 6 months 12 months 18 months 24 months
7 0,009/0,047  0,003/0,028 0,002/0,029  0,001/0,026 0,001/0,025
10 0,008/0,044  0,003/0,029 0,002/0,031 0,001/0,026  0,002/0,029
14 0,01/0,047  0,003/0,028 0,007/0,032 0,008/0,031 0,002/0,029
21 0,008/0,046  0,006/0,036  0,002/0,03  0,004/0,034  0,002/0,03

Table 3. KMB MSE/MAE Errors

# hidden neutrons 3 months 6 months 12 months 18 months 24 months
7 0,065/0,009 0,072/0,076  0,007/0,039 0,036/0,056  0,007/0,045
10 0,113/0,12  0,037/0,078  0,005/0,044 0,05/0,06 0,032/0,066
14 0,101/0,11  0,491/0,167  0,009/0,047 0,011/0,062 0,033/0,069
21 0,07/0,105 0,512/0,16  0,014/0,053 0,331/0,053 0,079/0,076

Table 4. MTEL MSE/MAE Errors

# hidden neutrons 3 months 6 months 12 months 18 months 24 months
7 0,077/0,117  0,053/0,081 0,171/0,094  0,024/0,065 0,378/0,164
10 0,554/0,252  0,032/0,075  0,038/0,07 0,021/0,07 0,05/0,081
14 0,857/0,27  0,146/0,093 0,458/0,104 0,101/0,108 0,782/0,233
21 0,993/0,271 0,164/0,121  0,854/0,122  0,135/0,095 0,099/0,119

Table S. MTELEKOM MSE/MAE Errors

# hidden neutrons 3 months 6 months 12 months 18 months 24 months
7 2,062/0,664 2,431/0,553 0,527/0,289  0,166/0,225 0,217/0,236
10 1,506/0,59 1,855/0,524  0,342/0,302  0,150/0,246  0,152/0,24
14 0,988/0,517 2,012/0,633 0,715/0,422 0,417/0,324  0,188/0,248
21 3,157/0,877 2,040/0,625 1,703/0,568 0,235/0,294  0,209/0,263
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Second trend is that models with smaller number of hidden neurons have better
performance than the ones with larger number of hidden neurons. These trends are
mainly manifested at TPLF, MTEL and MTELEKOM. There are deviations from
these rules. They are evident at KMB, where best model has 10 hidden neurons and
12 months training sliding-window size.

Additional thing that can be noticed from the results is the value of the MSE and
MAE. Results from TPLF are significantly smaller than KMB, MTEL and
MTELEKOM for the respective NN models. For example, the best TPLF model for
MSE is 150 times better than the best MTELEKOM model. This situation is a result
of the different stationary of the appropriate time series.

Original close prices of MTEL and MTELEKOM stocks are shown on Fig. 1.
Different stationary of the time series is obvious. The effect of the noise in the data is
also important thing that can be analyzed on appropriate figures. The world economic
crisis (autumn 2009) is one of the main turnover points in the time series among the
all companies. On MTEL time series (Fig. 1), the dividend payout days are also
turnover points that add noise to the data which makes the appropriate time series
more difficult to predict. Unlike the others MTELEKOM original price movement
(Fig. 1) is fulfilled with daily deviations and is quite different from the others
observed companies.

MTEL Original Price in test period MTELEROM Original Price in test period

Fig. 1. MTEL and MTELEKOM original price in test period

Main motivation for this paper was to determine whether there are any
relationships between the models of the observed companies. From the results on
Table 4 and Table 5 and Fig. 1 one can conclude that besides the different stationary
in the time series of MTEL and MTELEKOM same models have the best results.
Actually, one can conclude that maybe there is a relation between these time series,
but to extract rules of this kind there should be made additional experiments which
will be part of the future work.

4 Conclusion and Future Work

In this paper we have presented design and implementation guidelines details of a NN
based model for forecasting Balkan stock exchanges. Our work has been motivated by
the theoretical properties of NNs in time series prediction and by challenge of
the idea to predict stock prices. Our main contribution was to experimentally evaluate
the optimal parameters of such a forecasting system like sliding window size and
number of neurons in the hidden layer of the neural network.



24 M. Janeski and S. Kalajdziski

We have evaluated our proposed model based on the historical data from Balkan
stock exchanges in period of four years. Testing process included testing with
different NN topologies and different sliding window sizes. The testing has shown
interesting results. First of all there were extracted several trends that appeared in the
results. Then MSE and MAE values were discussed and were selected main reasons
for the obtained results. At the end were discussed possible relationships between
related companies trading on different stock markets.

The future work will be focused on several targets. First of all, another more
market related input variables will be considered, in order to provide more optimal
models in a matter of shorter training sliding window size. For example, current input
variables [8] are selected for dynamic stock markets with high daily deviations.
Balkan stock markets are more static. Idea is that input variables that represent larger
period of time will produce models with smaller training sliding window size. Second
idea is to involve semantics in the models, which will provide semantic information to
the neural network, and we expect that this will result in better generalization
capabilities of the models.
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Abstract. This paper investigates an algorithm to the robust fault detection and
isolation(FDI) in robot manipulators using Neural Networks(NNs). Two Neural
Networks are utilized: the first NN (NN1) is employed to reproduce the robot’s
dynamic behavior, while the second NN (NN2) is used to achieve the online
approximation for fault detection and isolation. This approach focused on
detecting changes in the robot dynamics due to faults. An online monitoring is
used not only to detect faults but also to provide estimates of the fault
characteristics. A computer simulation example for a two link robot
manipulator shows the effectiveness of the proposed algorithm in the fault
detection and isolation design process.

Keywords: Neural Network, Fault Detection, Fault Diagnosis, Nonlinear
Model.

1 Introduction

Various approaches to the fault detection and isolation in robot manipulators and
nonlinear systems have been proposed recently. The nonlinear observer scheme is
considered by using sliding mode[1], a differential-geometric approach to the fault
diagnosis[2]. A residual generation for robot system based on unknown input or
output have been considered [3-4], and the nonlinear observer are given [6-7,12]. The
design and analysis of the fault detection and isolation in nonlinear system have been
described [6,8]. Adaptive and online approximation has been given to approaches the
nonlinear fault diagnosis [5-8,11-12]. In these techniques, an adaptive and online
approximation is used to approach the fault function. Nowadays, with the advances of
hardware and software, we can apply the high computation techniques such as neural
network [5-12], adaptive fuzzy neural network [10] to fault diagnosis. In the robot
system, the uses of neural network to diagnosis have been considered in [5,7,9,10,11].
The problem of identification for nonlinear systems using neural network are
described in [18]. Moreover, robotic system faults often cause unpredictable nonlinear
changes in the dynamics of the system; thus, this paper suggests a scheme for online
detecting and approximating this type of fault.

In this paper, a model-based FDI scheme for robot manipulators using NN is
proposed. We used NN for two purposes: first, a NNI1 is trained to reproduce the

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 25-B3, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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robot’s dynamic behavior. Second, NN2 is used for online approximation the changes
in the robot dynamics due to faults. They are used not only for fault detection but also
for fault isolation.

The organization of this paper is as follows: in section 2, the robot dynamics and
faults are investigated and problems are given. In section 3, the structure of the used
NN is described. The fault detection and isolation schemes are described in section 4.
Simulation results on two link robot manipulator are used to check the effectiveness
of algorithm given in section 5. Section 6 includes some conclusions.

2 Problem Formulation

Consider a robotic manipulator is described as follows:

G(t)=M"(q)[z(1)~V, (q(t),q()q(®)

ey
—F(q()-Gq() —7,O]+ 7t ~T)§(q.4.7)

Where q(t)=[ql(t),qz(t),,,,,qn(t)]TeEK” are the joint coordinates, M (q(t)) is the

inertia matrix of the robot manipulator, V,,(g(?),q(t)) represents Coriolis and

centripetal force, F(g(t))is the friction matrix, 7, is a load disturbance matrix and

G(q(t)) is the vector of gravity terms, the term @(q,q,7)€ R" is a vector which
represents the fault in robot manipulator, y(t —T)e€ Rrepresents the time profile of
the faults, and T is the time of occurrence of the faults.

Let v= c']T , we can rewrite (1) as:

V=M (g0)z() =V, (q(0),41))4q()
—F(q()-Gq)~7,0)]+ ¥t -T)¢(q.4,7)

Changes in robot dynamic due to faults can be expressed as nonlinear functions of the
positions and velocities of the joint and the torque inputs to the actuators. The
following assumptions[5,7,9] are made in the construction of the robot manipulator
estimation and learning throughout the paper.

(@)

Assumptionl: the robotic states and controls are bounded before and after the
occurrence of a fault, i.e., g(t),g(t)e L .

Assumption2: the modeling uncertainty is represented by friction component
F(g(t)) and load disturbance matrix 7, is bounded:

M (@D (G@) -7, (0] < (g4, 7.0) V(q.4. 7)€ D,V1 =20 ()
We let the time profile matrix be a diagonal matrix of the form:

y(t=T)=diag{y,t-T),...7,(t-T)} 4)
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Each time profile component }; is assumed to be of the form:

__J0 ift<T
7 T)_{1—e-"’f<’—” ift>T ©)

Where ¢; >0is an unknown constant that represents the evolution rate.

3 Neural Network

Giving xe R are the input, a three-layer NN has a net output given by[17] as
follow:

N, N,
Az =Z WUO'{ZUjkxk +9W}+9wi (6)
j=1 k=1

where o(-) the activation function, Vj the first-to-second layer interconnection
ewm ’

m=1,2,.., are threshold offsets and the number of neuron in layer /is N, ,with N, the

weights, and w; the second-to-third layer interconnection weights. The 6,

number of hidden-layer neurons. The activation function o(-)is selected:
1

1+ % - sigmoid

o(z)=

We denote x =[xyxx;...5y " as the input, y=Inyaen, " as the output, the

weights matrix w’ :[wl-j] v :[ij] , the input x include the threshold vector

[901902...90N2]T as the first column of V' , then:

y=W'o(V" x) @)

4 Fault Detection and Isolation Architecture

4.1 Robot Dynamic Model

In this section, The NN1 is used to reproduce the robot’s dynamic behavior; the
procedure is performed when the robot is in normal operation.

When the robot is in normal operation, the dynamics of robot dynamic can be
written:

Vi=M"(gO)r(t) -V, (q(t),§(1))q(t)

(®)
—F(q(1)-G(q(1)—7,(1)]
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From (9), the input data Xare chosen: ¢,¢,7 , and the output y is g =v". Given
input-output data ( x;, y; ) are obtained when robot is healthy, and then finding the best
MLP network is formulated as a data fitting problem. The parameters to be
determined are (Vij Wi 6,,.,6,,,)- The procedure is shown in [16]. After finding the
best MLP network, we obtained NN1 is the estimated model of robot dynamic. The
estimated model can be written:

V=W o x) ©)

Fig. 1. Fault detection and isolation scheme

4.2 Fault Detection and Isolation Scheme
From (2) and (8), the formulation (2) can be rewritten:

V=v"+p1-T)¢(q.4.7) (10)

Based on (10) and (11), the observer is chosen as follow:

v=v +¢(q,4,7,W,,V,) (11)
Where Vis the estimate of V, V'is the output of NN1, which is estimate of V*, ¢3is
an online approximation model, Wz,‘}z represents a vector of adjustable weights of the

online approximation. A key to online approximation ¢3by using neural network, and
Wz»‘}z are the weights of NN2.

From (10) and (11), the error dynamic can be described as below:
V=—V"+0(q,q,7.W,,V,) — ¥t —T)$(¢.4.7) (12)

Where v =v-vand V =v V" present the error between the nominal model and
the estimated model (NN1). Corresponding to no-fault situation, the initial values of
the adjustable weights W,,v, are chosen in order to satisfy that:
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¢3(q,c'],T,W20,V20)=0 , from this initial condition, we need to adjust the neural

weights to minimize the error between y(t—T)@(g,q,7) and é(q,q,r,wz,\%) over all

input. The tuning weight and adaptation algorithm for NN2 are taken from[17]. From
[17], the NN weight tuning is provided:

W, = F67" — F6 'V, xi" —kF || W, (13)
V, =Gx(& " Wyr) = kG ||V, (14)

With any constant matrices F = F’ >0,G =G’ > 0 and scalar design parameter
k>0.

Fault Isolation policy: the NNI is used in our work to reproduce the robot dynamic.
The NN2 is employed to identify the unknown faults function, the output of NN2 is
the model of faults function (Fig.1). When the robot normally operation, the output of
the NN2 is small (approximate zero), and it is used to choose threshold. When the
fault happens, the NN2 output is nonzero so that it overshoots the threshold. This will
be used to detect, isolate and identify the type of faults function.

5 Simulation Results

In order to verify the performance of our proposed fault diagnosis scheme, the two
link planar robot manipulator is given as an example to illustrate the FDI scheme for
robot manipulator. Simulation results are presented in this section, the link parameters
of the manipulator are given in table 1.

Table 1. Manipulator parameter

j=1,2 Link 1 Link 2
link's lenghts a;(m) 0.5 0.5
link's weight m;(Kg) 10 7

The dynamic of robot manipulator:

- . 7,
{ ‘}:M[”‘}Vm{f‘} ‘ (15)
7, 4> 5 Ty,
Where M is given by:
_ (m, +m, )al2 + m2a22 +2m,a,a,c, 17126122 +m,a,a,c,

M

2 2
m,a, + m,a,a,c, m,a,



30 M. Van, H.-J. Kang, and Y.-S. Ro

And V,, is given by

vV = m,a,a,(2q,q, + qg)sz +(m +m,)ga,c, +m,ga,c,,

m .2
mya,a,q, s, +m,8a,c,

where ¢; =cos(q,),c, =cos(q,),c;, =cos(q,+q,), s =sin(q,), s, =sin(g,). We
assumed that the robot has the following modeling uncertainties such

-
I
a) Joint angle of link 1 a) Joint angle of link 1 a) Joint angle of link 1
M N
! U 1
b) Joint angle of link 2 b) Joint angle of link 2 b) Joint angle of link 2
: =
i I |1
¢) NN2 outputl ¢) NN2 outputl c) NN2 outputl

|

PO e e v e " um

d) NN2 output2 d) NN2 output2 d) NN2 output2

Fig. 2. Joint angles and NN2 Fig. 3. Joint angles and NN2 Fig. 4. Joint angles and NN2
outputs when nonfaulty outputs when F1 happened outputs when F2 happened

At first, robot in normal operation situation is considered, the simulation results for
joint angles and NN outputs are shown in Fig.2. We can see that the NN2 outputs
remain close to zero (Fig.2 ¢),d)), that demonstrate there is no fault in the system.

In order to check the identification capability of the proposed NN for some
types of fault, we applied some types of fault. Firstly, we supply a fault
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F =10; 20(}14 +ql3 +qf +c'11]T so that an abrupt fault happens at t=4s and finishes at
t=12s. The response of the joint angles and Neural Network outputs are shown in
Fig.3. Fig.3 shows that the types of fault F| are detected and isolated. Secondly,

when the fault F, =[2cos(q'2);O]T happens, the joint angles and NN outputs are
shown in Fig.4. Fig.4 verifies that the fault F2 is detected and isolated. Thirdly, we
generate a fault F; = [20c}14 +c}13 +qf +q'1;1051n(q2)]T happens, the joint angles and
NN outputs are shown in Fig.5 that indicates the fault F3 is detected and isolated from
the proposed algorithm.

o ; T :

a) Joint angle of link 1 b) Joint angle of link 2

- ;
5 o e — H
¢) NN2 outputl d) NN2 output2

Fig. 5. Joint angles and outputs when F3 happened

6 Conclusions

A model-based FDI scheme for robot manipulators using NN is presented in this
paper. In this model, two functions of NN are proposed: the first reproduce the robot’s
dynamic behavior as the estimated robot dynamic model and other for online
approximation the changes in robot dynamic due to faults as online monitoring, which
is used not only for fault detection but also for determination of the fault
characteristic. A computer simulation for a two link robot manipulator shows the
effectiveness of the proposed algorithm in the fault detection and isolation process.
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Abstract. The paper introduces an approach for high resolution radar target
recognition by BP neural network. To solve the problem of sensitivity
characteristics of HRRP, some preprocessing measures are taken, which
enhances the signal-to-noise ratio effectively. Some features such as general
central moments and distribution entropy of HRRP are extracted to form a new
feature vector. A back-propagation (BP) neural network classifier is designed
and trained to discriminate three kinds of target from each other, having as
input the extracted features vector. Experiment results demonstrate that the
method can improve the target classification performance efficiently and
effectively.

Keywords: high resolution range profile (HRRP), target recognition,
preprocessing, BP Neural Network, feature vector.

1 Introduction

High resolution range profile (HRRP) is based on the target scattering-center model.
When the bandwidth is wide enough, the echo of target’s backward electromagnetic
dispersion forms a magnitude profile in the radial direction at radar sight which is
called one-dimensional high resolution range profile. The range profile provides the
distribution situation of target scattering-points in the range direction, which
represents the potentially discriminative information on the geometry structure of
target. HRRP is sensitive to the aspect angle. There exists phenomena of scattering-
points’ motion through range cell and flicker effect due to larger aspect variation[1].
Because HRRP is the sum of complex magnitude of echoes of target in certain range
bin, when the targets’ carrier frequency varies, the variation of echo phase will result
in fluctuation of HRRP. To deal with the problem of aspect, translation and
magnitude sensitivity of HRRP, preprocessing is the effective method generally used.
Some feature extraction methods such as central moment property based one, average
HRRPs based one and minimum entropy rule based one are used for RATR[2,3,4]. To
improve recognition rate of RATR, several features are combined together to form a

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 33-B9, 2011.
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feature vector. The new feature vector not only reflects the detailed structure property
of target, but also enhances the identification rate of classification. The paper shows
an approach for high resolution radar target recognition by BP neural network.

2 Process of BP Neural Network Based RATR

RATR is attributed to the process of deciding the category, type and property of a
target according to certain decision criterion. Fig.1 shows the general processing
flowchart of BP network based RATR. First, the radar echo signal is preprocessed,
which consists of FFT, covering HRRP by a window in frequency domain, range
profile aligning, power transformation, HRRP normalizing, etc. Then a set of target
features are extracted. The feature vector sets are fed to a BP neural network. The BP
neural network acts as a classifier and is trained to discriminate different kinds of
target[4,5].

Ingut HRRP . Features BP neural classes
Preprocessing [————  — :>

extraction network classifier

Fig. 1. The general processing flowchart of BP network based RATR

3 Target Features Extraction of HRRP

For a typical high resolution radar (HRR), the target echo energy is distributed across

many range cells because of the physical target size compared with the radar

resolution. In this case the target cannot be processed by point target detector[1].
Suppose the HRRP of target echo is:

X =[a(),a(2),a(3), - a(n)- a(N)]" (D

Where 4(p) is the complex magnitude of target echo in the n™ range cell. N is the
length of range corridor.

3.1 Preprocessing

Suppose the pulse repetition frequency (prf) of HRR is r (Hz), 3db beamwidth of the
antenna is @, (°), the rotation speed of antenna is g (°/s). Then the number of pulses
containing target echoes equals to

M = ' @)

The received signal is converted to digital samples with the sampling rate N. Suppose
the number of the echoes is M, then we get the radar echo matrix A,,,. The HRRP of
A,.n can be got by taking the FFT of the return signal.
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To solve the problem of amplitude sensitivity, the HRRP is normalized to remove the
influence of the gain of radar receiver amplifier. Normalizing A,,, ,the HRRPs matrix
P ... is got, each row of the matrix represents one HRRP , that is the matrix X.
Considering the problem of aspect and translation sensitivity, when the MTRC
appears, motion compensation is executed on the echo of scattering-points falling in
the same range cell. Then the HRRPs are made range-profile-aligning.

Power transformation is defined as

y(n)=a(n)*,0.1<a £0.4 “4)

where g(n) is the magnitude of target echo in the n™ range cell. After the nonlinear
transformation, the HRRPs’ distribution in feature space is better fitted by Gaussian-
distribution. Therefore Gaussian classifiers can be used to make target recognition[3].

3.2 Feature Extraction

Considering the aspect sensitivity of HRRPs, we get range profiles in a small aspect
angle to guarantee that the HRRPs remain relatively stable. After Preprocessing, some
target features can be extracted. The average HRRPs will be got easily.

(1) Center Moment Feature

In digital image processing, region moment interprets a normalized grey-level
image function as a probability density of a 2D random variable. Moments can be
used for binary or grey-level region description. A moment is dependent on scaling,
translation and rotation. As for RATR, center moments are translation invariant
features which reflect the geometry shape information of target.

For the one-dimension normalized HRRP matrix X, its central moments of order k
is given by

N
m, = Z na(n) Q)
n=1
5 6
mk:Z(n—ml)ka(n) (6)
n=1
where k=2,3,.....,K. m; is the 1" origin moment, that is the centroid of HRRP. my

denotes the k™ central moments. Obviously the origin moment is associated with the
shift of HRRP. The high order central moments play the role of compensating the
shift influence of HRRP, but they are sensitive to the fluctuation of HRRP. Gentle
undulation of echoes especially those in the range cell far away from the centroid of
HRRP will lead to greater variation of the high order central moments[2,6]. To
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guarantee the robust characteristics of central moments, we define a general high
order central moments, which is expressed as

N 1/k
mk:[z (n—ml)"a(n)] (7
n=1
where k=2,3,.....,K. The general high order central moments can reduce the large

dynamic range of previous one, thereby can fall its sensitivity resulted from the
fluctuation of HRRP.

(2) Entropy Feature

In each HRRP, the echoes of scatters fall in several range cells. The change of
elevation angle or azimuth of target as well as the interference of environment noise
will result in the amplitude fluctuation of HRRPs in time domain. To describe the
scattering property of target in every range cell, entropy feature is utilized.

In information theory, entropy can reflect the average randomness of a sample set
of random variables, which is often used for measurement of uncertainty. The entropy
of even distribution is the largest, whereas the entropy of concentrative distribution is
smaller than that.

For each normalized HRRP P(m, n), n=1,2,.....,N N is the dimension of the range
profile, its distribution entropy is written as:

Hm) = —Z p(m, n) * log( p( m, n)) ®)

where m=1,2,...... M M is the number of HRRPs. H(m) can reveal the distribution
property of scattering-centers of the m ™ HRRP. For different targets, larger entropy
means the scattering-centers are distributed evenly in the range corridor. Smaller
entropy reflects that the scattering-centers are of concentrative distribution in the
range corridor. For a target within the same azimuth sector, its distribution entropy of
HRREP is related with signal-to-noise ratio. The HRRP with larger distribution entropy
means it is contaminated seriously by noise, so the signal-to-noise ratio of the echo is
lower. Fig.2 and Fig.3 show separately the HRRPs with the largest and the smallest
distribution entropy of jet J-8II when its azimuth sector is between 30° and 33°.
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Fig. 2. The HRRP of J-8II with the largest entropy Fig. 3. The HRRP of J-8II with
the smallest entropy
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It can be seen that the HRRPs of the same jet within the same azimuth sector
change along with environment and the HRRP with larger distribution entropy is
contaminated more seriously by noise. So we come to a conclusion that the
distribution entropy feature of HRRP can reflect the scattering property of target well.

4 BP Neural Network Classifier

As for RATR, Classifier designing is a tough task, as well as an important step in
pattern recognition. A back-propagation (BP) neural network is designed and trained
to discriminate three kinds of jets from each other, having as input the extracted
features vector.

The block diagram of the preprocessing, the feature extractor and the BP neural
classifier is showed in Fig.4. The BP network classifier is of the multilayer perceptron
architecture. The number of units in the input layer depends on the number of HRRPs,
into which the extracted features of the HRRPs are fed. The number of hidden
neurons is selected experimentally by means of training a set of networks with the
number of hidden neurons varies from 4 to 10. The choice of output neurons is based
on the type of targets identified.

HRRPI
—
features extraction

J—
features extraction

HRRP20
[
features extraction

2’{’{'/&1 ;
G
L7
y =

hidden layer output layer

input layer

Fig. 4. Diagram of the BP neural network architecture

As concerns the input layer, the important work is deciding reasonable number of
components for features vector to ensure effective classifying and to prevent

overfitting of the network. For each HRRP, three features are extracted. Suppose the

1 2 39T 1 2 3
XX, 1 where X, 0 X, 0 X,

m?> " m?

feature subunit of the m™ HRRP is s(m) =[x
represent three feature components separately which are the 1™ origin moment, the
2™ general central moment and the distribution entropy of the m™ HRRP. All feature

components of HRRPs are taken as input of neurons in the input layer.
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The hidden layer is composed of 4 to 10 nodes with sigmoidal activation. The
output layer is made up of three nodes with sigmoidal activation to discriminate three
different jets that are J-7G, J-81II, J-10S. We define z,, z,, z; as the outputs of the
network. The weighs in the network are adjusted by means of training procedure to
make sure [z, z, z3] =[1,0,0], [0,1,0], [0,0,1] corresponding to target J-7G, J-8II,
J-10S respectively.

5 Simulation Results

In the anechoic chamber, we measure the echoes of three target models. Assuming
prf=900hz, 6, =3°,¢9S =90(°/s), elevation angle 6=10°, azimuth angle ®= 0°:90°, we
can get 30 HRRPs for each scan. Firstly, preprocessing is made sequentially for the
HRRPs. Then for each HRRP, three feature components are extracted in turn, from
which a feature vector is resulted. For every 3° azimuth interval, we choose randomly
20 feature vectors to form a training samples set and a testing sample set respectively.
The 20 feature vectors are fed to the input layer of the BP neural network.

We trained separately the set of neural classifiers with 4-10 hidden nodes by the
same data set. The simulation result is as Table 1:

Table 1. Recognition rate of BP neural network with different hidden nodes

Number of Type of jet model
hidden nodes J-7G, J-8I1 J-10S
4 95.5% 95.3% 95.2%
5 95.8% 95.6% 95.4%
6 96.1% 95.8% 95.5%
7 96.8% 96.4% 95.8%
8 97.5% 96.8% 96.3%
9 97.2% 96.5% 95.9%
10 96.7% 96.2% 95.6%

ROC curve
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Fig. 5. ROC curve of the network with 8 hidden nodes
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The results reveal that the BP network can provide a correct recognition rate of
about 95.8%. And the network with 8 hidden neurons exhibits the best classification
performance. The ROC curve of the network with 8 hidden nodes is shown in Fig.5. It
can be seen that the probability of detection is very high and stable, exhibiting good
classification accuracy.

6 Conclusion

To solve the problem of sensitivity characteristics of HRRP, sequential preprocessing
are made, which enhances the signal-to-noise ratio effectively. Three feature
components are extracted from each HRRP respectively. The BP neural classifier
with three layers is tested by the measured data of three jet models. The recognition
behaviour of different BP network with 4-10 hidden nodes is analyzed. The
experimental results show the method proposed has excellent performance.
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Abstract. A hybrid clustering algorithm based on the artificial immune theory
is presented in this paper. The method is inspired by the clone selection and
memory principle. The problem of local optimal can be avoided by introducing
the differentiation of memory antibody and inhibition mechanism. In addition,
the K-means algorithm is used as a search operator in order to improve the
convergence speed. The proposed algorithm can obtain the better data
convergence compared with the K-means algorithm based clustering approach
and artificial immune based approach. Simulate experimental results indicate
the hybrid algorithm has a faster convergence speed and the obtained clustering
centers can get strong stability.

Keywords: immune principle, clustering algorithm, K-means, hybrid algorithm.

1 Introduction

Clustering analysis is a powerful information processing method. In all of the cluster
analysis methods, C-means algorithm (HCM) and Fuzzy C-means algorithm (FCM)
are most widely used. However, these two kinds of methods in clustering process are
easy to fall into the local extreme value point and sensitive to initial data. Meanwhile,
these two clustering analysis algorithms are only suitable for dealing with globular or
ellipse data since their clustering validity depends on the distribution of samples. K-
means algorithm[1-2] is also called hard C-means clustering algorithm. This
clustering algorithm is a classical method for solving the problem of clustering which
is simple, high speed, strong power of local search ability, etc. Although it has many
advantages in dealing with clustering, it has the disadvantages like the C-means
algorithm, such as the executing result of k-means algorithm is sensitive to initial
conditions. Furthermore, this algorithm is normally based on objective function and
gaining extremum value by adopting gradient method, so it is easy to drop into
minimum value, even appearing degradation answer or no answer. The clustering
algorithm [3] based on genetic algorithm( GA) can be used to solve the problem of
initial value sensitive, consequently obtain the global optimal solution more likely.
But when the sample number, category and dimension are too many, it is difficult to
guarantee the genetic algorithm to obtain global optimal solution from each operation.
In such situation, genetic algorithm usually gets into precocious phenomena.

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 40-46] 2011.
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Artificial immune system (AIS)[4-5] is a kind of computing paradigm which is
inspired by the theoretical biology. The biological immune system function, principle
and model are referenced in this system so that it has the strong learning ability,
identification and distributed associative memory and feature extraction ability. In a
word, it can be used to solve complex problems.

In order to settle the clustering shortcomings above, referenced the immune cells
cloning and memory in the biological immune system [6-7], affinity maturation, and
combined with the mechanism of k-means algorithm, a new hybrid clustering method
based on the immune theory is proposed in this paper. The problem of local optimal
can be successfully avoided through the memory cells inhibit the antibodies
effectively. Compared with the K-means clustering algorithm approach, the proposed
hybrid algorithm can make the convergence quicker and more effectively converge to
the global optimal solution.

2 The Principle of Artificial Inmune Algorithm

The immune system is an organization institute which has immune function. The so-
called immune function is a physiological response, that is, the antigen material from
own or outside body can be recognized by the organism and then cleared by the
antibodies, as a result, the relatively stability of the organism can be retained. In the
clustering analysis based on artificial immune theory, it is necessary to treat the
objective data as antigens and the clustering centers as antibodies. The clustering
process of the data is that immune system continuously produces antibodies, and the
antibodies recognize the antigens, finally produce the best antibody to capture the
antigens.

The thought of immune clustering algorithm is like this: every antibody can
recognize near space antigens, it also means that whether the antigen can be
recognized by the antibody is determined by the affinity of them. If the affinity of the
antigen and antibody is bigger than a threshold, it means the success of recognition.
Otherwise, it needs to select the best antibody to clone and mutate, then a new
antibody sets is obtained. In fact, this approach aids to search the better center near
the maximum affinity data to get the more optimal center. When the antigens still can
not be recognized by the better antibody, the only way is to choose the best antibody
to clone and mutate, preferential recognize and do circulation K times. In case, the
antigen can not be recognized in the end, then the antigen should be regard as a new
antibody directly. The immune clustering algorithm reaches end if all the input
sample data sets have finished studied.

The proposed hybrid algorithm based on immune theory is an improvement of
previous general immune algorithm. This paper adopts the mechanism of memory cell
and inhibition cell differentiation and the producing of antibody is controlled by the
inhibiting cell. It is effective to prevent the reproduce of memory cell and thereby
improved the solution search efficiency.



42 Y. Zhou and Z. Hu

3 K-means Clustering Algorithm

K-means clustering algorithm is a kind of mainstream iterative decline clustering
method. The core thought of this algorithm is that the data objects are divided into
different clusters through iterative computing, thus, the smallest object function can
be got consequently, and the generated clusters can be compact and independence as
possible.

This algorithm process can be described like that each cluster center is moved
repeatedly to minimize the total measurement inner the cluster (e.g., distance and
similarity). Specifically speaking, set a sample for x, (i = 1,2...n), given a group of

initial centerc, (i =1,2...n) , this initial center can be randomly chosen from the data
samples. Afterwards, K-means algorithm executes the following steps alternatively:
firstly, finding out the nearest clustering center for each sample X; , secondly,

computing the means of the cluster data and this new means vector become the new
center of this cluster. This process continuously repeats until the objective function
reaches convergence. In general, the objective function uses mean-square error
principle, the definition is like this:

0=1/) > Di(c,.x) (1)

k pcCy
In Eq (1), the distance between data X; to the clustering center C, is expressed as

D, (c,.x,) s it is usually Euclidean norm. K-means algorithm is used as a search

operator which is called K-means arithmetic operator. This design can accelerate the
convergence speed of the hybrid algorithm.

4 The Description of Hybrid Algorithm

Assuming data set for the sample size as n, setting the dimension of the sample as /
the clustering number as c. This algorithm can be described as following:

Step 1: Affinity value computation

In this algorithm, the individual data adopts float encoding based on clustering centers
and each antibody S is consisted of c¢ clustering centers, so the antibody can be
expressed as float code string, the length is ¢ X/ . The fitness function of antibody also
means the affinity function of antigen and antibody. The affinity function /3, can be

get from the objective function, it is expressed as this:

ﬂ,=1/Q=1/Z ZDi(Ck’xx) (2)

k pcCy

In Eq(2), Q is the means square error function, as for the K-means algorithm, the
individual with a small Q value(that is, the sum of discrete degree within class is
small ) has a big fitness value and has a good clustering effect.
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The similarity degree between the antibodies is reflected by the affinity value
between the antibodies. When the antibodies are more similar, and the affinity value
between them is much larger, conversely, the affinity value is smaller. Set a; as the
affinity value of the i—th input data x; between the j—; data centerc;, «; is
defined as:

1
a; = i=12..N,j=12..H
Yol |x, ( / ) 3)

In Eq (3),the distance between two antibodies adopts Euclidean distance.

Step 2: Memory cells and the inhibition of cell differentiation
The antibody concentration y, can be calculated by the following formula:

Sij
! N
1 o, 2t
S, = 5
! 0 otherwise ©)

In the Eq (4), f, is the threshold, N is the population size, that is the number of

antibody in the antibody sets. In this way, if the concentration reaches a degree, the
similar antibodies can be considered as the same antibody.

When the concentration ¥, of one antibody i exceeds the threshold 7, , this

indicates that this antibody has the absolute superiority in the antibody population
size. In other way, this antibody reaches a relative optimal. The memory cell can be
produced at this time which is used to record the optimal antibody in this local area.
Because of the limited amount of memory cells, when the number of memory cell
reaches the upper limit M, computing the affinity value between the preserved and
differentiated antibodies. The memory cells with high affinity will be replaced by the
new differentiated cells. At the same time, the memory cell can be seemed as
inhibiting cell, and the antibody and inhibiting cell with high adhesion will be
restrained by following antibody survival rate calculation.

The main idea of adopting memory cell as inhibiting cell is to ensure the new
antibody no longer drop into the original local optimal.

Step 3: Antibody survival rate computation and survival choices

Survival choices can be come out by the method of Roulette law, that is, according
the elimination rate, the antibodies which have low Survival rate may be eliminated.
Therefore, the eliminated antibodies are replaced by some individuals that are
randomly produced. This process is named immune complement. When the bonding
force of antigens and antibodies is bigger, the Survival ability of antibody is stronger.
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However, when the bonding force of antibodies and inhibiting cells is bigger, the
Survival ability of antibody is weaker. As a result, the similar antibodies can inspire
each other and improve Survival ability each other. In this way, the convergence
property of the nearby optimal point can be improved.

k

[Ta-»

e =A (©)

N
7,2 A
i=1

LA Bz
Y 0 otherwise @)

In Eq (6),¢; is the antibody survival rate, Al. is inhibiting cell number, k is the

inhibition index, it can be taken for 1, in Eq(7),7, is the affinity threshold.

Step 4: Cross and mutation
The definition of gene matching cross operation based on most neighboring law is: set

two Chromosomes as [, =c"c{"..c!” and llzcl(z)céz)....c,iz , these two

Chromosomes are used to be crossed. Choosing each ¢ 1y in [, cross with ¢ (5 that
is closest fromc, (1), this process is called ¢ (1yand ¢ () matching. During the genes
i i J

matching, in order to keep the genes of ; and ;, matching with each other, the pairing
of gene would no longer take part in the Subsequent matching. Then the [, is given a
new order /, according to the order of genes matching. Finally choosing the cross

point randomly to carry out the single cross, and the new individuals ll'and 1, can be
obtained.

The operation of mutation must follow the gene position. The float-point number
in each gene position makes random mutation according to mutation probability, and
the mutated gene position can be replaced by a random number which is evenly
distributed in the mutation scale. However, the mutation scale is inversely
proportional with the individual fitness value.

In this algorithm, the eliminated antibodies are replaced by some new produced
antibodies that are randomly produced. In addition, for the surviving antibodies and
the newly produced antibodies, copying quarter of the antibody sets, supposing the
one with high expectance may be chosen, and the pairs of antibodies continue to cross
and produce new antibodies. To the new antibodies, the genes are changed according
to the pre-settable mutation rate and mutation operation approach. The flowchart for
the hybrid clustering method is following:
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Fig. 1. The flowchart for the hybrid clustering method

S Simulation Experiment

Do simulation experiment under the environment of VC++ and MATLAB and based
on the algorithm of K-means and hybrid clustering respectively. The parameters
settings are: cross probability P =(.2; mutation probability p =0.02; mortality rate

P, =0.2; concentration threshold , —=0.5; Affinity threshold t =09; t, =0.5,

memory cells quantity M =30, population size Ny =20. Algorithm iterative 50 times is
over. The experimental data adopts Iris3 Fisher with plant 150 sample data and does
20 times test, each of the samples for four dimension vector respectively represent
four attributes plant. Two algorithms run separately 20 times, compute the maximum,
minimum and average distance of within clusters g_and the distance between

clusters p, . Experimental results are as following, the times in the table refer to the

iteration times when the algorithm achieves optimal solution.

Table 1. The results of clustering based on different algorithms

Algorithm E,max E, min E,avg D, max D, min D,avg T
K-means algorithm  11.569 6.387 8.987 6.097 3.625 4.861 32
Immune algorithm 11.402 6.186 8.532 6.465 3.896 5.153 26

Hybrid algorithm 11.013 5.943 8.483 7.032 4.072 5.602 19
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The perfect result of clustering algorithm is to obtain the minimal distance within
cluster and the maximal distance between clusters at the same time. From the data in
the table above, it can be analyzed that the standard K-means algorithm is sensitive to
the initial center, so that it is easy to drop into local optimal and converge too early
and appear premature convergence if the center choose not correctly. The proposed
hybrid clustering algorithm proposed in this paper is superior to K-means algorithm in
global searching ability. Therefore, the obtained clustering results can get stronger
stability, and the randomly distributed data clustering has obvious superiority.
Meanwhile, from the solution of achieving optimal iteration times, the proposed
algorithm with less average iteration times than K-means algorithm when obtaining
the optimal value, obviously, the proposed algorithm has a faster convergence speed.

6 Conclusion

In this paper, the principle of artificial immune is applied for the data clustering and
the proposed algorithm shows its superiority in acquiring global optimal solution. The
hybrid clustering algorithm based on artificial immune is that considering K-means
algorithm as a search operator, On the basis of simulating evolution algorithm, the
immune memory, inhibiting cells and immune complement operator are added in the
algorithm, as a result, this algorithm can search the global optimal quickly and
effectively. The experimental tests indicate that the proposed hybrid algorithm is
superior to the performance of k-means algorithm and artificial immune algorithm.
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Abstract. In this paper, we focus on the problem of unsupervised clus-
tering of a data-set. We introduce the traditional K-Means (K-means)
cluster analysis and fuzzy C-means (FCM) cluster analysis of the prin-
ciples and algorithms process at first, then a novel method to initial-
ize the cluster centers is proposed. The idea is that the cluster centers’
distribution should be as evenly as possible within the input field. A
“Two-step method” is used in our evolutionary models, with evolution-
ary algorithms to get the initialized centers, and traditional methods to
get the final results. Experiment results show our initialization method
can speed up the convergence, and in some cases, make the algorithm
performs better.

Keywords: Clustering, K-means, fuzzy C-means, Genetic algorithm,
Particle Swarm Optimization.

1 Introduction

We consider the general unsupervised clustering problem, i.e., given a set of data
points, to find a method to classify all the data points into a number of clusters,
say, k clusters.

As a main tool of unsupervised learning, cluster analysis has been widely used
in data mining and pattern recognition. It is one of the most basic and common
problems in fields like pattern analysis, data mining, document retrieval, image
segmentation and decision making, etc.[I][2]

Former experts proposed some methods clearly to solve this problem, among
which, K-means is the most celebrated and widely used clustering technique[I] [2]
while the Principal Direction Divisive Partitioning (PDDP) algorithm is a re-
cently proposed technique[3][4] [5][6].

In this paper, we propose a novel and simple method to initialize the cluster
centers. In our experiment, this indeed make the convergence speed faster.

2 Related Work

There are many methods to do clustering, among which, K-means and FCM are
the most classical methods. Some existing evolutionary algorithms can be used
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for improving the precision of clustering. Although the traditional K-means and
FCM are both simple and algorithms for fast convergence, they can be trapped in
local optimum easily while Genetic algorithm and Particle Swarm Optimization
algorithm have a strong universal, with the characteristics of global optimization.

2.1 Traditional Clustering Method

K-means is the most celebrated and widely used clustering technique[I] [2][7][S]
[9][I0]. The basic steps of K-means are: initialize the k cluster centers, classify
every object in the data set into the nearest cluster, then update the cluster
centers by averaging the objects belonged to each cluster, do these again and
again until convergence.

This algorithm aims at minimizing an objective function:

N k )
T=3"S" (e — ¢l? (1)

i=1 j=1

where k stands for the number of clusters, N for the number of objects, ¢; is
the center of the jth cluster. It can be proved that K-means will terminate after
some steps, but it may not get the optimal solution. Sometimes it terminates in
a local optimal point, for example, a saddle point.

Fuzzy c-means (FCM)[II] is a method of clustering which allows one piece of
data to belong to two or more clusters. The relationship between objects and
clusters can be described by the membership matrix:

1,1, T1,2, " T1k
r21, 72,2, "~ , T2k
N2, TN,2, ", TN,k

where r;; denotes for the possibility that object ¢ belongs to cluster j. It is based
on minimization of the following objective function:

N k
=202 rllws el 1 <m <o @

i=1 j=1

where m is a fixed parameter.

2.2 Genetic Algorithm

Genetic algorithm (GA)[12] is a highly parallel, random and adaptive search-
ing algorithm that is developed by drawing lessons from natural selection and
evolution mechanism of nature. It can be divided into three steps: selection,
crossover and mutation. To use a genetic algorithm, you must represent a solu-
tion to your problem as a genome (or chromosome). The genetic algorithm then
creates a population of solutions and applies genetic operators such as mutation
and crossover to evolve the solutions in order to find the best one(s).
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2.3 Particle Swarm Optimization

Particle swarm optimization (PSO)[I3] is a population based stochastic opti-
mization technique developed by Dr. Eberhart and Dr. Kennedy in 1995, inspired
by social behavior of bird flocking or fish schooling.

Each particle keeps track of its coordinates in the problem space which are
associated with the best solution (fitness) it has achieved so far. (The fitness
value is also stored.) This value is called pbest. Another “best” value that is
tracked by the particle swarm optimizer is the best value, obtained so far by any
particle in the neighbors of the particle, called lbest. When a particle takes all
the population as its topological neighbors, the best value is a global best called
gbest.

3 A Novel Method of Initializing Cluster Centers

We assume that every cluster follows a Gauss distribution, and the peaks dis-
tribute uniformly in the input domain. An example of 1-Dimensional data can
be seen in Fig.1.

As K-means and FCM can be trapped by local optimal solution easily, it is
very important to make a good initialization. Following the assumption we set
the initialized centers uniformly distributed in the input domain. When we get
the input data, the first step is to find the minimum and maximum value for
each dimension. Formally, assume the input data is d-dimensional, firstly, we find
two vectors: {min;}¢ | and {max;}¢; standing for the minimum and maximum
values for each dimension. This can be seen as the input domain. For example,
for a 2-dimensional data set, we can get a squared area as the input domain.
When we get the input domain, the initialized centers can be located uniformly
in it. An example of 2-dimensional data of 4 clusters can be seen in Fig.2. Where
the crosses stand for the initialized cluster centers, the dots for the data points
and the square of dashed lines stand for the input domain.

Fig.1. Assumed Distribution of 1- Fig. 2. Initialized centers of 2-
Dimensional Data Dimensional Input Data
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Fig. 3. Flowchart of the GA based clus- Fig. 4. Flowchart of the PSO based clus-
tering algorithm tering algorithm

4 Evolutionary Clustering Models

Familiar with [14] and [I5], we invite some evolutionary algorithms to help find-
ing good initialized centers.

4.1 Clustering Model Inspired by GA

We treat each cluster as a chromosome, and the gene of individual can be rep-
resented by a k X d matrix:

91,1, 91,2, " ** , 91,d

. 92,1, 92,2, " 5 92,d
ind; - gene = .

9k,15 9k,25 " 5 Gk,d

where k is the number of clusters and the data is d-dimensional. As for the
evaluation function, we can use the reciprocal of the objective function of K-
means (or FCM):

1 1
s k i
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The clustering model, which named “GA-K-means” and “GA-FCM”, can be
described as the following flowchart Fig.3, where p,. is the probability of crossover
while p,, is the probability of mutation.

3)

fx) = (4)
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4.2 Clustering Model Inspired by PSO

All the cluster centers are treated as a particle and each particle has its own
position (par;.position), direction (par;.direction) and speed. What they are
looking for is the best position for each cluster center. During searching, every
particle exchanges information with other ones. The fitness functions can be set
the same as GA-based model[16]. Fig.4. describes this algorithm clearly.

5 Experiment Results

5.1 Data and Experimental Setup

We use the Iris and Wine data set as our testing data set. Furthermore, we
select some data points from “Checkerboard”, it is 2-dimensional, making it
visualizable. Iris is perhaps the best known database to be found in the pattern
recognition literature. The data set contains 3 classes of 50 instances each, where
each class refers to a type of iris plant. One class is linearly separable from the
other two; the latter are not linearly separable from each other. The Wine data
are the results of a chemical analysis of wines grown in the same region in Italy
but derived from three different cultivars. The analysis determined the quantities
of 13 constituents found in each of the three types of wines.

The convergence speed of traditional algorithms with cluster centers initialized
arbitrarily and the algorithms with cluster centers initialized by our method
are compared with each other. The parameters in GA are also discussed, and
different algorithms are compared with others.

5.2 Main Result

We choose C++ as the programming Language for the implementation for K-
means and FCM, as well as the GA-based and PSO-based algorithms. The K-
means algorithm with centers initialized randomly is denoted as K-means while
the other one with centers initialized by our method is denoted as Uniform-K-
means. The convergence speed of K-means and Uni form-K-means are compared.
The comparison results can be seen in Fig.5 and Fig.6. In our first experiment,
K-means terminates after 12 steps of iteration while Uni form-K-means termi-
nates after only 5 steps; In the second trial, K-means terminates after 13 steps
while Uni form-K-means terminates after 9 steps. In both experiments, they get
the same clustering precision. We choose Checkerboard data as an intuitive exam-
ple to show the clustering result of FCM,GA, GA K-means and PSO K-means.
In the experiment, GA K-means and PSO K-means get the best result. When
it comes to GA K-means and PSO K-means we use a “two-step” method: use
GA or PSO to get initialized centers, then K-means is used to get the final result.
The final results can be seen in Fig.7. FCM get the wrong result while GA get a
better but not perfect result, however, both “Two-step method” get the perfect
result.
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When it comes to the clustering precision, we get the result shown in Table 1.
The experiment result is obtained from the Wine data set. In this setting, the
GA-based methods get the best result while only Uniform FCM can compete
with them.

Table 1. Clustering Precision on Wine Data Set

Number of correct objects Precision

Uniform K-means 102 57.3034%
Uniform FCM 123 69.1011%
GA K-means 125 70.2247%
GA FCM 124 69.6629%
PSO K-means 117 65.7303%
PSO FCM 122 68.5393%

5.3 Discussion of Parameters in GA

The mutation probability plays a very important role in GA. In our experiment,
we set it from 0.1 to 0.3 and compare the results. The experiment results in Fig.8
indeed tell us something: with the larger mutation probability, the randomness
of genetic algorithms gets larger, the local search capability would be weaker,
and ultimately the optimal target value will be larger.

240 |
_p=03

20 |- - - - p=0.25
bl b p=0.2

i D £=0.15
wfF Yy T p=0.1
160 |-
140 |
120 |
100 |
80 |
60 1 1 1 1 1 1

0 200 400 600 800 1000

Fig. 8. Comparison of Different Mutation Probability. Horizontal axis stand for itera-
tion steps while vertical axis stand for objective function values.
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Abstract. Among all types of production environment, identical parallel
machines are frequently used to increase the manufacturing capacity of the
drilling operation in Taiwan printed circuit board (PCB) industries. So when a
manager plans the production scheduling, multiple but conflicting objectives
are often considered. Unlike the single objective problem, the multiple-
objective version no longer looks for an individual optimal solution, but a
Pareto front consisting of a set of non-dominated solutions. The manager then
can select one of the alternatives from the set. For this matter, our research
aims at applying a variable neighborhood search (VNS) algorithm in the
identical parallel machine scheduling problem (IPMSP) with two conflicting
objectives: makespan and total tardiness. In VNS, two neighborhoods are
defined — insert a job to a different position or swap two jobs in the sequence.
To save the computational expense, one of the neighborhoods is randomly
selected for the target solution which is also arbitrarily chosen from the current
Pareto front. The proposed VNS algorithm is tested on a set of real data
collected from a leading PCB factory in Taiwan and its performance is
compared with well-known methods in the literature. The computational results
show that VNS outperforms all competing algorithms — SPGA, MOGA,
NSGA-II, SPEA-II, and MACO in terms of solution quality and computational
time.

Keywords: Variable Neighborhood Search, Identical Parallel Machine,
Makespan, Total Tardiness.

1 Introduction

The scheduling of drilling operation, one of the key machining operations carried out
in the PCB factories, is a classical type of the identical parallel machines problems.
In order to expand the manufacturing capacity and improve the performance of the
bottleneck workstation, parallel machines are common solutions among all types of
production environment alternatives. For the number of machines greater than two in
a single objective case, the identical parallel machine scheduling problem (IPMSP)
belongs to the class of NP-Hard [1]. Needless to say, when multiple but conflicting
objectives are often the case for a production planning, such problem becomes more
complicated and challenged. Thus very often, a Pareto front consisting of a set of

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 55-62, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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non-dominated solutions will be needed so that the manager can select one of the
alternatives from the set while preparing the production plan. Some recent
applications of identical parallel machines problem with multiple objectives can be
found in [2, 3].

Since the multi-objective IPMSP is considered more difficult to solve, meta-
heuristics become potential candidates for solving techniques. Variable neighborhood
search (VNS), first introduced by Hansen and Mladenovi¢ [4], is one of the lately
proposed metaheuristics. Its main idea is to explore search space based on the
systematic change of neighborhoods, and has been successfully employed to solve
single objective combinatorial problems [4, 5]. While its current applications in
multi-objective problems are considered limited, publications of VNS on
multiobjective optimization can be found in [6, 7]. Therefore, multi-objective
scheduling problems are still fresh areas for VNS. For that, this study aims at
extending the application of VNS to the identical parallel machine scheduling
problems with bi-objective — makespan and total tardiness minimization.

The rest of the paper is organized as follows. Section 2 describes the problem
definition and the basic assumptions of the IPMSP investigated. Section 3 introduces
the detailed procedure of the proposed VNS algorithm while Section 4 discusses the
computational results of case studies that are collected from a leading Taiwan PCB
factory. Finally, the concluding remarks are summarized in Section 5.

2 Identical Parallel Machine Scheduling Problems

The scheduling of identical parallel machines involves the assignment of multiple
jobs onto the system architecture's processing components — a bank of machines in
parallel. While there are n jobs are scheduled for processing on m identical parallel
machines, this study regards two conflicting objectives as the makespan and total
tardiness to be optimized simultaneously. The objectives can be formulated as
follows:
Min C . =Max(C,,C,,C;,....C,) (1)
Min T=>T, @)

i=1
where n denotes the number of jobs and m represents the number of machines. C; is
the completion time of job i, 7, = max{C,. —d,.,O} denotes the tardiness of job i, Cp.x

represents the makespan and 7 denotes the total tardiness over n jobs. In addition,
some basic conditions of the problem are assumed as follows:

(1) All jobs can be processed on any of the parallel machines.

(2) Each of the parallel machines can process at most one job at a time.

(3) Each job has to be processed without interruption on one of the machines, i.e.,
jobs are non-preemptive.

(4) All jobs are independent and available at time zero.

(5) The processing time and the due date of the jobs, the number of jobs, and the
number of machines are given and fixed.

(6) No downtime is considered, and set up time is included in processing time.
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3 Variable Neighborhood Search Algorithm

Hansen and Mladenovi¢ first proposed the VNS algorithm [4]. By employing the
systematic change of neighborhoods, a local search-based VNS is able to avoid being
trapped in the local optimum while attempts to reach to the global optimum. Thus,
with such implementation of the VNS procedure, several issues have to be determined
in advance; for instances (1) what neighborhood structure N, and how many of them
would be adopted; (2) the order of implementation among all N, defined; (3) what
search strategy should be adopted in changing neighborhoods. Lately, Geiger [6]
developed a randomized variable neighborhood search to solve the multiple objective
flow shop scheduling problem. Their VNS algorithm differs from the traditional
single objective VNS algorithms on both random selection of neighborhoods and
arbitrary selection of the base point among the unvisited non-dominated solutions.
That is before conducting the neighborhood search, the base point is randomly picked
from the set of non-dominated solutions not being performed in any neighborhood
search yet. Next, one of the defined neighborhoods is arbitrarily selected and
employed to the chosen solution. After the neighborhood search, the Pareto front is
updated accordingly. This study is mainly based on Geiger’s algorithm, but the
detailed steps are designed according to the characteristics of the bi-objective IPMSP
and will be justified in the following sections.

3.1 Initialization

During the initialization step, a set of neighborhood structures (N;) and the stopping
criterion are first determined. In the proposed VNS algorithm, two different
neighborhood structures (k =1,2) are defined and the details will be introduced in
Section 3.3. The stopping criterion in this study depends on the pre-determined
maximum number of evaluations while the initial solution becomes the original
member of the Pareto front. For that, the initial solution is generated by a two-phase
approach, where a sequence of jobs is generated at random at the first phase, and a
job-machine assignment rule - EAMF (Earliest Available Machine First) is used to
assign jobs to the machines in the second phase. The principle of the EAMF rule is to
assign the unscheduled jobs to the machine available at the earliest time among all
others. For instance, suppose that a sequence of jobs is obtained accordingly as 4-3-
6-2-1-5, with respect to their corresponding processing times shown in Table 1.
Using the EAMF rule, the outcome will be illustrated in Figure 1 where six jobs are
assigned to three machines at different timing.

Table 1. Numerical data of a 6-job example

Jobs 1 2 3 4 5 6
Processing Time 10 25 15 15 5 20
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Fig. 1. An example of the initial solution

3.2 Shaking

The shaking operation, an important role of randomness in VNS, is implemented by
randomly generating a neighboring solution of the current one based on the
neighborhood structure presently visited. By doing this, VNS is able to extend itself
from a purely deterministic local search technique to a stochastic one, i.e. provide a
better chance to avoid trapping in local optima.

Furthermore, to offer a better starting point of neighborhood search in the proposed
VNS algorithm, five neighboring solutions are randomly generated and then the best
one is chosen as the base for the subsequent neighborhood search. Since this study
considers two objectives simultaneously, the best solution here refers to the lowest
values of both makespan and total tardiness among five neighboring solutions. If
some of these five neighboring solutions are non-dominated to each other, one of
them will be selected at random.

3.3 Neighboring Structure

This section depicts two types of neighborhood structures and illustrates each with an
example. The neighborhood structures first involve the change in job sequence, and
then employ the EAMF rule to determine the machine assignment.

oI5 k] 42
al 11}

Fig. 2. An example of neighborhood structure I

For neighborhood structure I (V}), this structure exchanges positions of two jobs in
the sequence and then assigns jobs to machines according to the EAMF rule. To
avoid any possible redundant exchange causing no change in both objectives, the
swap between both jobs located in the first position of different machines will not be
considered. For instance, given the current job sequence as 4-3-6-2-1-5 as well jobs 4
and 6 swapped, the resulting sequence will become 6-3-4-2-1-5. Using the job
processing times shown in Table 1, the current and new schedules are illustrated in
Figures 2(a) and (b), respectively.

In neighborhood structure II (N,), the procedure randomly selects a job from the
sequence, and then inserts this job to a different position in the sequence. As a result,
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jobs in the new sequence will also be assigned to machines based on the EAMF rule.
Similar to Ny, the insert moves may involve job transfer within a machine or between
machines. For instance, given the current job sequence as 4-3-6-2-1-5, job 1 is
selected and inserted to the first position of the sequence which results in the new job
order as such 1-4-3-6-2-5. Therefore, the current and new schedules will be
illustrated in Figures 3(a) and (b), respectively. Although the makespan of the two
schedules is identical, the total tardiness may change since the completion times of
jobs 1, 5, and 6 have been changed.
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Fig. 3. An example of neighborhood structure II

3.4 Pareto Front Update

During the neighborhood search process, the approximated Pareto front, i.e. the set of
non-dominated solutions, is updated using all the new neighboring solutions. To
avoid ignoring or missing any potential solutions that could fit into the Pareto front,
every solution being explored through the VNS procedure will be used to update the
current Pareto front.

4 Case Study

This study implements the proposed VNS algorithm on a set of real data collected
from the drilling operation in a Taiwan leading PCB factory. In this PCB application,
the data are collected from three cases and each case consists of different
combinations of jobs and machines in operation. Namely, Case one operates under 35
jobs and 10 machines, Case two under 50 jobs and 15 machines, and Case three under
65 jobs and 18 machines.

VNS is compared to several well-known multi-objective metaheuristics in the
literature such as MOGA (multi-objective genetic algorithm), NSGA-II (non-
dominated sorting genetic algorithm-II), and SPEA-II (strength Pareto evolutionary
algorithm-II) [2]; some newly reported methods including SPGA (sub-population
genetic algorithm) [2], and MACO (multi-objective ant colony optimization) [3]. To
evaluate the performance of the competing algorithms, the measure DIy that
considers both the convergence and diversification properties of a Pareto front is
employed. DIy originally proposed by Ishibuchi et al. [8] computes the average value
of minimum Euclidean distance formed by each non-dominated solution of the
reference Pareto front to every non-dominated solution provided by a comparing
algorithm. The details of D1 measure calculation can be found in [8]. For the
comparison purpose, the objectives of each test problem are normalized so that
minimum and maximum values of each objective among the reference solution are 0
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and 100, respectively. In addition, the reference Pareto front is generated by the
union of non-dominated solutions of SPGA, MOGA, NSGA-II, and SPEA-II that
search five million solutions separately (provided by [2]).

To compare with competing algorithms, VNS is run 10 times for each case with
different random number seeds and the stopping criterion for all algorithms is set to
one million evaluations. Besides the D1; measures, the CPU time and the number of
non-dominated solutions are also considered for evaluating the performance of each
algorithm. Note that the number of non-dominated solutions obtained by each
algorithm should be only considered as a secondary performance measure, since more

non-dominated solutions don’t necessarily guarantee the higher solution quality of the
algorithm.

4.1 Solution Quality Comparison

Table 2 presents a statistical summary of performance measures for all 6 competing
algorithms over 10 runs. The average (Avg), minimum (Min), and maximum (Max)
values of Dlg, as well the average number of non-dominated solutions in the
approximated Pareto front of the competing algorithm i (denoted by |G, |) are

evaluated among three cases. The best performance meaning the lowest D1y value
and the highest | G, | value in each category is highlighted in bold.

In Case I, the smallest case with 35 jobs and 10 machines, VNS outperforms all
competing algorithms in D1y statistics. Two latest algorithms in the literature SPGA
and MACO perform comparably to traditional multi-objective evolutionary
algorithms such as MOGA, NSGA-II, and SPEA-II. When the case size increases to
the medium size of 50 jobs and 15 machines, similar performance can be found
among algorithms. VNS is still superior to all other algorithms. The performance of
MACO also improves and performs only next to VNS. In Case III, the largest case
with 65 jobs and 18 machines, VNS once again shows its superiority in the
competition. Moreover, the D1 values of most algorithms deteriorate quickly when
the case size increases from the medium (Case II) to the large one (Case III);
however, MACO is the only algorithm to keep the steady performance.

Table 2. Results of performance measures among competing algorithm over all three cases

Case I Case II Case III
Algorithm (35 jobs, 10 machines) (50 jobs, 15 machines) (65 jobs, 18 machines)

Dl G, Dl G, Dl G,

Min | Avg | Max i Min | Avg | Max i Min | Avg | Max i
MOGA 81| 164 | 298| 205 | 17.1 | 189 | 20.7 | 32,6 | 26.7 | 285 | 304 | 319
NSGA-II 52 | 11.8 | 222 | 26.7 9.7 | 11.7 | 138 | 604 | 21.0 | 23.1 | 254 | 65.6
SPEA-IT 48 | 104 | 225 | 26.8 7.7 1 103 | 129 | 41.7 | 17.0 | 189 | 209 | 47.8
SPGA 3.6 5.8 9.3 | 29.9 8.6 9.7 ] 108 | 388 | 179 | 19.0 | 20.1 | 395
MACO 6.7 ] 104 | 164 9.5 7.1 89| 11.1 117 | 11.8 | 137 162 | 112
VNS 0.8 14 2.7 | 36.7 1.2 2.5 34 | 50.6 72 | 11.3 | 163 | 377

When considering the | G, | measure, NSGA-II provides the most number of non-

dominated solutions among the competing algorithms. However, this advantage of
NSGA-II has been offset by the inferiority of NSGA-II solution quality, i.e., the D1g
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value. On the other hand, VNS is able to offer quality and stable number of non-
dominated solutions in all three cases, while MACO obtains the least number of non-
dominated solutions in general.

4.2 Computational Effort Comparison

To evaluate the performance of algorithms, computational effort is another important
measure next to the solution quality. In this study, to conduct a fair comparison, the
stopping criterion of all algorithms is set to one million evaluations at maximum.
Therefore, the computational effort of algorithms will be assessed on the basis of
CPU time spent. The proposed VNS algorithm is coded in Borland 5.0 C++ Builder
on a PC with Pentium4 2.8GB CPU and 512 MB RAM, and MACO is executed in a
Pentium4 3.0GB PC with 512 MB RAM. SPGA, MOGA, NSGA-II, and SPEA-II are
executed in the environment of Pentium4 2.4GB CPU with 512 MB memory. All
algorithms are executed in similar settings.

Table 3 summarizes the average CPU time over 10 runs for all competing
algorithms. VNS consumes the least computational expense while SPEA-II needs the
most CPU time. MACO is the runner-up in the CPU time competition. In addition,
with the increase of case size, VNS and MACO need the least CPU time and their
changes are linearly flat. Meanwhile, SPEA-II is the least efficient algorithms and its
CPU time increases tremendously when the case size increases.

Table 3. Comparison of average CPU time among all competing algorithms over three cases

Average CPU Time (seconds)
Algorithm Case I Case II Case III
(35 jobs, 10 machines) (50 jobs, 15 machines) (65 jobs, 18 machines)

MOGA 14.3 31.3 51.8
NSGA-II 30.9 60.2 97.3
SPEA-II 84.6 110.8 135.7
SPGA 22.6 51.8 88.6
MACO 12.7 21.7 29.5
VNS 114 194 279

5 Conclusions

The facts that multiple, yet conflicting, objectives are often encountered and, even
more so, two conflicting objectives — makespan and total tardiness minimization have
been identified in the PCB industries bring out the significance of this study.
Although an identical parallel machine scheduling problem with multiple objectives
has been discussed in several recent publications, few have implemented the variable
neighborhood search algorithm to solve similar problems. More so, the VNS
algorithm has accumulated some successful experiences on solving multi-objective
problems. Thus, this study attempts to investigate on the VNS algorithm in a
multiple-objective setting. In the VNS algorithm, two types of neighborhoods —
insertion and swap of jobs are defined and random mechanisms are employed for
neighborhood and the base solution selection. Three cases collected from a leading
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PCB factory in Taiwan are used to evaluate the performance of VNS with leading
multi-objective evolutionary algorithms MOGA, NSGA-II, SPEA-II, SPGA, and
MACO in the literatures. Case studies show that VNS is able to provide stable and
superior performance in both solution quality and computational expense.
Furthermore, the simple structure and less number of parameters to be tuned up in
VNS have accentuated its potential implementation in practice.

References

1. Garey, M.R., Johnson, D.S.: Computers and Intractability: A Guide to the Theory of
NP-Completeness. W. H. Freeman, New York (1979)

2. Chang, P.C., Chen, S.H., Lin, K.L.: Two-phase Sub-population Genetic Algorithm for
Parallel Machine Scheduling Problem. Expert Syst. Appl. 29(3), 705-712 (2005)

3. Liang, Y.C., Hsiao, Y.M.: A Multiple Ant Colony Optimization Algorithm for a Bi-
objective Parallel Machine Scheduling Problem in Taiwan PCB Industries. In: The 3rd
Annual Conference of the Operations Research Society of Taiwan, ORSTW074 (2006)

4. Hansen, P., Mladenovié, N., Pérez, J.A.M.: Variable Neighborhood Search: Methods and
Applications. Ann. Oper. Res. 175, 367-407 (2010)

5. Liang, Y.C., Chen, Y.C.: Redundancy Allocation of Series-parallel Systems Using a
Variable Neighborhood Search Algorithm. Reliab. Eng. Syst. Saf. 92, 323-331 (2007)

6. Geiger, M.J.: Randomised Variable Neighbourhood Search for Multi Objective
Optimisation. In: Proceedings of EU/ME Workshop: Design and Evaluation of Advanced
Hybrid Meta-Heuristics, pp. 34-42 (2004)

7. Liang, Y.C., Lo, M.H.: Multi-objective Redundancy Allocation Optimization Using a
Variable Neighborhood Search Algorithm. J. Heuristics 16(3), 511-535 (2010)

8. Ishibuchi, H., Yoshida, T., Murata, T.: Balance between Genetic Search and Local Search in
Memetic Algorithms for Multiobjective Permutation Flowshop Scheduling. IEEE Trans.
Evol. Comput. 7(2), 204-223 (2003)



Adaptive Weighted Fusion of Local Kernel Classifiers for
Effective Pattern Classification

Shixin Yangl, Wangmeng Zuol, Lei Liu!, Yanlai Li', and David Zhangl‘2

! Biocomputing Research Centre, School of Computer Science and Technology,
Harbin Institute of Technology, Harbin 150001, China
? Department of Computing, The Hong Kong Polytechnic University,
Hung Hom, Kowloon, Hong Kong
shixyang@gmail.com

Abstract. The theoretical and practical virtual of local learning algorithms had
been verified by the machine learning community. The selection of the proper
local classifier, however, remains a challenging problem. Rather than selecting
one single local classifier, in this paper, we propose to choose several local
classifiers and use adaptive fusion strategy to alleviate the choice problem of
the proper local classifier. Based on the fast and scalable local kernel support
vector machine (FaLK-SVM), we adopt the self-adaptive weighting fusion
method for combining local support vector machine classifiers (FaLK-SVMa),
and provide two fusion methods, distance-based weighting (FaLK-SVMad) and
rank-based weighting methods (FaLK-SVMar). Experimental results on four-
teen UCI datasets and three large scale datasets show that FaLK-SVMa can
chieve higher classification accuracy than FaLK-SVM.

Keywords: Kernel method, support vector machine, local learning, classifier
fusion, nearest neighbors.

1 Introduction

Local learning algorithms (LLA) [1] are a class of learning algorithms to learn a local
decision function for each test sample for classification. Compared with the global
classifier, the generalization error could be further reduced by proper choice of the
locality parameter in the local classifier [2]. Motivated by the virtues of LLA, several
researchers independently extend support vector machine (SVM) [3] to its local for-
malization, local SVM [4, 5]. Local SVM is superior to SVM, and has been success-
fully applied to object recognition [4], remote sensing [5], and face recognition [6].
However, LLAs have several disadvantages. First, most LLAs are lazy learning
methods. In the classification stage, intensive computational cost usually is required
to determine the locality and to train a local classifier. Second, the choice of the
proper locality parameter and local classifier remains a challenging problem. In order
to enhance the computational efficiency, Cheng et al. [7] proposed a clustering
method, MagKmeans. Recently, Segata and Blanzieri [8] developed a fast and scal-
able local kernel support vector machine (FaLK-SVM) method. Cover trees [9] are
adopted to search the exact nearest neighbors, and a greedy method is used to solve

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 63-d, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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the minimum sphere set covering problem for the characterization of locality for the
pre-computation of the local models [8, 10].

In this paper, we propose an adaptive fusion strategy to alleviate the difficulty in
choosing appropriate local classifier of FALK-SVM, named FaLK-SVMa hereafter. In
FalLK-SVMa, we adopt a self-adaptive weighting fusion method for combining these
local classifiers, and propose two fusion methods, distance-based weighting (FaLK-
SVMad) and rank-based weighting methods (FaLK-SVMar). Experimental results
show that FaLK-SVMa can achieve higher classification accuracy than FaLK-SVM.

The remainder of the paper is organized as follows: In Section 2, we first present a
brief review of the FaLK-SVM method, and then discuss its disadvantages. In Section
3, we introduce our FaLK-SVMa methods. In Section 4, we give our experimental
results on the fourteen UCI data sets and three large scale data sets. Finally, in Section
5, we conclude the paper by providing several concluding remarks.

2 FaLK-SVM

2.1 Brief Survey on FaLK-SVM

FaLK-SVM is a fast and scalable kernel method for pattern classification [8].
Conveniently, let x be a training set {(x;,y,)|i=1,---,N}, where x; is the ith train-
ing sample, y; is the class label of x;, and N is the number of training samples. Let the
number of the nearest neighbors be k. In the training stage, FaLK-SVM chooses
k’<k , and adopts a greedy method to obtain an (approximate) minimal k’-
neighbourhood covering set of centres C Cy [8, 10]. For each center ce C, we
train a local SVM classifier, using the k-nearest neighbors of ¢. Thus ICl SVMs are
trained and | « | is the cardinality of the set. In the test stage, given a sample X, one
can use cover trees [9] to search its nearest neighbors and the relevant model center
located at ¢ with its k training samples {(X, ;,,y, )i =1---,k} . Then the local SVM

classifier in which c is located can be used to classify the test sample x,
k
kKNNSVM, (x) = sgn(z %, Y, i K(X, ), %) +ch , (1)
i=l1

where x denote the ith nearest neighbor of the center ¢, « denotes the local

(D) @
Lagrangian multiplier, and b, denotes the local bias.

In the classification stage, there are two strategies to select the centre ce C. For a
test sample x, one may select the local SVM classifier whose centre ce C is the

nearest centre of the sample x, L Segata and Blanzieri named it as FaLK-SVMc,
FalLK-SVMc(x) = kNNSVM_ (x), where ¢= X 2)

In addition, Segata and Blanzieri propose another strategy, FaLK-SVM, where we

first find the nearest neighbor x" of x from the training set y . If X" is the jth near-
est neighbor of the centre ¢, then we choose the local classifier kNNSVMCm (xm,)(x)

where j,, ., 1s the minimal,
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cnt(x™) = choose ({cz eClx™ = XU,I)})
. . 3
h:min(te{1,~~,k'}lx x", ‘v’c_ieé') )

Te; (1) =
The FaLK-SVM strategy can be written as,
FaLK-SVM(x) = kNNSVM_, (%), where t =x"" . 4)

Based on the local risk minimization theory proposed by Vapnik and Bottou [2, 11],
Segata and Blanzieri further discuss the generalization bounds for FaLK-SVM [8].
Moreover, the effectiveness of FaLK-SVM is also supported by recent theoretical
results on consistency and localizability [12].

2.2 Discussion

Segata and Blanzieri [8] presented FaLK-SVMc and FaLK-SVM, for proper local
classifier and each has own selection strategy for local classifiers. Although Fal.LK-
SVM is superior to FaLK-SVMc in terms of the classification accuracy, one can not
conclude that any of these assumptions are the optimal. Besides, the minimal &’-
neighbourhood covering set may be only approximately optimal due to that the
greedy method is adopted, and this would also make the selection of optimal local
classifier more difficult.

On the other hand, for each centre ¢, using its k-nearest neighbors we train a local
SVM classifier ANNSVM_ (x) to classify the test sample located in the k'

neighbourhood of the centre c¢. Thus, if the test sample x located in the k-
neighbourhood of several centres, maybe it is more appropriate to use all these local
classifiers associated with the centres to classify x.

3 Adaptive Fusion of Local SVM Classifiers

In this section, we first propose an improved FaLK-SVM method, FaLK-SVMa
which select several local SVM classifiers and use a self-adaptive fusion method to
classify the test samples. Then, several model selection issues related with Fal.LK-
SVM and FalLK-SVMa, are provided.

3.1 The Adaptive Fusion Method

In FaLK-SVM and FaLK-SVMc, the local classifier ANNSVM,_(x) is used to clas-

sify the test sample in the k’-neighbourhood of the centre ¢. However, because the
k’-neighbourhood covering set are overcomplete, one test sample may lie in the k'
neighbourhood of several centres {cy, ..., ¢,}. In [8], two strategies select the local
classifier corresponding to the proper one centre. We argue that proper combination
of these local classifiers [13, 14, 15] could further enhance the classification accuracy.

In the classification stage, given the test sample x, we first search the centres {c,,
..., ¢, } where x lies in the k’-neighbourhood of the centre ¢; (i = 1, ..., m). The classi-
fication result of the local classifier corresponding to the centre ¢; is,

¥, =kNNSVM, (x). 5)



66 S. Yang et al.

We propose a self-adaptive weighted fusion method to combine the classification
result y, . Let d; be the distance between the sample x and the centre ¢;. We assign

the weight w; to the classifier kNNSVMc,_ x),

weight, =(1/d,)", (6)
where i = 1, ..., m, and a denotes the weight parameter with the default value 1.0.
Moreover, the normalized weight of each model can be formed as follows,
w, = e, )
Zweighti

i=1
Finally, we classify the test sample x using the weighted fusion of the classifiers
KNNSVM_ (x) ,

m

FOO=2wy, . ®)

Hereafter we name the FaLK-SVMa with the weights defined in Eq. (7) as FaLK-
SVMad.

Actually, there are other choices to determine the weight w;. Let X" be the nearest
neighbor of x from the training set. Suppose X" be the kith nearest neighbor of the
centre ¢;, one can define the weight w; as,

w :M, 9)

2.(1/k;)

j=1
where a denotes the weight parameter with the default value 1.0. Here we name the
FalLK-SVMa with the weights defined in Eq. (9) as FaLK-SVMar. In [8], experimen-
tal results show that the FaLK-SVM strategy achieves higher accuracy than the
FaLLK-SVMc strategy. Thus we expect that FaLK-SVMar could also be effective to
enhance the classification performance.

3.2 Model Selection

The choice of kernel function and the corresponding kernel parameter value is crucial
for the performance of kernel methods. For both FaLK-SVM and FaLK-SVMa, we
choose the Gaussian RBF kernel,

’
|X_X

—J (10)

K(x,x')= exp[—|

where x and x” are two samples, o is the parameter of the Gaussian RBF kernel.

One may choose the same ¢ value for all the local classifiers, and use the stan-
dard cross-validation method for model selection. In FaLK-SVM and FalLK-SVMa,
we select the value of the parameter ¢ in an adaptive range determined by distances
of samples. Besides, we set the k as a proportion of the size of the training set. An-
other parameter to be determined in the model selection of FalLK-SVMa is the soft
margin regularization constant C. After choosing the range of each parameter, we use
the x-fold cross-validation method to determine the values of these parameters.
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4 Experimental Results

In our experiments, we compare the classification performance of SVM, FaLK-SVM,
and FaLK-SVMa. The source code of SVM is obtained from Lib-SVM library [16]
and FaLK-SVM is obtained from [17]. We then implement the FaLK-SVMa code
based on the FaLK-SVM source code. To evaluate the classification performance of
FalLK-SVMa, we use fourteen data sets from the UCI machine learning repository
[18], and three large scale data sets. For all the data sets, each of all the input charac-
ters is normalized to values within [-1, 1].

4.1 Experimental Results on the UCI Data Sets

Table 1 summarizes the information on the number of features d and the number of
total instances N for each of the fourteen data sets.

The 10-fold cross validation (CV) method is adopted to determine the classifier pa-
rameters and to evaluate classification performance of the classifiers. For FaLK-SVM
and FaLK-SVMa, there are three parameters to be determined, where C is chosen

from {27,27,..,2"} , the kernel parameter o is chosen from

oe {2'3,2'2,...,24,25} and the nearest neighbor parameter k is chosen from

ke {21 ,22,..,2°, 210,N} . For the value of the k" parameter, we simply let k& = k/2.

Table 2 lists the classification accuracy of each method on the fourteen UCI data
sets. One can see that, for eight of the fourteen data sets, FaALK-SVMad achieves
higher or equal classification accuracy than FaLK-SVM. For eleven of the fourteen
data sets, FaLK-SVMar achieves higher or equal classification accuracy than FaL.K-
SVM. Moreover, FaLK-SVMad achieves the highest classification accuracy on five
of the fourteen data sets, while FaLK-SVM and Lib-SVM achieves the highest classi-
fication accuracy on two of fourteen and only one of fourteen, respectively. Thus,
FalLK-SVMa can obtain more accurate classification performance.

Table 1. Summary of the fourteen Data Sets

Data set name # of features # of samples
Sonar 60 208
Heart 13 270
Haberman 3 306
Liver 6 345
Ionosphere 34 351
Hill 100 606
Breast 10 683
Australian 14 690
Transfusion 4 748
Diabetes 8 768
Fourclass 2 862
tic_tac_toe 9 958
Man 5 829
Numer 24 1000
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Table 2. Classification accuracy (%) of Lib-SVM, FaLK-SVM, FalLK-SVMad, and FalK-
SVMar on the fourteen UCI Data Sets

Data set name Lib-SVM FaLK-SVM FalLK-SVMad FalLK-SVMar
Sonar 87.50 90.38 91.83 91.35
Heart 82.22 84.44 84.81 84.44
haberman 74.51 76.72 76.72 76.72
Liver 71.59 74.20 74.20 74.20
ionosphere 93.73 94.87 94.87 95.16
Hill 63.20 65.29 64.46 64.46
Breast 96.63 97.22 97.51 97.36
australian 86.23 87.39 86.96 87.25
transfusion 78.07 79.41 79.28 79.41
diabetes 76.43 78.26 78.78 78.39
fourclass 99.65 99.88 99.77 99.88
Tic_tac_toe 99.90 99.69 99.58 99.69
man 82.63 83.21 83.21 83.21
numer 75.30 75.90 76.00 75.90

4.2 Experimental Results on the Large Scale Data Sets

In this section, we use three large scale data sets to further evaluate the classification
accuracy of FaLK-SVMa, FaLK-SVM and SVM. In Section 4.1, because the size of
the data set is limited, we do not adopt an independent validation set to evaluate the
classification. Thus, we further use three large scale data sets, and split each of them
into a training set and a test set. Based on the training set, we determine the values of
the model parameters using 10-fold standard cross validation. We evaluate the classi-
fication performance of each method based on the results obtained on the test set.

Table 3. Summary of the three large scale data sets

Data set name # of features # of training points  # of testing points
Splice 60 1000 2175

Astro 4 3089 4000

ala 119 1605 30956

Table 4. Classification accuracy (%) of Lib-SVM, FaLK-SVM, FalLK-SVMad, and FalK-
SVMar on the three large scale data sets

Data set name Lib-SVM FalLK-SVM  Fal.LK-SVMad FalLK-SVMar
splice 87.72 90.06 89.42 89.42
astro 95.50 96.25 96.05 96.40
ala 80.81 84.27 83.72 84.38

From Table 4, one can see that, FALK-SVMar achieve higher classification accu-
racy. Thus, FaALK-SVMa can obtain more accurate classification performance than
FaLK-SVM. Moreover, although FalLK-SVMa is an improvement of FaLK-SVM, in
the training stage FaLK-SVMa does not add any computational cost. In the test stage,
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since the number of the local classifiers to be fused is limited, FaLK-SVMa would
only add little computational cost than FaLK-SVM.

5 Conclusion

In this paper, we proposed an improved FaLK-SVM method, FaLK-SVMa. Consider-
ing that one test sample may lie in the k’-neighbourhood of several centres {cj, ...,
¢, }, rather than choosing a proper centre ¢ to select the local classifier, we suggest
that proper combination of these local classifiers would be more effective for enhanc-
ing the classification accuracy. Then we propose a self-adaptive weighted fusion
method to combining the local SVM classifiers. Experimental results on fourteen UCI
data sets and three large scale data sets show that FaALK-SVMa can achieve higher
classification accuracy than FaLK-SVM.

In manifold learning [19, 20, 21], local learning algorithms have also been very
promising in the construction of the global consistent dimensionality reduction model.
Moreover, using the kernel trick, Bengio et al. [22] have proposed a method to build a
kernel model for out-of-sample extension. In our future work, we will further improve
the FaLK-SVM method, and study whether there is an individual global consistent
model for representing the FaLK-SVM classifier.
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ject of China (Grant No. 2008ZXJ09004-035) and the Natural Science Foundation of
China (Grant No.s 60871033, 60902099, 61001037 and 61071179).
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Abstract. Based on the analysis of LEACH routing algorithm, this paper
proposes a novel clustering algorithm(I-LEACH) which selects cluster heads
according to the node's residual energy and distance with other cluster heads. In
addition, the clusters send data to the base station by means of combination of
single hop and multi-hop manner for saving cluster heads' energy. Simulation
results show that compared with LEACH and P-LEACH, the improved
algorithm can balance energy consumption among nodes, reduce the energy
consumption and prolong the lifetime of the networks.

Keywords: wireless sensor networks, LEACH, balanced energy, cluster.

1 Introduction

With outstanding real-time detection and transmission capacity, Wireless Sensor
Networks (WSNs) have been extensively applied in many scenarios [1], such as smart
home system and wildlife monitoring. Because of work environment and the own
limitations, replacing the batteries on thousands of nodes is infeasible. Thus, energy is a
scarce resource in wireless sensor networks. Therefore, in the design of WSNs routing
protocols, energy efficiency has become the prime consideration.

LEACH algorithm(low energy adaptive clustering hierarchy) is more representative
of the optimization of energy efficiency in the use of hierarchical routing algorithm [2]
Based on LEACH algorithm, this paper proposes a novel clustering algorithm. For
balanced energy consumption, the residual energy is brought into electing cluster heads
as a parameter. By calculating the distance among cluster heads it controls the
distributing of cluster heads. And it sends data to the base station by means of
combination of single hop and multi-hop manner for saving nodes' energy.

2 LEACH Routing Algorithm

In the LEACH proposed by Heinzelman et from the MIT, the concept of cluster is first
proposed, and it is also the first sub-cluster data fusion routing algorithm [3]. The
algorithm runs by round. Each round has two phases, initialization phase and stable
phase. The initialization phase is the stages of cluster formation, and the stable phase is

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 71-f6] 2011.
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stage of readiness phase in which data is tansmitted. In order to minimize energy
consumption, the initialization phase lasts longer than the stable phase.

The basic idea of LEACH is to randomly select cluster heads in each round, and
evenly distributes the energy consumption of the entire networks to each sensor node in
the networks, which can reduce energy consumption and improve the networks
lifetime. In the initialization phase, each node generates a random between O and 1. If
the random number generated by a node is less than the set threshold 7(n), the node
broadcasts to all nodes that it's the cluster head [4]. When a node is elected to cluster
head, it will set its own threshold to 0, so that the node will not be re-elected as cluster
head. T(n) can be given by

)4
ne G
T(n)= 1—p(rmod%)> 0

0 neg G

here p is the desire cluster head probability, r is the number of rounds now, G is the set
of nodes that have not been elected cluster head in the last 1/p rounds.

After the election of cluster heads, cluster heads broadcast to all the nodes in the
networks. Based on the received signal power, non cluster head nodes choose which
cluster to join and inform the appropriate cluster head. Cluster head node receives the
data sent by the nodes in the cluster, and integrates the data, then sends the data to the
base station. Over time, the network re-enters into the next round of work cycle.

In LEACH, the energy model is first order radio model. The model of wireless sensor
networks makes the following assumptions:

(1) The position of the base station is fixed and is far away from the sensor nodes.
(2) All sensor nodes in the networks are same and energy is limited.
(3) Radio transmission in all directions has the same amount of energy consumption.

The power consumption for a transmitting node:
2
I(E,, +&,d*) d<d,
Ey (L.d)= \ )
I(E,,.+¢€,d") d=d,
The power consumption for a receiving node:

ERX (l’ d) = lEelec (3)

here [ is the size of data packets transmitted, d is transmission distance, E,.is sending
or receiving circuit's power, &4 and &,,, are the energy consumption coefficient of the
amplifier, d is threshold distance. When the transmission distance is less than the
threshold distance, free space channel model is used. On the contrary, Multi-path
fading channel model is used.

Because of the thought of clustering and the dynamic cluster head rotation, the
LEACH protocol evenly distributes energy consumption to all nodes. So the lifetime of
the networks is effectively prolonged. But there are also some problems [5]:
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(1) Because cluster heads are randomly selected, it may causes that cluster heads are
too dense or low in some regions.

(2) Fixed number of cluster structure doesn't consider optimization of the number.

(3) The single-hop communications between cluster heads and sink node will lead
cluster heads far away from the sink to die early.

3 Improved Algorithm of LEACH

3.1 The Choice of Cluster Head

(1) For balancing energy consumption, the residual energy is brought into electing
cluster heads as a parameter [6,7]. The average residual energy of all nodes is used as
the reference point. If the node's energy is lower than the average energy, the
probability of becoming the cluster head reduces.

In order to reduce energy consumption, each node adds its own residual energy
information to the data packet. After receiving all of the data packets, the base station
calculates the average energy, and broadcasts it.

(2) Considering the cluster head density, if there are cluster heads existing near the
node, the node's probability of becoming cluster head will reduces. We set the distance
threshold to dy/2 [8]. Reducation is impacted by the distance.

Taking into (1)(2), T(n)can be given by

P xEm xmin(l, d"mm) ne G
T(n): l—p(rmod(%?)) / 5)

0 neg G

here E, is the residual energy of the node n, E,, is the average energy of all nodes those
still exit. d,,,;, is the distance between the node n and the nearest cluster head.

3.2 Data Communication

(1)Data communication between node and cluster head

At the beginning of each transmission round r, every node uses the equation (6) to elect
the cluster head which the node will communicate with. The node will choose the
cluster head whose P(i,j) is the largest as its own cluster head.

P(l ]): Ecuxd(i’ j)deink(j) ’ (6)
’ 280 d>d
0

E. xd(i, j)*xd,  (j)
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here E..(j) is the residual energy of the cluster head j, E,, is the average energy of all
cluster heads, d(i,j) is the distance between the node i and the cluster head j, d;(j) is
the distance between the cluster head j and the base station.

(2)Data communication among cluster heads

For reducing energy consumption, the cluster sends data to the base station by means of
single hop and multi-hop manner. All the clusters calculate the parameter C(i,j). Then
some cluster heads will send data to the base station directly when they are near the
base station or their neighboring cluster heads don't have enough energy.The other
cluster heads will send the data to the cluster head j whose C(i,j) is the largest.

E () | |

L. ccurrnt d. Ned.
C(l’]): d(i’j)XdSIHk(i) Slnk( ) smk(])
0 dSink(i) > dsink(j)

here d(i,j) is the distance between the cluster heads i and the cluster head j.

@)

4 Simulation and Results

4.1 Simulation Settings

To validate the performance of the proposed algorithm, we simulate it in MATLAB,
using the parameters given in Table 1 [9].The networks is an MxM square area where
M=200m. The base station located at 50 m, 175m.

Table 1. Simulation parameters

Parameter Value Comments
N 200 Number of nodes
EO 057 Node initial energy
L 4,000 bits Data packet
C 100 bits Broadcast packet
p 0.05 Optimal probability
EDA 5 nJ/bit/message Energy for data aggregation
Eelec 50 nJ/bit Electronic energy
emp 0.0013 pJ/bit/m4 Transmit amplifier for d
240
efs 10 pJ/bit/m2 Transmit amplifier for d<d0

4.2 Simulation Results

We start with comparing the effects of our algorithm(I-LEACH), the LEACH and
P-LEACH proposed in 2010 [10].

Figure 1 shows the networks lifetime. As we can see, I-LEACH algorithm gives a
large flat networks lifetime compared with LEACH and P-LEACH. From Figure 1, the
first node died after the 388 rounds in LEACH, the 625 rounds in P-LEACH, but in
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I-LEACH, the first node died after the 726 rounds.So the lifetime of the networks
prolongs obviously. when we have to monitor the whole network, all the networks
regions must be monitored. If a node dies, maybe the zone covered by this node will be
out surveillance, which is not tolerable for some applications. [-LEACH balances the
energy cost over every networks nodes, so the node deaths occur in a relatively short
time.

200 =

180 | |

'y |
1a0 - ;

120 s

I-LEACH 1

100 / f
50| LEACH % ]

Number of nodes still alive

60 |-

40 |-

20+

S T

1 1
o 500 1000 1500 2000 2500
Transmission round

Fig. 1. Number of nodes still alive vs transmission rounds for network with 200 nodes

TN | _

il '||| Ay |'-I"|".-||I'l' i

Transrmission energy in joule

r 1
0 500 1000 1500 2000 2500
Transmission raund

Fig. 2. Consumed energy per transmission round

Figure 2 shows the energy consumption per round. Form the Figure2, we can see,at
the beginning, I-LEACH algorithm costs the less energy than LEACH and P-LEACH.
Then, after about 600 rounds, the energy consumed in I-LEACH becomes more than
LEACH because the number of nodes still alive in I-LEACH is more than LEACH, so
the transmission energy cost is greater in I-LEACH.
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Conclusions

Routing algorithm in WSNs is a important part for which the goal is maximizing the
system lifetime. In this paper, a novel clustering algorithm(I-LEACH) is proposed base
on balanced and efficient energy. In the simulation results the networks lifetime,
calculated until the first node dies prolongs, the entire networks will run for a long time.
It means the new clustering algorithm can use the limited energy of the sensor nodes
more efficiently.
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of Suzhou vocational university (No.SZD09L24).
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Abstract. Regularized linear discriminant analysis (RLDA) is a popular LDA-
based method for dimension reduction. Despite its good performance, how to
choose the parameter of the regularizer efficiently is still unanswered,
especially for multi-class situation. In this paper, we first prove that regularizing
LDA is equivalent to augmenting the training set in a specific way and thereby
propose an efficient model selection criterion based on the principle of
maximum information preservation, extensive experiments prove the usefulness
and efficiency of our method.

Keywords: Dimensionality Reduction, Linear Discriminant Analysis (LDA),
Model Selection.

1 Introduction

With the advancements in data collection and storage technologies, there has been an
exponential increase in the availability and usage of large, high-dimensional datasets.
These data can directly be represented as vectors in high-dimensional vector spaces.
Obviously, Operating directly on such high-dimensional vector space is ineffective
and may lead to high computational and storage demands as well as poor performance.
A typical way to circumvent the “curse of dimensionality” problem and other
undesired properties of high dimensional spaces is to use dimensionality reduction
techniques.

One of the most popular dimensionality reduction algorithms is linear discriminant
analysis (LDA). It has been widely used in many applications such as microarray data
classification; face recognition and gait recognition, etc. [1] - [5]. However, LDA still
suffer from some drawbacks.

Computationally, LDA amounts to solving a generalized symmetric semi-definite
eigenvalue decomposition (GEVD) problem. A straightforward implementation can
thus be very instable for large datasets. So far a number of methods [1] - [6] have
been explored to solve LDA with improved stability. Two seminal algorithms are
uncorrelated linear discriminant analysis (ULDA) and regularized discriminant
analysis (RDA). It can be further proven that ULDA is a special case of RDA.

In RDA, there is only one parameter i.e., the regularization parameter, which
controls the smoothness of the estimator. Traditional methods like Cross-Validation
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can be used to choose the parameter, however it becomes two resource-consuming for
large datasets. In this paper, we propose an efficient method to estimate the
regularization parameter for RDA. The results of experiments conducted on different
databases demonstrate the efficiency and effectiveness of the proposed methods.

This paper is organized as follows. Section 2 outlines LDA, and RDA. Sections 3
describe the regularization parameter estimation for RDA. The experimental results
will be presented in Section 5.

2 Background

If the given n D-dimensional training samples are grouped into ¢ classes C,,C,,...,C.,
and there are n i samples in C i Jet xl:’ denotes the i th sample from class C i The
within-class scatter matrix S, and between-class scatter matrix S, and the total

scatter matrix S, are defined as:

S = %Z Z () —m)(x) —m))"

j=1 =1
1

S, :;an(mj —m)(m, —m)"
J=

c

S, 2122<x;’ —m)(x/ —m)" =S+, (1

noi- o
m; is the empirical mean of the jth class and mis the sample mean of the whole

training set. After the samples are linearly projected into a d-dimensional space and
the projection matrix are denoted asW =[W,,W,,...,W,], the new scatter matrices
are:

S =W'SW, S, =WSW, S§=WSsw 2)

Therefore these matrixes could be seen as a measure of the between-class similarity
and in-class similarity, and they can effectively describe spatial relationship between
different classes. The LDA algorithm aims to get the optimal subspace that
simultaneously minimize the between-class similarity and maximize the in-class
similarity by solving the optimization problem

&)

Since S, =S, +S,, we can use S, instead of S . It can shown that the solution are

the eigenvectors corresponding to the c largest eigenvalues of the matrix S,”'S, .

One problem concerning the standard LDA method is that when all the training
samples are just laying in a low-dimensional sub-space of the feature space, the total
scatter matrix S, are singular and we can’t directly compute the eigenvectors
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of S,7'S, . In RLDA, a regularization term, usually an identity matrix multiplied by a
shrinking factor A is added to S, and we solve the optimization problem instead

tr(W' S, W)
W = arg max -
v (W (S, +ADw)

“4)

We get the eigenvectors of (S, +A)"'S, as the optimal solution.

3  The Proposed Method

3.1 The Equivalent Form of RLDA

Since the generalization ability could be viewed as the trained model’s ability to
predict the true attributes of observations not available, so if more samples could be
used for training, then the generalization ability of the model may be better.
Sometimes, training set can even be extended by the samples already available based
on the special properties of a certain kind of data.

For general data, if the Euclidean distance is a good enough measure of the
similarity between two observations, which is the case in many areas where LDA can
be used, then for every observation we already get, in the feature space at least every
point within a very small Euclidean ball centered at this observation belongs to the
same class as the observation. Furthermore, we don’t really have to do this sampling
job. When the sampling is extremely dense and uniform, the sum of the random
sampled points becomes integral on the D-dimensional balls centered at every training
sample, and we can compute the involved variables using the following definitions:

n;

S; :U{[Vl Vp o VD]T|”[V1 Vo o VD]Tixij ||2§R}’j=1’2“'c ®)
i=l
my =| [dvdv,-dvy | [|"|dvdv,dv, ,j=1,2..c 6)
S, S, VD

Note that these definitions are natural extensions of their corresponding definitions in
the original LDA to the continuous set’s case, since we simply use the integration on
a domain instead of sum on a discrete set and volume of the integral domain instead
of the number of training sample.

With these definitions we can finally develop the connection between the RLDA
and the LDA variation we described above'.

Theorem 1. RLDA is equivalent to the extreme situation of performing LDA on n
clusters uniformly sampled from n balls of radius R centered at n observed sample
points. These newly sampled points’ labels are the same as the centers of the balls

! The proof of Theorem 3 is omitted due to space limitation.
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they respectively come from. And the shrinking parameter A and radius R satisfy this
2

relationship: A = , D is the dimension of the feature space.

3.2 Model Evaluation Criterion

Based on the interpretation in 3.2, we can dissect RLDA into two steps. (1) Get
infinite points uniformly sampled from D-dimensional balls of radius R centered at all
observed sample points. (2) Perform LDA on the points we sampled. And we
therefore transform the problem of choosing A into the problem of choosing a proper
R.

When designing the model selection criterion for R, we use the principle of
maximum information preservation. Its main idea is that an optimal perceptual system
should be designed to make the information maximally preserved when passing each
layer or processing stage. It can be used in the parameter selection of an algorithm if
we view an algorithm like RLDA as a perceptual system that accepts the input data
and gives an output that preserves a specific kind of information as much as possible.

The information we try to preserve is also class-separability but defined in a
different way. We want to make sure the class separability won’t get worse than the
original training set in step (1). Distance between two clusters is usually defined as
the shortest path between them and in our case it become

x' —x2 0, 2R 1<i <n, 1<i,<n, 1<j,j,<c @)

lx" —x2 1, is the Euclidian distance between two original samples x" and x;”.

As the radius increases, the distance between all pairs of clusters decreases. If the
two clusters have the same class label, this means in-class measure ‘decreases’, in
other words samples of the same class become ‘nearer’, which has a positive effect on
class separability. But if they belong to different classes, this means the between-class
variance measure decreases, in other words samples of different class become
‘nearer’, which has a negative effect on class separability. Based on this intuition, we
define this parameter selection criterion

2
A= argmaxﬁ,)\(R) :R—
RV, rank(S,)+2

n; n;

V= S S G, =35, ()
Ji

=1 ja>j; f=1 iy=1 J=1 =1 i,>i
VR TN S Joiy — J_
d,(x!',x?)=llx" —x" I, =2R.d, (x],x]) = max(ll x;] —x/ Il, —=2R,0) ®)

We choose the ‘true’ dimension of the feature space to be the rank of S, because it
has been proven that the regularized LDA works only in the range space of S, and

no information is gathered outside this space. When R becomes too large, V.,

becomes zero, this means any pairs of clusters from the same classes become together
and any further incretion of R will only make two different classes mixed together. So
we can define an upper bound on R as:
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”xijfxij ”2 . .o
R<max((——=—=| j=1.2,¢ 105 <n; ) ©)
We also define a lower bound on R as:
| =, . . S
R>m1n(%|1§11,12§c 1<iiy<n; j=j,i =) (10)

The justification is that it is only when R is larger than the minimal distance between
any pairs of clusters from different classes that confusion could be caused between
two or more classes.

The optimization problem is not convex and hard to solve. Since this is only an
estimation of the best parameter, in practice we can randomly select a few candidate
parameters within the bound we proposed and output the one that maximize the object
function.

4 Experiments
In this section we compare the performance of our method with the state-of-art
speedup CV method proposed in [6]. All of our experiments have been performed on

a P4 3.20GHz PC with 3GB memory.

4.1 Datasets

We test our method on two benchmark datasets. Their important properties are
summarized in table 1.

Table 1. Statistics of the datasets

Dataset Size # of dimensions # of classes
YALE 165 1024 15
Lung Cancer 203 12601 5

4.2 Results

The main observations from the performance comparisons include:

(1) In terms of time cost, our method has a considerable advantage over the
speedup CV method proposed in [6] and therefore the original cross-validation and
this advantage become even more significant for higher dimensional datasets. This
property is preferable because high dimensional data but with a small sample size is
common in practice.

(2) On the other hand, the parameter selected by our method can obtain a test result
comparable with those by cross validation, especially when the given training set is
small, this is because as a statistical method, cross validation can get a good
prediction of a particular parameter’s performance on the testing set only the samples
available for training is enough to represent the whole set.
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Table 2. Performance comparision
Training 10-fold CV Proposed method
Dataset set size Testing error (Mean  Training Testing error (Mean Training
+ Std-Dev Percent) time(s) + Std-Dev Percent) time(s)
30 48.7(6.8) 2.833 44.8(5.3) 0.009
45 32.2(4.4) 3.560 31.6(3.8) 0.010
YALE 60 24.54.7) 5.023 25.2(4.3) 0.014
75 19.6(3.7) 5.905 20.7(3.5) 0.023
90 17.34.2) 6.763 17.9(3.8) 0.028
105 14.4(3.5) 8.216 15.2(3.6) 0.038
25 14.6(5.3) 14.137 13.8(5.0) 0.074
50 9.6(3.1) 30.149 8.93.1) 0.167
Lung 75 8.1(2.8) 44.835 7.512.3) 0.282
Cancer 100 7.2(3.1) 60.695 6.6(2.6) 0.406
125 6.1(2.6) 75.390 5.9(2.2) 0.568
150 6.7(3.7) 87.790 6.43.5) 0.732
175 6.1(4.4) 102.189 5.94.3) 0.911
5 Conclusion
In this paper, we propose an efficient model selection criterion for RDA, based on the

pr
us

inciple of maximum information preservation, extensive experiments prove the
efulness and efficiency of our method.
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Abstract. Dimensionality reduction(DR) methods have commonly been used as
a principled way to understand the high-dimensional data such as face images.
In this paper, we propose a new supervised DR method called Optimized
Projection for Sparse Representation based Classification(OP-SRC). SRC
assumes that any new sample will approximately lie in the linear span of the
training samples sharing the same class label. The decision of SRC is based on
the reconstruction residual. OP-SRC aims to reduce the within-class
reconstruction residual and simultaneously increases the between-class
reconstruction residual. Therefore, SRC performs well in the OP-SRC
transformed space. The feasibility and effectiveness of the proposed method is
verified on Yale and ORL with promising results.

Keywords: Dimensionality Reduction, Sparse Representation, Face recognition.

1 Introduction

In many application domains, such as appearance-based object recognition,
information retrieval and text categorization, the data are usually provided in high-
dimensional form. Dimensionality reduction(DR) is an effective approach to deal with
such data, due to its potential to mitigate the so-called “curse of dimensionality” [1]
and improve the computational efficiency. A large family of algorithm has been
designed to provide different solutions to the problem of DR. Among them, the linear
algorithms Principal Component Analysis(PCA) [2] and Linear Discriminative
Analysis(LDA) [3] have been the two most popular because of their relative
simplicity and effectiveness. However, PCA and LDA consider only the global scatter
of training samples and they fail to reveal the essential data structures nonlinearly
embedded in high dimensional space. To overcome these limitations, the manifold
learning methods were proposed by assuming that the data lie on a low dimensional
manifold of the high dimensional space [4]. Locality Preserving Projection(LPP) [5]
is one of the representative manifold learning methods.

The success of manifold learning implies that the high dimensional face images
can be sparsely represented or coded by the representative samples on the manifold.
Very recently, Writhe et al. presented a Sparse Representation based
Classification(SRC) method [6]. The main idea of SRC is to represent a given test
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sample as a sparse linear combination of all training samples, the sparse nonzero
representation coefficients are supposed to concentrate on the training samples with
the same class label as the test sample. SRC shows that the classification performance
of most meaningful features converges when the feature dimension increases if a SRC
classifier is used. Although this does provide some new insight into the role of feature
extraction played in a pattern classification tasks, Qiao et al. argue that designing an
effective and efficient feature extractor is still of great importance since the
classification algorithm could become simple and tractable [7], and a unsupervised
DR method called Sparsity Preserving Projections(SPP) is proposed, which aims to
preserve the sparse reconstructive relationship of the data. In this paper, we propose a
supervised DR method which is coined the Optimized Projection for Sparse
Representation based Classification(OP-SRC). OP-SRC aims to gain a discriminative
projection such that SRC achieves the optimum performance in the transformed low-
dimensional space.

The remainder of this paper is organized as follows: Section 2 reviews the SRC
algorithm. Section 3 presents the OP-SRC method. The experimental results are
presented in Section 4. Finally, we conclude this paper in Section 5.

2 Sparse Representation Based Classification

Given sufficient ¢ classes training samples, a basic problem in pattern recognition is
to correctly determine the class which a new coming(test) sample belong to. We
arrange the n, training samples from the ith class as columns of a matrix

X, =[x

i’

-, x, ]€ R™™ where m is the dimensionality. Then we obtain the

training sample matrix X =[X,,---,X_]€ R™" where n= an. is the total number
i=1

of training samples. Under the assumption of linear representation, a test sample

ye R™ will approximately lie on the linear subspace spanned by training samples

y=XaeR". ey

If m<n, the system of Eq.(1) is underdetermined, and also, its solution is not
unique. This motivates us to seek the sparest solution to Eq.(1), solving the following

(" -minimization problem
(°): @, =argmin|a], subjectto y=Xea, )

where ||||0 denotes the ¢°-norm, which counts the number of nonzero entries in a

vector. However, the problem of finding the sparsest solution of an underdetermined
system of linear equations is NP-hard and difficult even to approximate [8].
The theory of compressive sensing [9, 10] reveals that if the solution ¢ is sparse

enough, the solution of the ¢°-minimization problem is equal to the following
(' -minimization problem

(): & =argmin|e| subjectto y=Xer. 3)
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In order to deal with occlusion, the ¢'-minimization problem (3) is extended to the
following problem

(): @, = argmin ||0(||l subjectto [|y—Xof<e, 4)
where € >0 is a given tolerance.

For a given test sample y, SRC first computes its sparse representation coefficient

« , then determines the class of this test sample from its reconstruction error between
this test sample and the training samples of class i,

n@)=[y-xs@,. ®)

For each class i, J,(e):R" — R" is the characteristic function which selects the
coefficients associated which the ith class. Then the class C(y) which test sample
y belongs to is determined by

C(y)=argminr (o). (6)

3 Optimized Projection for Sparse Representation Based
Classification

In this paper, we consider the supervised DR problem. Considering a training sample
x (belonging to the ith class) and its sparse representation coefficient & based on
other training samples as dictionary. Ideally, the entries of « are zero except those
associated with the ith class. In many practical face recognition scenarios, the
training sample x could be partially corrupted or occluded. Or sometimes the
training samples are not enough to represent the given sample. In these case, the
residual associated with the ith class r(x) may be not small enough, and may

produce an erroneous predict. Thus, the Optimized Projection for Sparse
Representation based Classification(OP-SRC) is proposed which aims to seek a linear
projection matrix such that in the transformed low-dimensional space, the within-class
reconstruction residual is as small as possible and simultaneously the between-class
reconstruction residual is as large as possible.

Let Pe R™ be the optimized projection matrix with d << m . Each data point
. . mo . . _ pT . . .
x; € X in the input space R" is mapped into y, =P x; in a d-dimensional
space R‘. As a result, the data matrix in the original input space is converted into the
onein R’ thatis, Y=P'X.

For each training sample y; € Y in the transformed d-dimensional space R", by
solving the extended ¢'-minimization problem (4), we obtain its sparse representation
coefficient ¢; using the remaining training samples as dictionary. Base on the
decision rule of SRC, we define the within-class residual matrix as follows

i=1 j=I
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The between-class residual matrix is defined as follows

B ZZZ()},, Y5 (a”))(y” Y§I (a”))T ) (8)
(C 1) i=l j=1 l#i
The total residual matrix is defined as follows
~ nR, +n(c—1)R,
A + ZZZ(X, Y&, (0 )y, =Y, (e)" )
i=l j=1 1=1

To make SRC perform well on training data, we expect that the within-class residual
is as small as possible and simultaneously the between-class residual is as large as
possible. Therefore, we can choose to maximize the following criterion [11]

J(P)=tr(BR, —R,), (10)
where [ is the weight parameter balances the between-class and within-class

residual information. Since P is a linear mapping, it is easy to show I~?W =P'R,P
and RB =P"R,P, where

Zz(xij_Xé‘;(%))(xij—Xé’,(aij))T s (11)
R = - 1);;:;“ — X0, (e))(x; = X, (ex;))" - (12)

So, we have
J(P)=tu(P"(BR,—R,)P). (13)

In this formulation, we have the freedom to multiply P with some nonzero constant.
Thus, we additionally require that P is constituted by the unit vectors,

ie. P=[p,,---,p,] and p/p,=1. This means we need solve the following
constrained optimization

d
max Y p; (SR, —R,)p, subjectto p;p, =Lk=1--.d. (14)

k=1
We can use the Lagrange multipliers to transform the above objective function to
include the constraint

d
L(pk’ﬂk)=zp;(ﬂRB_Rw)pk'ﬂk(p;pk_1) . (15)
=1

The optimization is performed by setting the partial derivative of L with respect to
p, tozero

;—L=((ﬂR3_RW)‘/‘t%I)pk=O’ k=l-d . (16)
Dy

Now we obtain
(ﬂRB_RW)Pk=Zz.Pk, k=1s"'sd ) (17)

which means that the 4, ’s are the eigenvalues of SR, —R, and the p,’s are the
corresponding eigenvectors. Thus
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d d d
J(P)=Y p{ (BR, =R )P=Y. AP D=0 A - (18)
k=1 k=1 k=1

Therefore, P is composed of the first d largest eigenvectors of SR, —R, .

4 Experimental Verification

In this section, we investigate the performance of our proposed OP-SRC method for
face representation and recognition. The system performance is compared with PCA
[2], LDA [3], SPP [7] and SRC-DP [12]. PCA and LDA are two of the most popular
linear methods in FR. SPP and SRC-DP are two new method corresponding to SRC.
Similar to SPP and SRC-DP, we first perform PCA to reduce the dimension before
implementing OP-SRC. Finally, SRC is employed for classification.

In our experiments, we experimentally set € =0.05 (refer to (4)) which usually
leads SRC to better performance than other parameters. The SPGLI toolbox [13, 14]
is used for solving the extended ¢'-minimization problem (4). We experimentally set
B =0.25 (refer to(17)) by searching in a large range of candidates.

A. Yale Database

The Yale face database [3] contains 165 gray scale images of 15 individuals. The
images demonstrate variations in lighting condition, facial expression (normal, happy,
sad, sleepy, surprised, and wink). A random subset with [ (=4, 5, 6, 7) images per
individual is taken with labels to form the training set, and the rest of the database is
considered to be the test set. For each given [, we average the results over 20 random
splits. Notice that LDA is different from other methods because the maximal number
of dimension is on less than the number of class ¢ [3].

In general, the performance of all these methods varies with the number of
dimensions. We show the best results and the optimal dimensionality obtained by
PCA, LDA, SPP, SRC-DP and OP-SRC in Table 1, including the mean of accuracy as
well as the standard deviation.

Table 1. Performance comparisons on the Yale database

Methods 4 Train 5 Train 6 Train 7 Train
PCA 0.6467+0.044(52)  0.671x0.029(64) 0.725+0.042(88) 0.721+0.055(64)
LDA 0.717+0.057(14) 0.752+0.039(14) 0.799+0.046(14) 0.814+0.046(14)
SPP 0.607+0.049(57) 0.638+0.045(72) 0.676+0.044(88)  0.702+0.046(104)

SRC-DP 0.706+0.049(29) 0.724+0.035(37) 0.771+0.042(34) 0.773+0.043(43)

OP-SRC 0.758+0.048(48) 0.794+0.036(62) 0.833+0.038(74) 0.853+0.048(88)

From Table 1, it can be found that OP-SRC obtains the highest recognition rates in
all cases. Fig.1 shows the plots of accuracy rate versus dimensionality reduction. Note
that, when the dimension of feature continues to increase, the performance of the OP-
SRC algorithm decreases and has the same accuracy with PCA on the highest
dimension. In this case, the obtained optimized projection matrix P is square and

orthogonal, that is P"P=PP" =1. Thus, I P"x—P"XaI=lx— Xl . The sparse

representation coefficient in the transformed space will be the same as in the subspace
projected by PCA.
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Fig. 1. Accuracy versus reduced dimensionality on Yale database: (a) 4 Train; (b) 5 Train; (c) 6
Train; (d) 7 Train

B. ORL Database

The ORL face database[15] is used for this test. It contains 400 images of 40
individuals. Some images were captured at different times and have different
variations including expression (open or closed eyes, smiling or nonsmiling) and
facial details (glasses or no glasses). The images were taken with a tolerance for some
tilting and rotation of the face up to 20 degrees. A random subset with [ (=4, 5, 6, 7)
images per individual was taken with labels to form the training set. The rest of the
database was considered to be the testing set. For each given [, we average the
results over 20 random splits. The experimental protocol is the same as before. The
recognition results are shown in Table 2 and Fig. 2. Our OP-SRC method outperforms
all the other methods.

Table 2. Performance comparisons on the ORL database

Methods 4 Train 5 Train 6 Train 7 Train
PCA 0.898+0.019(127)  0.921+0.018(183) 0.941+0.018(193)  0.954+0.023(134)
LDA 0.899+0.019(39) 0.930+0.017(39) 0.941+0.019(39) 0.950+0.023(39)
SPP 0.861+0.018(108)  0.887+0.026(170)  0.903+0.031(180)  0.922+0.026(202)

SRC-DP 0.888+0.018(124)  0.918+0.018(131)  0.929+0.028(221)  0.943+0.022(190)

OP-SRC 0.925+0.017(153)  0.950+0.017(195)  0.968+0.015(224)  0.975+0.013(255)
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Fig. 2. Accuracy versus reduced dimensionality on ORL database: (a) 4 Train; (b) 5 Train; (c) 6
Train; (d) 7 Train

5 Conclusions

In this paper, based on sparse representation, we propose a new algorithm called
Optimized projection for Sparse Representation based Classification(OP-SRC) for
supervised dimensionality reduction. The optimized projection of OP-SRC decreases
the within-class reconstruction residual and simultaneously increases the between-
class reconstruction residual which matches SRC optimally in theory. The
experimental results clearly demonstrate that the proposed OP-SRC has much better
performance than PCA, LDA, SPP and SRC-DP, and also it is more effective with
respect to the sparse representation based classification.
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Abstract. An accurate demand forecasting model has academic and practical
significance to supply chain management. However, multi-source data and error
data have great effect on the demand prediction accuracy. Therefore, a
balanced-sampling-based ensemble of heterogeneous support vector regression
forecasting method named BS-EnHSVR (Balanced-Sampling-based Ensemble
of Heterogeneous SVR) is proposed in this paper to improve the prediction
accuracy by employing balanced sampling and heterogeneous ensemble
learning techniques. Training dataset is firstly classified to different clusters by
using clustering algorithm, and then sample data from each cluster equally to
generate training subset for training different individual SVR models with
different training parameters for ensemble. Experimental results on beer sales
show that the proposed method has good usability and generalization ability.

Keywords: Heterogeneous Ensemble, Support Vector Regression, Demand
Forecasting.

1 Introduction

Demand forecasting as an important part of demand chain management, is also the
basis for decision support of demand, and it will directly influence the inventory
control and supply chain management[1][2]. Nowadays, retail competition is
becoming increasingly fierce, inventory and supply chain have a direct impact on
operating costs. Thus, a highly accurate demand forecasting model plays an important
role of the retails industry. So far, there are many different demand forecasting
methods were applied to different areas. In the early days, most demand forecasting
adopted traditional statistical methods, such as independent judgment method, predict
market method, Delphi method, structural analogy method, etc[3][4][5]. However, the
relationship between supply and demand is always nonlinear, and also is chaotic.
Both Support Vector Machine (SVM) [6] and ensemble learning [7] have good
generalization ability. More and more researchers pay attention to apply SVM
ensemble method to solve the real-world problems. A hybrid multiple models had
presented to forecast short-term electricity demand [8], in which neural networks and
SVM have been integrated to predict future electricity demand. Several neural

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 91-9, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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network prediction models were put forward for China's foreign trade and then SVM
was employed to integrate the predictions of these models [9]. However, the
determination of the parameters of individual SVM also involves a tedious trial-and-
error process and depends on the users’ prior knowledge and experience. And all the
individual SVM’s training parameters are fixed and same, which will reduce the
accuracy and diversity of individual SVMs and then make the prediction accuracy of
SVM ensemble model not satisfactory. Therefore, a selective and heterogeneous
SVM ensemble was proposed for demand forecasting in paper [10]. Moreover,
traditional ensemble methods are based on bootstrap sampling algorithm which
chooses random samples with replacement from a data set and analyze each sample
the same way. It is easy to cause the training dataset with unbalance data. In order to
overcome the unbalance data problem, this paper proposed a novel method named
BS-EnHSVR (Balanced-Sampling-based Ensemble of Heterogeneous SVR), in which
balanced sampling method is employed to generate training dataset for the individual
SVRs instead of bootstrap. Moreover, in order to improve the generalization ability of
the individual SVRs and make the SVR ensemble model for demand forecasting easy
to use, grid search method is also used to determine the training parameters for each
individual SVRs. Finally, BS-EnHSVR is applied to forecast the demands for a beer
retailer. The experimental results show that the proposed method has good usability
and generalization ability.

The rest of this paper is organized as follows. In section 2, a model of sales
demand is described to get the beer sales data. Section 3 details the algorithm of the
new balance-sampling based SVR ensemble method for demand forecasting. The
experiments are given in Section 4. Finally, conclusions are drawn.

2  Collection of Beer Sales Data

Retail industry has the characteristic of more products, more POS (Point Of Sale)
data, and complex structures with multi-level of the supply chain, and uncertain
customer needs, which makes it necessary to build a universal demand model. After
investigation on a Tesco supermarket in Liaoning Province and interviewing with the
category manager and food and beverage department head, a demand model for multi
categories of beers, which is constructed based on the beer sales data in 2004, is
described in paper [10]. In order to guarantee the intelligibility of this paper, the
model is re-described here.

Assuming that the whole planning level is 1T (the review period of general dealer
and retailer are both T days), the demand value of this product of sales is generated by
the demand function, shown as formula (1).

D, = [/l*ai *Piz-bi +(1-A)*a; *Xiﬁi]"' Sy +7, *G,
-6, *Z,-<,~¢,~) ¥, %G, +n, * rand(e) . (1)
(=12, mt=123..n)
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It assumes that the final demand of this product (including various brands) has
uncertainty and seasonality. And there are twice demand peak in a year: spring
festival and summer season. The demand of this product is formulated as a function of

price, shelf-space allocated by retailer and promotional effecting factor. Where D,
is the demand of ith product in th period of retailer. S, is seasonal factor of ith

product in #th period. Bt is the price of ith product in #th period. a; and

bi (a;>0, bi <1) denote scale parameter and price elasticity factor respectively. X ;
denotes shelf space allocated by retailer to ith product. ¢ and ,Bi (o, >0, B <)

represent scale parameter and elastic factor of shelf-space; G, represents whether
retailer takes action of sales promotion for ith product in tth period or not, if it does,
then let Gil be 1, else be 0. ¥, denotes the additional demand quantity of ith

*
product caused by promotion at tth period. If retailer begins its promotion at  =¢

period, Git* =G =.=G

i+ i +7)

number of weeks that promotion lasts, obviously the values of

=1, others are 0, where t represents the

V.7, (t*ﬂ),---,}/i (ep) 1€ different when the beginning time of promotion is

different. z 14 thjt represents the additional sales of other brands caused by

JC#i)
promotion, and 9, denotes negative effecting factor to ith product realized by the
additional sales of other brands caused by promotion. 77, is demand deviation factor

(constant), rand(e) is random number generator that can generate numbers
following standard normal probability distribution.

1, if ith productis selected
Let ;= . 2
0, else
Thus, ﬁi, the demand of ith product in th period can be described as follows:
D, =p*[Dn+Zj¢iﬂu*Dﬁ*(l—pj)} ©)

Where 7, (0 < 7z, < I) represents the substitution rate based on brand, which equals

to the proportion of brand j customer who will switch to their second choice brand i if
their first choice brand j is not included in the assortment. D is the demand of jth

product in #th period of retailer. There are three brands of bottled beers as the
candidates, say brand 1 (a local brand), brand 2 (an adjacent region brand) and brand
3 (a national famous brand). The length of the whole planning level is one year, the
ordering period of general dealer and retailer are both one week, namely n=52. The
total shelf space of this product is X=2205. The demand of this product is seasonal
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and there are twice demand peak in a year, S, =S, *sin(2*272/52%¢) is used to

describe the seasonality. Assume that retailer only takes action of promotion for brand
1 and the type of promotion is not price-off. The length of promotion period is four
weeks, and there is a gradually demand increasing in four weeks caused by

promotion, use (}/[] , }/[2 , }/f , }/,»4 ) to denote the additional sales quantity, which means
(;/il > }/1-2 > ;/f > ;/1-4). And the negative effecting factor of the promotion of brand 1
to the sales of brand 2 and brand 3 are 6, =0.2 and ; =0.3, respectively. The
substitution rate 77, (0 < 7, < 1) based on brand is

0 07 0.7
m; =04 0 03
0.6 08 0

8s,, is the safety inventory of brand i in period 7 . It can be described as follows:

ss, =k, -MAD, .

1 '
MAD, = >

Where K, is the safety inventory factor of brand i, MAD,, is the mean absolute

. “4)
Dii —D,.j

deviation of brand 7 in the former 7 periods, Dj; is the real demand of brand i in period

j and bij is the forecast demand of brand i in period ;.

Assuming the target service level is 98%, and then it should be known from the
safety inventory factor table that the corresponding safety inventory factor is 2.56 from
the safety inventory factor table. Thus the total gross profit of a year can be calculated
as sales gross profit minus the cost of safety inventory cost:

TPi :ZDit (Ptt _Wit)_hitssit : (%)
t=1

Where W, and P, are respectively the wholesale price and retail price, h;; is the

safety inventory cost of per piece (RMB/piece).

The parameters values for demand of these three brands are shown in table 1.
Because brand 1 is a local brand, which should be selected by retailer anyhow, so
brand 1 should be included in all the strategies of variant selection. Thus there are four
strategies of variant selection.

Table 1. Parameters of demand model and profit model

Brand & b B W, o B s Xi b 4 (7[],7527’537’?) n;

1 5900 2.5 2.80 2.3 17 0.5170 X/3 0.12 0.5 (300,200,100,50) 13

2 3400 2.6 290 24 4 04 50 Xx/3 0.150.6 — 15
3 5900 2.3 3.20 2.6 28 0.6 130 X/3 0.17 0.4 — 10
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3 Construction of Demand Forecasting Model of SVR Ensemble
Based on Balanced-sampling

3.1 Introduction of Beer Sales Data

The most usual method retailers adopt is to simply use the average sales quantity of
previous four weeks and last one to predict the sales quantity of this week, and other
factors also are. Based on the reality of retail industry and expert knowledge, seven
factors are collected as original features for our model: (1) price of current week, (2)
seasonal factor, (3) execute sales promotion for current week or not, (4) the effect of
sales quantity from promotion of other categories on current one, (5) and additional
demand quantity of current category due to promotion, (6) average sales quantity of
previous four weeks and (7) last week’s sales quantity. The sales quantity of next
week is used as the output. The original sales data used to construct models is
generated by equation (1). Total 208 samples shown in table 2 are involved in the
experiment.

Table 2. Samples of beer sales data

€))] 2) 3 @ B (6) (7) sales quantity of next week
2.6 1589528 1 1 300 553 598 953
2.8 168.7605 0 0 0 668.5 953 626
2.8 168.7605 O 0 0 690.25 626 623
2.8 1589528 O 0 0 700 623 597
2.8 139.9073 1 1 300 699.75 597 887

3.2 Algorithm Flow of the Demand Forecasting Model

BS-EnHSVR algorithm is proposed to reduce the generalization error, in which
balance-sampling method is firstly used to sampling data as the training data for
individual SVR, and then grid search algorithm is employed to get well-suited
parameters to train individual SVR. Given the size of class best-selling = P, the size of
class slow-moving = N, the expected size of training dataset for individual SVR of
ensemble = Size, and the number of the individual SVRs of ensemble is Num. The
process of BS-EnHSVR algorithm details as follows.

Step 1: Search several SVR parameters by training SVR model on the historical sales
data used the Algorithm 1.

Step 2: Re-label the sales data by K-means clustering algorithm according to the sales
quantity where K equals to 2. Then the sales records are clustered to two classes: best-
selling and slow-moving.

Step 3: Sample equally from the relabeled data to train the individual SVRs of the
ensemble. Select Size/2 from each of the two classes randomly, and then get a
training dataset which size is Size. The selection process is repeated for Num times
and Num training datasets are used to train Num individual SVRs.

Step 4: Train heterogeneous SVRs by using the Num training datasets  generated in
step 3 and the parameter generated in step 1.
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Step 5: Combine of the results of all the Num individual SVRs by using simple
average method.

The pseudo-code of algorithms is shown as follows.

Algorithem 1: Grid-Search Method for parameters
input: data=training set, gammas={parameter set of
gamma}, Cs={parameter set of C}
output: (gamma2, C2) : pairs of parameters set,

size of set is 11

sl select 2/3*size sample from data randomly;
s2 = {data-sl};
for j = 1 to length(gammas)
for k = 1:1length(Cs)
train SVR model with (gammas(j), Cs(k)) on
sl;
test the SVR model on s2;
if (model is better)
//using insertion sort
(gamma2 ,C2) .add(gammas(j),Cs(k))

Algorithm 2: BS-EnHSVR
input: data=training set, num=11
output: preresult : Average of each model
{gammas, Cs} = Grid-Search() //algorithem 1
result =k-means(data,Kk) // k is number of centers
// result is data sample with label
for i =1: num
for j =1:K
// S 1is sample assemble which are marked as j
s= result[label==7j]
sl+= select size/k sample from s randomly
train SVR model with (gammas(i),Cs(i)) on data sl
//predictions of the model is recorded by pre(i)
Preresult = preresult+ pre(i)
Preresult = preresult / num

4 Experiment

4.1 Experimental Setup

To verify the effectiveness of the model, an experiment on beer retail data is
executed. The program is realized with Matlab 2009b, and Libsvm 2.89 toolkit
developed by Chih-Jen Lin from Taiwan University is employed. RBF (Radial Basis
Function) is chosen as kernel function in SVM model. The SVM model is Epsilon-
SVR. In the experiment, the total number of individual SVRs is 11. Firstly, the data is
normalized by maximum rule. And then the data is divided into training data and test



Balanced-Sampling-Based Heterogeneous SVR Ensemble 97

data according to 2:1. In practice, the retailer often analyses if the product is
marketable. So, the data is divided into two classes-marketable and unmarketable by
the sale quantity. The method is clustering the sale quantity data by K-means where
k=2.

4.2 Experimental Results and Analysis

Models of SVR model, SVR Ensemble (SVRE) model, Support Vector Regression
Ensemble based on Sampling Equally (SVRESE) are used for comparison with
Heterogeneous Support Vector Regression Ensemble based on Sampling Equally
(HSVRESE).

Table 3. Comparisons of each model on MAPE (100%)

SVR SVRE SVRESE HSVRESE
A (4.87,6.19,3.03) (4.93,6.17,3.09) (6.81,6.13,3.08) (3.75,5.92,2.34)
B (6.16,5.77) (6.16, 5.80) (6.86, 5.76) (3.60,5.07)
C (5.75, 3.99) (5.63, 3.99) (6.19, 4.02) (4.00, 3.07)
D 5.50 5.51 6.15 2.92
8
7
6
5 —4—SVR
4 —fli— SV/RE
3 SVRESE
2
—si— HSVRESE
1
0

Fig. 1. MAPE (100%) index of each model when used sales plan A

Experiments are repeated 20 times. All the final results are the average values over
the 20 iterations. Table 3 show the results, where A, B, C, D are respectively the four
different category planning strategies: A means all the three brands of beers, brand 1,
brand 2 and brand 3, are selected by the beer retailer, B is brand 1 and brand 2
matched for sale, C is brand 1 and brand 3, while D means only brand 1 is considered
by the retailer. The mean MAPEs (Mean Absolute Percentage Error) of HSVRESE,
SVR, SVRE, and SVRESE are 3.83%, 5.53%, 5.16%, and 5.62% respectively. And
the MAPE of HSVRESE is 1.79% lower than that of SVRESE, 1.33% lower than that
of SVRE, 1.7% lower than that of SVR. As shown in Fig.1, there are four curves
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representing every brand’s MAPE indices for different models when sales plan A is
executed, and it can be seen that HSVRESE has the lowest MAPE. Table 4 shows the
MAPE:s and their training parameters, gamma and penalty, of 11 individual SVRs of
the ensemble. And the last line in table 4 indicates the MAPEs of the final ensemble.
It is obviously that some individuals have lower MAPEs and some individuals have
higher MAPEs than that of the ensemble. For example, the MAPE of the 10th
individual SVR is lower than that of HSVRESE. But it depends on parameters
selection. Parameters affect the results greatly. And in rapid business decision
environment, seeking the most suitable learning parameters is costly, and experiments
show that the heterogeneous can effectively reduce the generalization error after
priority selection of the random parameters. Therefore, the conclusion can be drawn
that HSVRESE can reduce MAPE when reduce dependence of parameter selection.

Table 4. MAPE and training parameters of 11 Individual SVMs

A B C D gamma penalty
1 644 6.20 3.08 699 572 6.01 4.05 6.10 0.005 1100
2 242 598 234 205 4.60 2.17 262 193 0.005 2000
3 241 591 233 204 470 221 264 191 0.005 1500
4 6.74 6.10 3.12 6.57 5.78 6.63 4.09 6.32 0.005 500
5 251 592 241 201 507 238 262 209 0.090 1100
6 693 6.05 3.13 7.06 585 646 4.09 6.01 0.090 1500
7 241 596 227 206 4.67 228 267 191 1.000 2000
8 6.26 6.19 3.07 7.00 570 632 4.04 630 0.010 1100
9 245 6.01 234 221 493 229 2.68 203 0.010 1500

10 16.67 6.55 541 1432 6.59 13.31 6.02 12.44 0.500 500
11 241 585 228 206 477 216 2.69 192 0.090 500
Ensemble 3.75 592 234 4.16 523 434 3.08 3.41

In order to investigate the effect of forecasting precision on safety inventory and
sales profit, table 5 shows the comparison of year’s total safety inventory and gross
profit among different models when target service level is 98%. It’s clear that, the
safety inventory of HSVRESE is 2863 lower than SVRE, 2844 lower than SVR, 2855
lower than SVRESE. And the sales profit of HSVRESE is 344 higher than SVRE,
341 higher than SVR, 307 higher than SVRESE. The results strongly prove the
superiority of HSVRESE on reducing safety inventory and promote sales profit even
under high services level, which will greatly enhance the competitive power of the
retail company.

Table 5. Annual safety stock and gross margin of each model

SVR SVRE SVRESE HSVRESE
Year’s total safety inventory(thousand piece) 5.510  5.529 5.221 2.666
Year’s total gross profit(thousand RMB) 22709 22.706 22.743 23.050
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5 Conclusions

Demand forecasting is the basis of business operation in a company and the
forecasting accuracy has a great effect on safety inventory, profit and competitive
power of the company. This paper proposes a demand forecasting model of balanced-
sampling-based SVR ensemble named BS-EnHSVR to improve the sample’s
representativeness and the precision of the average individual SVR through using the
balanced sampling. And then the model is applied to a beer demand forecasting. The
experimental results show that, the generalization ability of BS-EnHSVR is the best
one than the other compared models, and then strongly prove the superiority of BS-
EnHSVR on reducing safety inventory and promote sales profit, which will greatly
enhance the competitive power of the retail company.
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Abstract. The combination of classifier has long been proposed as a method
to improve the accuracy achieved in isolation by a single classifier. Most of the
extant works focus on how to generate a group of "good" base classifiers, such
as AdaBoost and Bagging. We are interested in the method of combining
multiple classifiers. In contrast to such popular used method as vote, we regard
the classifier combination problem as a classification problem. From the
perspective of pattern recognition, the base classifiers can also be regarded as a
feature extraction method. In theory, any of classifiers can be used to combine
the base classifiers as long as they are able to treat the outputs of base
classifiers. More generally, the combination model is also able to deal with
other machine learning problems including cluster and regression task, that is
Learner Combination via Learner(LCL) model. A large empirical study shows
that, comparing with majority vote(Bagging) and weighted majority
vote(AdaBoost), CCC can significantly improve the performance.

Keywords: classifier combination, classifier, major vote.

1 Introduction

Classifier combination is a learning paradigm where a finite number of classifiers
whose individual decisions are combined in some way(typically by weighted or
unweighted vote) to classify new examples. It originates from Hansen and Salamon’s
work [1], which shows that the resulting classifiers can significantly improve the
generalization ability. Due to its remarkable performance, classifier ensemble has been
of the most active areas of research in supervised learning during the past twenty years.
The technology has also been successfully applied to various areas, such as character
recognition [2], speaker identification [3] and seismic signals classification [4].

Classifier combination includes two important aspects, i.e. generating a set of base
classifiers and combining them.

As for generating base classifiers, Bagging [5] and Boosting [6] seem to be
perceived as “classic” at present. They have been found to be accurate,
computationally feasible across various data domains. Bagging is a bootstrap
ensemble method that creates individuals for its ensemble by training each classifier
on a random redistribution of the training set. Each classifier’s training set is
generated by randomly drawing with replacement. Boosting is a family of methods,
the most prominent one of which is AdaBoost [7], it generates a series of base

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 100107, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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classifiers whose training sets are determined by the performance of the earlier one in
series. Examples that are incorrectly predicted by former classifier in the series are
chosen more often than examples that were correctly predicted. AdaBoost attempts to
produce new classifiers that are better able to predict examples for which the current
ensemble’s performance is poor. There are also many other methods for generating
the base classifiers, representatives of which include Random Subspace [8], Random
Forest [9] and Rotation Forest [10], etc.

As for the classifier combination methods, the most prevailing approach is
weighted and unweighted majority vote. If the labels are available, majority vote is
usually used. If the continuous outputs are supplied, an average, linear or nonlinear
combination rules can be employed [11]. There are also some other approaches for
combining predictions, representatives of which include Behavior Knowledge Space
[12], Wernecke [13], SVD combination [14].

At present, most of ensemble approaches pay more attention on how to generate a
“good” group of base classifiers. The combination methods are usually dependent on
the generation procedure, such as Bagging. In this paper, differently from the
traditional classifier combination methods, we regard the classifier combination
problem not as a part of classifier ensemble, but a general classification problem.
Many classifiers can be able to combine multiple classifiers. From this different point
of view, some other problems about classifier ensemble could be converted into other
topics in pattern recognition.

The rest of this paper is organized as follows. In section 2, we describe the CCC
model. In section 3, the CCC model is extended to combine other machine problems.
In section 4, a large empirical study is reported. Finally section 5 includes the
conclusions and some future works.

2 Classifier Combination via Classifier

Consider the standard supervised learning problem. Let a training sample set be
X ={(x,y)lx€R",y,€Q,i=1,--,n} where y, is the label of X, , D is the
dimensionality of the sample space, 7 is the number of training samples, ¢ is the
number of classes. Assume m classifiers are generated using some method, such as
AdaBoost and Bagging, denoted as f =[f,,---,f, ] . For a given training sample

x; , z;=f(x;) is the predicted vector of all the base classifiers on

x; . z; = fi(x;), the element of gz,

i o could be the predicted label, or a

c-dimensional vector z, =[z; -,z |’

P , where the value Z,;l) represents the
support for the i-th classifier that vector x; submitted for classification comes

from class . So the outputs of f could be discrete, continuous or even mixed.

2.1 The CCC Model

Fig.1 shows the CCC model. For classifier combination, the base learners and

decision learner are all classifiers. We regard the base classifiers f =[f,"--, f,, I
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as a mapping from R” to Q% and Q“ can be called as an intermediate feature
space [15]. Thus the classifier combination aims to find a mapping H Q5 Q,
which actually can be solved as a classification problem. Then the traditional
classifier combination methods can all be regarded as classifiers. Specially, the
majority vote is similar to the nearest centroid method. Denote the centroid of [-th

class as C, =[l,--,1]",l=1,---,c. The predicted label of x; using majority vote

is argmind(f(x,),C,), where the distance between « and [} is defined as
1

d(a,B)A{ile, # B }1. Differently from nearest centroid method, the centroid of

the [-th class is not dependent on the training samples, thus majority vote does not
employ the label information to help decision making. If the base classifiers are
heterogeneous with different types of outputs, it’s difficult to design a sophisticated
method to combine them, but not for CCC as long as using a suitable decision
classifier.

xl x] oo xn
Learner f, z, - g 2,
Learnerf;, z, - z; Z,
Leamerfm Zml ij e Zmn

Decision Learner

Fig. 1. The CCC model, where the learners are all classifiers

In detail, the whole procedure of the CCC model is as follow, firstly, the base
learner is called to generate m base classifiers f =[f,,---, f,, 1" onthe training set

X . Secondly, the prediction of each training sample is regarded as its feature
extraction, and the decision classifier is employed to provide the predicted label.

It is worth to mention that owing to the No Free Lunch Theorem [16], there is no
guarantee some classifier will be always better than majority vote, and vice versa. But
using the label information to help decision making is a reasonable direction.

2.2 A Pattern Recognition Perspective

Fig. 2 provides a pattern recognition perspective of CCC. Comparing traditional
classifier combination system with CCC, the traditional combination methods are
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special cases of classifier. Comparing the pattern recognition system with CCC, the
generated multiple classifier f is only a special feature extraction method.

Therefore, CCC is not only a classifier combination model, but also a pattern
recognition system. In some case, such as for pattern recognition, the CCC model can
be used as a dimensionality reduction method, the outputs of multiple classifiers is in
low-dimensional space and is very discriminative even using majority vote which is a
very simple classifier. The success of CCC will pave the way for dimensionality
reduction using multiple classifiers.

Classifier Combination

Multiple Classifiers \

—Tf ... T Combination method
L, p Ju] \; ]

z=1(x)
special case {zoy}

\ Classifier

Pattern Recognition

Tnput special case

Output
{x,y}

Fig. 2. The Relation among Classifier Combination, Pattern Recognition and the CCC model

2.3 Other Topics

Zhou et al. [17] proposed a selective ensemble method which shows that ensemble
many instead of all classifiers can improve the generalization ability. It’s time-
consuming to select the optimal subset of classifiers(actually it’s a NP-hard problem).
But from the standpoint of CCC, the selective ensemble problem is actually a feature
selection problem in pattern recognition. Some classifiers are able to select features
such as decision tree.

Comprehensibility, i.e., understandability of the learned model to user, is desired in
many real applications. Even when the base learners are comprehensible models such
as small decision trees, the combination of them will lead to a black-box model.
Improving the comprehensibility of ensemble methods is an important yet largely
understudied direction [18]. If we use decision stump as the base classifier, and
decision tree as the decision classifier, the resulting model is actually also a decision
tree, which is also comprehensible. The more ideal model is to generate the decision
tree at the same time as generating the based classifiers.
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3 Learner Combination via Learner(LCL)

Aforementioned we focus on the classifier combination problems. Learner ensemble
includes other problems, such as cluster ensemble, regression ensemble. We will
show that the CCC model can be extended to LCL model which is able to tackle other
learner combination problems.

e  Regression is similar to classification with continuous outputs. In Fig. 1, we
replace the base learners and decision learner as regression models, the resulting
model will also very similar to CCC, it should be competitive enough.

° Cluster ensemble will be a little different from CCC, since no label information
can be used. Similarly, we use a cluster model to replace the decision learner.
The decision of each sample is independent from other samples when using
majority vote, but not when using cluster model. Thus, using cluster to combine
clusters seems to use more global information, which is a two-layer cluster
model.

° Other Machine Learning Problems can also be tackled through LCL model,
such as semi-supervised learning, transfer learning, multi-label learning. The
base learners are all regarded as a mapping from the source space to the
intermediate feature space. The outputs of LCL model is dependent on the
decision learner which is corresponding to the machine learning problem.

LCL is an Algorithm-Independent model which will greatly expand the ensemble
learning theory in more applications of machine learning problems.

4 Experimental Verification

An experiment is set up to compare CCC with AdaBoost and Bagging. We use the
decision tree as base learner. The decision tree construction method was J48 from
the WEKA library [19], a reimplementation of C4.5. Naive Bayes(also implemented
in WEKA) was used as the decision classifier. Note that other classifiers can also be
used such as decision tree, kNN since they are suitable to mixed attribute. If the
outputs of base classifiers are continuous, more classifiers can be used, i.e. SVM,
Neural Network. We perform our experiments on 26 data sets from the UCI
repository [20].

The experimental setting are as follows: the number of base classifiers was set to
25, other parameters of J48, AdaBoost and Bagging are kept at their default values in
WEKA. For each data set, the experiments are repeated for 20 times. In each time, 10-
fold cross validation is performed.

Table 1 shows the accuracies(meantstd). Since we focus on the classifier
combination method, the decision classifier is performed on the base classifiers
generated from AdaBoost and Bagging, respectively. In Table 1, AdaBoost+CCC
indicates that we use the base classifiers from AdaBoost but use a classifier to
combine them, and Bagging+CCC means similar. Fig. 3 gives a graphical overview
of the results in Table 1. On the y-axis is the accuracy of the CCC model while on
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CCC is better than the other method for each data set, all the points on the graph
would lie above the diagonal line which marks the equivalent scores. The data sets

for which the differences are particularly large are labeled in the graphs. As most of

the points in both subplots lie above the diagonal line, the figure demonstrates the
advantage of CCC.

Table 1. Classification Accuracy and Standard Deviation of J48 and Ensemble Methods

Base Learner

Data C45 AdaBoost AdaBoost+CCC Bagging Bagging+CCC
audiology 87.00+6.59 89.95+6.78 90.95+6.23 85.45+6.52 85.83+6.53
auto-mpg 54.60x12.11 56.60£12.91  62.03+12.22 39.53£11.91  43.97+12.09
autos 82.2849.17 85.38+7.89 86.08+7.58 67.75+9.55 64.97+9.65
balance-scale ~ 71.44+5.31 71.24+5.49 75.25+6.50 75.81+4.90 80.37+6.68
breast-cancer ~ 25.22+12.09 36.22+15.76  41.11+15.87 14.17+11.63  42.44+16.40
breast-w 92.71+5.13 96.00+4.11 97.56+3.40 94.25+5.00 95.10+4.68
cleanl 77.60+9.60 88.26+6.90 88.67+6.89 76.90+9.77 80.48+9.33
colic 70.75+10.92 72.14+12.02  74.54x1191 71.11+x10.98  71.54+11.01
credit-g 33.57+8.87 42.93+8.79 47.47+9.06 40.67+9.24 57.50£9.37
diabetes 57.24x11.31 56.24x10.99  60.94+10.00 57.09+10.00  65.78+8.77
flag 59.47+11.58 66.71£11.43  67.29+11.49 65.47£9.62 65.47+9.96
glass 63.60x11.84  73.83x10.59  74.10+10.94 67.27«11.31  70.30+11.95
hayes-roth 61.50x15.47 65.13£14.86  79.25+13.52 73.94£1594  77.13+15.04
heart-c 72.39+12.44  75.04£11.43  76.11+11.20 73.57£11.70  76.93+11.54
heart-h 63.55x15.73 67.45£14.13  71.45+14.70 66.41£14.73  71.05+14.64
heart-statlog 70.83+12.72 74.29+13.12  75.25+12.91 75.00+12.89  78.00x12.34
hypothyroid 96.43+3.16 98.47+2.18 98.28+2.29 97.64+2.76 97.71+2.79
iris 93.25+8.44 92.65+8.24 93.00+7.83 91.30+8.52 91.40+8.51
labor 88.50+15.21 92.75+13.40  91.75+13.98 92.13+12.68  91.63x13.56
page-blocks 81.46+4.85 81.82+5.01 89.32+4.30 82.95+4.72 87.11+4.38
segment 96.47+1.43 98.27+0.97 98.19+0.98 96.53x1.32 96.64+1.30
sick 86.70+7.62 89.30+6.62 92.17+5.82 84.39+7.31 90.74+5.84
soybean 91.90+3.12 92.44+3.12 93.36+3.06 87.07+3.75 87.73+3.36
tic-tac-toe 72.48+7.58 96.73£2.97 97.39+2.91 78.70£7.39 88.61+5.95
vehicle 76.84+5.36 82.83+4.16 83.00+4.07 79.52+3.82 79.65+4.04
wine 91.42+9.34 95.17£6.96 95.00£7.09 93.67+8.11 94.25+7.81

5 Conclusions and Future Works

In this paper, we regard the classifier combination problem as a classification

problem.
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Fig. 3. Comparison of accuracy of CCC and best accuracy between J48 and the competing
ensemble method

Using a classifier to combine classifiers is a reasonable choice since it can employ
the label information. The CCC model can also be regarded as a special pattern
recognition system, and the multiple classifiers can be employed as a feature
extraction method, even a dimensionality reduction method. More generally, the LCL
model is an Algorithm-Independent model which is appropriate for other machine
learning algorithms and machine learning problems. This will further expand the
influence and the scope of application of ensemble learning.

There are many works left to do in the future. Firstly, the CCC model provide a
novel perspective for classifier combination, embedding the decision classifier into
the classifier generating procedure will be a more ideal model like AdaBoost. Using
decision tree to combine decision stump will lead to a comprehensible model.
Secondly, since the LCL model is Algorithm-Independent, using it to tackle more
machine learning problems will be an attractive direction. Thirdly, The success of
CCC paves the way for dimensionality reduction using multiple classifiers. The
traditional methods such as PCA and LDA can only handle the issue of continuous
attributes, while multiple classifiers can handle different types of features. The
outputs of multiple classifiers will be more discriminative due to the ensemble
technology. At last, the theoretical analysis of LCL is also very important.
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Abstract. In this paper, we present an extended technique of decision making
by implementing column reduction with reduction based on calculated maximal
support objects. Using a Boolean valued information system, certain rows or
objects can be defined as ultimate maximum support object, ultimate minimum
support object and zero significance parameter. One can then reduce a table by
eliminating the defined row or objects in what has been defined as hybrid
reduction. As part of our paper, we have managed to show that our proposed
model of hybrid reduction yielded a better data size reduction whilst still
maintaining consistent results.

Keywords: Boolean-valued information system, Soft set theory, Hybrid
Reduction, Maximal Supported Set, Decision Making.

1 Introduction

Handling uncertain data is very important because in reality, there are various kinds
of real life problems that involve uncertain data such as in the field of engineering,
medical, social, medical sciences and many others [1]. Fortunately, these
predicaments can be solved using mathematical principles, and one of them is the Soft
Set Theory [2]. The theory of soft set was proposed by Molodtsov in 1999 as a new
way for managing uncertain data. As for standard soft set, it may be redefined as the
classification of objects in two distinct classes, thus confirming that soft set can deal
with a Boolean-valued information system.

The soft set theory has also been applied for data reduction; an area that supports
decision making problems with less involvement of data by reducing the attributes of
the original data. If excessive information governs the process of decision making,
then issues of processing times and inefficiencies will be of primary concern.

Most of the researches in the soft set theories only focus in attribute reduction
using several approaches as in [1,3,4,8]. Based on maximal supported set derived, we
will demonstrate how column reduction will be complemented by row reduction;
which we defined as hybrid reduction for the combined row and column reduction.

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 108-[[13, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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The rest of this paper is organized as follows. Section 2 describes the fundamental
concept of soft set theory. Section 3 introduces the proposed technique of reduction
and decision making using hybrid reduction based on supported sets. Section 4
outlines the results and finally, we conclude our works in section 5.

2 Soft Set Theory

Throughout this section U refers to an initial universe, E is a set of parameters, P(U )
is the power set of U.

Definition 2.1. (See [2].) A pair (F ,E) is called a soft set over U, where F is a
mapping given by F: E — P(U).

In other words, a soft set is a parameterized family of subsets of the universe U.
For ee £, F (8) may be considered as the set of £ -elements of the soft set (F , E) or
as the set of ¢ -approximate elements of the soft set, instead of a (crisp) set.

The relation between a soft set and a Boolean-valued information system is given
as follows.

Proposition 2.2. If (F , E) is a soft set over the universe U, then (F , E) is a binary-
valued information system S = (U A Vi f )
Proof. Let (F ,E ) be a soft set over the universe U, we define a mapping

F={fis Lo fi,
where
1, xe F(e.) :
N R = ! IS SA .
iU —>V/.andf,(x) {0’ e F(e,.)’ for Is1 | |

Hence, if A=E V =U,..V., whereV, ={0,1}, then a soft set (F, E) can be
considered as a binary-valued information system $ = (U AV f )

From Proposition 2.2, it can be easily understood that a binary-valued information
system can be represented as a soft set. Thus, we can make a one-to-one

correspondence between (F, E) over Uand S = (U, AV f).

3 The Proposed Technique

In this section, we will introduce a new concept of reduction based on hybrid
reduction. The main idea behind this object reduction is to further reduce the size of a
database without having to on the values of sub optimal objects, or even next sub
optimal objects and any other inferior objects.

Example 3.1. Let a soft set (F , E) represents a study on communication prowess
among selected university students. Let’s assume that eighteen students had been
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surveyed in the universe U with v ={u,,u,,---,u,,}, and E is a set of parameters
representing communication facilities used by the students, E={e, e, e, e,,e,.e,}-
Consider the mapping F:E — P(U ) given by “student communication
prowess (-),,, where () is to be filled in by one of the parameters in p € E . Thus, the

overall approximation can be represented as the following:

emall ={ul’uz’u3’M4’u8’M(J’ul()’ull’u13’u14’uls’u16’ul7 ’

faCGbOOk = {uz’u3’u4’u5’u8’u9’u10’u12’u13’ul4’u15’u16’u17}’
— blog ={M]’MZ’M3’M4’M6’M8’M‘J’Mlo’ul]’ul3’u15’ul()
F.E)=

friendsters = {u,, 1,1, , 1y, 1y Uy Uy, 1,5 Uy Uy Uy 1L ),

ym={Mz’u,%’uwus’Ms’uwus’uwulo’Mn’uwuls’um’uw’uls >

’u17’u18 ?

sSms :{MZ’M3’M4’M8’M9’MIO’M]S’MIS’MIG’MW

Fig. 1. The soft set

This example can be represented in the following Boolean-valued information
system :

Table 1. Tabular representation of a soft set from Example 3.1

UIP| e | e | e| e | e| el f) UIP| e | e | e| e | el el f)
u, 110 110|010 2 u, 1 1 1 1 1 1 6
u, 1|11 (1]1]1 6 Lo rjpop1rpog3
u, 1 1 1 1 1 1 6 u, O] 1]0]|1 01]0 2
w, |Lf 1|16 w, |11t 1]6
u, [0 11O 0T 10 2 w, | 1[1][O0L0]0]0} 2
u, 010 11011 0 2 u, 1 1 1 1 1 1 6
u, oOo(ofojoj|1]o0 1 77N I I A O O O O 6
P20 1 T O U O I R A P T T O O I O
w, | 1| T[] 1]6 w, |00 1 1 ]1]o0]3

Definition 3.1. Let (F , E) be a soft set over the universe U and ;¢ {7 . A parameter

co-occurrence set of an object u can be defined as coo(u) = {e eE:f (u, e) = l} .

Definition 3.2. Let (F , E) be a soft set over the universe U and ;¢ {y . Support of an
object u is defined by supp(u) = card({e €E: flue)= 1}) .
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Definition 3.3. Let (F JE ) be a soft set over the universe U and u€ U . An object u is
said to be maximally supported by a set of all parameters E, denoted by Msupp(u)if
supp(u) > supp(v) Vve U\{u}

Based on Def,inition 3.3, we can make supported (ranked) ordered objects
according their support value as U,>U,>--->U,, where U,cU and
U, = {u € U :uisi - th maximal supported by E} for 1<ij<pu. Thus, U, is a

i

collection of objects in U having the same support, i.e., objects of the same support
are grouped into the same class. Obviously U =U U and U, NU, =9, for i# j.

In other words, a collection of U/ E = {U] U,,: -‘,U“} is a decision partition of U.

Definition 3.4. Let (F,E) be a soft set over the universe U and A< E . A is said to

be indispensable if U/A=U/E . Otherwise, A is said to be dispensable.
According to Definition 3.4, we can reduce the number of parameters without
changing the optimal and sub optimal decisions.

Definition 3.5. For soft set (F JE ) over the universe U and A c E . A is reduction of

E if only if A is indispensable and supp,, , («)=,,, supp(v), for every u,ve U.

Definition 3.6. For soft set (F , E) over the universe U and u€ U . An object u will
be the optimal decision if u is maximally supported by E.

Definition 3.7. For soft set (F ,E) over the universe U and ue€ U . The ultimate
maximum support set is defined as of an object u, where

Ultmax(x) = card({ee E: f(ue)= 1}) =n.

Referring to Definition 3.7, any object that has been regarded as part of the ultimate
maximum support set and for any search result for optimal objects will definitely
yield the object that belongs to the group of ultimate maximum support if there is
any.

So in this case, since it is already confirmed that for any object that belongs to the
group of ultimate maximum support set as the optimal object, then it is permissible to
dispense such row which subscribe to the notion of ultimate maximum optimal object
without compromising on the value of the optimal object.

Definition 3.8. For soft set (F ,E) over the universe U and ue€ U . The ultimate
minimum support set is defined as an object u, where

Ultmax(u) = card({e€ E: f(u,e)=0})=n .
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Based on Definition 3.8, any object designated by the definition will be treated
consistently as the ultimate minimum support set. Any object from the set of ultimate
minimum support object will always be defined as the most inferior object hence can
be considered as dispensable.

Definition 3.9. For soft set (F JE ) over the universe U, the zero significant parameter
is defined as Zerosig(e) = z, h, =0
Definition 3.10. Any parameter with the notion as zero significant is an automated

choice to be dispensed.
The pseudocode of hybrid reduction is as follows:

Input the soft set (F,E) over a universe U

Determine the co_occurence of the parameters of each object.

Calculate its supported values

Determine the order of support by arranging it in decreasing order

Find the optimal, sub optimal , and next sub optimal until the inferior
objects can be determined based on the ranking of supported values
Determine the cluster partition U / E

7. Determine ACE, such that U/A=U/E and supp(u)= supp(v) for
every u,ve U

8. Ifthereis A C E, determine the reduced form

9. Determine any rows that had fulfilled the definition of the ultimate
maximum support set

10.Delete/Partition the objects of ultimate maximum support set

11.If there is any ultimate minimum support set, delete/partition the row of the
inferior object

12.1f there is any ultimate minimum support set, mark the objects the inferior
object.

13.1f there is any zero significant paramater, delete the column

14.The newly formed subset of U is the product of hybrid reduction

bl o e

o

Fig. 2. The pseudocode of hybrid reduction

4 The Results

As an example from Figure 1, the optimal objects are {uz SUy Uy U Uy Uy U Uy Uy s Uy |

For these optimal objects, where M, = 6 , they can be categorised as the super optimal
object.
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Coo(u,)={e,,e} Coo( )={el,ez,e3,e4,es,eﬁ},
Coo(u%):{el, e,,e,.e,,es.e,
COO(M4)={61,62,63,64,65,66},
Coo(u5) {ez,es},

Coo(uﬁ) {eS,e }Coo( )={€5},
Coo(us):{el, €,,€,,€,,6,,€, ],
COO(M10)={61,62,63,64,65,66}’
Coo(u“):{el,ewes}’
Coo(u“)={el,63,es}’
Coo(ulz):{el,e3},
Coo(ul3)={61,62,63,64,65,6 }
Coo(um):{el,ez},

Coo(uls) {61,62,63,64,65,6}
Coo(um) {el, e,,e,,e,,e,e,
COO(IA”)—{61,62,63,64,65,66},
Coo(uls):{e3,e4,es}

Fig. 3. The parameters co-occurrence set of each object

The parameter’s support derived from the each objects are as follows:

Supp(u,)=6, i =2,3,4,89,10,13,15,16,17
Supp(u,)=3, j=1118

Supp(u,)=2, k=15,6,12,14
Supp(u,)=1, =7

Fig. 4. The support of each parameter

The cluster partition formed is

{uz’u3’u4’u8’ug’ulo’ul3’u15’u16’ul7 4
U/E= max

{ull’um}’{ul ’MS’MG’MIZ’MI4}’{M7}

As in the above example, {uz,uS,u“ug,ug,um,um,uls,um,u”} is the case of ultimate

maximum support set because the number of parameter, n=6. All the objects belong
to the ultimate maximum support set are dispensable. This is known as row (object)
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reduction. As object with attribute value is vital, therefore in this case, all objects
belong to ultimate maximum support set are partitioned into separate data set
consisting only optimal objects of ultimate maximum support set.

Table 2. The table after alienating the objects of Ultimate Maximum Support

UIP ¢ e e e e ¢ f()
« 1 0 1 0 0 0 2
w, O 1 0 0 1 0 2
w, 0 0 1 0 1 0 2
w, 0 0 0 0 1 0 1
w, 1 0 1 0 1 0 3
w, 0 1 0 1 0 0 2
w, 1 1 0 0 0 0 2
u 0 0 1 1 1 0 3

3

The cluster partition formed is still maintained with

{uz’u3’u4’u8’u‘)’ulo’ul3’u15’u16’ul7 4
U/E= max

{ull’um}’{ul ’MS’M()’MIZ’MM}’{M7}

In Table 2, the column representing €, can be considered as the zero significant

column. Thus, it is conceivable to delete that column. As can be seen above, data size
has been reduced to 37%. Yet, after the process of reduction by 63%, the optimal,
sub-optimal, next sub-optimal until the inferior objects are all still maintained.

Table 3. The table after deleting paramater of zero significance e,

UIP ¢ e e e e f()
w 1 0 1 0 0 2
w, 0 1 0 0 1 2
w, 0 0 1 0 1 2
w, 0 0 0 0 1 1
w 10 1 0 1 3
w, 0 1 0 1 0 2
w, 1 1 0 0 0 2

0 0 1 1 1 3

<
=
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5 Conclusion

It has been argued that reduction by [1,3 ] are only succesful at maintaining the same
optimal object but not able to maintain consistencies for the sub-optimal objects. In
our analysis, we had sucessfullly reduced the data size to 37%, but still able to
maintain consistency in optimal objects, and sub optimal objects until inferior objects.
We have demonstrated that using our approach of hybrid reduction, data size can be
reduced drastically without having to forego the aspect of consistency.

Acknowledgement. This work was supported by the FRGS of Ministry of Higher
Education, Malaysia. Ref. No : FRGS/2/2010/SG/UDM/02/2.
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Abstract. New class of P-model absorbing e-optimal learning automata was
presented in this paper. The proposed learning automaton, Discretized
Generalized Stochastic Estimator (DGSE) learning automaton, not only
possesses the characteristics of the Stochastic Estimator Reward-inaction ( SE, )
learning automaton and the Discretized Generalized Pursuit Algorithm (DGPA)
learning automaton, but also converges with a remarkable speed and accuracy.
The asymptotic behavior of the DGSE algorithm is analyzed. Furthermore, we
stick out the pitfalls in the proof of SEj, algorithm, proved the proposed DGSE
algorithm to be e-optimal, and pointed out that this proof process could be
applied to prove SEy, algorithm. It’s known that the SE, learning automaton is
the fastest learning automaton up to now, whereas, the proposed DGSE learning
automaton is much faster than the SE;, learning automaton. A great number of
experiments and simulations verified the propose DGSE learning algorithm is
quite efficient when operating in P-model stationary environment.

Keywords: e-optimal, learning automaton, stationary environment, P-model
learning automaton.

1 Introduction

The theory of learning automata [1],[2],[3],[4].[5],[6],[7],[8],[12]and the applications
of learning automatons [9],[10],[11]have been widely studied in the half past century
and it is a very efficient tool in the artificial intelligence. A learning automaton interacts
with the environment, which feedback a response to the learning automaton, to select
one optimal action provided by the environment. The learning system, as Fig.1
depicted, composed of a learning automaton and an environment. According to the
characteristic of b(r) , the stochastic environment could be divided into three catalogs,

P-model, Q-model, and S-model. If b(r) e {0,1} , the corresponding learning automaton
is P-model; if b(r) is a finite set of distinct symbols, the corresponding learning
automaton is Q-model; if b(r) can take any value in the [0,1] range, then the

corresponding learning automaton is S-model. The environment is said to be stationary
when the environment reward each action with a constant probability, and is
non-stationary while the environment reward each action with probability varying
with time.

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 116-J121] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Learning Automaton

b(t) o(1)

A 4

Stochastic <

Fig. 1. Learning automaton interacts with environment

The Learning automaton randomly selects an action () from an action vector
which contains the probability of choosing each action. This action triggers a response
from the stochastic environment. And this response will be used for updating the
probability vector by learning algorithm. This cycle will be repeated till the optimal
action, which the probability of selecting this action reaches “1”, is got.

The concept of learning automata was introduced by Tsetlin [3]. Since the
probability of choosing every action is constant, this automaton belongs to the class
of Fixed Structure Stochastic Automaton (FSSA). Some other similar Learning
automatons belonging to this field are Krylov automaton [4], Krinsky automaton [4],
Iraji-Jamalian Automaton (IJA) [5], and STack Architecture (STAR) automaton [6].
On the other side, the latter class of automaton is named as Variable Structure
Stochastic Automaton (VSSA). Learning automaton in this class has been studied
thoroughly. The basic form of learning automata of VSSA is non-estimator [7]. In an
effort to make algorithm gets converged faster, deterministic estimator was
introduced and studied [1]. Discretized learning algorithm was also brought in by
Oommen to increase to convergence speed. It’s important to notify that estimator
algorithm and discretized learning automata always work together to improve the
performance of an algorithm. For the deterministic estimator learning algorithm,
some of them were used for handing the non-stationary environment. Latter,
stochastic estimator schemes were introduced.. In stationary environment, the well
known Stochastic Estimator Reward-inaction ( SE,, ) algorithm [1] achieves the
fastest algorithm among all other learning algorithm. This paper proposes an
algorithm named Discrietized Generalized Stochastic Estimator (DGSE) algorithm
which falls in the field of stochastic estimator performs much better than
SE,, algorithm. In other words, as we known, the proposed DGSE algorithm is the
fastest algorithm. Furthermore, pointing out there are some problems in the proof of
[1], we prove the DGSE algorithm is &-optimal in all random environments and the
proof could also be applied to the proof of [1].

The above concerns the development of a single automaton. Nowadays, Structure of
learning automaton, such as parallel structure and hierarchical structure, was
introduced to improve the convergence speed [8].

This paper organized as follows. In section II, we present our DGSE algorithm.
Experiments and simulations demonstrate that our algorithm is quite efficient in section
III. The last section concludes this paper.
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2 DGSE Learning Automaton

G. I. Papadimtriou and the coauthors of [1] introduced a new stochastic estimator
learning automaton, SE,, learning automaton, which is the fastest among the existing
learning automatons operating in stationary environment. However, we make use of the
advantages of this algorithm and discretized generalized pursuit algorithm (DGPA) [2]
to create a new algorithm called discretized generalized stochastic estimator (DGSE)
learning algorithm. The SE,, learning automaton keeps estimates of the environmental
characteristic to achieve a rapid and accurate convergence. The estimates of the reward
probability are computed stochastically and not strictly depended on the feedback of
the environment. The dependence between the stochastic estimates and the
deterministic estimates is more relaxed when the latter are built on a few selections of
the action. The SE,, learning algorithm overcomes the two disadvantages of &-greedy
scheme [2] and the simulation results demonstrate that this algorithm is the fastest
among existing learning algorithms. DGPA learning automaton converges slower than
the SE,, learning automaton, yet possessing a distinct characteristic pursuing all the
actions that have higher estimates than the current chosen action. Lots of experiments
show that this property makes the DGPA learning automaton converge faster than
pursuit algorithms [2, 6]. So, it’s quite easy to think about combining the advantage of
DGPA and SE,, , and this is DGSE learning automaton depicted as follows.

The learning system is made up with an environment and a learning automaton. The
DGSE learning automaton is defined as a quintuple <A,B,P,E,T> where:

Az{al,az,---,a,} is the action vector contains r actions. We define «,(7),ie {l,---,r}
denoting that the action ¢, was selected at time instant . The probability distribution
is P={p,(1), p,(0),--,p, (0} , and action e, (1),ie{L--,r} is selected with probability
p,(t) attime instant z. The set B ={0,1} is the feedback of the P-model environment and is

inputted into the learning automaton. ‘1’ denotes a reward response and ‘O denotes a
penalty response. E is the stochastic estimator, and we denotes the stochastic estimator at

time instance ¢ is E(®)=(D'®.U®0) , where D (t)={d,®).dy(t).-.d,(t)} . The
deterministic estimate d, () of the reward probability of each action (1), i€ {1,---,7}is

. H
d;(1)= G €Y)

t
i

where G; is the number of times that action ¢; has been selected up to time ¢, and H;
is the number of times that action ¢«  has been rewarded.

U@)= {Ul'(t),U;(t);n,U ;(t)} is the stochastic estimator vector at time instance ¢, and
U,(t)=d,(1)+ R ()

where R’ is a random number which is uniformly distributed in the interval:
(-y/G!,y/G}), and yis a designed parameter. T is the learning algorithm that listed
below.
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The environment in which the automaton operates is defined by a triple < A,B,D >
where Aand B are as defined above. The input of the environment is A and the output
of the environment is B. The set D={d,,d,,---,d,} contains the reward probability of

each action provided by the environment and d, =Pr{b =1l a(t) = ¢} .The environment
is “stationary” when d,is constant and is “nonstationary” when d,is varying with
time. We introduce the DGSE algorithm as follows.

Algorithm_DGSE

Parameters

N resolution parameter

A=1/(rN) smallest step size

K(r) the number of actions with higher estimates than current chosen action
G; the number of times that action ¢; has been selected up to time ¢

H; the number of times that action ¢, has been rewarded

Method

Initialization: H;,G', d,(0)and p,(0)=1/r.

Step 1: Select an action a(r) =¢;, according to the probability distribution P(z) .
Step 2: Update P(r) with the following equations:

p;t+h= mjn{pj(t)+KA(),l} (Vj, j #i)such that u; (1) >u,(1)
t

p/.(t+1)=max{p/.(t)— r—?((t)’o} (Vj, j # i)such that u;(t) <u,(t) 3)
pt+D)=1=) p,(t+1).
j#i
Step 3: Update U(r) according to the following equations for the chosen action:
t t t t ' H/ ' t
G} =G] +1;H, = H} + b(1):d () = Crsu () = d () + R 4)

i

where R’ is a random number which is uniformly distributed in the interval:
(-y/G!yIG").

i

Step 4: If p, (t+1)=1then converge to action ¢, else go to step 1.

End Repeat
END ALGORITHM_DGSE

3 Experimental Results

In this section, we evaluate the computational efficiencies of the proposed DGSE via
comparing with the fastest learning automaton SE,, . Although a more detailed

comparison against the family of pursuit learning automata is also currently being
complied, we reported here, in all brevity that the proposed DGSE is quite efficient.
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In the experiments conducted, Configuration 1 to 2 forms the generally used
benchmark of the test environment for Learning Automata [1]. For each configuration,
we use the best parameters for SE, as [1] and with the parameters for themselves,
SE,, and DGSE runs 200 times separately. We can get the accuracy of each scheme
and the probability evolution of the optimal action. In Table 1, the corresponding
parameters for both algorithms and the accuracy among the 200 repeated experiments
were reported. In addition, the parameters of each algorithm are set to make sure the
accuracy of them is in the same level. Meanwhile, the environment E; is (0.65 0.5 0.45
0.40.350.30.250.20.15 0.1) and E,is (0.6 0.5 0.45 0.4 0.35 0.3 0.25 0.2 0.15 0.1) in
which each element is the probability of feeding back correct response [9].

Table 1. Accuracy and parameters of the both above two algorithms

DGSE SEy,
Environment
n V4 Acc. n Y Acc.
E, 4 6 198 16 8 199
E, 5 6 193 32 12 199

Figure 1 and figure 2 are the evolution of the optimal action for SE, and DGSE
with the configuration in E,; to E, respectively. It clearly illustrates the power of DGSE.

1.1

.1/ ] “

0.2 4 0.2

0.1 0.1

Fig. 1. The asympotic value of the probability Fig. 2. The asympotic value of the probability
of choosing optimal action (Environment 1, of choosing optimal action  (Environment 2,
average for 200 times) average for 200 times)

The above two graph clearly demonstrate the proposed DGSE algorithm is comparable
with the fastest learning automata algorithm up to now SE,, .

3 Conclusions

In this paper, we proposed the first generalized stochastic learning automata. The
learning algorithm makes use of the estimator to update the probability of selecting
every action. The asymptotic behavior of the proposed scheme is analyzed and it is
proved that the DGSE is s-optimality in every stationary environment. Meanwhile, this
proof is suitable for correcting that of the SE,, algorithm [1]. Furthermore, different
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experiments demonstrate our algorithm is quite efficient. The s-optimality and the
speed of convergence make the DGSE have broad application domains.
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Abstract. Entropy theory is a useful measure of uncertainty about the
information systems. In this paper, we address uncertainty roughness
measures of knowledge and rough sets by introducing rough entropy,
and some of its important properties are given, then we prove the rough
entropy is more accurate than the rough degree to measure the rough-
ness of rough sets in interval ordered information systems and through
some examples are illustrated. These results will be very helpful for under-
standing the essence of knowledge content and uncertainty measurement
in future research works of interval ordered information.

Keywords: Interval information systems, Dominance relation, Rough
entropy, Rough degree.

1 Introduction

The rough set theory, proposed by Pawlak in the early 1980s [1], is an extension
of the classical set theory for modeling uncertainty or imprecision information. It
has important applications to intelligence decision, cognitive sciences, machine
learning, pattern recognition, and so on.

The original rough set theory is mainly based on the indiscernibility relation.
It does not consider attributes with preference-ordered domains, that is, criteria.
However, in many real situations, we are often faced with the problems where
the ordering of properties of the considered attributes plays a crucial role. One
such problem is the ordering of objects. For this reason, Greco, Matarazzo, and
Slowinski [2-4] proposed an extension of rough set theory, called the dominance-
based rough set approach (DRSA) to take into account the ordering properties
of criteria. In DRSA, where condition attributes are criteria and classes are
preference ordered, the knowledge approximated is a collection of upward and
downward unions of classes and the dominance classes are sets of objects defined
by using a dominance relation. In recent years, many studies have been made in
DRSA [5-7].

On the other hand, the concept of entropy, originally defined by Shannon
in 1948 for communication theory, gives a measure of uncertainty about the
structure of a system. It has been useful concept for characterizing information
content in a great diversity of models and applications. Attempts have been

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 122 2011.
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made to use Shannon's entropy to measure uncertainty in rough set theory [8].
Moreover, information entropy is introduced into incomplete information sys-
tems, and a kind of new rough entropy is defined to describe the incomplete
information systems and roughness of rough set. Interval information systems
are important type of data tables, which are generalized models of single-valued
information systems. In recent years, some problems of decision making in the
context of interval information systems have been studied [9]. Hence, consider-
ation of the uncertain measure about entropy in interval ordered information
systems is needed. This paper discussed the problem mainly.

In this paper, we address uncertainty measures of roughness of knowledge
and rough sets by introducing rough entropy in interval ordered information
systems. We prove that the rough entropy of rough sets is more accurate than
the rough degree to measure the roughness of rough sets in interval ordered
information systems, which is very helpful in future research works of interval
ordered information systems.

2 Basic Notions Related to Interval Ordered Information
Systems

The following recalls necessary concepts and preliminaries required in the sequel
of our work. Detailed description of the theory can be found in [9].

An interval information system (IIS) is a quadruple S = (U, AT,V f) , where
U is a finite non-empty set of objects and AT is a finite non-empty set of at-
tributes, V' = U,car Vo and V, is a domain of attribute a, f : U x AT — V
is a total function such that f(z,a) € V, for every a € AT, x € U, called an
information function, where V, is a set of interval numbers. Denote by

f(@,a) = la"(2),a"(2)] = {pla”(z) <p < aY(2), a"(2),a"(2) € R}

we call it the interval number of x under the attribute a. In particular, f(z,a)
would degenerate into a real number if a”(z) = aV(x). Under this considera-
tion, we regard a single-valued information system as a special form of interval
information systems.

In practical decision-making analysis, we always consider a binary dominance
relation between objects that are possibly dominant in terms of values of an
attributes set in an interval information system. In general, an increasing pref-
erence and a decreasing preference are considered by a decision maker. If the
domain of an attribute is ordered according to a decreasing or increasing pref-
erence, then the attribute is a criterion.

Definition 2.1. An interval information system is called an interval ordered
information system (IOIS) if all attributes are criterions.

It is assumed that the domain of a criterion a € AT is completely pre-ordered
by an outranking relation =,; = >, y means that x is at least as good as y
with respect to the criterion a. For a subset of attributes A C AT, we define
rray<eVa€ A xr-,y. Inother words, x is at least as good as y with respect
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to all attributes in A. In the following, we introduce a dominance relation that
identifies dominance classes to an interval ordered information system. In a given
I0IS, we say that  dominates y with respect to A C AT if x > 4 y, and denoted
by foy. That is

Ri ={(y.2) €U x Uly za z}

Obviously, if (y,z) € Rf, then y dominates x with respect to A. In other words,
y may have a better property than x with respect to A in reality.
Analogously, the relation R% (called a dominated relation) can be defined as
follows:
RS = {(y,x) € U x Ul =4 y}

Given A C AT and A = A; U As, where the attributes set A; according to
increasing preference and A, according to decreasing preference. Let us define
these two binary relations more precisely as following:

R; = {(y.2) € U x Ulat(y) > ak(x),a¥ (y) > a¥ (z) (Va1 € Ay);

ak(y) < ak(x),al (y) < af (z) (Vaz € A2)}

{(y,x) € U x Ul(y,z) € R}

RS ={(y.2) € U x Ulaf(y) < af(z),a¥ (y) < a¥ (z) (Vas € Ay);
ak(y) > ak(x),aY (y) > aff (z) (Vaz € A2)}

={(y,2) € U x U|(y,z) € R3}

For simplicity, without any loss of generality, in the following we only consider
attributes with increasing preference.

In general, we denote an interval ordered information system by
S = (U, AT, V, f). Thus the following definition can be obtained.

Definition 2.2. Let S = (U, AT, V, f) be an interval ordered information sys-
tem (IOIS), for A C AT, denote
R ={(y.x) €U x U] af(y) > af (x), af/ (y) = af (z), Vax € A}
= {(y,2) € U x U| (y,2) € R3}
Rf are called dominance relations of information system S.
Let denote
[2]5 = {y € Ulaf(y) = af (z),af (y) = af (z), (Vax € A)}
= {y € Ul(y,z) € R}
U/R5 = {[wi|5|v: €U
where i € {1,2,---,|U]|, then [2]5 will be called a dominance class or the gran-
ularity of information, and U/ R% be called a classification of U about attribute
set A.
The following properties of a dominance relation are trivial by the above
definition.

Proposition 2.1. Let Rf be a dominance relation. The following hold.

(1) R7 is reflexive, transitive, but not symmetric, so it is not an equivalence

relation.
(2) If B C A C AT, then R3 D R5 2 R,
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(3) If BC A C AT, then [z]7 D [z]5 D []5,.
(4) I 2y € [ai]5, then 5 € : 35 and o) = Uflasl3 : 25 € [@)3).
(5) [xz]A = [l‘]]g iff f(zs,0) =
(6) |[a:z]B| > 1 for any z; € U
( ) U/R% constitute a covering of U, i.e., for every z € U we have that

[2]5 # 0 and U,y 215 = U.

where | - | denote cardinality of the set.
For any subset X of U, and AT of S, define
> >
R3(X) ={xcU| [z]5 € X}
RE(X)={z €Ul [e]7n X # 0}
Rf (X) and R% (X) are said to be the lower and upper approximation of X with

respect to a dominance relation RiT. And the approximations have also some
properties which are similar to those of Pawlak approximation spaces.

Proposition 2.2. Let S = (U, AT U{d},V, f,g) be an interval ordered infor-
mation system and X, Y C U, A C AT, then its lower and upper approximations
satisfy the following properties.

(1) B3(X) € X C R3(X).

(2) RZ(XNY) = R3(X)NRZ(Y); R3(XUY)=R3(X)URZ(Y)
(3) R3(XUY) 2 RE(X)URE(Y): R3(XNY)C RE(X)NR5(Y)
(4) R3(X) =~ R5(~ X); R3(X) =~ R3(~ X)

(5) R5(0) = B50) = b R5(U) = R5(U) = U.

(6) RF(R7(X)) = RZ(X); R3(R3(X)) = R3(X).

(7) If X CY, then R5(X) C R5(Y), R3(X)C R5(Y)

where ~ X is the complement of X.

3 Rough Entropy of Knowledge in Interval Ordered
Information Systems

In classical rough set theory, knowledge be regarded as partition of set of objects
to an information system. However, it is known that equality relations is replaced
by dominance relations in an interval ordered information system.

In this section, we will introduce rough entropy of knowledge and establish
relationships between roughness of knowledge and rough entropy in interval or-
dered information systems.

Firstly, let give the concept of rough entropy of knowledge in interval ordered
information systems.

Definition 3.1. Let S = (U, AT, V, f) be an interval ordered information sys-
tems and B C AT. The rough entropy of knowledge B is defined as follows:
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IU\

log, [ 5
Z |U| 089 [x]B|

where | - | is the cardinality of sets.

Example 3.1. Given an interval ordered information system in Table 1.

Table 1. An interval ordered information system

U al a2 as a4 as ae
1 [3,4] [4,5] (3,4] [3,4] [2,3] [4,5]
T2 [1,2] [1,2] (1,3] [1,3] [2,3] [1,3]
T3 [3,4] [4,5] (3,5] [3,4] [3,5] [4,5]
T4 (2,3] [4,5] (2,3] [2,4] [2,3] [3,5]
5 [1,2] [1,2] (1,3] [1,2] [2,3] [1,3]

The rough entropy of knowledge AT = {a1, a2, as, a4, as, ag} can be
calculated by above definition, which is

E(AT) = g log2 2 + 2logy 4+ Llogy 1+ 2logy 3+ 2 log, 5
+§ + log23+10g25
—2+ log23+10g25
= 5. 27291

Proposition 3.1. Let S = (U, AT,V, f) be an interval ordered information
system and B C AT. The following hold.

(1) E(B) can obtain its maximum |U| - log, [U], iff U/RZ =

(2) E(B) can obtain its minimum 0, iff U/R%, = {z1} {z}, - {7 1}

Proof. It follows directly from the Definitions 3.1.

Theorem 3.1. Let S = (U, AT,V, f) be an interval ordered information sys-
tem and By, Bo C AT. If U/Rf, C U/Rj_, then E(By) < E(Ba).

Proof. Because of U/R]%1 C U/R]%,27 we have that [xi]gl C [%‘]1232 for every
Va; € U. Thus there exists some x; € U such that |[xj]]231| < |[xj]]232|. Hence, by
the Proposition 2.1 and Definitions 3.1 we can obtain

[U| Ii ]Z | |U\

TilB, >
: < -1 i
Z |U| Bl| Z |U| 082 HSU ]B |

i=1

ie.,

E(Bl) < E(BQ)
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Example 3.2. In Example 3.1, if denote B = {a1, az2,a3}, from the table we
have

Thus, it is obviously that U/RiT C U/R]%, Moreover, E(B) can be calculated
easily, which is

E(B) = 2logy2+ 2logy 5+ Llogy 1+ 2logy 3+ 2 logy 5
=2 4+2log, 5+ 2 log, 3
= 5.99484
On the other hand, by Example 3.1, we obtained E(AT) = 5.27291.
Thus, it is obviously that E(AT) < E(B).
However, if denote B’ = {az} and B” = {as} in the system of Example 3.1,
we have that

[1]5 = [23]5 = [24]5 = {21, 23, 74}
[22]5 = [ws]5 = {z1, 22, 73, 74,75}
and
[21]50 = [22] 50 = [24] 50 = [w5]50 = {21, %2, 23, 24, 25}
(23] 5, = {x3}

Furthermore, we can obtain that

E(B')=3x 2logy3+2x 2log,5
= g logy 3 + 2 x log25
= 7.49679
and
E(B") =2 x 4logs5 + | x loga1
= 4log25
=9.28771

which show E(B’) < E(B"). While, U/R%, C U/R%, does not hold. So, it can
be conclude that the converse proposition of Theorem 3.1 does not hold.

Corollary 3.1. Let S = (U, AT,V, f) be an interval ordered information sys-
tem and By, Bo C AT. If U/Rj, C U/Rj_, then E(B;) < E(By).

Theorem 3.2. Let S = (U, AT, V, f) be an interval ordered information sys-
tem and By, By C AT. If U/Rg, = U/R3_, then E(By) = E(Ba).

Proof. Since U/R]ZB,1 = U/R%27 we have that [xi]gl = [xi]§2 for every Vz; € U.
Thus, it is obtained E(B;) = E(Bs) directly.
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Theorem 3.3. Let S = (U, AT, V, f) be an interval ordered information sys-
tem and By, By C AT. If U/R3, € U/R7, and E(By) = E(By), then U/Rg, =
U/R3,.

Proof. Since E(By) = E(B,), it follows that

2 |zi)3, | o 3| .
3 o logy ez, 1= o s llwilg,| (%)
i=1 i=1

From U/R,ZB,1 - U/Rj%27 we have that [xi]gl C [951]%2 for every z; € U. This
show that 1 < |[x1]]231| < |[x1]§2| Thus, it is true that

> > > >
[zil5, | - logs [[] 5, | < |[zil, | - logs [[i]B,|

By the formula (), it follows that
[@il5,| -1ogs [[2i]5, | = [[zi]5,| - logs |[x:]3,]

So, we easily obtain |[x1]§1| = |[xi]§2|, for every z; € U.
On the other hand, [xi]gl - [951]1%27 we get for every x; € U.
Hence, U/R3, = U/R3,

Corollary 3.2. Let S = (U, AT,V, f) be an interval ordered information sys-
tem and By, By C AT. If B, C By and E(By) = E(By), then U/Rj, = U/R5,.

4 Rough Entropy of Rough Sets in Interval Ordered
Information Systems

In rough set theory, the roughness of a rough set can be measured by its rough
degree. So we give the rough degree of a rough set in interval ordered information
systems.

Definition 4.1. Let S = (U, AT,V, f) be an interval ordered information sys-
tem and B C AT'. The rough degree of a rough set X C U about B defined as
follows:

where | - | is the cardinality of sets.
From the above definition and Proposition 2.2, it is obvious to 0 < pp(X) <1,
and the following property can be obtained easily.

Theorem 4.1. Let S = (U, AT,V, f) be an interval ordered information sys-
tem and By, By C AT. If U/R]Z31 C U/R]Zgz, then pp, (X) < pp,(X), for any
rough set X C U.
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Proof. Since U/R]%,1 C U/R]%,27 by the Proposition 2.1.4(5) we can obtain
R5,(X) € R, (X), RE,(X) 2 RE, (X), Thus

|RE, (X)) - |RE, (X))
[R5, ()] |RE, (X)]

Hence, by Definition 4.2.1 we can have pp, (X) < pp,(X).

From Theorem 4.1, we can get that coarser is the classification of interval
ordered information systems, smaller is not the rough degree of a rough set of
the system.

Furthermore, the following property can be obtained about the entropy of
rough sets.

Theorem 4.2. Let S = (U, AT,V, f) be an interval ordered information
system and By, By C AT. If U/R3, C U/R3,, then Ep, (X) < Ep,(X), for any
X CU.

Proof. Since U/R]%1 C U/Rf,z, by the Theorem 4.1.1 and Theorem 4.2.1 we
can obtain that

E(B;) < E(Bs)
pBl(X) < sz(X)

Hence, by the Definition 4.2.2 we have

EBl (X) < E32 (X)

5 Conclusion

Rough set theory is a new mathematical tool to deal with vagueness and un-
certainty. Development of a rough computational method is one of the most
important research tasks. While, in practise, ordered information system con-
fines the applications of classical rough set theory. In this article, we address
uncertainty measures of roughness of knowledge and rough sets by introducing
rough entropy in interval ordered information systems. We prove that the rough
entropy of rough sets is more accurate than the rough degree to measure the
roughness of rough sets in interval ordered information systems, which is very
helpful in future research works of interval ordered information systems.
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Abstract. This paper presents a differential evolution algorithm in order to find
unique resonance frequencies of an electromagnetic target in the resonance
scattering region. These frequencies are estimated from the roots of Laplace
transform of a specially designed incident signal. The parameters of the signal
are computed with an intelligent differential evolution (DE) algorithm. The
algorithm searches for minimization of the scattered signal’s energy in late-time
region, which is main fitness function in the algorithm. The proposed algorithm
is demonstrated for a scattered signal of a dielectric sphere having several poles.
The acquired pole results show very good agreement with theoretical
expectations. Besides, the differential evolution algorithm has higher accuracy
as compared to a similar method, which utilizes from genetic algorithm.

Keywords: Scattered signal, Resonance frequencies, Differential evolution.

1 Introduction

The discrimination of electromagnetic targets using scattered signals is very crucial in
radar applications. The main aim in these applications is to find unique features for
targets. According to scattered theory, an electromagnetic target has three scattering
regions, which are Rayleigh, resonance and optical regions [1]. If the dimensions of
the target are comparable to wavelength of incident signal (d~A), the target is in
resonance scattering region. In this region, the scattering phenomena from a target can
be modeled by a linear and time-invariant (LTI) system, which is described in Fig. 1.

TARGET
INCIDENT SCATTERED Input x(t) OSUtptl:t 3’(2
SIGNAL SIGNAL (Inpldent ( cattere
Signah) | L7 Systemney | S19naD
(Target)
(a) (b)

Fig. 1. (a) The scattering phenomena and (b) the modeling of the phenomena with a linear and
time-invariant (LTI) system
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According to Singularity Expansion Method (SEM) [2], the impulse response (for the
case where x(#)=03(¢)) for this system in this region is represented as the sum of time
limited signal and superposition of damped exponential signals.

N
h(t)=g(t)+> a,exp(s,t+vy,) (1)
n=1
Here, g(7) is the time-limited signal vanishing after a certain time interval, a, is the
amplitude of concerning damped exponential signal and N is the number of damped
exponential signals. Correspondingly, the Laplace transform (response) of this signal
is expressed with an entire function and a meromorphic function given as

Ril

H()=6()+ 3 @

According to SEM theory, complex valued s, parameters in (1) and (2) are constant
for any aspect angle and polarization of incident and scattered electromagnetic
signals. These parameters are called as complex natural resonances or equivalently,
the poles of the target described in Fig. 1. Because, these poles are unique to target,
the extraction of these resonances is usually essential to identify the targets.

Time limited signal part, g(¢) in (1), is usually dominant and suppresses the
resonance part of time response, which contains target poles. Therefore, the natural
resonance estimation methods try to keep away from time interval where g(f) exists.
Time interval where g(r) vanishes is called as late-time region and the poles of the
target is commonly computed by using this interval of the scattered signal.

There are several methods for the pole computation purpose, some of which can be
categorized as pulse methods [3], [4]. The main in these methods is to find optimal
incident pulse, which annihilates the effects of the resonances in the late-time interval.
In other words, it is aimed to reach an optimal input signal for the target, which makes
the energy of scattered signal minimum (ideally zero) after a certain time interval is
passed. Then, the natural resonances of the target can be computed from the roots of
Laplace transform of this optimal incident pulse as explained in [5].

The optimal incident pulse is usually constructed as the linear combination of some
basis functions such as impulse, unit step or Legendre functions [4]-[6]. However, the
coefficients of basis functions as well as the duration of the incident pulse are the
variables needed to be optimized for minimizing the cost function to be explained in
the following section. For this purpose, several optimization techniques such as
gradient-descent algorithm [4] or genetic algorithm are used [6].

The differential evolution optimization used in this paper is a simple but powerful
stochastic method. It has advantage over gradient type optimization that it may not be
differentiable for the problem. Besides, it is superior to genetic algorithm by giving all
parent individuals an equal chance and permitting the competition of offspring
individual with its parent to qualify the proceeding generation.

In the following part of the paper, the theory and formulation for the optimization
problem will be explained. Afterwards, the details of the differential evolution
algorithm used in the method will be given. Finally, the application of the algorithm
for a lossless dielectric sphere will be demonstrated and the results will be compared
with theoretical values and the ones extracted with genetic algorithm in [6].
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2 Theory and Formulation

The problem in this paper can be formulated with an optimization problem as

[ ¥ (r)ar [ (x)xh()) ar
min (J ) = min —TL;T” = min| 2% (3)

P

[ (1) ar [+ (t)ar

0

where * is the convolution operator, T; is the beginning instant of the late-time
interval where g(#) in (1) vanishes and Tp is the width of the generated incident
pulse. The resulting convolution should be zero in ideal case, which means zero
energy in the late-time interval and by considering Laplace transform, it can be
expressed as

y(t)=x(t)*h(t) = ZIX

where X(s) is the Laplace transform of x(#). The expression (4) brings to the necessity
of X(s,)=0 that the roots of the Laplace transform of optimal incident pulse give the
complex natural resonance frequencies of the target. In this paper, the incident pulse
is considered to be constructed with unit step functions such that

“4)

Zx[ (t=(j-1)Ar)- (t—jAt)], T,=KAt (5)

where At is the sampling period when the continuous time-domain incident signal is
converted to discrete time-domain signal as x;= x(jAt —Ar). The Laplace transform of
the expression in (5) is found to be

K
X (5) = P A = TR0 exp[s(-ba] @

s s o

Therefore, once the variable x; values are gathered, the target poles can be easily
computed from the roots of A(s) function in (6). When the known impulse response of
the target is also converted to discrete-time domain as h; = h(jAt —At), by using the
definition of convolution operator, the continuous optimization problem can be
rewritten in discrete-time domain as in (7).

U+K U+K 2
2
Z Y Z ij m—j T T
min FD[{& :min m=D+K+1 s D:_L’ U :_U (7)

K At At
> >

Jj=1
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where D is beginning index of the late-time interval and 7y, defines the predetermined
upper time instant for impulse response that the response drops to a sufficiently small
value after this instant. For impulse response, all A; values after this time instant are
assumed to be zero such that h; =0 for j > U. Besides, all nonpositive index are
assumed to be zero that 4;=0 forj < /.

In the optimization problem given in (7), the parameters and values except x;
values and parameter K are all assumed to be known. Therefore, only parameter K
and variables x;’s are needed to be optimized. Here, parameter K can be considered as
pulse width of the input signal and it should be integer number in the optimization;
however, the variables x;’s can be any real number. So, both pulse width and basis
coefficients should be optimized to give the minimum energy in the late-time interval.

3 Differential Evolution Algorithm

Differential evolution (DE) is one of the latest evolutionary optimization methods
proposed by Storn and Price [7]. Although DE was first introduced to solve the
Chebychev polynomial fitting problem [7], it has been successfully applied in a
variety of applications that an excellent review of applications of DE algorithms can
be found in Das and Suganthan [8].

There exist several mutation variations in traditional DEs. We follow the
DE /rand /1/bin scheme of Storn and Price [7] for a general description. By
considering the fitness function in (7), the traditional DE algorithm starts with
establishing the initial target population denoted by NP. Each individual in NP has a
K+1 dimensional vector with parameter values determined randomly between

predefined search ranges denoted by x;™"= -1 and x;"*= 1, respectively, such that
, A .

where x;/ is the i" target individual with respect to /” dimension at generation #; and r
is a uniform random number between 0 and 1.

Mutant individuals are generated in such a way that DE perturbs vectors from the
target population by adding the weighted difference between two randomly selected
target population members to a third member in the target population as follows:

v =vil + Fx(v;;‘ —v;?‘) )
where a, b, and c are three randomly chosen individuals from the target population
such that (a zb#c#ie (1,..,NP)) and j=1,2,...,K+1. F > 0 is a mutation scale factor

which affects the differential variation between two individuals.

Mutation phase is followed by recombination of mutant individual with its
corresponding target individual. For this purpose, a crossover operator is applied to
obtain the trial individual such that

t . t .
. v; if r,<CR or j=n,
uj;

10
xfjfl otherwise (10)
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where the index n; refers to a randomly selected dimension j=1,2,...,K+1, which is
used to ensure that at least one parameter of each trial individual ; differs from its
counterpart in previous generation u;”’. CR is a user-defined crossover constant in the
range of [0, 1] and rj,-’ is a uniform random number between 0 and 1. In other words,
trial individual is made up with some parameters of mutant individual, or at least one
of the parameters randomly selected.

As shown in the following part, during the crossover operator applied, we modified
our DE to handle the first dimension K of our solution representation. For the first
dimension of DE vector, we use an arithmetic crossover as follows.

u = CRxxf + (1 CRx v ) (1)

During the reproduction of the trial population, it is possible to extend the search
outside of the initial range of the search space. For this reason, parameter values
violating the search range are restricted either to

t min

U, =X

e (e =12, K 41 (12)

ij

To decide whether or not the trial individual % should be a member of the target
population for the next generation, it is compared to its counterpart target individual
x/" at the previous generation. The selection is based on the survival of the fittest

among the trial and target individuals such that

)< rl)
P =Y ) 13)
x; otherwise

The solution representation is given in Table 1 where each individual represents the
decision variable K and x; values, respectively. However, the DE algorithm works on
a continuous domain. For this reason, floating point number K value is truncated to an
integer value before computing the objective function value.

Table 1. Solution Representation

J 1 2 3 4 K+1

Xj K X7 X2 X3 e Xg

It is important to note here that once the value of the decision variable K is
determined, K value is equal to the size of the DE vector x. For this reason, each
individual in the population of the DE algorithm has a variable xx size.

The initial population is constructed randomly with the lower bound as described
before within the ranges of [KLB , KYB ] and [xijLB , xijUB ], respectively. Then, the first
dimension and the rest of the dimensions are generated by

X =KLB+(KUB—KLB)><V, xfj =x§B+(xl-[fB—x§B)><r (14)
where x;/ is the i" target individual with respect to /” dimension at generation #; and r
is a uniform random number between 0 and 1.
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4 The Experimental Results for a Dielectric Sphere

The differential evolution algorithm described above is applied for a dielectric sphere
with radius 1 meter and dielectric constant 5. The monostatic impulse response for the
target is synthesized for frequency band of 0-0.5 GHz with analytical expressions [9].
In this frequency band, target is in resonance scattering region. Time response of this
sphere is plotted in Fig. 2(a), where sampling period is selected as At= 1 nsec.
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Fig. 2. (a) The impulse response of the dielectric sphere and (b) the scattered (output) signal for
the optimized incident pulse of the dielectric sphere

For this dielectric sphere, constant parameters D and U are given as 32 and 616,
respectively. The integer K is optimized in the integer range between K’=10 and
KYP=90 are x; coefficients are searched in the continuous range [-1, 1]. The population
size is selected as 100 and the number of iterations varies from 100 to 1000. However,
due to limited space, the results only belonging to 1000 iterations are given. While
time processing of method is 1 s for 100 iterations, it is 10 s for 1000 iterations.
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As the results for 1000 iterations, the fitness value in (7) is evaluated as 0.000594
and K is found to be 79. The resulting scattered signal y(¢) is plotted in Fig. 2(b),
where time index 111 corresponds to U+K in (7). When these figures are compared, a
considerable amount of energy exists in late-time interval of Fig. 2(a); however, this
late-time energy is significantly reduced in Fig. 2(b). This is because the synthesized
incident pulse has no cancellation effect on the part of scattered signal before late-
time interval; therefore, a considerable scattered signal is available in this time region.
However, this pulse causes an annihilation of effects of resonances in the late-time
interval, which results in very little late-time scattered signal.

After the optimized x; values are obtained, complex natural resonance frequencies
are computed from the roots of the function A(s) given in (6). The corresponding pole
results of the dielectric sphere are tabulated in Table 2 by using a normalization of
srlc where r is the radius of the sphere and c is the speed of light. In the same table,
the resonance frequencies extracted from theoretical expressions are also given. Both
results show that although the selected application (target) has several distinct poles,
the values computed by DE algorithm have very good agreement with the exact
(theoretical) pole values especially in terms of imaginary parts of the poles.

Table 2. The extracted pole values in this study and in [6], and exact pole values for the
selected lossless dielectric sphere where j represents imaginary part of complex number

Extracted Pole

Values (Differential
evolution algorithm)

Extracted Pole
Values (Genetic
algorithm)

Exact (Theoretical)

Pole Values

~0.1488 +1.2936
-0.1021 + j1.8798
-0.0603 + j2.4221
-0.1731 % j2.7459
-0.0264 +§3.0044
-0.0793 +3.3656
-0.0343 £3.5262
-0.0491 +§3.9060
-0.0066 + j4.0913
-0.0196 + j4.4742
-0.0431 + j4.5983
-0.0235 +5.6336
-0.0543 +6.0828
-0.2173 £6.1356
-0.0108 +6.7657
-0.1358 +7.4867
-0.0710 + j8.8543
-0.2048 +j9.1158

~0.1160 +j1.2399
-0.0949 + j1.9071
-0.0488 = j2.4873
-0.0292 +2.8333

~0.1479 +1.2968
-0.0947 + j1.8740
-0.0571 + j2.4400
-0.1959 + j2.7431
-0.0325 +2.9952
-0.0766 +j3.3555
-0.0174 +3.5398
-0.0365 £3.9178
-0.0089 + j4.0745
-0.0169 + j4.4653
-0.0043 = j4.6002
-0.0657 + j5.6387
-0.0014 + j6.0385
-0.2663 +6.1188
-0.0299 +6.7528
-0.1831 +7.4630
-0.0694 + j8.8551
-0.2083 +9.1101

A similar study, which uses the same dielectric sphere in the application part, is
demonstrated in [6] by using genetic algorithm as the optimization tool. The incident
pulse is constructed and optimized with Legendre polynomials as basis functions. The
resulting pole results of the study in [6] mostly contain the complex resonance
frequencies with relatively higher real parts. However, these signals attenuate very
rapidly, which causes disappearing of these poles easily with a possible additional
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noise. In that respect, the pole values extracted with DE algorithm in this paper are
more stable to noise effects as their attenuation coefficients are relatively small. In
Table 2, the pole values computed in this paper are also compared with the pole
results of [6] having relatively small real parts. From the results in Table 2, it can be
deducted that the pole values computed with DE algorithm show higher accuracy as
compared to the poles estimated with genetic algorithm.

5 Conclusions

This paper has been demonstrated the extraction of poles of an electromagnetic target
with an intelligent DE algorithm. This pole extraction method mainly attempts to
solve an optimization problem, which is the minimization of the late-time energy of
scattered signal of a target. For this purpose, an incident pulse is optimized and target
specific pole values are extracted from the roots of the Laplace transform of this
optimized incident pulse. The coefficients and length of the incident pulse are
obtained with DE algorithm. This problem is applied to an electromagnetic target of a
dielectric sphere. The pole results extracted after DE algorithm show high accuracy
with the theoretical values. Besides, the method gathers the pole values with small
damping coefficients, which are more robust to noise effects. The proposed method
with DE algorithm is also compared with another method using genetic algorithm for
the same application. According to the results, the proposed DE algorithm for this
application is found to be more accurate than the method with genetic algorithm.
Although the suggested method is demonstrated for a dielectric sphere, it can be
applied for any target type in the resonance scattering region.
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Abstract. In this paper, we develop a new evolutionary algorithm called League
Championship Algorithm (LCA) to solve a new single machine scheduling
nonlinear problem in JIT environment with batch delivery cost and distinct due
dates. Despite its hardness, solving a non-convex function which minimizes
earliness and tardiness costs simultaneously seems to be very useful and practical
in industrial environments. In order to solve this complex problem, first we
present a mathematical model and then design a new discrete nonlinear version of
the LCA algorithm which is very efficient and helpful in combinatorial problems,
either in terms of computational time or solution quality.

Keywords: just-in-time scheduling, batch delivery, League Championship
algorithm, single machine.

1 Introduction

This paper addresses the single machine earliness tardiness batch scheduling problem
with delivery cost consideration for each batch and distinct due dates. Traditionally,
the earliness-tardiness scheduling problems are considered types of just in time
scheduling problems. The JIT systems are so well known and important areas in
manufacturing and production planning, because in this system all early and tardy
penalties are undesirable and we want to achieve the schedule with zero penalty cost.

Since, in many cases, we should pay much money to deliver our finish goods to
customers, it is important to think about models that can make a balance between
early-tardy penalties and delivery costs. Nowadays, with respect to the growth in e-
business competitions and the importance of logistics' role in this field, a new concept
in JIT systems evolved that consider the transportation cost independent of number of
jobs per batch and only according to the number of batches. Cheng and Kahlbacher
[1] were the first ones that study the batch delivery scheduling problems. They
worked on earliness penalties and batch delivery costs. Cheng and Gordon [2] solved
this problem in general form, with processing times related to its batch, and obtained
tow pseudo-polynomial time solutions for a special case with fixed upper bound for
the number of batches.

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 139-]14d, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Potts and Kovalyov [3] reviewed other groups of batch scheduling problems in
which there are machines that can work on several jobs simultaneously. They also
discussed about different aspects of batching problems. In this article, their main
emphasize was on applying dynamic programming to solve batching problems.
Because of interesting Relations between supply chain management and batching
problems, some researchers studied batching problem considering this assumption.
Pundoor et al. [4] studied a system with one supplier and one or more customers. Jobs
are delivered in batches and all jobs that compose the batch belong to one customer.
In recent years, some studies about batch delivery problems have been done by
Mahdavi [5] and shabtay [6].

Due to the complexity of the non-convex objective functions, some meta-heuristic
algorithms were applied. For example, Chang et al. [7] have been developed a new
genetic procedure with injecting artificial chromosomes to solve single machine early-
tardy problem. Tsai [8], Jou [9] employed genetic algorithms to solve their earliness-
tardiness problems. In this paper a new meta-heuristic algorithm called League
Championship Algorithm (LCA) proposed for finding best solutions in a reasonable
computational time.

The remainder of the paper is organized as follows. Section 2, describes the basic
definition of our combinatorial problem and represents a mathematical model. Section
3, explains the proposed League Championship Algorithm, in order to find an optimal
or near optimal solution. Implementation issues and comparisons are investigated in
Section 4. Finally, conclusions are given in Section 5.

2  Problem Definition

In this section, we define the non-linear earliness tardiness scheduling problem, with
batch delivery consideration and distinct due dates. All of the parameters in this
model are integers.

2.1 Notations

n: number of jobs

d;: due date of job j

P;: processing time of job j

a: earliness penalty of each job

B: tardiness penalty of each job

D: Delivery cost of each batch

c: number of batches

C;: completion time of all jobs in batch i
E;: earliness of job j

T;. tardiness of job ]

2.2 Assumptions

1. All jobs are available for processing at time t = 0.
2. Delivery date of a batch equals the completion time of the last job in the batch.
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3. All jobs are delivered in batches with unlimited capacity.

4. Delivery costs do not depend on the batch size and are the same for all batches.

5. The total delivery cost only depends on the number of delivered batches.

6. Our single machine is continuously available and can process at most one job at
time.

TC=) @E, +pT +0D €5)

In this model, E; and T; are the difference between due date of job j and completion
time of its batch. Positive value demonstrates earliness and negative is tardiness.

3 A League Championship Algorithm Solution Approach

Because of the hardness of our problem, in this section, we develop a league
championship algorithm (LCA) to solve the problem. This algorithm is a new meta-
heuristic algorithm to solve continuous optimization problems. In Sections 3.1 and
3.2, the general form of the LCA and the steps of the proposed solution algorithm are
described respectively.

3.1 General League Championship Algorithm (LCA)

LCA method which was introduced by Husseinzadeh [10] is a new meta-heuristic
algorithm to solve continuous optimization problems. Each individual (team) in the
population (league size) represents a feasible solution to the problem being solved.
The quality of each solution is measured by a fitness function and the search proceeds
through a number of generations where each individual contribution to the next
generation is proportional to its fitness.

Inspired by the competition of sport teams in a sport league, the League
Championship algorithm (LCA) is presented for optimizing nonlinear continuous
functions. A number of individuals as sport teams compete in an artificial league for
several weeks (iterations). Based on the league schedule in each week, teams play in
pairs and the outcome is determined in terms of win or loss, given known the team’s
playing strength (fitness value) resultant from a particular team formation (solution).
In the recovery period, each team devises the required changes in the
formation/playing style (a new solution) for the next week contest and the
championship goes on for a number of seasons (stopping condition) [10].

3.2 The Proposed League Championship Algorithm

As described above, basic LCA is used for continuous problems, adopting the
algorithm with our discrete problems, we added some new features to improve and
appropriate the algorithm to solve our model efficiently. To do this, we generate
discrete individuals instead of continuous ones. Following, we explain the main steps
of the proposed LCA.
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The Representation Scheme. One of the most important parts in our LCA method is
the procedure in which we show the solution characteristics in the form of Teams.

In many papers which have been used meta-heuristics, one of the procedures to
represent solutions in discrete models is implementing the algorithm with continues
variables and at last convert them to integer numbers, but in this paper we used
discrete values to generate our solutions from the beginning. This method would be
much better than the former procedures.

In our model, the solutions are presented as a vector which its length is equal to the
number of jobs and each bit shows the batch ID in which our job is assigned. For
example, a sample solution is obtained as follows: A=[1 3 4 4], That means the first
job is assigned to batch 1, second job to batch 3, third job to batch 4 and fifth job to
batch 4.

The Initial Population. Generating a set of initial solutions is the first step to
implement LCA. There are two major decisions in LCA accomplishment. First,
determine the appropriate population size which is not too small and not too large.
This scheme causes to achieve appropriate solutions in reasonable time. Second,
generate an initial population, containing primal sequences which generating
randomly in our model. The quantity of the primal sequences is equal to the
population size, determined in first step.

Fitness Evaluation. The aim of the fitness evaluation is to calculate the goodness of
the candidate solutions (the team’s playing strength). With respect to our objective
function, the team’s playing strength obtained by calculating jobs’ earliness- tardiness
and delivery costs.

Determining Winner/Loser. At the end of each competence, the outcome in terms of
win, loss or tie is determined for each team. Based on this, each team is scored by 3
points for win, O for loss and 1 for tie. To determine winner and loser, in a certain
competition, a tournament selection which is typically used in GA is used in
LCAs [10].

Setting Up a New Team Formation. In LCA algorithm, each solution represents in
form of a team formation. In order to achieve new solutions, we should update our
team formations. The tow important factors in a team formation are the opponent
status and the team status at previous week. Four different statuses should be take
place according to the (lost or won) status for each job and its opponent. New
formation is directly arranged by considering these statuses.

4 Computational Results

4.1 Data Generation

In this paper, we followed Abdul-Razaq and Potts [11] to generate our test problems.
The test problems were generated randomly in 4 sets of jobs (n=6, 9, 18, 50), each
set consists of 12 subsets with 10 instances in each subset. The names of these 12
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subsets are shown in Tablel. Processing times were chosen to be randomly generated
integers inside the [10,100]. Earliness and tardiness costs were also random integers

between 1 and 10. For the due dates, we considered T (the tardiness factor) and p (the
due date range) in the sets {0.3, 0.7} and {0.6, 1.2}, respectively. Our due dates

generated uniformly over the integers {P. (1- T - p /2)... P. (1- T + p /2)}, where P is
the total processing times of all the jobs. Due to the probable interactions between
batch delivery costs and earliness-tardiness penalties which may lead to increase
problem hardness, three different intervals for delivery cost were generated. For these
intervals, delivery costs are generated randomly over integers inside [100, 4000],
[4001, 12000] and [12001, 30000], respectively.

Table 1. Name of problems generated with variable parameters

. _ Delivery Delivery
n Delivery Cost=rand(100.4000) 0 44001,12000)  Cost=rand(12001,30000)
T=0.3 T=0.6 T=0.3 T=0.6 T=0.3 T=0.6

p=0.5 p=1 p=0.5 p=1 p=0.5 p=1 p=0.5 p=1 p=0.5 p=1 p=0.5 p=1
ETBD ETBD ETBD ETB ETB ETB ETB ETB ETB ETB ETB ETB

1 2 3 D4 D5 D6 D7 D8 D9 D10 DIl DI2

9 ETBD ETBD ETBD ETB ETB ETB ETB ETB ETB ETB ETB ETB

13 14 15 D16 D17 DI§ DI19 D20 D21 D22 D23 D24

13 ETBD ETBD ETBD ETB ETB ETB ETB ETB ETB ETB ETB ETB
25 26 27 D28 D29 D30 D31 D32 D33 D34 D35 D36

50 ETBD ETBD ETBD ETB ETB ETB ETB ETB ETB ETB ETB ETB
37 38 39 D40 D41 D42 D43 D44 D45 D46 D47 D48

4.2  Experimental Results

Proposed LCA algorithm was coded in MATLAB 7 and was run on a Pentium 4
computer with 1.87 GHz CPU and 1 GB of RAM. Table 2 shows the results for 480
runs, the optimal solutions for each set of jobs in average and their computational
times. As can be seen in table 2, the proposed algorithm obtained very suitable
solutions in a reasonable time. Compared to the global solutions obtained by Lingo,
our proposed algorithm reaches to global optimum for 13 sets out of 15. Also, in
comparison with Lingo’s best solutions in general, the proposed LCA reaches to
better solutions about 32% more than Lingo.

Looking at the values depicted in Fig. 1, high performance of proposed LCA
compared to Lingo’s prolix CPU times (even for small sizes), reveals that a meta-
heuristic is needed to solve the remained scenarios. With respect to Fig. 1 and 2, it can
be proven that the proposed LCA method greatly overcomes the problem hardness
both in objective values and computational times.
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Table 2. Comparison of results of the model solved by Lingo 9 with the proposed LCA

Code num of Lingo LCA
jobs Bestopt  Glob.opt CPUtime(sec)  Best opt CPUtime(sec)
ETBDI 6 4186.6 4186.6 5.40 4186.6 5.26
ETBD?2 6 4435.5 4435.5 4.10 4435.5 5.07
ETBD3 6 7220.6 7220.6 6.5 7220.6 5.05
ETBD4 6 6094.2 - 6.7 6091.6 4.99
ETBDS5 6 10833.3  10833.3 1.7 10833.3 5.08
ETBD6 6 11400.1  11400.1 1.5 11400.1 4.92
ETBD7 6 14654.1  14654.1 1.7 14654.1 4.97
ETBDS 6 14426.3 -- 2.6 13735.8 4.96
ETBD9 6 24999.4  24999.4 1.5 24999.4 5.10
ETBDI0 6 24837.2  24837.2 0.8 24837.2 5.06
ETBDI11 6 24619.4  24619.4 1.5 24619.4 5.45
ETBDI2 6 29319.5 29319.5 1 29319.5 5.08
ETBD13 9 5756.5 - 20.00 5756.3 5.78
ETBD14 9 7341.4 7341.4 13.10 7341.4 5.80
ETBDI5 9 7156.5 -- 24.9 6911.7 5.89
ETBDI6 9 12102.7 -- 24.8 11954.6 5.66
ETBDI17 9 15143.2 151432 6.5 15143.2 5.81
ETBDI8 9 15086.7  15086.7 8.1 151924 5.58
ETBD19 9 21405.1 21405.1 13.3 21405.1 5.64
ETBD20 9 17969.4  17969.4 16.7 18005.9 5.87
ETBD21 9 29623.6 - 2.3 15143.2 5.90
ETBD22 9 25708.7 - 2.5 151924 6.00
ETBD23 9 38621.6 -- 5.6 21405.1 5.89
ETBD24 9 34305 -- 3.7 17969.4 5.92
ETBD25 18 8967.2 -- 478.80 8248.3 8.45
ETBD26 18 17946.4 -- 212.00 17581.5 8.27
ETBD27 18 31786.3 - 8005.4 28859.2 8.28
ETBD28 18 32003.1 - 8965.3 17831.7 8.21
ETBD29 18 26538.2 - 409.7 25680.8 8.58
ETBD30 18 26996 - 154.7 27984.5 8.56
ETBD31 18 46872.9 -- 3700.1 47761.4 8.37
ETBD32 18 43632.5 -- 4540.8 43595.5 8.90
ETBD33 18 59594 -- 128.6 55316.9 9.04
ETBD34 18 53696.9 -- 39.2 56451.9 8.44
ETBD35 18 73459.9 -- 488.6 78134.5 8.41
ETBD36 18 69671.4 - 458.1 63681.4 8.31
ETBD37 50 - - - 52645.8 25.56
ETBD38 50 - - - 72580.4 25.69
ETBD39 50 - - - 135305 25.51
ETBD40 50 -- - -~ 75524.8 25.73
ETBD41 50 -- - -~ 97688.4 26.01
ETBD42 50 -- - -~ 81505.8 25.40
ETBD43 50 -- -- -- 168457.4 26.15
ETBD44 50 - - - 159893.4 25.65
ETBD45 50 - - - 136743.4 26.15
ETBD46 50 - - - 193367.8 25.73
ETBD47 50 - - - 232108 26.02
ETBD48 50 -- -- -- 227371.8 26.55
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Conclusions

The expansion of single machine earliness—tardiness scheduling problem with batch
delivery costs and distinct due dates were done using a new meta-heuristic algorithm.
In this model we studied a general form of JIT — batch delivery problems with distinct
due dates which increases the problem hardness and complexity verses common due
dates. In order to present reliable solutions in reasonable time, we develop a new
meta-heuristic algorithm called League Championship Algorithm. First, presenting a
new mathematical model and then developing the new LCA algorithm to solve the
mathematical model. 48 test problems were solved verifying the performance of our
algorithm. Computational results strongly confirm the efficiency and potency of the
proposed discrete LCA. As a feature work, it would be precious applying
this method to solve other combinational optimization problems.
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Abstract. Evolutionary algorithms generally require a large number of objec-
tive function evaluations which can be costly in practice. These evaluations can
be replaced by evaluations of a cheaper meta-model of the objective functions. In
this paper we describe a multiobjective memetic algorithm utilizing local distance
based meta-models. This algorithm is evaluated and compared to standard mul-
tiobjective evolutionary algorithms as well as a similar algorithm with a global
meta-model. The number of objective function evaluations is considered, and also
the conditions under which the algorithm actually helps to reduce the time needed
to find a solution are analyzed.

Keywords: Multiobjective optimization, meta-model, evolutionary algorithm.

1 Introduction

Many real life optimization tasks require optimizing multiple conflicting objectives at
once. It has been shown and widely accepted that multiobjective evolutionary algo-
rithms (MOEA) are among the best methods for multiobjective optimization. In the
past years several multiobjective evolutionary algorithms [3J12U1]] were proposed and
used to deal with these problems. However, most of them require lots of evaluations
of each objective function, which makes them problematic to use for solving real life
problems. These problems may have complex objective functions whose evaluations
are expensive (either in terms of time or money).

The use of the meta-models aims at lowering the number of objective function eval-
uations which are needed to obtain the final solution. The meta-model is a simplified
and cheaper approximation of the real objective function. Meta-models can be used in
several ways to augment the multiobjective evolutionary algorithms. In one of the first
approaches [[10] its authors used the NSGA-II [3] and replaced the objective functions
with their meta-models. In [[7] and [8] authors describe an aggregate meta-model based
on various SVM architectures. Although the memetic variant is also possible in mul-
tiobjective setting, only a few references were found in the literature which deal with
meta-model assisted multiobjective memetic algorithms [J5]].

The paper is organized as follows: In the next section [2l The tests and their results
are described in sections[3land[l Section [3] concludes the paper and provides ideas for
future research.

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 147 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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2 Algorithm Description

In one of our previous papers [9]] we proposed a multiobjective memetic algorithm with
aggregate meta-model (ASM-MOMA). This algorithm was able to reduce the number
of required evaluations of the objective functions by the factor of 5 to 10 on most prob-
lems. ASM-MOMA uses a single global meta-model trained after each generation as a
fitness function during the local search.

In this paper, we propose a new variant of ASM-MOMA with local models instead of
a single global one. We call this variant LAMM-MMA. The main difference between
LAMM-MMA and other multiobjective evolutionary algorithms is the addition of a
special memetic operator, which performs local search on some of the newly generated
individuals (the generation of the new individuals is handled by the respective MOEA
to which is this operator added). The operator uses the meta-model constructed based
on previously evaluated points in the decision space, for which the values of objective
functions are known. The meta-model is trained to predict the distance to the currently
known Pareto front. Moreover, as an addition to ASM-MOMA, in LAMM-MMA the
points do not not have the same weight, as those that are closer to the locally optimized
one are considered more important during the model building phase, see Equation[Tlfor
details.

The main idea is that points closer to the known Pareto front are more interesting
during the run of the algorithm and the memetic operator moves the individuals closer
to the Pareto front. The purpose of the meta-model is not to precisely predict the value
but rather provide a general direction in which the memetic search should proceed. To
obtain a training set for the meta-models we also added an external archive of individ-
uals with known objective values. This archive is updated after each generation when
new individuals are added and at the same time the archive is truncated to ensure it
does not grow indefinitely — random individuals are removed to match the limit on the
number of individuals, see [9] for analysis of this approach.

The following sections detail the important parts of the algorithm. The main loop is
essentially a generic MOEA with added memetic operator. We train a dedicated model
for each individual I which shall be locally optimized by the memetic operator. For
such an individual I we create a weighted training set

Ty = {((331‘, Yi), wi)ly; = —d(zi, P), w; = 14 /\;(xi’ 1 } ()
where d(z,y) is the Euclidean distance of individuals  and y in the decision space,
P is the set of non-dominated individuals in the archive and d(x, P) is the distance of
individual z to the closest point in the set P. A is a parameter which controls the locality
of the model, larger values of \ lead to more local model, whereas lower values lead to
more global one.

The points which are closer to the individual I are more important during the training
of the model. This distance weighting adds some locality to the models trained for each
individual. The training set is constructed in such a way, that for the individuals closer to
the currently known Pareto front the meta-model should return larger values. This fact
is used during the local search phase (which uses the meta-model as a fitness function).
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In the local search phase we use another evolutionary algorithm (this time it is only
a single objective one) to find better points in the surroundings of each individual. The
algorithm runs only for a few generations and it uses only meta-model evaluations. The
newly found individuals are placed back to the population. During the initialization
of the local search the individual which should be optimized is inserted in the initial
population and its variables are perturbed to create the rest of the initial population.

The algorithm uses quite large number of meta-model evaluations and even trainings.
This might lead to significant overhead. To find out how large this overhead is, we run
a few benchmarks (archive size/training set size of 400 individuals, Intel Core i7 920
(2.87Ghz) processor and 6GB RAM). Table [2| shows the results. We can see that the
evaluations are faster than the training by several orders of magnitude and that each
training takes only a fraction of a second. Even if there are 100 trainings per generation,
it would mean an overhead of roughly 15 to 30 seconds per generation, which still might
be faster than a single evaluation of the real objective function. Therefore the overhead
of the training and evaluation is easily compensated by the reduced evaluations of the
objective functions.

Table 1. Times needed for training and evaluation of selected meta-models, in seconds

Model Training (7%) Evaluation (7},)
Linear regression 0.142 8.46 x 1077
Support vector regression 0.328 7.14 x 1077
Multilayer perceptron 3.75 1.80 x 107°

3 Test Setup

We tested our approach on the widely used ZDT [[11] benchmark problems. These prob-
lems are all two dimensional, and we used 15 variables for each of them. In the local
search phase we used various meta-models: namely multilayer perceptron, support vec-
tor regression, and linear regression. All the models use default parameters from the
Weka framework [6] (which we used to run the experiments).

See Table 2| for the parameters of the main multiobjective algorithm and the internal
single-objective algorithm.

As the base multiobjective evolutionary algorithm we used the NSGA-II and e-IBEA
with Simulated Binary Crossover [2]] and Polynomial Mutation [4]. In the local search
phase we used a simple single objective evolutionary algorithm with the same operators
and the meta model as the fitness function.

To compare the results we use a measure we call H,.440, it is defined as the H,4¢;0 =
Hi*t‘“’al , where H,..4; is the hypervolume of the dominated space attained by the al-
gorithm and Hp¢imai is the hypervolume of the real Pareto set of the solutions. As the
Pareto set is known for all the ZDT problems, we can compute this number directly.
We use the vector 2 = (2, 2) as the reference point in the hypervolume computation.
All points that do not dominate the reference point are excluded from the hypervolume
computation. We compare the median number of function evaluations needed to attain
the H,q1i0 0f 0.5, 0.75, 0.9, 0.95, and 0.99 respectively.
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Table 2. Parameters of the multiobjective algorithm

Parameter MOEA value Local search value

Stopping criterion 50,000 objective evaluations 30 generations

Population size 50 50
Crossover operator SBX SBX
Crossover probability 0.8 0.8
Mutation operator Polynomial Polynomial

Mutation probability 0.1 0.2
Archive size 400 -
Memetic operator probability 0.25 -
Meta-model locality parameter A — 1

4 Results

Table [3] shows the results of our algorithm compared to original e-IBEA and ASM-
MOMA. IBEA denotes the original e-IBEA. LR, SVM, and MLP stands for the model
used: linear regression, support vector regression and multilayer perceptron respec-
tively. G denotes the single global model of ASM-MOMA and L stands for the local
models as described in this paper.

The numbers in the table represent the median number of objective function evalu-
ations needed to reach the specified H,,;, value. Twenty runs for each configuration
were made.

From the results, we can see that the global models generally significantly decrease
the number of required function evaluations, and the local models are even better than
the global ones. Generally, linear regression gives better results than support vector
regression and multilayer perceptrons. It probably creates simpler models which indi-
cate the right general direction in which the local search should proceed. Moreover, we
can see that the results of local models are almost always better than those of a sin-
gle global model, thus we recommend using the faster models, i.e. linear regression or
support vector regression instead of multilayer perceptrons.

On ZDT1 the global model was able to reduce the number of function evaluations to
reach the H,.,4;,, = 0.95 by a factor of 6.8 (LR) and the local model reduced it further,
yielding the reduction factor of 7.3 for LR and even 7.7 with the SVM. For the H, 41,0 =
0.99 the reductions are not that large, but we can still see the number decreased by the
factor of almost 4. In this case, local models did not improve the result.

On ZDT?2 the results improved largely even for the H,,4;, = 0.99. ASM-MOMA
reduced the required number of objective function evaluations 8.4 times (SVM), while
LAMM-MMA was able to reduce it almost 9 times with the same model and 9.6 times
with the LR as the model.

Reaching the H, 4o = 0.99 was a problem for the original e-IBEA on ZDT3, but
both ASM-MOMA and LAMM-MMA were much more successful, both reducing the
number of evaluations over 25 times. For the H,,:;, = 0.95 (which is not that difficult
for e-IBEA) we can see again reduction factors of 8.5 and 9 for ASM-MOMA and
LAMM-MMA respectively (LR in both cases).
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Table 3. Median number of function evaluations needed to reach the specified Hqti0 0n ZDT1
test problem

ZDT1 7ZDT2
Hratio 05 075 09 095 099 05 075 09 095 099
IBEA 7400 13750 18200 20000 25550 750 2050 5150 7800 13000

IBEA-LR-G 1450 2500 2800 2950 7450 350 550 750 900 1650
IBEA-SVM-G 1400 2050 2700 3100 6850 350 550 850 1050 1550
IBEA-MLP-G 1800 2550 4000 4600 10100 450 650 950 1200 2700
IBEA-LR-L 1300 1900 2400 2750 7500 300 500 700 850 1350
IBEA-SVM-L 1350 1900 2350 2600 7100 350 550 800 1000 1450
IBEA-MLP-L 1400 1850 2450 3250 9650 350 550 750 900 1400

ZDT3 ZDT6
Hratio 05 075 09 095 099 05 075 09 095 099
IBEA 650 1550 5400 8150 33350 10300 13650 18400 23150 34050

IBEA-LR-G 350 550 850 950 1300 3050 6500 13400 17600 32100
IBEA-SVM-G 350 550 850 1000 1300 3000 7250 14100 19250 34150
IBEA-MLP-G 450 800 1100 1250 1800 3500 7250 13250 18900 32450
IBEA-LR-L 350 450 750 900 1300 3050 6850 13050 18750 31400
IBEA-SVM-L 400 650 850 1050 1450 3000 6500 12650 17850 32550
IBEA-MLP-L 400 650 950 1150 1600 3400 7050 13300 18200 32950

ZDT®6, as in our previous paper [9], proved to be the most difficult problem. Although
we can see reductions by the factor of 3.5 for the H, 4.0, = 0.5, this factor drops and
there are only slight reductions of 6% for the H,4.;0 = 0.99. Note that LAMM-MMA
again provided better reductions for this value, even though, the difference is not very
large. Dealing with the difficulty of this problem is a motivation for further research.

5 Conclusions

In this paper we presented a memetic evolutionary algorithm for multiobjective opti-
mization with local meta-models. We showed that the local models give better results
than a single global model, usually reducing the number of needed function evaluations
by another 10%. Although this difference may seem rather small it may greatly reduce
the associated costs in practical tasks. We also showed that the algorithm is usable even
for problems with quite simple objective functions, which take only milliseconds to
evaluate, thus making it more widely usable. However, some problems are still diffi-
cult to solve with LAMM-MMA, and these provide the motivation for further research.
Another open question is whether real life problems are among those easily solvable,
or not.

We will continue the work on memetic multiobjective algorithms with aggregate
meta-models. One of the goals is the reduction of the number of times the model
is trained which is a problem especially for more expensive local models. These are
trained multiple times in each generation. One possibility could be to cluster the in-
dividuals before the model is constructed and create a single local model for all the
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individuals in the cluster. Another open question is the effect of the degree of locality
(represented by the A parameter) on the evolution convergence speed and the possibility
to change this parameter adaptively.

Acknowledgments. This research has been supported by the Ministry of Education
of the Czech Republic under project no. OC10047, and by Czech Science Foundation
project no. 201/09/H057.
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Abstract. This paper was targeted at minimizing the expectation of traveling
distance maximizing the expectation of customers’ degree satisfaction, a
multi-objective vehicle routing problem with stochastic demand (VRPSD) model
based on soft time window was proposed. In order to solve the problem, a hybrid
PSO algorithm based on Pareto optimization method was designed in this paper.
The paper made the standard PSO algorithm discrete by re-defining operators
and employing swap recon, utilized challenge tournament method to construct
Pareto optimal solution set, applied an external archive to keep the diversity of
solutions. Ultimately, a standard example is used to verify the validity of the
algorithm.

Keywords: Stochastic demand, multi-objective, degree of satisfaction, hybrid
PSO algorithm, vehicle routing problem.

1 Introduction

Vehicle routing problem (VRP for short) has been a hot research field operations
research, since VRP was first proposed by Dantzig and Ramser [1] in 1959. The
importance of VRP is due to the strong impacts of its applications on the fields of
transportations, distributions, and logistics. As the VRPSD is one variant of VRP, it has
the same importance of VRP, also it has several applications in the real life.

Many researchers have studied the VRPSD. In the existing literatures about it, and
analyzed the asymptotic performance of its upper and lower bounds; Secomandi [2]
combined neural dynamic programming and reinforcement learning method, proposed
a NDP algorithm to solve VRPSD, and then, with the help of Francois
Margot[3,4],made a research on the VRPSD with single vehicle under re-optimization
strategy, introduced the finite-horizon Markov decision process(MDP), and proposed
partial re-optimization heuristic algorithm; Alan L. Erera [5] had deeply studied
VRPSD with time window constraints problem.

Presently, the research about VRP mainly focused on the single objective case. But
for logistics companies, the short total traveling distance and less dispatchers lead to
low cost, while favorable credit and good service is easy to form a fixed client base, that

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 153-[61], 2011.
© Springer-Verlag Berlin Heidelberg 2011
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will helpful for the company's long-term development. The actual need may be the
solution with a set of multiple targets, rather than a single solution. In this paper, we
considered the capacity constraint, joined the fuzzy time window, and established a
multi-objective vehicle routing problem with stochastic demand.

The outline of this paper: Section 2 presented the description of the vehicle routing
problem with stochastic demands (VRPSD) and the strategy used to solve the problem.
Section 3 introduced the algorithm, discrete hybrid PSO, to solve the problem. Section
4 presented the simulation results and analysis. Finally, the conclusion was drawn in
Section 5.

2  Problem Formulation

2.1 Problem Description

The multi-objective vehicle routing problem with stochastic demand (MOVRPSD)
problem, involves m vehicles which start from depot 0 and provide commodity service
to N customers whose demands are treated as independent stochastic variables with

known distributions. C= { 1,2,...,N } represents the set of Customers and

K = {k  k,, -,k } vehicles set. P represents the probability of customer i need

service, BD (k) stands for the probability of demand k. The distance between customer

i and j is denoted by D;;, where is symmetrical, i.e.D;=D);;, and satisfies the triangular
inequality, where Dy+Dy;>Dj;. [a; b;] is the time window of customer 7, where a; is the

earliest start time, b; is the latest. Atf is the start time that vehicle k provides service
for customer i, and y; is satisfaction degree of customer #, which is directly related with

All.k .4; can be calculated by the equation (1):

1 0<t <b,
n)y=< e“" b <t <L 6))
0 t,>L

The objectives in this paper as follows:

(1) Design a prior sequence, meet customers’ time window, meanwhile,
minimize the expectation of traveling distance;
(2) Maximize expectation of customers’ satisfaction degree ;

2.2 Strategy for VRPSD

We use a pre-optimization strategy[6], that is, when the demand of the customer is not
clear, design a loop through all vertices and serve customers in term of the loop. When
the demand state is definite, adjust the circuit using a certain rule. The specific
adjustment rule as follows:
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(1) If the remains of the vehicle is bigger than customer i demand: D; < Qik, the
vehicle access the next customer directly;

(2) If the remain items meets customer i need exactly: QikzD,-, then the vehicle
will serve the customer, return to the depot to upload, and then serve the next customer,
so the distance will be exceeded: A=Djy +Dy-Dy;

(3) If the remains can not satisfy the customer i : Qik< D;, then the vehicle return
to the depot to upload, and back to serve the current customer, the exceeded distance is
A=Di0 +D0i=2 Di0~

2.3 Mathematical Model

Depending on the description and strategy above about VRPSD, we can define the
objectives functions of MOVRPSD model as follows:

The first objective minimizes the expectation of total distance that is traveled by the
vehicles, as the equation (2):

min E(L(R)) = min Z E(L(R)) )

i=1
And E(L(R;) is the distance expectation of sub-path R, which must satisfy the
constraint (3),

c=|J R B VijeK ,i#j=>RNR =0 (3)
k=1.2,--K
and it can be computed as the equation (4):

n

ER) =Y 3 d p p [[a-p)+ X85+ Yy [[a-p) @

i=l j=i+l r=itl i=1 j=i+l rei+l

It consists of three parts. Part I, the expectation of distance that the vehicle starts from
depot, serves customers according to the prior sequence. Part Il is the exceeded distance
because that the remain can not satisfy the customer’s demand, where &i , the
probability that the vehicle can not meet customer i, is can be calculated by equation (5).

5, =0

5;‘:2{ 3 S pi(k)f(h,i—l,Q—k))},ZSiSkn

h=1 k=1 r=k+l

)

Part III is the exceeded distance when the remains exactly meet the customer i , back to
the depot to upload and serve the next customer j. And y;is the probability that the
remains just satisfy customer i and it is described as equation (6). And S(i,j), the
exceeded distance, can be computed with formula (7).

% =0

S (©)
y.=2 Q. p (k) f(hi-1,0-k),2<i<kn

h=1 k=1
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§G@.j)=d,+d, ~-d (7)

i

The second objective maximizes the expectation of customers’ satisfaction degree. For
convenience purpose, maximizing problem equivalent to minimizing the problem in a
sense. The second objective as follows:

—_— N
min £(S) = min(A— Y p,(t,)4,(1,) ®)
i=1
And p,(t;) represents the probability when the serving time for customer I is f,,
we can get I, using equation (9).
t, =0;

t,=max{d  .a, } 9

t ,i=2,3,--N

i

max{t_ +d  ,a },d >0
W _ i R i
t ,d =0

i-1 i

3 Multi-objective Hybrid PSO Algorithm

3.1 Multi-objective Optimal Problem

Multi-objective optimization problems have several objectives to be handled. In order
to solve the MOP, many methods have been proposed by scholars [7,8]. In this paper
we apply the Pareto optimal solution to solve it. Some relevant definitions are shown as
follows:

Definition 1: For a MOP composes of n decisive variables, r objective functions and
multiple constraints. It can be described as formula (10):

min y = min(f (X)) = min(f, (X), f,(X),---, f,(X)) (10)

Definition 2: For a given MOP minf(X), if X* €D satisfies the constraint (11), we
define X* as a Pareto optimal solution.

VXeD,f(X)<f(X) (11)

Definition 3: Suppose x and y are two different individuals of the evolutionary
population, if x and y satisfy the following two conditions, we say x dominate y, noted
as x>y.

1) For all sub-objectives, x no worse than y;
2) exist one sub-objective at least, x is better than y.
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3.2 Hybrid PSO for MOVRPSD

For questions on the continuous space, PSO algorithm has higher search efficiency.
However, the problem on the discrete domain, the standard PSO algorithm can not
directly applicable. This paper based on the Literatures [9], [10] and [11], using
operator redefinition method and the introduction of swap recon method to construct
PSO algorithm for the problem. The reconstructed PSO algorithm could be performed
by the following equations:

V"' =0®V' ®(,*r)®(P, - X)®(c,*r,)®(P, — X)) (12)

besti gbest

X_Hl — Xi’ +‘/’_I+l (13)

i

where Pbest. and gbest denote the best position of the i" particle and the best
position of the population, respectively. V is the particle’s velocity, and X is the
current position of the particle. In this paper, Pbest, , ghest and X are random
arrangement of one-dimensional array range from 1 to N, and V =(s,s,,--,5 ) isa
set of switch sequences, where §; is a swap recon. w is the inertia coefficient which is
a constant in interval [0, 1], r;,7; generated randomly in interval [0, 1], ¢, is the rate of
individual cognition that individuals learn from their own, while ¢, is the rate
learning from the social, they are nonnegative constants.

In this paper, the operators in standard PSO algorithm have been re-defined:
w®YV represents the exchangers in V will be reserved depending on probability @ .
Theresultof P, — X' (or P, —X)isaswitching sequence V,that means X can

besti gbest

become P (or P

besti gbesi

) changed with the sequence v; V, and V, are both swap
sequence, V, ®V, means that addV, to the tail of the V,, so that combined into a
new swap sequences; X+V represents X change itself to a new integer sequence
according to the swap sequence in V.

3.3 Encoding and Decoding

According to the characteristics of vehicle routing problem, we use an integer encoding
method in this paper. For a MOVRPSD with N customers, the particle could be
represented as a random sort rang from 1 to N . For example, a Hamilton circuit
0—1-2—3—4—->5—-6—0can be denoted by the particle p =(1,2,3,4,5,6), where 0
stands for the depot. The most important feature of this encoding method is simple, it
never need mapping the binary code to integer as genetic algorithm.

3.4 Steps of MOPSO for VRPSD

Step 1. Initialize particle swarm pop, identify each particle’s position, initial speed and
previous best position pbest.
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Step 2. Evaluate each particle pop(i) .

Step 3. In terms of the dominance-ship of particles, using challenge tournament method
to construct a non-dominated solutions set [12]. In order to record the Pareto optimal

solution, an external archive ExArchive with maximum capacity N is added in this
paper.
Step 4. Update position x and velocity v

1) Update pbest. Suppose xik is the current position of particle i ,

if pbest >~ xik , pbest unchanged; if x' = pbest , so pbest = x' ;if pbest ,x' do not

dominate each other, assign xl.k to pbest depend on the probability 0.5.

2) Update gbest. In this paper, a random selected Pareto optimal solution in
ExArchive as global best solution gbest each time.

3) Update velocity v. In this paper, v is a set of swap recons, which is decided by
pbest and gbest. According to the operators, we can calculate the new velocity v.

Step 5. If the termination conditions are satisfied or the iteration times up to maximum,
then stop the search. Otherwise, go to step 2.

4 Simulation Results and Analysis

4.1 Data Sources

Up to present, there is no commonly used benchmark for the VRPSD in the literature.
As such, many authors generated their own test problems. The data in this paper refers
to Solomon’s[13], which is a test for the deterministic VRP. In our work, the original
data was adapted for the VRPSD. We worked on 3 instances C101, R101, RC101,
which contains 50 customers. Supposed that all the demands were independent
identically distributed, and these random demands were generated depending on the
Poisson distribution P(4), where A=d;, there are 21 stochastic demands for each
customer The original time window [a; b;] in Solomon benchmark was used in this

paper, and the maximum delay time A7, can be calculated by the formula A7;=

bi+rand()*0.5*(bi-a;), so that the time range customers can tolerate is in the interval [0,
b,“l‘A T,‘].

The algorithm was programmed in Matlab, and simulations were performed on an
Intel core quad CPU 2.66GHz computer. In the beginning, the size of population is 40,
this capacity of the vehicles is 200, the size of external archive is 30, the maximum
stagnation times is 20, maximum iteration time is 800.

4.2 Results and Analysis

For a multi-objective problem, the solution is usually not sole. In this paper, we select the
third in C101 and the first in R101 from Table 1 as the solution, Figure 2 and Figure 3
shows the delivery routes of the solutions selected above. Figure 1 and Figure 2 shows the
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distribution of vehicles in C101 and R101 respectively. In the figures, depot 0 was
denoted by the solid square m, and skipped customers by the red solid circle ®. The black
dashed line represents the routes that the vehicles back to depot, reload, and serve the
current customer because of the insufficient remains. And the red dashed line stands for
that the vehicles back to depot, reload, and serve the next customer in the case of the
remain empty. In C101, shown as Fig.1, the prior dispatcher number was 5, but 6
actually, that mean occurring once case of Q' < D;. In R101, the actual dispatcher number
was 7 and the prior was 5, which occurring cases of 0'.< D; and 0, = D; once each.

ci RN

[t N ™

10 ]: J:"\ - ¢I g o
-ilﬂ ;ﬂ

X X

Fig. 1. Delivery paths of C101 Fig. 2. Delivery paths of R101

Figure 3,4, 5 show the Pareto optimal solutions distribution of C101, R101 and
RC101. In Solomon tests, C stands for clustering and R random, which is visible from
Figure 2 and Figure 3. The result of C101 appeared sparsely compared with the result of
R101. For the clustered case, it just needs to adjust the sub-paths to get a satisfactory
result because of the customers’ comparatively concentrated position. By contrast,
R101, with larger search space, had more Pareto optimal solutions. And Figure 5, it was
the consolidation of the former two cases. An adaptive grid method used enable to
make the best solutions uniform distributed on the Pareto curve.

cio1

R101

1400

Objective 1

1800

1750

= 1650

Bjective

Fig. 3. The Pareto optimal solution of C101

40

Objective 2

Fig. 4. The Pareto optimal solution of R101
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RC101

'] 5 10 15 25 k'] 35 40

20
Objective 2

Fig. 5. The Pareto optimal solution of RC101

For C101, R101 and RC101, the convergence time was 398.7, 450.6 and 537.4
respectively. It looks like the C101 tend to convergence. Their running time was 58.4s,
104.3s, and 87.7.s, so the algorithm proposed in this paper enable to get a feasible
solution in limited time.

5 Conclusion

This paper mainly studied the multi-objective vehicle routing problem with stochastic
demand (MOVRPSD), and established the mathematical model of the problem, which
was targeted at minimizing the traveling distance expectations and customers’
dissatisfaction expectation. A multi-objective discrete hybrid PSO algorithm based on
Pareto optimal theory was designed. This article constructed Pareto optimal solutions
set using the challenge tournament method. In order to maintain the diversity of the
optimal solution, we introduced a external archive. Ultimately, the effectiveness of the
algorithm was validated through three examples.
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Abstract. In this paper, we study the machine—part cell formation
problem. The problem is to assign the given machines and parts into
cells so that the grouping efficacy, a measure of autonomy, is maximized.
First, we introduce a new randomized local search algorithm which re-
quires solving another subproblem for assigning optimally parts into cells
on the basis of given groups of machines. Second, we propose an exact,
polynomial-time algorithm to solve this subproblem. Finally, we provide
the numerical results of our proposed algorithm, using a popular set of
benchmark problems. Comparisons with other recent algorithms in the
literature show that our algorithm can improve the current best-known
solutions for some instances.

Keywords: Cell Formation Problem, Fractional Programming, Ran-
domized Local Search Algorithm.

1 Introduction

The machine—part cell formation problem (CFP) is an important application of
the group technology. The philosophy behind the problem is to decompose an
entire manufacturing system, including machines and parts, into many subsys-
tems in such a way that the number of interactions between machines and parts
within a subsystem is maximized. In addition, we have to keep the number of
interactions between machines and parts belonging to different subsystems as
low as possible. By doing so, we reduce the handling cost, the setup cost, and
the processing time of operating the whole system [I] . Ogoubi et al. also apply
the CFP to design 3-D chip networks [2].

More specifically, in the CFP, we are given an incidence matrix that describes
the relationships between machines and parts. We need to group them into
several cells so that a certain measure of autonomy is maximized. A good survey
of different autonomy measures can be found in [3]. In our study, we choose the
popular grouping efficacy introduced in [4] as the measure of efficiency. Since

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 162 2011.
© Springer-Verlag Berlin Heidelberg 2011
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the CFP is known to be NP-hard [5], most of the methods are based on some
heuristics or metaheuristics such as clustering methods [6], genetic algorithms [7],
and tabu search [§]. An exact algorithm for this problem would require enormous
computational effort, making it virtually impractical [9].

The rest of the paper is organized as follows. In Section 2, we formulate the
CFP rigorously. We then present a randomized local search algorithm (RLSA)
in Section 3. The most novel contribution of this paper is to develop an exact,
polynomial-time algorithm for solving a subproblem of assigning parts to the
cells once the assignment of machines into cells is known. Solving this subproblem
efficiently is important since it has to be executed in each iteration of the RLSA.
We will present this algorithm in Section 4. In Section 5, we provide the numerical
results of our proposed algorithm to solve a set of 35 well-known benchmark
problems. Finally, we conclude the paper in Section 6.

2 Problem Formulation and Preliminaries

The Cell Formation Problem is often defined as follows. Consider a set I =
{1,2,---,m} of machines, and a set J = {1,2,--- ,n} of parts. An m-by—n in-
cidence matrix A is also available, where a; ; = 1 if machine ¢ processes part j,
and a; ; = 0 otherwise. We refer to a subset of machines as a “machine group.”
Similarly, we refer to a subset of parts as a “part family.” A production cell con-
sists of a pair of a non—empty machine group and a non-empty part family (i.e.
in our formulation, we assume that each production cell should contain at least
one machine and one part). The objective is to find a solution of K production
cells (C, F) = {(Cy, F1), (Ca, F3),--- ,(Ck, Fi)} such that C1,Cy, - -+ ,Ck form
a partition of I, and Fy, Fy,--- , Fx form a partition of J in order to maximize
the grouping efficacy:

a{"
Eff(C,F) =
( ) ) a+a6n’
where
=3 aus ZZ > 1-aig o ZZ > aig.
=1 j=1 k=1i€C} jeF} k=1i€C} j€F}

Note that a is the number of entries equal to 1 in A, and @™ and al™ are
the number of entries equal to 0 and that of entries equal to 1 in all K cells,
respectively.

3 A Randomized Local Search Algorithm

In this section, we propose a randomized local search algorithm (RLSA) based on
the local search algorithm (LSA) introduced in [10]. Basically, the randomization
of the LSA prevents a premature convergence to local optima. First, we modify
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the stopping rule, allowing us to improve the current solution for a fixed number
of iterations T

Second, instead of using the greedy method to generate an initial feasible
solution, we simply generate an initial solution randomly. In fact, the initial
solution is not important compared to the procedure of modifying the current
solution in each step.

Third, we change the “destroy&recover” strategy. Whenever we fail to improve
the current solution, we simply reassign randomly p percent of parts (machines)
to other random families (groups). Overall, the numerical results indicate that
the random shuffle strategy seems to be better in that it diversifies the search
space and prevents the algorithm from returning to some local extrema. However,
we will not present numerical comparisons between these two strategies due to
length limit of the paper.

Finally, our main contribution is to introduce a better way to improve the
current solution in each iteration. To be precise, we are interested in the exact
solution of the following subproblem.

Subproblem 1. Assume that K fixed machine groups C1,Cs,--- ,Ck are spec-
ified for the CFP. Determine part families Fy, Fs,--- , Fx that form a partition
of the set J and mazimize the grouping efficacy.

Proposition 1. The subproblem 1 can be solved in polynomial-time.

In the next section, we will introduce an exact, polynomial-time algorithm to
solve the subproblem 1, based on Fractional Programming.

Note that the problem of finding machine groups on the basis of specified part
families can be solved similarly by working on the transpose of the matrix A.
Moreover, in the case that empty families or groups appear in the solution, we
have to apply the “repair process” mentioned in [I0] in order to deal with empty
families or groups. In summary, the pseudo—code of the RLSA is described as
follows.

Algorithm 1. Randomized Local Search Algorithm

: Input «— m,n, K, A, T,p

: Randomly generate an initial feasible solution (C°, F)

. Initialize (C, F) « (C°, F%), (C,, F,) «— (C°, F%)

: for step—1to T do

Find Fope = (F1, Fa,- -+, Fx) on the basis of machine groups in C' to maximize
the grouping efficacy and update F' «— Fop;

6 if there is no improvement then

7 Randomly take p percent of parts and reassign them to other random families.
8: if the current solution (C, F') if better than (Cy, F;) then
9

0

1

TUA W~

(Cr, Fr) — (C, F)
A— AT
: return (Cr, Fy)
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4 A Fractional-Programming—Based Algorithm for
Subproblem 1

4.1 An Alternative 0—1 Fractional Programming Formulation

In this section, we formulate subproblem 1 as a mathematical optimization prob-
lem. First, we introduce the binary variables y;

 [1ifjeR
Yik =\ 0 otherwise ’

for all pairs (j, k), 7 =1,2,--- ,n,and k=1,2,--- | K.
Now, for each valid assignment of parts to the K families, we have the relation

n K
=337 aiuin 1)

=1 k=1ieC),

and
Z Z Z = Qi) Yjk- (2)
j=1 k=14i€Cy

Subproblem 1 can be written as the following 0-1 fractional programming prob-
lem M (y)

aln
max  Eff = !
a+aln
K
subject to Zyj’k =1 Jj=1--,n, (3)
k=1
yjk=0o0rl j=1,-- nk=1,--- K. (4)

Note that the constraints (3) and (4) make sure that each part is assigned to
exactly one family.

4.2 A Subproblem of M (y)

Let {2 be the set of all feasible solutions y of the program M (y). In order to
solve M (y) with the Dinkelbach algorithm, we have to solve a sequence of sim-
pler problems, in which the fractional objective function is replaced by a linear
function. In particular, the Dinkelbach algorithm specifies a sequence of values
A € R, and the following subproblem M (A, y) have to be solved.

max  Eff(\) = al™ — \a + al™) (5)
subject to y € 2.

Substitute relations (1) and (2) into (5), we have
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Eff(N) = a{" - /\( + aé”)

:—)\a—&—ZZZamyﬂc )\ZZZ a'l,j Yj.k

j=1 k=14i€Cy j=1 k=1i€Cy%
n K
=—Xa+ Z Z (Z ajj — Z — Qi ) yj,k] :
j=1 Lk=1 \i€Cy 1€Ck
Let
K
=y (z oA >) i
k=1 \i€Cy i€Ch,

we can write

It follows that, to maximize the objective function Eff ()), all separate term M;’s
need to be maximized. Due to the constraints (3) and (4), for each part j, all
but one value of y;; are zero, which implies

M max = max (Z ai; — A Z —a;; ) .

1€C 1€Cl

Therefore, we only need to assign each part j to the family Fj, such that

i€Cly, lECk

and the subproblem M (A, y) is now solved.

4.3 Applying the Dinkelbach’s Algorithm to Solve the Problem
M(y)

The details and analysis of the Dinkelbach algorithm can be found in [12]. The
pseudo—code for the M (y) problem is illustrated as follow.

Algorithm 2. Fractional-Programming-Based Algorithm
Input «— m,n, A, K,C
Randomly generate some families F° = (FY,--- , Fi) and initialize ¢ < 0
repeat

C—=¢+1

A — Eff(C,F¢™1)

Solve the subproblem M(\¢,y) and let F¢ be an optimal solution.
until Eff(A¢) =0
return (Eff(C,F) = \¢, F¢ = (Ff,Fs5,--- ,F%))
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4.4 Running Time Analysis

The algorithm will terminate since the generated sequence {A¢} is strictly in-
creasing [12]. Moreover, it can be derived from the result in [II] that our algo-
rithm will only have to solve at most O(log(mn)) subproblems M (A¢,y). Besides,
the time complexity of solving each subproblem M (), y) as shown in section 4.2
is O(nK). Therefore, after taking into account the cost of precomputation, the
FP-based algorithm runs in time O(mn + max(m, n)K log(mn)).

5 Empirical Study

In this section, we provide the numerical results of our algorithm as well as
comparisons with other state-of-the-art approaches. All algorithms are tested
on the 35 well-known benchmark problems for the CFP specified clearly in [17].
We have already collected the currently best—known solutions for these instances
from various sources [TOT3/T4IT5ITE/TT]. Besides, we compare our RLSA-FP with
another recent algorithm introduced in [I0]: a hybrid method combining LSA
and a genetic algorithm (GA). Our algorithm will be tested with the parameters
T =500 and p = 10.

All algorithms are implemented in C++ using the compiler GCC 3.4.2. We
conduct all experiments on a personal computer with the Intel-Quadcore
2.33GHz processor and 4GB RAM. The algorithms GA, and RLSA-FP are
tested independently for 10 times, after which we record the average Eff , the
average running—time, and the best solution. The results are summarized in
Table 1, but to reduce its size, we only report the results for problems 15 to
35 in [10] since the results for other smaller problems are identical for the all
methods.

Analysis: It can be seen in Table 1 that our proposed algorithm RLSA-FP
is able to reach the best—known solutions for almost all cases, after 10 indepen-
dent runs. Remarkably, it manages to improve the best—known solution for two
instances: 29 and 33. The average Eff of the RLSA-FP is greater than that of
the GA for 8 instances with an average gap about 0.4%. For another 5 instances,
the GA have better average Eff to average gap only about 0.24%.

On average, it takes the RLSA-FP only about 2.3 seconds to solve the largest
instance (with a 40x100 incidence matrix) on our computer. The GA runs very
slowly on instances that have big values of K. Note that, although the original
LSA runs as fast as the RLSA-FP, the quality of solutions by this algorithm is
not very good. It fails to reach the best—known solution for 21/35 instances.

Indeed, if we increase the parameter T', the average Eff of our algorithm will
be improved. However, we recommend to keep this parameter small, say, less
than 2000, in order to take advantage of its very fast speed while the returned
solution is as good as (and sometimes better than) the best solutions found by
other current algorithms in the literature.
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Table 1. The result of all algorithms

Instance Size Best—known LSA GA RLSA-FP

m xn Solution?  Eff Time Max Avg Time Max Avg Time
15 16x30 69.53 ([I0]) 66.42 0.27 69.53 69.53 22.14 69.53 69.53 0.34
16 16x43 57.53 ([I3]) 56.77 0.49 57.53 57.36 87.50 57.53 57.50 0.46
17 18x24 57.73 ([I3]) 53.61 0.35 57.73 57.53 52.06 57.73 57.73 0.33
18 20x20 43.17 ([I0]) 41.29 0.20 43.17 43.14 18.81 43.17 43.07 0.27

)

)

)

3

20 20x35 77.91
21 20x35 57.98
22 24x40 100.00
23 24x40 85.11 (
24 24x40 7351 (
25 24x40 53.29 (
26 24x40 48.95 (
27 24x40 46.58 (
28 27x27 54.82 (
29 28x46 47.06 (
(
(
(
(
(
(

(I

(I

(I

19 20x23 50.81 ([I5]) 50.00 0.30 50.81 50.81 40.02 50.81 50.81 0.33
([3]) 76.02 0.33 77.91 77.64 41.97 77.91 77.91 0.44
([3]) 56.08 0.33 57.98 57.39 3581 57.98 57.98 0.42
(I13]) 100.00 0.61 100.00 100.00 47.16 100.00 100.00 0.62
[[3]) 85.11 0.59 85.11 85.11 78.86 85.11 85.11 0.61
[M3]) 73.51 0.60 73.51 73.51 94.01 73.51 73.51 0.63
[3]) 5294 0.92 53.29 53.29 22295 53.29 53.29 0.61
[[3]) 48.28 1.00 48.95 48.95 296.03 48.95 48.67 0.64
[M3]) 45.58 0.99 46.58 46.58 280.81 46.58 46.37 0.62
[3]) 5209 0.34 54.82 54.82 28.01 54.82 54.82 0.45
[10]) 45.49 1.10 47.06 46.91 328.76 47.08 47.06 0.79
[[0]) 61.33 1.46 63.31 63.07 765.03 63.31 63.25 0.79
l

[

l

[

[

14]

30 30x41 63.31
31 30x41 60.12
32 30x41 50.83
33 36x90 47.77
34 37x53 60.64
35 40x100 84.03

) 60.12 1.65 60.12 60.12 617.88 60.12 60.10 0.90
15]) 50.56 1.78 50.83 50.83 838.67 50.83 50.75 0.96
16]) 43.83 3.81 47.77 47.74 2199.88 48.00 47.82 1.58
13]) 60.34 0.53 60.63 60.39 68.68 60.64 60.64 1.04
17]) 84.03 3.34 84.03 84.03 1021.55 84.03 84.03 2.23

% Sources of the best—known solutions are shown
in parentheses.

6 Conclusions

In this work, we have presented a randomized local search algorithm (RLSA) for
the cell formation problem. The novel idea is to find a new, better way to improve
the current solution in each iteration of the RLSA. To this end, we introduce an
exact, polynomial-time algorithm to solve a special case of the CFP, in which
an assignment of machines (or parts) is already known. We then experimentally
show that our RLSA-FP outperforms other current algorithms in the literature
in terms of the quality of solutions as well as the running time. It also improves
the best—known solutions for two instances. The time complexity of RLSA-FP
is only O(mn + max(m,n)K log(mn)) if we fix T as a constant, allowing us to
solve very large inputs, say, with thousands of machines and parts, in just few
minutes on a normal personal computer.
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Abstract. In this paper, a new model for multi-objective particle swarm
optimization (MOPSQO) is proposed. In this model, each particle’s behav-
ior is influenced by the best experience among its neighbors, its own best
experience and all its components. The influence among different compo-
nents of particles is implemented by the on-line training of a multi-input
Multi-output back propagation (BP) neural network. The inputs and
outputs of the BP neural network are the particle position and its the
‘gradient descent’ direction vector to the less objective value according to
the definition of no-domination, respectively. Therefore, the new struc-
tured MOPSO model is called a fully connected multi-objective particle
swarm optimizer (FCMOPSO). Simulation results and comparisons with
exiting MOPSOs demonstrate that the proposed FCMOPSO is more sta-
ble and can improve the optimization performance.

Keywords: Multi-objective Optimization, Particle Swarm Optimiza-
tion, Neural Network, Pareto Front, non-domination.

1 Introduction

The single-objective Particle Swarm Optimization (SOPSO), first introduced by
[1], is a stochastic optimization technique that can be likened to the behavior
of a flock of birds or the sociological behavior of a group of people. It has been
used to solve a range of optimization problems, including neural network training
[2] and function minimization [3]. In a particle swarm optimizer the individuals
are evolved by cooperation among the individuals through generations. Every
particle finds its personal best position and the group’s best position through
iteration, and then modifies their progressing direction and speed to rapidly
reach optimum position. Particle swarm algorithms have been used to success-
fully optimize a wide range of problems [4]. Later, the SOPSO was extended to
deal with multi-objective Optimization [B] [6]. The searching processes of the
multi-objective PSO (MOPSO) are similar with SOPSO. During the search pro-
cess, each particle can be regarded as an independent agent, which searches the
problem space based on its own experience and the experiences of its peers. The
former is the cognitive part of the particle update formula, while the latter is

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 170 2011.
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the social part of the particle update formula. Both play crucial roles to guide
the particle’s search.

There are no connections among particle components for most PSOs. But the
relationships among the variables of optimization problems can affect the opti-
mization performance as the variables are coupled for most of the optimization
problems. There are many classic optimization algorithms in the literature such
as Quasi-Newton Methods [7], Gauss-Newton Method, Levenberg-Marquardt
Method [8], and so on. In these optimization algorithms, the search direction is
determined by all variables of the optimization function. Many intelligent op-
timization methods are proposed based on all components of the optimization
problem such as Hopfield Neural Networks [9].

Moreover, the PSOs only use little information of past experience, such as
the individual best position, the group’s best position and so on. Most of the
past information will be given up. The neural network is very powerful as it
can memorize the information or characteristics of a complicated system. To
improve the optimization performance of SOPSO, Sun et al. proposed the full
connected PSO for single-objective optimization problems [10] based on neural
network which was used to memorize the tendency to a less value of fitness func-
tion at different positions which is the most important difference between the
full connected PSO and other hybrid PSO-BP algorithms such as references [11],
[12], and so on. It showed a good optimization performance. However, the full
connected single-objective PSO cannot be directly used for multi-objective opti-
mization problems as there are several optimization objectives, and the choices
of the own experience and the swarm experience are different. The present pa-
per aims at proposing a multi-objective version of full connected particle swarm
optimization.

The remainder of this paper is organized as follows: Section 2 is an introduc-
tion of the multi-objective particle swarm optimization algorithm and BP neural
network. Section 3 proposes the multi-objective version of full connected particle
swarm optimization. Numerical results and comparisons are provided in Section
4. Finally, the concluding remarks appear in Section 5.

2 A Brief Introduction of Multi-Objective Particle
Swarm Optimization

The canonical particle swarm algorithm works by iteratively searching in a re-
gion and is concerned with the best previous success of each particle, the best
previous success of the particle swarm and the current position and velocity of
each particle [I]. Every candidate solution is called a “particle”. A particle sta-
tus on the search space is characterized by two factors: its position and velocity,
which are updated by following equations.

) = WwVi(t) + e R1 (P — Xi(t)) + coRa(Py — Xi(t)), (1)

Vit +1
t+1) = X))+ Vit + 1), (2)

Xi(
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where V; = [v},v2, ..., v] is the velocity vector of particle i; X; = [z}, 22,...,27]
represents the position of particle i; P; represents the best previous position of
particle 4 (indicating the best discoveries or previous experience of particle i);
P, represents the best previous position among all particles (indicating the best
discovery or previous experience of the social swarm); w is the inertia weight
that controls the impact of the previous velocity of the particle on its current
velocity and is sometimes adaptive; 1 and Rp are two random weights whose
components 77 and 73 (5 = 1,2,...,n) are chosen uniformly within the interval
[0,1] which might not guarantee the convergence of the particle trajectory; c;
and ¢y are positive constant parameters. Generally the value of each component
in V; should be clamped to the range [—Vinaz, Vinaz] to control excessive roaming
of particles outside the search space.

The difference between single-objective optimization and multi-objective op-
timization is that there are more than one objectives to be optimized for multi-
objective optimization, that is, a multi-objective optimization problem can be
described as:

Find: X7 = [z, 22, -, Zn),
Minimize: F(X) = (f1(X), -, fm(X), (3)
subject to: X € (2.

Here, R™ is the objective space, and F : {2 — R™ consists of m real-valued
objective functions. The analogy of PSO with evolutionary algorithms makes
evident the notion that using a Pareto ranking scheme [6] could be the straight-
forward way to extend the approach to handle multiobjective optimization prob-
lems. The solution to the multi-objective optimization problem exists in the form
of an alternate tradeoff known as a Pareto optimal set. Each objective component
of any non-dominated solution in the Pareto optimal set can only be improved
by degrading at least one of its other objective components. A vector Fy, is said
to dominate another vector Fj, denoted as

F, < Fbyiﬁfa,i < fb,i Vi = {1,2,---777’7/} and 3.] € {1,2,---777’7/} where fa,j < fb,j
(4)

For the more details about MMPSO, please refer to references [6] and [13].

3 Full Connected Multi-Objective Particle Swarm
Optimization

As can be seen from equations ({l) and (2]), the position of a particle, the best
experience among its neighbors and its own best experience are connected by
fixed variables and random parameters. There exists a linear relationship be-
tween these elements. As every particle can be seen as the model of a single fish
or a single bird, the position chosen by the particle can be regarded as a state
of a neural network with a random synaptic connection. According to equations
([@)—@), the position components of particle i can be thought of as the output
of a neural network as shown in Fig. [10].
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However, the relationship and influence only relies on the corresponding di-
mensional components of the particle swarm which is easily seen in Fig.
For example, the component z}(t + 1) is only influenced by x}(t), v} (t), pi(t)
and pé(t), but does not directly get information from the other components
22(8), 23(2) ... aP (1), 02 (£), 03 (1), .. 0P (£), p2(0), P (D), ... (1) and p2(2), p(2),
.-Dy (t). To show the relationship among different components, neural networks
can be used to model the characteristics of the gradient descent direction of the
optimization problem. The inputs and outputs of the neural network are the
positions of the particles and the gradient descent direction vector of the better
experience of the particles, respectively. Here the back propagation neural net-
work is used to learn the dynamics at different positions and the “Levenberg—
Marquardt Method” [§] is chosen to train back propagation neural network..
The fully connected particle swarm structure based on multi-input multi-output
BP neural network is therefore proposed which is shown in Fig. In this
structure, all the components of each particle are the inputs of the back prop-
agation neural networks. The output of the back propagation neural network,
vXi = [val,va?,...,vxl,], reflects the gradient descent unit vector of the
particle 7. In order to take advantage of each component of the particle itself,
the gradient descent unit vector 7 X;(t) is added to equation (). In our pro-
posed fully connected particle swarm optimization, when the previous position
was dominated by a position, a back propagation neural network is used to get
the gradient descent unit vector at different position of the particle. The inputs
of the training neural network are each component of the particle’s position,
X;(t). The output of the training neural network is

g~ Xl = Xito) o)
C X)) — Xa(to)l|

Here, Xij (t1) is the current position in problem space if the current position
dominates the objective values related to X;(to) in objective space; X; (o) is up-
dated with X (¢9) when X7 (¢1) is changed. For the improvement index AX7 (¢),
a random part is introduced to improve the search ability. Based on trial and
error, the parameter a can be chosen in the range [0.01,0.2], in this paper, 0.01
is used. When the particles get trapped into local minima, the random part helps
the particles to escape from the local minima. The j** component of particle 4
is described as

axrand(1) 7 @

AX](t) = g(va]) = (6)

generations

Equations () is therefore changed into the following equations:
Xi(t+1) = Xi(t) + Vi(t + 1) + AX;(2), (7)

The following procedure can be used for implementing the proposed particle
swarm algorithm:

— 1) Initialize the BP neural network (the BP neural network can be trained
using the existing data firstly), the swarm and assign a random position in
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2 (k +1)

O rand2(s)
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O¢,rand2(s)

(a) The structure of the classical (b) The structure of the fully con-
PSO nected PSO based on the multi-input
multi-output BP neural network

Fig. 1. Structures of Particle swarm optimization

the problem hyperspace to each particle and calculate the fitness function
which is given by the optimization problem whose variables are correspond-
ing to the elements of particle position coordinates.

— 2) Synchronously update the positions of all the particles according to equa-
tions (2), (8), and change the two states every iteration.

— 3) Evaluate the fitness function for each particle.

— 4) Find the non-dominated Pareto front and store it in the repository set.
(The data from the first 50 iterations is used to train the neural network
using 20 epochs before it is switched into the loop where it is trained online
during each iteration using 5 epochs).

— 5) Repeat steps 2)—4) until a stopping criterion is met (e.g., maximum num-
ber of iterations).

4 Comparison between FCMOPSO and MOPSO

4.1 Test Problems

The test problems are Shaffer, Deb 2, ZDT1 and ZDT 4. For the Schaffer function
[14][13], the Pareto front is convex and connected. The Pareto front of Deb 2
[13] is disconnected and convex. The Pareto front of ZDT1 [I4][13] is convex.
The Pareto front of ZDT4 [14][13] is connected and non-convex. All of them are
typical benchmark functions.
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In this section, the performance of this proposed method is compared with
multi-objective PSO [6]. In these examples, the total number of fitness function
evaluations was set to 20 000. The particle number of particles is 100. A random
initial population was created for each of the 20 runs on each test problem. The
maximum number of external repository particles is 100.

Using the full connected multi-objective PSO and the multi-objective PSO in
reference [6], the Pareto fronts are the ’o’ symbols and the A’ symbols in Figs.

2(a)f2(d)l respectively. From Figs. [2(a){2(d)} it can be seen that the proposed

0 05 1 15 2 25 3 35 1 45 ) 01 02 03 04 05 06 07 08 09
£ )

(a) Pareto front of Schaffer (b) Pareto front of Deb2

Real Pareto front
O FCMOPSO
A MOPSO

- 0.6 : 2 A
04 >
0.2 & I~
DQ 0.2 0.4 0.6 0.8 0 0.1 0.2 03 04 05 0.6 0.7 0.8 0. -5
f, f
(c) Pareto front of ZDT1 (d) Pareto front of ZDT4

Fig. 2. Pareto fronts

method performs better than the algorithm in reference [6]. It would be better
to use some performance metrics to find the comparison results other than just
the figures as it is more convincing.

4.2 Performance Metrics

In order to provide a quantitative assessment for the performance of MO opti-
mizer, two metrics are often taken into consideration, i.e., Generational Distance
and Spacing metric [6] [13].
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1)The metric of generational distance (GD) gives a good indication of the
gap between the discovered Pareto front and the true Pareto front. The GD
comparison of FCMOPSO and MOPSO [6] is shown in Table [

Table 1. GD comparison of FCMOPSO and MOPSO [6]

Problem Method Max Mean Min std.dev

Schaffer MOPSO 2.194 %« 10747.117 %+ 10~° 3.244 % 1072 8.257 x 10~°

Schaffer FCPSO 2.210 % 107°1.022 % 10~° 2.792 % 106 4.952 % 106
Deb2 MOPSO 1.102 % 107%9.817 % 10~° 5.440 % 10~° 9.510 % 10~°
Deb2 FCMOPSO 9.412e — 05 6.700 102 4.170 x 10~° 7.243 %1076
ZDT1 MOPSO 0.0048 0.0023  O(Pareto front converges to a point) 0.0023
7ZDT1 FCMOPS01.927 « 10~42.001 « 10™* 2.054 % 104 7.131 %1076
ZDT4 MOPSO 2.177 % 107%1.010 % 103 2.177 % 10~4 9.138 x 10~ %
7ZDT4 FCMOPS03.127 * 10741.017 + 10~4 4.950 % 10~° 5.831 % 10~°

2)To measure the distribution of vectors throughout the non-dominated vec-
tors found so far, the spacing metric is often used [6]. This metric can show how
well the Pareto front found is if all the points are on or very close to the real
Pareto front. At this situation, the smaller the spacing metric is, the better the
particles are spread along the Pareto front. It would be better to use the spacing
metric together with the Pareto front figure; otherwise it would be difficult to
conclude the performance just according to the spacing metric. For example, all
the Pareto front points converged to one point and the space metric is 0 in one
simulation. The spacing metric comparison of FCMOPSO and MOPSO [6] is
shown in Table

Table 2. Spacing metric comparison of FCMOPSO and MOPSO [6]

Problem Method Max Mean Min std.dev

Schaffer MOPSO 0.0124 0.0071 0.0009 0.0044

Schaffer FCPSO 7.221 % 107%3.267 x 10™* 2.961 % 107 1.249 x 1074
Deb2 MOPSO 0.0175 0.0096 0.0044 0.0021
Deb2 FCMOPSO  0.0062 0.0045 0.0037 0.0016
ZDT1 MOPSO 0.0472 0.0230 0 (Pareto front converges to a point)  0.0211
ZDT1 FCMOPSO 0.0034 0.0033 0.0030 3.1426 % 1077
ZDT4 MOPSO 0.0349 0.0071 0.0068 0.0163
ZDT4 FCMOPSO 0.0141 0.0124 0.0112 0.0015

As can be seen from the statistic Tables 1 and 2, the proposed method can
achieve better Pareto front than the classic MOPSO [6] for Schaffer, Deb2 and
ZDT1 optimization problems. Although according to Table 2 the spacing metric
of FCMOPSO is not better than the one of MOPSO, it can be shown that the
obtained Pareto front is better than the one of MOPSO as shown in Fig.
The reason for the spacing metric of ZDT4 is that the Pareto front of MOPSO
shrinks as it is away from the true Pareto front.
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Conclusion

A fully connected multi-objective particle swarm optimization (FCMOPSO)
model was proposed to improve the optimization performance of the MOPSO.
For this new model, all components of each particle are directly participating in
the evolutionary optimization process. The effect among different components of
each particle was implemented via the back propagation (BP) neural network.
Although the complexity is higher than the existing MOPSO algorithms, the
performance of the proposed FCMOPSO is more stable and more accurate than
the classic MOPSO.
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Abstract. The traditional Gravitational Search Algorithm (GSA) has the
advantages of easy implementation, fast convergence and low computational
cost. However, GSA driven by the gravity law is easy to fall into local optimum
solution. The convergence speed slows down in the later search stage, and the
solution precision is not good. Inspired by the biological immune system, we
introduce the characteristics of antibody diversity and vaccination, and propose
a novel immune gravitation optimization algorithm (IGOA) to help speed the
convergence of evolutionary algorithms and improve the optimization
capability. The comparison experiments of IGOA, GSA and PSO on some
benchmark functions are carried out. The proposed algorithm shows
competitive results with improved diversity and convergence. It provides new
opportunities for solving previously intractable function optimization problems.

Keywords: Gravitational search algorithm, Optimization, Artificial immune
system, Antibody diversity.

1 Introduction

Gravitational Search Algorithm (GSA) firstly proposed by Rashedi et al. [1-4] in 2009
is a new intelligent heuristic optimization algorithm, which is based on the metaphor
of gravitational interaction between masses. GSA is inspired by the Newton's law of
universal gravitation that states that every point mass in the universe attracts every
other point mass with a force that is directly proportional to the product of their
masses and inversely proportional to the square of the distance between them.

Like Particle Swarm Optimization (PSO) [5,6], GSA is an agent-based iterative
optimization algorithm. In GSA, agents are considered as objects and their
performance is measured by their masses. All these objects attract each other by a
gravity force, and this force causes a movement of all objects globally towards the
objects with heavier masses. The heavy masses correspond to good solutions of the
problem. Specifically speaking, each mass (agent) in GSA has four specifications: its
position, its inertial mass, its active gravitational mass, and its passive gravitational
mass. The position of the mass corresponds to a solution of the problem, and its
gravitational and inertial masses are determined using a fitness function. With
time goes by, masses navigated by properly adjusting the gravitational and inertia
masses are attracted by the heaviest mass that presents an optimum solution in the
search space.

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 178-[85] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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However, GSA driven by the gravity law is easy to fall into local optimum solution.
The convergence speed slows down in the later search stage, and the solution precision
is not good [7]. Therefore, to improve GSA performance, we should introduce other
operators that can raise agent population diversity and solution accuracy.

Biological immune system (BIS) plays an important role in the defense of foreign
invasion with a variety of antibodies, and thus keeps body healthy. BIS can quickly
search for the best matching antibody when invaded by a known antigen. But when an
unknown antigen enters the body, BIS can also generate the optimum antibody
through the dynamic adaptive learning. This shows that BIS has internal mechanisms
of immune memory and antibody diversity. Inspired by the immune mechanisms, we
proposed an Immune Gravitation inspired Optimization Algorithm (IGOA) based on
GSA. In IGOA, we use vaccination and memory antibody replacement to improve the
convergence speed, and use antibody diversity mechanism to raise the diversity of
agents. As a result, IGOA can avoid falling into local optimum solution and
premature degradation, and therefore improves the global search capability and
solution accuracy.

In the remaining sections of the paper, we first provide a brief review of GSA in
Section 2. In Section 3, we introduce our IGOA in detail. Experiment and results are
discussed in Section 4. Finally, a conclusion is stated in Section 5.

2 Gravity Search Algorithm

2.1 Newtonian Laws of Gravitation and Motion

Gravity Search Algorithm (GSA) could be considered as a closed system composed
of a variety of masses obeying the Newtonian laws of gravitation and motion.

The Law of Gravity states that every particle of matter in the universe attracts
every other particle with a force that is directly proportional to the product of the
masses of the particles and inversely proportional to the square of the distance
between them. Mathematically, this law can be translated into the equation shown
below:

P oo MM (1
R

Where F= the force of gravity, G = the gravitational constant, which adds the proper

level of proportionality to the equation, M; & M, = the masses of the two particles, R

= the straight-line distance between the two particles.

The law of Motion declares that the acceleration of an object produced by a total
applied force is directly related to the magnitude of the force, the same direction as
the force, and inversely related to the mass of the object. Mathematically, this law can
be presented as following equation:

> F =Ma 2)
The equations of motion are:

V=V, +ar 3
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1 2
S=Vot+—at “)
2

From equation (1), equation (2) and equation (3), we get
1GM, >

S=Vyt+——F51 (&)
2 R

2.2 The Principle of GSA

In GSA, the isolated system with N agents (masses), the position of the i-th agent is
defined by:

d

1 n._ .
X; = (x,Xp Xy 1i=1,2,,N (6)

where xid presents the position of i-th agent in the d-th dimension and » is the space

dimension.
At a specific time ¢, the force acting on mass i from mass j is defined as following:

M. (t)xXM . (t)

d d d

B = G(t);(xj 0 —x; (1) (N
Rz’j(’)+5

where M; is the active gravitational mass related to agent j, M; is the passive
gravitational mass related to agent i, G(¢) is gravitational constant at time 7, £ is a
small constant, and R(?) is the Euclidian distance between two agents i and j.

The total force that acts on agent i in a dimension d is a randomly weighted sum of
d-th component of the forces exerted from K agents:

Fid (= ,_§ .randejd () (8
j=1,j#i

where rand; is a random number in the interval [0,1] and K is the set of first K agents
with the best fitness value and biggest mass. K is a function of time, initialized to K
at the beginning and decreasing with time.

From the law of motion, the acceleration of the agent i at time #, and in direction d,

al.d (1), is given as follows:

d
d @)
a; (1) =~ ©)
M; ()
where M(1) is the inertial mass of i-th agent.
The next velocity and position of an agent could be calculated as follows:
vfi (t+1) = rand, wid ) +al~d () (10

x;i(t+l)=xid(t)+v;i(t+l) (11)
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where rand; is an uniform random variable in the interval [0, 1]. This random number
gives a randomized characteristic to the search.
The values of masses are calculated using the map of fitness. The gravitational and
inertial masses are updated by the following equations:
fit; (t) — worst (1)

my(y = D7D (12)

best(t) — worst(t)
m: (1)
M) =y (13)
2 m;(t)
=t

where fit,(t) represent the fitness value of the agent i at time ¢, and, worst(t) and best(t)
are defined as follows (for a minimization problem):

worst(t) = max fit - (t) (14)
jeN"

best(t) = ;2111\1/ fit ;1) (15)

The flow chart of GSA is shown in Figure 1.

| Generate initial population consist of /V agents

»l
v

| Evaluate the fitness of each agent |

-

Update the value of G, bestz and worst of the
population

-

Calculate the mass A and acceleration a of each
agent

-

| Update the velocity v and position X |

Satisfying the termination condition?

Yes

| Obtain the best solution |

Fig. 1. The general flow chart of GSA

3 Immune Gravitation Inspired Optimization Algorithm (IGOA)

3.1 The Mechanism of Biological Immune System

Biological immune system is a system of biological structures and processes within
an organism that protects against disease by identifying and killing pathogens and
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tumor cells. It detects a wide variety of agents, from viruses to parasitic worms, and
needs to distinguish them from the organism's own healthy cells and tissues in order
to function properly.

The different aspects of immunity have been divided into two groups [8]:

(DInnate immunity - is present from before birth, consisting of many non-specific
factors and blood based immunity from the mother. They operate against almost any
substance that threatens the body. Factors include physical barriers, some white blood
cells and chemical barriers in the body.

@Acquired immunity - a more specialized form of immunity only found in the
vertebrates. It is a result of an encounter with a new substance, which triggers events
that induce an immune response specific against that particular substance. This
involves B lymphocytes, T lymphocytes and macrophages, highlighting the
importance of lymphatic tissue, the site of lymphocyte maturation and differentiation.
Key characteristics of such acquired immune mechanism include:

*Recognition of Foreignness: The immune system must be able to recognize
bacteria, viruses, fungi, parasites, and foreign materials in order to locate and destroy
them.

*Specificity: Immunity to one foreign organism or substance does not necessarily
provide resistance to different ones, even if the two are highly similar.

*Memory: The ability to develop an accelerated, enhanced, and long-lasting
immune response after the initial attack by an infectious disease, or initial
development of cancerous tissue.

3.2 Immune Gravitation Inspired Optimization Algorithm (IGOA)

In the design of artificial immune system, people generally consider an antibody as a
candidate solution for the problem, antigen as the problem to be solved. The affinity
between antibodies and antigens is calculated to evaluate the level how the antibody
closes to the optimal solution to the problem. Some of prior knowledge and the
characteristics of the problem be solved can be considered as vaccine [9,10].
Therefore, a novel Immune Gravitation inspired Optimization Algorithm (IGOA) that
includes the mechanisms of antibodies diversity and immunity memory based on the
GSA is proposed in this paper. The main idea of the proposed IGOA is that the
characteristic of antibody diversity is to improve the solution space, and the
characteristic of immunity memory is to enhance the solution quality. By taking these
immune characteristics, IGOA will help to speed the convergence of evolutionary
algorithms and improve the optimization capability.
The general flow chart of IGOA is as follows.

Step I: Initialize parameters, including the gravitational constant Gy, ', masses
number N, and the maximum number of Max_iteration.

Step 2: Randomly generate the initial population A, consisting of N masses with an
initial velocity V, = 0.

Step 3: Extract the information to the problem be solved as vaccine V.
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Step 4: Calculate the fitness of each mass in the current population A;, and save the
mass that has the best fitness as an immune memory mass M;. Thereafter, determine
whether the end conditions are met; if the termination conditions are met, the
algorithm stops and returns the result, otherwise, continue.

Step 5: Vaccinate the mass in the initial population A, with a certain probability to
form new mass population B;.

Step 6: Substitute a part of masses with poor fitness in the population By for an
immune memory mass, thus to generate new mass population C;.

Step 7: Select part of masses in the population C; based on mass concentration and
randomly generate an additional part of masses to form the next generation Ay, ;.

Step 8: Update the gravitational constant G, best, worst, and M;, i = 1,2, ... N.

Step 9: Calculate the suffered gravity for each mass.

Step 10: Calculate the acceleration and velocity for each mass.

Step 11: Update the location of each mass in the population Ay, ;.

Step 12: Go to Step 4.

4 Experiments and Results

To objectively evaluate the performance of the proposed algorithm IGOA,
comparison experiments with the traditional gravity algorithm GSA and particle
swarm optimization PSO are carried out, and the parameters of the three algorithms
are the same as much as possible. Numerical function optimization problems are
selected as benchmark problems to test the performance of the three algorithms.

4.1 Benchmark Functions

The benchmark functions used in our experiments are listed in Table 1 from literature
[2,11,12,13]. In these tables, n is the dimension of function. The minimum value of
the functions in Table 1 is zero.

Table 1. Benchmark functions

Benchmark function Optimum value
F(X)=) x/,xe[-100,100]"

=171

F(X)=Y" IxI+[]IxLxe[-10,10

Fx)=Y0 (305 ) xe 1001001

=171

F,(X)=max{lx, ,1<i<n},xe[-100,100]"

Fy(X) =Y. " 100(x,,, - x7)* + (x,~D)’ ], x e [-30,30]"

S| o |0 © |[o| O

Fy(X)="" [x} —10cos(27rx,) +10],xe [-5.12,5.12]"

1 n n X.
FX)=——Y" X+ cos(=%)+1,xe[-600,600]"
00 =05 Er + T eost )+ Lxe [-600.600) 0
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4.2 Experimental Results

We compare IGOA with GSA as well as PSO on the benchmark functions above. In
the cases, population size N=50, dimension size n=30, and iteration number is 1000.

The results for benchmark functions in Table 1 are listed in Table 2.

The better performance of IGOA benefits from the following features: (1) elitist
antibody gene segments are retained, and inherited to offspring through vaccination,
which will enhance local search capability and improve the convergence speed; (2)
antibody population diversity is achieved by mutation that avoid the degenerative
phenomenon and to enhance the global optimization capability.

In summary, from the test results of seven benchmark function problems, the
performance of IGOA is superior to that of PSO and GSA.

Table 2. Experiment result of benchmark functions

PSO GSA IGOA

Average best 1.8x107 7.3%x10™"" 2.6x10™"°

F;  Median best 1.2x107 7.1x10T 2.2x107
Average mean fitness 5.0x107 2.1x10™"° 7.6x10™""
Average best 2.0 4.03x10~ 2.13x107

F,  Median best 1.9x107 4.07x107 2.47x107
Average mean fitness 2.0 6.9x10” 4.5x107
Average best 4.1x10% 0.16x10" 0.09x10"

F;  Median best 2.2x10% 0.15x10% 0.11x10%
Average mean fitness  2.9x10" 0.16x10" 0.10x10%
Average best 8.1 3.7x10° 2.3x10°

F, Median best 7.4 3.7x10° 2.7x10°
Average mean fitness ~ 23.6 8.5%x10° 4.2x107°
Average best 3.6x10™ 25.16 19.87

Fs  Median best 1.7x10% 25.18 19.95
Average mean fitness 3.7x10™ 25.16 19.89
Average best 55.1 15.32 12.75

Fs  Median best 55.6 14.42 13.36
Average mean fitness 72.8 15.32 13.29
Average best 0.01 0.29 0.01

F;  Median best 0.0081 0.04 0.002
Average mean fitness  0.055 0.29 0.05

5 Conclusion

We propose a novel immune gravitation inspired optimization algorithm, IGOA. The
proposed algorithm, which is based on the gravitational search algorithm (GSA),
includes the mechanisms of antibodies diversity and immunity memory. The
mechanism of antibodies diversity is to enhance the population diversity, and the
mechanism of immunity memory is to save some optimum value of current
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population. With these features, the proposed IGOA can help speed the convergence
of evolutionary algorithms and improve the optimization capability. The comparison
experiments of IGOA, GSA and PSO on some benchmark functions are carried out.
The proposed algorithm shows competitive results with improved diversity and
convergence. It provides new opportunities for solving previously intractable function
optimization problems.
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Abstract. In this paper we propose a new implementation of a multi objective
genetic algorithm that handles constrained problems to approach the financial
problem of the portfolio optimization. The objective of the paper is to propose
and empirically apply a new multi-objective genetic algorithm for portfolio
optimization extending the Markowitz mean-variance model ([1,2] Markowitz,
1952 and 1959). At the end of the paper the obtained results are discussed and
compared with non linear other different techniques.

Keywords: Multi-objective genetic algorithms, Pareto curves trade-off,
constraints problems, portfolio optimization.

1 Introduction

The problem of portfolio selection is generally solved by the academicians and
practitioners using linear and quadratic programming methods ([3] Lintner, 1965;
[4,5] Michaud, 1989 and 1998; [6,7] Scherer, 2002 and 2004; [8] Satchell and
Scowcroft, 2003; [9] Pomante, 2008). The efficiency of these methods has a limit,
though, since considerable constraints are put on the problem formulation, that are the
functional form of the optimisation criterion and the constraints. The analyst often has
to shape the problem in a way that it can be solved by such methods. Thus, the answer
that the linear model provides is a precise one, but often only to an approximate
question ([10] Gilli and Schumann, 2009).

An alternative approach, less developed in the literature, that will be described in
this paper is to use heuristic optimisation techniques like simulated annealing or
genetic algorithms. Heuristic methods are a relatively new development in portfolio
optimization theory as they have become practically relevant only in recent decades
with the enormous growth in computing power. These methods have been shown to
be capable to handle portfolio optimisation problems with all kinds of constraints and
using alternative measures of risk ([11] Arnone, Loraschi and Tettamanzi, 1993; [12]
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D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 186-1193] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Liu and Stefek, 1995; [13] Loraschi, Tettamanzi, Tomassini, Verda, 1995; [14]
Rolland, 1997; [15] Ehrgott, Klamroth, Schwehm, 2002; [16] Crama and Schyns,
2003; [17] Fernandez and Gomez, 2005; [18] Maringer, 2005; [19] Yu, Wang and
Lai, 2006; [10] Gilli and Schumann, 2009).

In this framework the research aims to enrich the literature about the
methodological tools for portfolio optimization through the development and
empirical application of an innovative genetic algorithm.

2  The Problem Reformulation of the Portfolio QOoptimization

In the portfolio theory, an investor has to decide how to allocate his limited financial
resources among a number of different assets and so he wants to know ex ante the
optimal portfolio. In this situation, the investor has to face two problems: (7) he must
evaluate and select different assets and then (i) he must decide how to allocate his
limited resources among the assets previously selected. In this paper, not treating the
first problem, we try to solve the second one. Choosing an optimal portfolio
weighting of assets when their future rate of return is uncertain may be seen as a
problem of minimizing the uncertainty for a desirable level of the portfolio expected
return. Modern Portfolio Theory calls this uncertainty risk and measures it as the
standard deviation or the variance of the probability distribution of future returns. So
choosing an optimal portfolio became a question of standard deviation minimization
for a desirable level of expected return, because every investor wants to minimize risk
and maximize the expected return. Markowitz (1959) [2] showed that as the level of
risk increases, the expected return of optimal portfolios draws a convex non-
decreasing curve called "efficient frontier", which represents the set of Pareto optimal
portfolios and so the set of non-dominated portfolios. That is, the efficient frontier is
characterized by the fact that higher expected returns correspond to greater risk.

The optimal portfolio selection problem lies in the selection of a combination of
percentage weights to be attributed to the different assets selected and included in the
portfolio, in order to obtain the optimal weight vector [W=(w1, w2, w3, wi, ..., wn)],
such as to minimize a certain level of risk for a given level of expected return or vice
versa. This can be expressed as a constraint multi objective optimization problem :

N
maxR, = ) _ xu, 2.1
. 2 N - n n . .
mngo ,= Zi:l’xi Ui +2z,-:1 z,-:lxixjpijo-io-j con(i # j) (2.2)
subject to:
N
Cx, =1
i=1" 1!
x; 20 i=12,...N
where:

N denotes the number of the assets of the portfolio (securities, bonds, etc.);
x; represents the percentage share of investment in the asset withi € {1,2,..., N} ;
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u; denotes the expected return of the asset with i€ {1,2,..., N};

0 denotes the variance of the asset i€ {1,2,...,N};

P, represents the correlation coefficient among the returns of assets

ie{l,2,...,N}.

The first equation (2.2) states that all available wealth is allocated in the portfolio, so
the sum of the different ratios of investments in the portfolio must necessarily be
equal to 1, while the second first equation (2.2) ensures that the weights of the assets
in the portfolio are not negative, in other words this constraint excludes the possibility
of short selling.

The two-objective optimization problem can be parameterized to yield a convex
combination parametric programming problem with objective:

min A3 3 xx,0—(1=AY ) xu, (%)) (23)

subject to:
N
Zi:l X = 1 2.4)

x>0 i=12,..N

where the parameter A is the trade-off coefficient between risk and return ranging
between 0 and 1:

= when A = 0: the investor disregards risk and only seeks to maximize
expected return;

=  when A = 1, the investor is extremely risk averse, therefore the risk alone is
being minimized, whatever the expected return.

This new formulation of the problem is justified by the fact that, by introducing the
trade-off coefficient (A), there is not a general criterion to determine which trade-off
between risk and return is considered the best, so solving the portfolio selection
problem means finding a whole range of optimal portfolios for all the possible values
of the trade-off coefficient (A). The investor will thus be able to choose the most
appropriate portfolio based on his or her requirements.

3 The New Constraints Like Multi-objective Approach
(MOGACOP)

The multi-objective approach adopted in this paper is a new version of a previous
algorithm [21] implemented and discussed in detail in [22]. In particular the
potentialities of a Multi-Objective Genetic Algorithms (MOGAs) that are a relatively
recent extension of Genetic Algorithms (GAs) reveal to be a good methods to search
for trade-off solutions in several applications that spanning from finance to medicine
[22]. In fact in nature stressed by selection only strong individuals have greater
opportunity to pass their genes to future generations via reproduction by means a
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particularly techniques coded in their chromosomes. Chromosomes are made of
discrete units called genes where each gene controls one or more features of the the
problem to be solved. Being a population-based approach, GAs are well suited to
solve multi-objective Optimization problems. GAs have been the most popular
heuristic approach to multi-objective design and optimization problems and in
literature it is reported that 90% of the approaches to multi objective optimization
aimed to approximate the true Pareto front for the underlying problem. In previous
works Bevilacqua et al presented a novel Pareto-Based multi-objective genetic
algorithm (MOGA) for finding optimized trade-off solutions and addressed the
problem of the design of an optimized topology of a feed-forward neural network that
showed good results in terms of generalizations to support expert decision about
malignant cells for breast cancer [21] and intelligent forecasting of exchange rate [23].

The algorithm used in this work is instead a novel MOGA algorithm that
implements a checking of constraints verification to manage the possibility of
searching for Pareto-Based solutions taking into account several domain constraints.
Specifically, for each individual generated, the new procedure checks the satisfaction
of the constraints and then only if satisfied the individual is placed in the
Archive/Laboratory population otherwise it is discarded. Since the new proposed
genetic algorithm adopts a Pareto- based approach strategy presented in [21] dividing
individuals into three populations, and at the same time implements a specific
constraints strategy to preserve the feasibility of the candidate solutions the authors in
[22] refer to it namely as MOGACOP. The main strategy is based on the separation of
three different populations and allows to operate at the same time, a local search on
the best individuals, and a general search in the space of individuals who have
relatively good behaviour, giving them more likely to reproduce using an
approximation of roulette-wheel selection. This algorithm allows the seeding, so you
can enter a number in the initial population of individuals that should speed up the
evolutionary process. The three populations are:

1. an Archive population of variable size, which contains individuals closed to Pareto
curve;

2. a Frontier population, which contains individuals that form the Pareto curve;

3. a Laboratory population, composed of individuals selected at each iteration from
the previous two populations.

4 Description of the Data and the Empirical Results

In order to train and test the genetic algorithm developed, an empirical study was
conducted for optimizing a portfolio of 54 assets belonging to different asset classes
such as securities, financial indexes, commodities, currency and bonds. The statistical
inputs needed to develop the Markowitz optimization will be estimated in a day,
weekly and monthly holding period using a dataset of more than 150.000 daily prices
surveys of the assets from January 1999 to December 2009.

Through the empirical application of the genetic algorithm developed to solve the
optimization problem of a portfolio of 54 assets, it is obtained the optimal portfolios
among the more efficient portfolios produced by the genetic algorithm for each
holding period considered (table 1 and 2), that is the optimal weight vectors [W=(wl1,
w2, w3, wi, ..., w54] with the percentage of wealth to invest in each asset (table n. 1).
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The table 1 represents the optimal weight vectors of the portfolios with minimum
variance and maximum return in a day, weekly and monthly holding period, while
table 2 represents the expected risk or variance and return of these optimal portfolios
estimated using the classical method based on the historical data.

Table 1. The optimal weight vectors

MIN MAX MIN MAX MIN MAX
DAILY DAILY WEEKLY | WEEKLY | MONTHLY | MONTHLY
VARIANCE | RETURN | VARIANCE | RETURN | VARIANCE | RETURN
ASSETS  |PORTFOLIO |PORTFOLIO |PORTFOLIO|PORTFOLIO|PORTFOLIO|PORTFOLIO
Aegon 0,049% 2,150% 2,030% 0,055% 0,235% 1,060%
Air Liquid| ~ 2,230% 0,923% 3,190% 0,649% 4,710% 3,750%
Allianz 1,450% 0,266% 0,749% 0,040% 1,620% 2,420%
Alstom 1,290% 0,048% 0,460% 4,550% 0,243% 2,540%
Generali | 2,750% 1,090% 1,850% 0,118% 0,869% 0,366%
Axa 2,010% 0,934% 1,500% 2,680% 0,062% 0,239%
Basf 2,100% 2,590% 2,150% 2,530% 4,570% 2,790%
Bayer 1,780% 3,490% 0,391% 1,780% 0,025% 4,270%
Banco 4,730% 0,049% 2,260% 4,140% 1,260% 1,840%
Bilbao
Brp 1,160% 3,250% 2,430% 0,570% 0,917% 4,420%
Paribas
Carrefour|  0,208% 0,967% 0,914% 0,969% 0,972% 1,180%
Crh 3,460% 0,104% 2,710% 4,280% 1,050% 1,080%
Daimler | 0,290% 3,430% 1,300% 2,050% 1,410% 0,129%
Danone 0,595% 1,710% 2,040% 1,990% 2,980% 3,580%
D‘;;Z;j(he 1,750% 1,120% 3,090% 0,044% 1,000% 0,982%
D1 1,390% 0,517% 2,370% 1,280% 2,930% 1,770%
Telecom
E.On 1,390% 3,150% 2,330% 4,380% 3,130% 1,930%
Eni 4,130% 0,375% 3,750% 0,899% 2,490% 0,143%
Fr 0,824% 0,467% 0,837% 1,860% 2,370% 1,800%
Telecom
Iberdrola|  0,669% 3,770% 0,819% 2,590% 0,197% 1,610%
Ing Group|  0,688% 1,040% 0,221% 0,303% 0,508% 0,009%
Intesa-San| 4 5 40q, 0,284% 1,740% 2,040% 2,270% 4,000%
Paolo
Loreal 4,810% 0,534% 2,690% 3,080% 0,385% 0,691%
II;;’O’Z’; 1,000% 0,634% 2,640% 0,344% 2,090% 4,220%
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Table 1. (continued)

Muenchener | 0,340% 0,005% 1,930% 0,223% 1,540% 2,440%
Nokia 0,278% 1,230% 0,876% 0,223% 0,777% 1,670%
Philips 1.860% 4,440% 1,050% 2,720% 0,996% 0,477%
Repsol 1,220% 0,370% 1,560% 3,950% 3,910% 2,340%

Rwe 4,490% 2,030% 1,920% 3,690% 1,420% 0,570%
(foaljzl’,n 0,925% 2,720% 1,210% 2,510% 1,950% 2,330%
jZZZZc 2,530% 1,740% 1,930% 0,283% 3,530% 1,680%

Santander | 0,694% 0,030% 1,330% 3,170% 1,020% 2,100%
Sap 3,760% 1,120% 0,385% 2,110% 3,300% 1,780%
Schneider | 0,850% 1.810% 4,610% 3,060% 2,920% 0,429%
Siemens 1,700% 4,510% 1,900% 1,490% 2,130% 3,340%
Gsxfje 1,330% 0,827% 4,100% 0,038% 2,620% 2,960%
Telecom IT | 4,930% 0,094% 0,965% 0,123% 0,438% 0,561%
Telefonica | 0,830% 0,547% 1,310% 1,820% 0,377% 0,604%
Total 0,300% 2,400% 1,210% 0,343% 0,255% 0,209%
15/0 ’Zﬁf‘n’clo 4,720% 4,300% 2,310% 2,240% 0,687% 0,783%
Unicredit | 4 9360, 3,760% 1,650% 1,300% 0,062% 0,123%
Group
Unilever 0,261% 1,170% 2,250% 4,820% 2,260% 2,180%

Vinci 2,390% 4,810% 1,000% 3,220% 0,175% 9,080%
Vivendi 4,810% 2,850% 0,665% 1,340% 1,040% 1,260%
Nasdag 0,403% 3,160% 0,846% 1,190% 1,610% 1,500%

Index

Dax Index | 0,821% 3,690% 4,980% 0,437% 0,150% 0,237%
D”;:l jg”f"s 2,080% 3,000% 0,738% 0,790% 0,724% 0,675%
S&P 500 1,690% 3,350% 1,120% 2,670% 4,360% 3,950%

Index

GBP 3,440% 4,510% 1,660% 0,932% 2,670% 2,550%

YEN 2,970% 0,734% 0,985% 3,220% 2,190% 2,040%
GOLD 0,952% 2,430% 2,780% 2,320% 0,836% 1,090%

Us y’i’;’ﬁs 1 0497% 4,450% 0,436% 2,210% 0,229% 0,198%
E UyB;Z’:f‘Y 1 1.330% 0,750% 3.900% 1,090% 1,620% 1,550%
USA Dollar | 4,660% 0,286% 3,900% 3,240% 15,900% 2,480%
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Table 2. Risk and return of the optimal portfolios

EXPECTED EXPECTED
RISK RETURN
MIN DAILY VARIANCE PORTFOLIO 59,44% 2,40%
MAX DAILY RETURN PORTFOLIO 76,30% 2,85%
MIN WEEKLY VARIANCE PORTFOLIO 18,80% 0,49%
MAX WEEKLY RETURN PORTFOLIO 28,00% 3,13%
MIN MONTHLY VARIANCE PORTFOLIO 1.110,00% 35,30%
MAX MONTHLY RETURN PORTFOLIO 1.780,00% 49,90%

S  Concluding Remarks

Unlike the quadratic programming methods which generally tend to generate optimal
portfolios characterized by low diversification, the empirical analysis of the data seem
to reveal that the genetic algorithm developed privileges the diversification as all
assets are present in all portfolios and there is a substantial balance in assigning the
percentage weights to the assets, with the exception of USA Dollar (weight of
15,90%) in the minimum variance portfolio of monthly returns and of the stock
certificate of Vinci (weight of 9,08%) in the maximum return portfolio of monthly
returns. The analysis of the data also reveals a great difference between the expected
variance and return to vary of the holding period, although an higher expected return
is always associated with an higher expected variance and this seems to confirm the
good functionality of the algorithm developed. The good functionality of the
algorithm is also confirmed by the analysis of the correlation coefficients among the
returns of the assets as, in presence of high correlation coefficients between two
assets, the algorithm clearly privileges in the allocation of the wealth the asset with
lower variance in the minimum variance portfolios and the asset with higher return in
the maximum return portfolios.

References
1. Markowitz, H.M.: Portfolio Selection. Journal of Finance 7 (1952)
2. Markowitz, H.M.: Portfolio Selection: Efficient Diversification of Investments. Wiley,

Yale University Press (1959)

3. Lintner, J.: The Valuation of Risk Assets and the Selection of Risky Investments in Stock
Portfolios and Capital Budgets. Review of Economics and Statistics 47, 13-37 (1965)

4. Michaud, R.O.: The Markowitz Optimization Enigma: Is ‘Optimized’ Optimal. Financial
Analysts Journal 45(1), 31-42 (1989)

5. Michaud, R.O.: Efficient Asset Management: A Practical Guide to Stock Portfolio
Optimization and Asset Allocation. Oxford University Press, Oxford (1998)

6. Scherer, B.: Portfolio Resampling: Review and Critique. Financial Analysts Journal, 99—
109 (2002)

7. Scherer, B.: Asset Allocation: Implicit Versus Explicit Return Shrinkage. working paper
(2004)



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

A Novel Multi Objective Genetic Algorithm for the Portfolio Optimization 193

Satchell, S.E., Scowcroft, A.E.: Advances in Portfolio Construction Aand Implementation.
Butterworth And Heinemann, Oxford (2003)

Pomante, U.: Il Market Timing Con il Modello Di Black e Litterman. Bancaria, n. 7-8
(2008)

Gilli, M., Schumann, E.: Robust Regression with Optimization Heuristics. Comisef
Working Paper Series (2009)

Arnone, S., Loraschi, A., Tettamanzi, A.: A Genetic Approach to Portfolio selection.
Neural Network World. International Journal on Neural and Mass-parallel Computing and
Information System 3 (1993)

Liu, S., Stefek, D.: A Genetic Algorithm for The Asset Paring Problem in Portfolio
Optimization. Operation Research and Its application, 441-449 (1995)

Loraschi, A., Tettamanzi, A., Tomassini, M., Verda, P.: Distributed Genetic Algorithms
with An Application to Portfolio Selection Problems. In: Pearson, D.W., Steele, N.C.,
Albrecht, R.F. (eds.) Artificial Neural Networks and Genetic Algorithms, pp. 384-387
(1995)

Rolland, E.: A Tabu Search Method for Constrained Real Number Search: Applications to
Portfolio Selection. Technical Report. Dept. of Accounting And Management Information
Systems, Ohio State University. Columbus. U.S.A (1997)

Ehrgott, M., Klamroth, K., Schwehm, C.: An MCDM Approach to Portfolio Optimization.
European Journal of Operational Research, 155 (2004)

Crama, Y., Schyns, M.: Simulated Annealing for Complex Portfolio Selection Problems.
European Journal of Operational Research 150, 546-557 (2003)

Fernandez, A., Gomez, S.: Portfolio Selection Using Neural Networks. Computers &
Operations Research (2005)

Maringer, D.G.: Portfolio Management with Heuristic Optimization Advanced.
Computational Management Science. Springer, Heidelberg (2005)

Yu, L., Wang, S., Lai, K.K.: An Intelligent-Agent-Based Fuzzy Group Decision Making
Model for Financial Multicriteria Decision Support: The Case of Credit Scoring. European
Journal OF Operational Research 195(3), 942-959 (2009)

Menolascina, F., Bevilacqua, V., Ciminelli, C., Armenise, M.N., Mastronardi, G.: A
Multi-objective  Genetic  Algorithm Based Approach to the Optimization of
Oligonucleotide Microarray Production Process. In: Huang, D.-S., Wunsch II, D.C.,
Levine, D.S., Jo, K.-H. (eds.) ICIC 2008. LNCS (LNAI), vol. 5227, pp. 1039-1046.
Springer, Heidelberg (2008)

Bevilacqua, V., Mastronardi, G., Menolascina, F., Pedone, A., Pannarale, P.: A Novel
Multi-Objective Genetic Algorithm Approach to Artificial Neural Network Topology
Optimisation: The Breast Cancer Classification Problem. In: Proceedings of 2006
International Joint Conference on Neural Networks IEEE 06CH37726D, Vancouver, BC
(1958-1965); ISBN/ISSN: 0-7803-9490-9 (2006)

Bevilacqua, V., Dotoli, M., Falagario, M., Sciancalepore, F., D’Ambruoso, D., Saladino,
S., Scaramuzzi, R.: A Multi-Objective Genetic Optimization Technique for The Strategic
Configuration of Distribution Networks. In: Huang, D.-S., et al. (eds.) ICIC 2011. LNCS,
vol. 6839, pp. 243-250. Springer, Heidelberg (2011)

Pacelli, V., Bevilacqua, V., Azzollini, M.: An artificial neural network model to forecast
exchange rate. Journal of Intelligent Systems and Applications 3(2), 57-69 (2011)



Tracking Multiple Feature in Infrared Image with
Mean-Shift

Ruiming Liu and Miao Yang

School of Electronic Engineering, Huaihai Institute of Technology,
222005, No. 59 Cangwu Road, Lianyungang, P.R. China
{nanjuel975}@gmail.com

Abstract. Mean-shift algorithm with robust performance is one of the well-
known tracking algorithms. Tracking targets with Mean-shift algorithm is
tracking the statistical features of their pixels by the histograms. The classic
Mean-shift for tracking targets based other features has not been developed. In
this paper, we propose a strategy which can make Mean-shift track multiple
types of features of targets. We first map the features into the pixel intensity and
create the feature images. Then these feature images are used to construct
multiple feature images (MFIs). The kernel density estimation algorithm tracks
targets in MFIs can indirectly track these features.

Keywords: Mean-shift, Multiple feature image, Entropy, Gabor.

1 Introduction

The Mean-shift algorithm which is one of the well-known tracking algorithms, also
known as kernel-based, uses the gradient-based search scheme [1][2][3]. Tracking
moving targets in infrared (IR) closing sequences is a challenging research topic.
Though a great deal of effort has been expended on this task, there has been only
limited amount of work on thermal images in the computer vision community. A. Bal
and M. S. Alam combined an intensity variation function with template model to track
IR targets [4]. In [5], authors present an approach for real-time target tracking in the
presence of high global motion, changes in target shape and intensity features. A
decision fusion algorithm for target tracking in IR image sequences is proposed in [6].
Although Mean-shift can track all kinds of objects in color imagery, the performance
of tracking objects in IR imagery is not satisfying.

2 Tracking Targets with Mean-Shift and Its Drawbacks in IR
Target Tracking

For n data points X, , i=1,2,...,n in the d-dimensional space R? , the kernel
density estimation (KDE) of location x(a,b) is defined as

2
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where /. >0 is the bandwidth. The K(-) is so-called kernel and if satisfies:
2
K@) =ck(x[H>0 |x]<1 ©)

where k(-) is the profile of K(-). Employing the profile, Mean-shift can be
rewritten as

2
X— X,

l

h.

1

e )——i L

) 3)
i=1 hd

If h, = h, the density gradient estimation (DGE) is obtained by

2

) “)

We can define another function by & (x) as

g(x) =—k'(x) ()

Then the next position can be searched by the following iterative equation
S X, vi-x ||
Z pa+2 8 (‘ | )
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For the IR targets, we can only depend on the probability density function (pdf) of
image intensity. In the first frame, reference target model characterized by its

intensity pdf p, for IR images is obtained by estimating from the data. We assume
that the target model has been centered at the spatial location 0 and it is commonly
estimated from the image data by /" -bin histograms. The target model is defined by

m

={Poutuctom D Po %

u=1

We assume that {x, },_,  are the normalized locations in the mask centered at 0.

For improving the robustness of the pdf estimation, pixels in the target mask are
weighted by an isotropic kernel which has a convex and monotonic decreasing kernel

profile [2]. The probability of ©# =1,...,m in the mask can be denoted as
N & 2
Bow = CY k(% [ )86 (x) — u] ®)
I=1

where C = 1/ z k(" X, | ) is a normalization constant that guarantees Z L Do, =1

and O is the Kronecker delta function.
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After getting the reference model of targets in the first frame, candidate targets can
be tracked in the subsequent frame. In the i th frame, a candidate is defined at
location Z by

m

Pi(2) ={Pu(2)}.e Z P = )

In the same way of representing the reference target model (9), the probability of
u=1,...,m in the target candidate is denoted by

ny

,=C Zk(

where C, = 1/ z;ilk(||( z2-x)/ h||2) is a normalization constant. Mean-shift is a mode

- X

)5[b(x1) u] (10)

seeking algorithm. This can be achieved by optimizing a similarity function between
the reference model and the target candidate. The Bhattacharyya coefficient
B[P, (2), p,,] between the candidate target model and the reference model is set as

the optimized function. It should be maximized as a function of Z for finding the
target position in the current frame. The location procedure in the current frame starts

at the location Z,, of the target in the previous frame. Then the linear approximation

of the Bhattacharyya coefficient in the current frame can be obtained by

n n I$ = =
B[ p,,(2), Py, 1= _Z Py (Zg) Py, + me(z) pou (11)
2 el p(, 1),,( )

Combining the above equation with (10), we have

. . 1S = = C & —x |
B[piu(z)’p()u]zEZ P (20) Po, +7h2wlk( ) (12)
u=l1 u=1
Where
— N ﬁ()u
w =Y | —8[b(x,) —u] (13)
u=1 \ Piciyu (%o

To find the position of targets, we should maximize the second term of (13).
According to the equation (6), the new target position should be

n, 2
Zn—X
meg(‘ b
gz =42 ! (14)
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where g(x)=—k"(x). The convergence point Zl* is just the target position sought

by Mean-shift.

When color targets are tracked, Mean-shift takes advantage of three types of
spectral information (RGB) to characterize them. The intensity information is the
exclusive feature when it tracks IR targets [5]. It is deficient for representing targets.
In this paper, multiple types of features are used to complete this task.

3 Tracking Targets in Multiple Feature Image

At present, the image is represented in 3D RGB space by
F(x)=(f. f,. /;)=(R.G.B) (15)
or 1D intensity space by
F(x)=(f)=) (16)

As a matter of fact, they denote three color features or intensity feature. Assuming
there are d features, then we can represent an image in higher-dimensional space by

F(x):(ﬁ’fzf"’fd) (17

We call it multiple-features image. In our past work, the experiments validated that
Gabor function value and entropy are practicable features for tracking task. They are
also known as Gabor feature and entropy feature, and we simply review these two
features.

(1) Gabor feature

Gabor feature has been demonstrated that the human visual system is sensitive to both
orientations and spatial frequencies and Gabor filters have the strong ability to model
the frequency and orientation sensitivity characteristic.

Gr(a,b.0,6,.0,) = ;e{—%{(fn)z+(6Lb)2}+_i2ﬂ(acose+bsin€)} (18)

2ro 0,

where 0,0, are the standard deviations of Gaussian envelope along the @ — and

b — dimensions and @ represents the orientation. For an intensity image F , it is
filtered with Gr(a,b,0,0,,0,) by

FGr(a,b,6,0,,0,)=>.> F(a—k,b—1)*Gr(a,b,0,0,,0,) (19)
k 1

The Gabor feature just is the magnitude value of (19).

(2) Entropy feature:
In the development of information theory, Shannon stated that quantities of
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N-1
E=-} plog,p, (20)
i=0
plays an important role as measures of information, choice and uncertainty [7]. E'is
known as entropy which depends on the range and uniformity of the distribution. For
discrete random variables, larger entropy means larger uncertainty. Now, we have
three features, intensity, Gabor feature and entropy to construct a three-dimensional
feature image for an IR image. Figure 1 shows the construction process of MFIs.

4 Experimental Results

In this section, we provide some experiments to validate the advantage of the proposed
method over the classic method. We compare the tracking performance of Mean-shift
tracker in IR images with in MFIs. For providing the impartial and objective
comparison, experiments are run under the same conditions. Kernels with Gaussian

profile k(x) =Lexp(—M) were used for histogram computations. The feature

27 2

(ap) () (a3) (ay)

(c1)

Fig. 1. The construction process of MFIs. (a;), (b;) and (c;) are the original IR images of
sequence 1, sequence 2 and sequence 3, respectively. (a,), (by) and (c,) are their corresponding
Gabor feature images. (as), (bs) and (c3) are their corresponding entropy feature images. (ay),
(by) and (c,) are the constructed MFIs.
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space of MFI was quantized into 8 X8X8 bins and that of IR image was quantized
into 8 bins. The entropy is computed from a 5x5 window centered at each pixel.

Figure 1(a;), (b;) and (c;) present the first frames of three sequences for
experiments. The first sequence has 20 frames of 128128 pixels with one plane
target. The second sequence has 20 frames of 120X160 pixels with another plane

target in the night and the third sequence has 20 frames of 128 X128 pixels with
one tank target. From subsection 2.3, we can see the potential position of target just is
the position which has a maximum Bhattacharyya coefficient value. The tracking
process of Mean-shift-based methods is the process of searching the maximum
Bhattacharyya coefficient. So the surface obtained by computing the Bhattacharyya
coefficient is often used to evaluate the efficiency of tracking methods [2]. In Fig.2,
the similarity surfaces (values of the Bhattacharyya coefficient around target centers)
of the original IR images and the corresponding MFIs in Fig. 1 are shown.

e u| 0
> =

15 - — " ® 15~ : ey
“‘“:;__ ¥ g s = =

1w e . 0 e 1%
i ~— 1 et "

P P
(cp) (c2)
Fig. 2. The similarity surface of original IR images and MFIs of Fig. 1. (al), (bl) and (c1) are

the similarity surfaces of original IR images of sequence 1, sequence 2 and sequence 3,
respectively. (a2), (b2) and (c2) are their similarity surfaces of corresponding MFIs.
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From (a)), (by) and (c,) of Fig. 2, we can see the similarity surfaces around target
centers are flat and smooth in IR images. That will result in a time-consuming
tracking process and even will load to a sub-optimal convergence point. Therefore, it
is difficult to search target positions from IR images by Mean-shift trackers. In
contrast with IR images, the similarity surfaces of MFIs, shown in (ay), (b,) and (c,)
of Fig. 2, are bumpy and steep, which also is proved by the contours on the floor of
every sub-image of Fig. 2. So there exists a gradient line which can make a fast and
precise tracking process. From the comparison of the similarity surfaces in above sub-
section, we have every reason to expect that tracking targets in MFIs has better
performance than in IR images. Fig. 3 shows the tracking error curves of the three
experiment sequences in Fig.1. The tracking errors in IR images and those in MFIs
are presented with blue broken lines and red solid lines, respectively.

Frame Frame

(a) (b)

Frame

©)

Fig. 3. The error curves of tracking three experiment sequences in Fig. 1. (a) the error curves of
the first sequence of Fig. 1. (b) the error curves of the second sequence of Fig. 1. (c) the error
curves of the third sequence of Fig. 1.

From Fig. 3, we can see the tracking errors in MFIs are smaller than those of
tracking in IR images for most of frames of three sequences. The first sequence holds
a plane target in calm sky background. It has a low contrast of target to background
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and a stronger similarity between target and background. So it is not easy to track the
target. The largest error of tracking in MFIs is smaller than that of tacking in IR
images. The average errors of tracking in IR images and in MFIs are 4.64 pixels and
3.34 pixels, respectively. The improvement in tracking precision after adding Gabor
feature and entropy feature is evident. The second sequence has a plane target in
complex background. Tracking target in this sequence is very difficult because the
target appearance has a violent change between two consecutive frames. The
proposed method still has the smaller errors in most of frames than tracking target in
IR images. Furthermore, the largest error of the proposed scheme is only 6 pixels
while the largest error of tracking in IR images is even 12 pixels. The average errors
of tracking in IR images and in MFIs are 5.48 pixels and 2.96 pixels, respectively.
The third sequence holds a tank target embedded in dim background with a spot
appearance. Tracking target in this sequence is more difficult. The average errors of
tracking in IR images and in MFIs are 1.30 pixels and 1.13 pixels, respectively. The
precision of tracking targets in MFIs is also higher. In conclusion, tracking MFIs has
the smaller errors in most of frames than tracking target in IR images because the
added features improve the distinguishability between target and background.

5 Conclusions and Acknowledgements

We propose a strategy which does not need to improve the kernel density estimation
algorithm itself, but can make it track other features. Firstly, the features are mapped
into the pixel intensity. Secondly, we construct MFI with the feature image. Then
tracking targets is executed in MFI by Mean-shift. At present, the Gabor feature and
entropy feature are developed in our framework. Finding other features to construct
MFI and track targets is our future work.

This work is supported by Natural Science Fund for Colleges and Universities in
Jiangsu Province under grant no. 09KJB510001 and no. 10KJB510002 through
Huaihai Institute of Technology.
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Abstract. This paper studies the dynamic human object tracking problem. Un-
der the condition of both of the camera and the object being tracked simulta-
neously move, when the movement of the object is too fast and the speeds of
the two do not match, the tracking of the moving object will have lag issues.
This paper presents an improved particle-tracking method. The method, during
the tracking process, can reduce the number of particles online according to the
actual tracking situation, thereby reducing computation time, so that the compu-
ting speed can be adjusted in real time according to the velocity of the being-
tracked object to form the best match of the speeds. Experimental results show
that the improved algorithm well solves the lag problems of the moving object
being tracked and the tracking performance is significantly improved.

Keywords: training human, dynamic tracking, particle tracking, motion model.

1 Introduction

As an important branch of computer version, the motion tracking technology of
human video images has been receiving attention from researchers in fields of image
processing and computer vision. In recent years, more and more researches are
dedicated to different video tracks to get human joint motion[1]. In these algorithms,
most of the basic ideas are based on Monte Carlo method, which represents the
probability by particle collection and can be used in any form of state space
models[2]. It simply refers to approximate the probability density function by finding
a set of random sample propagating in state space using the sample mean instead of
integral operation, thus getting the distribution process of the state minimum
variance[3].

However, when the moving speed of the body in the video becomes faster, the
tracking process cannot meet the real-time requirement causing tracking dislocation,
delay, unsynchronization and so on[4]. This leads to a lot of computation time
required in the tracking operation, resulting in the computation method itself is slow.

* Supported by National Natural Science Foundation of China (90820017), Basic Research
and Business Subsidy of Central College. The corresponding author is Fei Wang.
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In response to this problem, this paper improves the traditional particle tracking
algorithm to solve the lag issues in the tracking process of human identification
image. In the tracking process, according to the situation of human motion,
dramatically reduce the number of particles involved in operations and use the tactful
calculation of adaptive particle-tracking based on decision rules to achieve human
motion tracking. This can in certain circumstances reduce the number of particles
used making the tracking algorithm can have a real time adjustment based on the
situation of human motion. Thus, even if the speed becomes faster, it can well meet
the real-time match. Experiments show that this method takes short time and has high
efficiency. This well solves the lag issues in the tracking process.

2 Human Motion Tracking Theories

The motion tracking theories in human video images are as follows: First, create a
human motion model and then determine the space of human motion. In the human
motion state space, it can randomly generate a set of samples according to the know-
ledge of prior distribution and the samples are called particles. Then, based on the
observation, by adjusting the corresponding weights and the location of each sample,
obtain a sample which submits to the actual distribution and take the mean of the
sample as the estimate of system state. Finally, re-sample this group of particles to
ensure uniform distribution of the weights[5].

?3

Fig. 1. Body Skeleton Model

Here present a simple introduction to the method of tracking the moving human by
particles:

To track the moving body first is to build a human skeleton model. Because of
simple structure, it has been widely used for a long time. Its principle is to take the
body as a stick-shaped model which is a set of segments connected by points express-
ing joints or body features. These segments refer to human limbs, trunk or other im-
portant parts[6]. Each body segment can be expressed by a local coordinate frame and
each joint includes translation and rotation degrees of freedom. As shown in Figure 1,
it includes 16 joints with each joint has two rotation degrees of freedom.

Signal processing model used in particle tracking is expressed by the state equation
and observation equation, that is:
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X, = fi (6, w,) (1)

2z = h (X, v,) 2

Where, k refers to moment, x, refers to vector state of the system at k, f, means
state transfer function, w, refers to the process noise sequence, z, means observa-
tion vector, A, means observation function, and v, means the observation noise

sequence.
Recursion state prediction equation and state update equation are as follows:

p(x, |Zk—l) = p_[ (X |xk—l)p('xk—l |Zk—l)d'xk—1 (3)

2z = h (x,v) “)

In order to facilitate the calculation, we can add a new probability calculation function
for sampling.

P |Z) = Y wid(X, - X)) )

Through the above Equation, the important recursive equation can be observed.

Wli—lp(zk x/i )p(xli |xli—l)

q(x,i |Xi Z,)

(6)

k-1°

The selection principle when the algorithm is applied is to meet the minimum va-
riance of the important weight. To select a certain number of particles with weights to
be involved in the operation, when the observed data is changed, update the weight of
each particle in real time and carry out the recursive calculations.

To measure the tracking performance, the calculation equation of the error rate of
the algorithm is given here. Use the pixel difference between the calibrated particles
and the actual location of the human as a measure of the tracking performance. The
lag rate of the tracking is set to r:

t fier

S L
1 s (7)

2 —

Vs
Where, v, states the operation speed of the human being tracked, v, states the
processing speed of the algorithm. It can be seen from the above Equation, v, is
determined by the time that the human takes in certain moving distance. v, is deter-

mined by the processing time of the algorithm. If the value of the equation is close to
one, the error rate is the lowest and the tracking performance is the best.
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This paper proposes an algorithm based on the improved particle tracking, it can
dynamically reduce the number of particles involved in operations, and thereby reduc-
ing the computation time, making the synchronization ratio achieve to be the same
and reducing the lag rate in the tracking process.

3 Human Motion Tracking Based on Improved Particle Tracking
Algorithm

This paper presents particle tracking method for object tracking and dynamic adjust-
ment of the number of particles. This method can adjust the number of particles needs
according to different situations in real time to avoid unnecessary waste and reduce
the amount of the calculation to solve the over-high problem of the lag rate in the
tracking process. The core of the algorithm is to dynamically adjust the operation
speed, so that it can match with the speed of human motion.

3.1 Adjust the Number of Particles Online

Compared with Kalman Tracking and Unscented Kalman Tracking Algorithm, the
precision of particle tracking algorithm is high. However, the particle tracking algo-
rithm often takes more time, the primary cause is that the number of particles used in
the process of tracking is large [7]. We can effectively reduce the number of particles
involved in tracking. In this way, we can greatly reduce the tracking time and solve
the problems that the tracking speed does not match with the movement speed and the
lag rate is too high. In the improved algorithm, the normal distribution N(g,, p,) that

determined by the output tracking value g, at each stage and the variance of tracking

error p, can basically represent the distribution at k moment {X,,i=1,...N}.The

basic idea is as follows:
First, define the evaluation index of algorithm:

1

- - 8
tX RMSE ®)

In the above Equation, 7 stands for the time consumption for completing one simula-
tion, RMSE stands for the tracking error, /EI stands for the tracking function index
which gives consideration to both arithmetic efficiency and evaluation precision. The
higher the IEI value is, the higher combination property of algorithm is.

Define the function of tracking integrated performance cost (IPC)

Cle,N)=m| &l f(e)de, +c,xN (k) 9)

Among it, m is the scale factor, f(&,) is probability density function for evaluated
error, . _ y (o, ;k(}(l)); ¢, is the average time loss for processing a particle; N(k)
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N(k)
is the number of particles needing; e, =7Zx£— 4, , is the evaluation error
N(k) 3

brought during the evaluation of 4, | by particles’ first order statistic (mean value).
First, calculate the IPC function at k moment:

e, NG R & -
C&.N)=m| & T P e N (10)

From the above Equation, we can get:

— Pk—l -
C(Sk,Nk)—mN(k)+c[><N(k) an

Calculate the derivative, we can get:

, P —

C(é'k,Nk)Z—mW-l-Ct (12)

Let P - :

—-m + ¢ =0, Wecan get:

N (k)? '
mP,_
N(k)= = (13)
c

N(k) is the number of particles needing. From equation we can dynamically adjust

the number of particles according to different moments. Therefore, compared with
traditional particle tracking algorithm, the improved algorithm greatly reduces the
arithmetic time in the progress of human tracking algorithm.

3.2 Operation Steps of Model Matching

Following, we use the second-order ARP kinetic model to process human motion
tracking. Discrete-time second-order ARP model can be expressed as:

X, =AX ,+AX _ +Cy+BW, (14)

In the Equation, X, is the human motion vector, A,, A and B, are coefficient
matrix, A, and A, is the deterministic component of kinetic model, B, is random
component, C, is offset vector, Wt is standard normality random component. equa-

tion 10 shows that the status at current moment ¢ is forecasted by the status of the
former two moments t—1 and¢—2.

The second-order ARP model parameters used in this paper is obtained by the
learning of motion model. The algorithm is as follows:

Giving a joint position training set {X,, X,...X, } which extracted from image se-

quence, calculate the parameters by following steps:
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Step 1: Calculation

R, = X ,_, i = 0,1,2; 15)
k=3
o T
R, = > X ,_,x |, i, jo= 0,1,2; (16)
k =3
’ 1 T . . .
R = R, - 55— R.,RJ i j=0.1.2: ()

In the Equation, X, is the human motion vector.

Step 2:According to the above three Equations, evaluate parameters A, , A, and C, .
1 t pt-1pt 1 —1pr \7!
A = (R02 — Ry R, lRlZ )(Rzz _RzllRlz)
A1=(R(;1_A2R2tl)th1_1 (18)

1
C, = m(Ro - AR, - AR)

In the Equation, A, and A, is the deterministic component of kinetic model, C, is
offset vector.

Step 3: Use coefficient matrix B, to evaluate the following matrix square root.

1
D= E(Roo — ARy — AR, - COROT) B, = \/B (19)

In the Equation, B, is coefficient matrix.

Finally, obtain the parameters and coordinate with the equation to track the human
motion. In this way, we can dynamically adjust the particles’ number and complete
synchronous fast-track in the process of human motion.

4 Simulation and Analysis of Experimental Results

Experimental data is obtained by ordinary digital cameras, the image resolution
is 640x 640, camera shooting rate is 15 seconds / frame. The experimental results
show in Figure 2.

In the tracking experiments, the human walking speed is the key factor. This paper
selects faster walking speed to carry out image acquisition and to compare experimen-
tal results. Experimenter's moving speed is 2 m /s ~ 5 m/ s, for the particle tracking
algorithm, this speed is fast enough. Comparing three groups of images, Figure 2 is
the traditional particle tracking algorithm, Figure 3 is the improved particle tracking
algorithm. The particles number N takes 100.
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(a) the 7th frame (b) the 24 frame (c) the 67 frame

Fig. 2. The human tracking of traditional particle tracking algorithm

(a) the 7 frame (b) the 24 frame (c) the 67 frame

Fig. 3. The tracking results of the improved particle tracking algorithm
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Fig. 4. Algorithm lag rate comparison

Get the particles number and arithmetic time of the improved algorithm by statis-
tics. In Figure4, the green line shows the lag rate of the traditional algorithm when the
speed become faster; the blue line shows the lag rate of the proposed algorithm in this
paper under the same condition.Statistical result shows as following table 1.
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Table 1. The experimental contrast data of two algorithms

Experiment Particle number (avg) Time consumption Lag rate
Traditional algorithm 100 4.75 65%
improved algorithm 67 245 22%

Through the image contrast, we can see when human speed become fast, the tradi-
tional tracking algorithm is not synchronized with the change. The red track point
comes up pixels "dislocation", making the tracking lag. The algorithm proposed in
this paper perfectly completes the human tracking when they walk fast which is
shown in table 1. By adjusting the number of particles online to increase the tracking
performance, in the tracking progress, the speed of the proposed algorithm in this
paper is quicker than traditional algorithm’s. The synchronous ratio of tracking is
greatly increased; the lag rate is significantly reduced. Therefore, we can believe that
the proposed tracking algorithm can perfectly solve the lag problem of the tracking.

5 Conclusion

Apply the improved particle tracking algorithm proposed in this paper to human mo-
tion tracking. In the human motion progress, dynamically adjust particle’s number.
And use the human joint model and the motion model, which is obtained from learn-
ing, to track the human motion, greatly reducing the tracking time, so that we can
handle the tracking errors of fast-moving targets. This paper does not need separate
the human region in each frame and has no special requirements for the background.
The experiment is only tracking simple human motion, so it has some limitations, and
is not applied to other rigid objects, so these contents also need further researches.
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Abstract. In this paper we propose a novel bio-inspired model of a mobile
robot navigation system. The novelty of our work consists in combining short
term memory and online neural network learning using history of events stored
in this memory. The neural network is trained with a modified error back
propagation algorithm that utilizes reward and punishment principal
while interacting with the environment.

Keywords: neural networks, mobile robots, reinforcement learning.

1 Introduction

For the past decades a number of neural network based approaches have been
suggested for mobile robots navigation. The early works are dated back to 1975, 1986
and were conducted by N.M.Amosov [1] and R.Brooks [2] correspondingly. Short
review of this topic may be found in [3]. The key issue in mobile robot navigation is
to design a system that allows robot to autonomously navigate in unstructured,
dynamic, partially observable, and uncertain environments. The robot navigation
problem can be divided into the following tasks: map building, localization, path
planning, and obstacle avoidance. Some of these problems can be solved by applying
approaches based on neural networks. One of the most popular approaches is based
on a multilayer perceptrons (MLP) that is trained with the error back propagation
(BP) learning algorithm. The disadvantages of approach based on the BP learning
algorithm are in its complexity, slow training and orientation on supervised learning.
Moreover, in the case when a part of MLP should be retrained, the whole training
processes should be repeated. Janglova [4] attempted to overcome some of these
shortcomings by proposing a multilayer hybrid neural network with preprocessing
that utilize principle component analysis (PCA). His solution reduces the time needed
for MLP training. However, it does not resolve the remaining disadvantages.
A.Billard and G.Hayes [5] suggested a model for mobile robot navigation (DRAMA)
that is based on recurrent neural network with delays. This is probably the first model
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where an attempt to develop a universal neural network as a part of control system to
navigate in uncertain dynamic environment was made. However, the model was
mainly oriented on quite simple binary sensors for events detection.

An unsupervised learning model for map building based on adaptive resonance
theory (ART) [7] was proposed by Araujo [6]. Another model for robot navigation
was suggested in [8]. The robot model was able to receive commands on a natural
language and analyze graphical image of the environment to take decisions for further
movement. The system was extracting simple image features sensitive to spatial
transformations. Therefore, the same object observed from different viewpoints
generated distinct features. As a result the number of features representing the same
object was too high, leading into a great number of neurons. To overcome this
drawback a multi-channel cognitive model was proposed [9] and evaluated for
solving a minefield navigation task. To classify objects it was proposed to create a
separate ART models. However, similar problem affects this approach. With the
increasing number of object groups the number of ART models increases slowing
down the performance.

On other hand there are methods that are specifically designed for visual
navigation. One recent approach [10-12] proposed to extract image features that are
robust to spatial transformations. Thus, feature vectors remain the same for greater
variations in a view angle, consequently keeping the number of neurons low.

Another way to reduce the number of neurons in ART model was proposed in [13-16].
The idea behind this method consist in preprocessing input vectors the multilayer
perceptron which goal is to reduce the sensitivity of ART-2 model to spatial image
transformations. However, the simulation experiments showed that this model (MLP-
ART?2) is more suitable for finding differences in image sequences. It also very depended
on parameters of ART-2 and MLP, and selection of them is a complex and nontrivial task.

Gavrilov et. al [17] suggested to combine MLP-ART2 with the reinforcement
learning which is based on modified error back propagation algorithm or Generalized
Error Back Propagation (GEBP).

In this paper we propose a novel bio-inspired model of a mobile robot navigation
system that combines MLP, short term memory and reinforcement learning with
GEBP. The difference between the model presented in [17], and the proposed model
is in the history of events that is used in learning of MLP when the robot gets either a
reward or a punishment. Also the in the proposed model there is no ART-2 model that
is associated with specific learning problems. It is also easier to train the proposed
model. It may be seen as universal bio-inspired reinforcement learning in contrast to
popular probabilistic approaches which are more abstract and mathematical based.

2  Proposed Architecture of Control System

The proposed control system for navigation of a mobile robot is shown in fig. 1. The
proposed system consists of the following blocks: critic, short-term memory, FFNN
trained with GEBP algorithm. The short-memory block store a few recent pairs of
input and output vectors of the network. The critic block utilizes pairs of input and
output vectors stored in short-term memory to train the network. Those vectors that
represent collisions with obstacle are used as negative samples (punishment) and
those that represent visible target are positive samples (reward).
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Fig. 1. Proposed Architecture

Below example of navigation algorithm learning to achieve target in unknown
environment is shown using this architecture and generalized error back propagation
algorithm. There Estimation is produced by critic as none, reward or punishment,
direction_to_turn for control of motion is produced by neural network or simple
logical algorithm (at short distance to obstacle). Functions WorkNN and LearnNN
aims to produce direction_to_turn and to learn neural network with respect to
Estimation correspondingly. Random behavior sometimes is needed to reduce
possibility of cycling in motion, in particular, using untrained neural network in first
time. Sensor vector and selected decision (randomly or by neural network) is stored in
short-term memory and when critic generates reward or punishment this information
is used for training of neural network. At that the influence of stored decisions
depends on order in time. Procedure Move provides turn and one step of forward
motion.

Algorithm of robot behavior
While rarget_is_not_achieved
Get values_from_sensors,
Calculate distance_to_obstacle_in_front;
Assign none to Estimation ;
If target_is_visible
Then
Assign reward to Estimation;
Direction_to_turn := Direction_to_target;
End if
If distance_to_obstacle_in_front < Threshold distance
Then
Assign punishment to Estimation;
Calculate direction_to_turn from obstacle by simple
logical algorithm;
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Else
Calculate random_value;
If random_value < Probability of random behavior

Then
Assign random direction to Direction_to_turn;
Else
Direction_to_turn:=WorkNN(values_from_sensors);
End if

Storing of sensor vector and selected direction
(input-output) in short-term memorys;
End if
Move(Direction_to_turn);
Current_situation := last situation in memory;
ri=1;
If Estimation is reward or punishment then
While not_all_memory_is_tested
LearnNN(Current_situation, Estimation);

r=r/2;
Current_situation := previous situation in memory;
End while
End if
End while

End of algorithm of robot behavior

The procedure LearnNN uses Generalized Error Back Propagation learning algorithm
described below.

3 Generalized Error Back Propagation (GEBP) Algorithm
Providing Learning Based on Positive and Negative Samples

Our Generalized Error Back Propagation (GEBP) is based on two modes of EBP —
positive or negative respecting for attraction and repulsion of target output vector.
Positive mode of this model is classic EBP. The negative mode provides update of
weights with opposite sign. Thus updates of weights in GEBP are described as
follows:

Aw, =arg;x';, (1)
where:

w;; is weight of connection between ith neuron and jth neurons;
a is value of reward, 1 or -1;
ris a rate of learning;

@, is error propagation for jth neuron;

x’; 1is derivative of active function of ith neuron.
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Function ®; for calculation of error propagation for output layer differs from same

function in usual EBP algorithm. For case a=1 it is same as in EBP classic algorithm:
¢j:yj(1_yj)(dj_yj)a 2

where y; and d; are actual and desirable output of neuron respectively.

For case a=-1 the function ¢, is determined as

1
o2

(”.fzky.f(l_y.f)eXp[_Z (d;=y,)’] 3)

The expression y j (1-y j) of this formula represents the derivative of neuron’s

state like in usual error back propagation. The exponential function in this formula

provides maximal value of @, at equality of actual and desirable states of jth

neuron. Value o represents the sensitivity in neighborhood of danger (undesirable)
output vector. Coefficient kK may be interpreted as a level of timidity and may be
connected with simulation of emotions.

Another variant of calculation of ¢, is possible.

Ford; # yj;function @; may be defined as

_ kyj(l_yj)

4)
d;=y,

J

Ford; = y; @, may be determined as constant value k.

Unlike classical EBP with positive reward the punishment in GEBP provides
adaptation of weights for repulsion of target output vector (the vector associated with
any danger or collision). Particular case is learning to predict of events in time. In this
case MLP may be replaced by recurrent neural network dealing with sequences of
patterns, e.g. Elman model [18] with EBP through time.

4 Simulation

The simulation of the proposed algorithm and navigation system has been done using
the Mobile Robot Simulator (MRS) developed for 2D-simulation of mobile robots in
simplified environment with rectangles as obstacles, discrete time and step-type
motion of robot [16]. Task solving by the robot is to find the path to a target without
knowing the map.

In our experiments we use 12 range sensors (Fig. 2a) for estimating distances to
surrounding obstacles. Besides them input of the neural network includes direction of
robot motion and its coordinates. Therefore, input vector consists of 15 components.
We use a neural network with two outputs. Direction of the robot movement is
calculated as a difference between two outputs.
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In our previous simulations we used a network with one output, which often led to
the problem of getting into a loop, especially in the beginning of the traverse when the
network is untrained.

Fig. 2b shows a form with main parameters of the neural network and the short-
term memory that are used in the experiments. The parameter “Interval of time”
determines the number of steps of motion that is necessary to make a decision either
by the neural network or using short-term memory that is limited by the parameter
“Capacity”.

Some experiments are shown in Fig. 3. There are series of experiments with the
same environment and same neural network that is trained once and permanently..

5 Conclusion

Conducted experiments show that based on the proposed navigation algorithm, robot
behaves appropriately in an unknown indoor environment. The advantage of this
model compared to classical reinforcement learning is the absence of a necessity of
preliminary knowledge on the environment and discretization of space.

Our model is based on universal bio-inspired reinforcement learning in contrast to
popular probabilistic approaches which are more abstract and mathematics based.

We are planning to test our model in real environment with different parameters.
Besides we are planning to combine the proposed navigation algorithm with the
algorithm suggested in [19, 20] that uses natural language to train and control a
mobile robot.
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Abstract. This work presents a histogram based color object classification by
SVM for laboratory automation. In the laboratory environment, existing
problem is the classification of color objects which is understood as blob like
pictures by the system via a camera. This automated system is located at
hospitals, blood banks where we introduce the system different blood samples
for different research purposes. The blood samples for different research
purposes are realized with different colors of tube caps. These caps constitute
the main problem here since their images are often blob like pictures. The
segmented, multi color cap pictures are investigated in this paper by SVM for
color object classification. To validate the performance of the system with SVM
method, its output also compared to the other classification methods. In the
future work different color spaces will be incorporated with SVM for better
color classification.

Keywords: Support vector machine (SVM), Color object classification, Blob-
like feature extraction.

1 Introduction

Automated robot vision systems have been the subject of intensive research, and
successful applications have been realized for the last two decades. Today there are
still many potential research subjects in automated vision robot systems where the
automated design, design process, the choice of learning and optimization techniques
still the challenges are.

Besides these increasing the reliability and productivity is another challenge. In the
last decade particular efforts in which the industrial vision systems and the general
multi sensor system design were the emphasis have been made.

Today color classification based on the Support Vector Machine Method is an
application field with many examples. One of them is vehicle color classification
based on the Support Vector Machine [10]. In this work the outdoor vehicle images
are converted into HSV color model based image to eliminate distortions. A feature
vector which based on a two dimensional histogram (hue-saturation pairs) is extracted
and SVM is applied to classify the feature vectors to five different vehicle color
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classes. Another application SVM for color Classification [11] is used for soccer
robots. In this work one-class SVM is used for each color and interested in to treat
each color without regard to the location and shape of the other colors.

Thus, the application [12] which is considered for face recognition and skin color
is quite interesting since it uses directly the YCbCr color space, and this work
considers SVM in terms of loop arranged, symmetrical divided classes furthermore
independent component analysis is used for feature extraction. Moreover the work
[13] based on lip color of a single person is quite attractive since it draws SVM-
Histogram attention to the medical side like in our work. This study [13] concentrates
on color of a lip to examine if stomach or spleen of a patient is healthy or not.[14]
deals with eye detection problem uses YCbCr color space, PCA for dimensionality
reduction, 2D haar wavelets to represent multi-scale image and finally SVM to point
the center of an eye. [15] is the other interesting multi-class SVM work which
examines the skin color information to detect and recognize the faces. This work uses
Mahalanobis distance to extract the features and creates eigenfaces space.

In our work first data classes are constituted for different types of problems from
easy to hard. These data sets can be seen below. Then we have computed the feature
vector with using HSV color spaces and histogram are used as in the first reference.
The application area, the different data sets, and using blob like pictures differs us
from the most of the other works.

2 Data Sets

Today in automated medical labs where blood samples or different types of specimen
are used for different purposes require reliable recognition process. In industrial
environment different automated vision systems can be found for this purpose. The
tubes used in labs containing blood samples or different specimen are need to be
classified in a fast, reliable process. In order to realize this process the data sets used
to illustrate different types of tube caps and different types of data classes are T, TT,
SC, SH, GL, respectively.

T: Multi color caps with blob like color appearance, with obvious large variations
of different color segment sizes, representing the same type.

TT: Multi color caps with blob like color appearance, with obvious large variations
of different color segment sizes, representing the same type.

SC: Single color caps with blob like color appearance, with obvious large
variations of different color segment sizes, representing the same type.

SH: Multi color caps with blob like color appearance, with obvious large variations
of different color segment sizes, representing the same type.

GL: Single color caps with blob like color appearance, with obvious large
variations of different color segment sizes, representing the same type.

All these data sets’ samples have three features of the projected tube type in each
class. These are minimum, maximum, and mean value of the picture which examples
the tube on a numeric axis. Different color(s) tube caps with different sizes make one
data set differ from the other one. The sets can be seen on Table.1.



220 T.V. Mumcu et al.

Table 1. Data Sets

Data #of data #of #of
samples classes features
T 860 48 3
TT 860 43 3
SH 860 33 3
SC 360 15 3
GL 260 10 3

All the features represented in this data set are minimum, maximum, and mean
values of the multi-colored blob like, color segmented tube pictures which are
obtained via a camera from the automated system.

3 SVM and Other Methods Used in This Work

SVM which was developed by Vapnik [2] is one of the very popular methods which
can be applied to many application fields. In the last decade, SVM is continuously
receiving more attention both research and application with efficient outcomes. SVM
uses the well-known structural risk minimization in statistical theory by introducing
an optimal hyper plane in the feature space, and then forms the problem as a quadratic
programming function to find a single solution. SVM has also been recently proposed
as a very effective method for general purpose pattern recognition.

SVM is also the newest supervised machine learning technique. A detailed
reference on SVM can be found in [8]. The structural risk minimization makes SVM
different from the other supervised machine learning methods. For an unknown
distribution function it is not possible to compute the expected the risk. Instead the
empirical risk is computed. The key idea of the empirical risk is if empirical risk
converges to the expected risk, then the minimum of the empirical risk may converge
to the minimum of the expected risk, however a small value of the empirical risk
expresses a small value of the expected risk in an indirectly way. That’s why
Structural Risk Minimization (SRM) [9] minimizes the empirical risk and the VC
dimension at the same time. VC dimension provides bounds on error, which depend
on both empirical risk and capacity of the function class.

Probabilistic Neural Networks (PNN) [3, 4] developed by Donald Specht provides
a solution to classification problems using statistical Bayes strategy. This strategy
primarily forms the problem based on a like-hood of events (input vectors) and
combines it with a prior information to enhance the prediction. It is also possible to
bring the learned pattern together with relative frequency (a prior probability) of each
category to estimate and define the most likely class of an input vector. In
implementation of PNN the sigmoid function is replaced with an exponential function
to compute nonlinear decision boundaries. The network can also implement Parzen
window as a different form of the activation function in pattern unit. Combining
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Parzen window with PNN makes the user to define a classifier which minimizes the
expected risk of wrongly classifying object.

Furthermore, instance based learning algorithms are also known as lazy learning
algorithms. One of the most well known instance based learning algorithms is nearest
neighbours. k-Nearest Neighbours (kNN) [6]and (RNN) [7]are two examples of this
class of methods. Nearest Neighbour algorithms based on the instances in a data set
which are close to each other have similar properties than the others. When instances
are defined with a classification label, then the value of the label of a classified
instance can be determined by observing the class of its nearest neighbours.

Once SVM is compared with kNN and other instance based learning algorithms as
a classification method it has the following advantages. SVM as a supervised
classifier suggest us more accuracy in general rather than kNN. The speed of
classification in SVM is faster than kNN. It has more tolerance to missing values,
more tolerance to irrelevant and highly interdependent features. It can deal with noise
in a better way. However SVM has also the following disadvantages against kNN:
The speed of learning is not faster, the attempt for incremental learning is not better
than kNN. Detailed comparison between instance learning and support vector
machines can be found in [2, 5].

Thus, the main advantage of SVM regard to PNN or Neural Networks (NN) in
general is it can deal with irrelevant features better than NN. These both algorithms
show similar performance in case of tolerance to noise, highly interdependent
features, and speed of classification. In general accuracy SVM gives better results
then Neural Networks [2, 5].

Thus, the new data sets are converted to the MATLAB environment and operated
by data normalization and split process, later introduced to SVM classifier.

4 Results of the Data Classification

In data conversion, first data set (i.e. T) is converted from .txt file to .mat file for
MATLAB. Data set is normalized and the numbers of classes inside the data set are
found. Inside the classes, data is shuffled and splitted into two groups (train-test) for
the given percentage ratio.

In SVM classifier, first the data is mapped into a higher dimensional space with
RBF kernel and classified via soft margin optimization. Here o is for the RBF kernel,
C (penalty term) for the soft margin optimization. L, norm is used in the soft margin
objective function. For each data set, the data is classified for fifteen times and the
classification result is given as the mean value of these fifteen data classifications
(Table 3).

In Table 2, the data sets are also processed with other classification methods to
confirm the results of SVM classifier. Here k-NN represents k Nearest Neighbours
classifier, RNN is for Reduced Nearest Neighbours classifier, PNN is for Probabilistic
Neural Networks classifier, and SVM is for Support Vector Machine classifier.

More information about the process can be found in Section 5.
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Table 2. Data Classification Rate (%) for Different Types of Data Classifiers

DATA k-NN PNN RNN SVM
(k=5) T=1,06=0.1
T 64.33 67.84 69.74 74.61
TT 74.51 64.73 70.94 78.43
SH 93.42 89.78 92.28 94.66
SC 100 100 100 100
GL 100 100 100 100

Table 3. Data Classification Rate (%) for SVM Classifier

Data RBF (o) Penalty Min-Max S.D. Data Cl. Rate
term (C) Cl. (%) split (%) (%)
T 0.006 14 68.43-77.64 10.3 50 74.61
TT 0.002 14 71.47-80.63 4.74 70 78.43
SH 0.002 14 89.45-95.66 4.4 70 94.66
SC 0.006-0.01 14-5 100-100 0 50 100
GL 0.006-4 14-1 100-100 0 50-20 100

On Table 3 the results are given for SVM data classification (the best classifier of
the all methods used in this work). RBF column is for the RBF kernel to map the data
set into a higher dimensional space. Penalty term (C) is for the soft margin
optimization which is also be interpreted as the upper bound of the constraints in
quadratic programming. Since each data classification is repeated for fifteen times in
each data set, Min-Max classification rate represents the minimum and the maximum
of these classifications. S.D. is for the standard deviation in statistical annotation,
Data split is the percentage ratio of the training data among the whole data, and
finally classification rate (Cl. Rate %) is the mean value of the fifteen data
classifications for each data set. On some columns the parameter range shows the
parameter sensitivity for the same classification rate. In other words between these
ranges of the parameters the classification rate does not change.

Thus, as from the Table.2, it can easily be seen that multi-class SVM classifier is
used in this method. This is realized with the help of error correct output codes. For
this SVM classifier we have tried three different codes at the simulation stages (15-
bit, 31-bit, 63-bit).

On the figures (Fig.1, Fig.2) examples of the data sets and example of the tube caps
used in the data set can be seen. Fig.3 is used to explain that for low numbers of the
multi SVM class classification, the bit numbers of the cumulative histograms does not
play a vital role.

Fig. 1. -2. -3. An example to the tube caps in the data set SC. Single color tube- An example to
the data set T. Multi color tube cap-Cumulative histogram bit sensitivity vs. classification rate.
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5 Definitions of the Processes

On the figure 4 and 5 the three steps of the whole process can be seen. Here for the
best classifier SVM multi class it is explained how we constitute the net and derive
the annotations. The pictures taken by the camera are accepted as raw data.

Feature extraction: The data set is converted to the HSI space. Then the features are
extracted by the cumulative histograms. Then we visualize the data set to understand
to see how hard the problem is. The extracted features to the data set are recorded as a
.txt file.

Raw data Feature Extraction

'

RGB to HSI

.

Feature computation
via cumulative
histogramme

Visualization

'

Documentation

Fig. 4. Process-1. The picture taken from the tube cap via a camera is accepted as the raw data.

Data Conversion: Recorded .txt file is converted to a .mat file so that it can be
processed in the MATLAB environment. Data is normalized to the (0-1) zone. All
unique classes are found in the date set and they are processed with random
permutation so that all data sets can be reorganized. Then the data sets are splitted in
to the train and test so that it can be introduced forward to the multi class SVM
classifier in order to first train the SVM net and then test it. This procedure can be
seen on the figure 5.

Multi Class SVM Classifier: (Figure 5-second part) Net is constituted by the
ECOC codes [1] for three different codes bits (15, 31, and 63) in order to validate the
performance of the output. The net is trained with train data which is formerly splitted
from the whole data.

Then it is tested by test data and the statistical annotations are derived in terms of
kernel parameter for RBF kernel, standard deviation (S.D.), minimum and maximum
classification rates inside the fifteen simulation process, the mean value of the fifteen
different classification rates as the final classification rate (%Cl.).
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Data Conversion SVM multi class
™ . ~— classification
Read recorded txt file Constitute net for
to convert to mat file numbers of claszses and

n bit ecoc code

' v

Normalize the data then Sef learner to SVM to
Find all unique classes train the net with
(1,....n) fraindata

Shuffle each class with Test the net with test
random permutation data

Split the class into train Derive the statistical
and test for the given annotations

percentage

Fig. 5. Process-2. Data conversion. Process-3. The multi class SVM classifier.

6 Conclusion and Outlook

In this work a medical robot vision system, where the sample tube cap types and
colors are still challenges, is enhanced with SVM method. The classifications are
done for SVM for fifteen times for the each data set and the statistical annotations are
also given to confirm SVM as a better classifier. SVM as a classifier is also compared
to the other classifiers (k-NN, RNN, PNN). In the future our aim is to research these
sample tube cap challenges with improved color features to reach better classification
rate.
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Tracking Objects Using Orientation Covariance
Matrices

Peihua Li and Qi Sun

School of Computer Science and Technology, Heilongjiang University, Harbin, China

Abstract. This paper presents a novel model, called orientation covari-
ance matrices, to represent the object region and introduces a steepest
descent method for object tracking. This model partitions the gradient
orientation space of joint color channels into subspaces (bins), and com-
putes the covariance matrix of image features in every bin. In the model
a feature point does not belong exclusively to one bin; instead, it makes
contributions to several neighboring bins. This is accomplished by in-
troducing the cosine function for weighting the gradient components of
feature vectors. The weighting function helps to alleviate the effect of
errors in the computation of gradients induced by noise and illumination
change. We also introduce a spatial kernel for emphasizing the feature
vectors which are nearer to the object center and for excluding more
background information. Based on the orientation covariance matrices,
we introduce a distance metric and develop a steepest descent algorithm
for object tracking. Experiments show that the proposed method has
better performance than the traditional covariance tracking method.

Keywords: Image processing, object tracking, orientation covariance
matrices, steepest descent.

1 Introduction

Covariance tracking was first proposed by Porikli et al. [I]. One of its benefits
is combination of spatial and appearance properties such as color and image
gradients as well as their statistics. In addition, it is very compact to represent the
object region by a covariance matrix of image features. Because the covariance
matrices thus obtained are generally symmetric positive definite that produce a
connected Riemannian manifold, theory of Lie group and Lie algebra is used to
evaluate distances between these matrices and compute the matrices mean.

In the past years, the methodology of covariance tracking has gained interests
of many researchers. Rather than using affine invariant Riemmanian metric [2],
Li et al. [3] adopted Log-Euclidean Riemannian metric [4] for measuring the
distance between covariance matrices and presented an incremental subspace
learning algorithm in Log-Euclidean Riemannian space for model representa-
tion and update. Computation of matrices mean in affine invariant Riemmanian
metric is time consuming, Wu et al. [5] addressed this problem by proposing an
incremental covariance tensor learning. These matrices form a Lie group and the
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corresponding theory is thus used for distance evaluation. Karasev et al. [6] pre-
sented a tracking method using kernel-based high-dimensional histogram, which
estimated the first-order moment (mean vector) and second-order moment (co-
variance matrix) of features and used a weighted L2-norm as the distance metric.
To describe the object region more effectively, Tuzel et al. [7] built five covari-
ance matrices from overlapping regions of an object image for object detection.
Representing an object region with both a mean vector and a covariance matrix,
Gong et al. [8] developed a novel descriptor called shape of signal probability
density (SOSPD). They constructed a novel matrix notation by considering both
the mean vector and covariance matrix of image features.

Motivated by Histogram of Oriented Gradients (HoG) [9], we presented ori-
entation covariance matrixes for region description. Specifically, we partition the
joint gradient orientation space of color channels into subspaces (bins), construct
a smooth function weighting the gradient components in the feature vectors, and
compute the covariance matrix in every bin. Different from the orientation his-
togram, a feature point does not belong exclusively to one bin. Instead, it makes
contributions to several neighboring bins by evaluating the difference between its
orientation angle and bin centers. This helps alleviate the errors in computation
of image gradient due to noise or illumination changes. We further introduce
a distance metric between target and candidate covariance matrices and use a
steepest descent method for object tracking.

2 Traditional Covariance Matrix Tracking

Let S be the target image of the width w and the height h. Let z be the spatial
coordinate of one point in S, and D(z) = [R(z) G(z) B(z)]T denotes the color
vector of this pixel, where R, G, and B denote the component value of the three
channels, respectively. The feature vector of this point is defined as

h(z) = [0y R(2) G(z) B(2) Rulo) Ry(z) Gln) Cy(2) Buln) B,(2)]

where R, (z) and Ry,(z) represent the gradient in the direction x and y respec-
tively in the R-channel, G,(z), Gy(z) and B.(z), By(z) have analogous mean-
ings. In the rectangular region S, the covariance matrix of all the features can
be computed as

M= 1S (b)) (h(z) - )" 1)

where p is the mean vector of the features. The covariance matrix M is a sym-
metric, positive definite matrix. Its diagonal entries represent the variance of
each component and the non-diagonal entries represent the correlations between
different components.

Let Y, be the covariance matrix of the candidate region centered at u. The
distance between the two covariance matrices can be computed as [1]

d
pP(M,Yy) = In® Au(M, Yy) (2)
k=1
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The generalized eigenvalue A\ (M, Yy) between M and Y, satisfies \yMx; =
Y uxi, where x; denotes the generalized eigenvector and d is the dimension of
feature vector. The matrices M and Y, are generally symmetric and positive
definite, and so the distance p?(M,Yy) can be equivalently computed as [2]

P2(M,Y,) = tr [1og2(M—%YuM—%) (3)

where tr denotes the matrix trace and log denotes matrix logarithmic operation.

In [I, the exhaustive, local search is performed for object tracking. In each
frame, a search window is first determined based on the tracking result of the
last frame. Next, in the search window the covariance matrix of every possible
position is computed and the one with the minimum distance is adopted as the
tracking result in the current frame.

3 Orientation Covariance Matrices and Steepest Descent
Method for Object Tracking

In this section we first introduce the spatial weight in the image feature repre-
sentation. Then we present the novel covariance matrices based on orientation
angle partition. Finally we give the corresponding tracking algorithm.

3.1 Spatial Weight in the Feature Vector

Instead of using the simple rectangle for representing the object region, we adopt
the ellipse in describing the object shape. Let u = (2., y.) be the object center,
the object region is thus described by the following inequality:

(x - $0)2 (y - yc)g
(w2~ (hj2p2 =° )

where w and h denote the width and height of the ellipse, respectively. This
representation has the benefit of excluding more background information.

In practice the points nearer to the object center are often more credible and
those farther become less reliable. Therefore, we introduce the spatial weight
into the image feature that emphasizes the points nearer to the object center.
The feature vector is thus defined as

wy =1-—

h(z) = w, [ y R(z) G(z) B(2) Ru(2) Ry(2) Gal2) Gy(2) Bul(2) By(z)]  (5)

Hence, in the computation of the covariance matrix the feature points do not
play equal roles as in the traditional method. Rather, different feature points
make varying contributions: the points nearer to the object center play more
important roles than those farther.
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3.2 Orientation Covariance Matrices

The joint gradient orientation space of R, G, and B channels is partitioned
into small subspaces. By uniformly dividing the period [0,27] of angle into n
subintervals for each color channel, the orientation space is partitioned into n?
bins. First we compute the gradient and orientation angles of every pixel in the
three color channels. According to the orientation angles, we can determine to
which bin the feature point belongs and then compute the covariance matrix
corresponding to one bin. However, because of noises or illumination variation,
the computed orientation angles may have errors, the above method can not deal
with this case. Our idea is that a feature point does not contribute exclusively
to one bin. Rather, it has contributions to several neighboring bins.

For clear illustration of the idea, we consider here only the joint orientation
space of two color channels, say, R and G channels. Extension of the method to
three channels is straightforward. Let z be the spatial coordinate of one pixel
in the image, and 6 (z) and 0 (z) be the orientation angles in the R- and G-
Channel, respectively. Below we will explain how to determine to which bins this
feature point will make contributions and what the contributions will be.

We divide the period [0, 27] into N subintervals and let 6,, = (2n+1)7/N be
the centers of subinterval n, n =0,1,..., N — 1. We determine the subintervals
n for which

|0r(2) = 0n] < 7/2 (6)
There are a total of N/2 subintervals satisfying Eq. (@) which are denoted by
P0,P1,-- -, PN/2—1- Similarly, for the G-channel, we can determine the subinter-

vals qo, q1, ... ,qn/2—1 for which |0g(z) —6,| < /2. Then we get the final bins in
the joint orientation spaces to which the point makes contributions as follows:

kp..q; = pi * N + q; (7)

where 4,7 =0,1,...,N/2 — 1.

Fig. Millustrates how to determine the bins to which one point z makes contri-
butions when N = 4 and some 0 and 0¢. In ﬁgure the shaded subintervals
are those to which the point makes contributions in the R-channel for the given
0r. Likewise, the shaded subintervals in figure show those that the point
contributes to for the given Og in the G-channel. The figure shows the
bins to which the point contributes in the joint orientation space of the R- and
G-channels.

We use the cosine function to measure the contribution values of the feature
point to the corresponding bins. Define the weight function wg,(,)
cos (Or(z) — 0p,), Wog(z) = cos(0a(z) —0y;). The novel feature vector that re-
flects the contribution of the point z contributes to the bin k,, 4, (k for short)
has the following form:

g1(2) = ws |7y R(2) G(2) B(2) won(s) B (2) o Ry (2)
000G (2) (G (2) Ba(z) By(s)] 0
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space

Fig. 1. Illustration of the bins to which the point z makes contributions in the joint
orientation space

Let T,k =0,1,..., K — 1, be the set of points for which
T, = {z||0r(z) — 0| < /2 and |0c(z) — Ok| < 7/2} (9)

where K = N? and k denotes the one dimensional index of the bins in the joint
orientation space. Let p), = >, &k /|Tk|, where |T| is the number of points
in the set Tx. The covariance matrix corresponding to bin k is computed as

My, = |T| > (er(z) — ) (r(2) — )" (10)

z€Ty,

where £k =0,1,..., K — 1.

3.3 Tracking with the Steepest Descent Method

We perform object tracking based on the steepest descent method proposed
by Tyagi et al. [I0]. In our method, the distance between the target and the
candidate is defined as follows:

K-1
tr[ log?(M; 2 YEM, *']
k=0

where My, Y* denotes the covariance matrix corresponding to bin k in the target
and candidate regions, respectively. Next we compute the gradient of f(u)

1l K—1
— | X k. X o) ()
k=0 k=0
We follow [10] to calculate 8% f(u) and 9} f(u) as:

OF f(u) = tr[2log PE(PE)~'M, 29hY, M, 2)
95 f(u) = tr[2log P§(PY) ™' M, 28’“Y M, 2]
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where P =M 2 YAM, 2, 08 & 05108y (s oo (Y

k
0.5 long‘z,y*dy(YuliJ—‘rdy
position w1 can be computed by the following iterative equation:

ﬁ|x+dm,y)/dx7 and 05 Yy ~

)/dy. Based on the steepest descent method, the new

Wt = — V() (12)

where 77 is the learning rate. The algorithm iterates until convergence. For
details on how to select the parameter 7’ refer to [10].

4 Experiments

The proposed covariance tracking method is implemented on a PC with Intel®)
Core™ 2 1.93GHz CPU and 1GB Memory. We use Visual C++ 2005 develop-
ment environment for programming. The initialization is given manually which
includes the center, height and width of the object. We partition the joint orien-
tation space of R and G channels and set n = 4 in constructing the orientation
covariance matrices. The proposed method is compared with the traditional co-
variance tracking method [IJ.

The first sequence, taxi sequence, was taken by a hand-held camera on the
road (300 frames, size: 352x 288 pixels). In the sequence, there are motion blurs
because of camera motion and partial occlusion. Fig. 2lshows some typical track-
ing results, from left to right, frames 1, 63, 209 and 283. Table[Il gives the average
distance errors and tracking time between the two approaches. We can see that
the proposed method is significantly better than the traditional one in terms of
tracking accuracy and time.

The second sequence, customer sequence, was taken in a shop lobby (383
frames, size: 384x288 pixels). In this sequence, there occurs occlusion around
frame 102 and there are illumination changes along the lobby. Frames 1, 109, 127
and 383 are chosen to present the typical tracking results. As shown in Fig. Bl
and Table[I] the proposed method has smaller error and less tracking time than
the traditional covariance tracking.

The last sequence, passenger sequence, was taken in the train station (90
frames, size: 720x526 pixels). In this sequence, the background has similar color
with the object. The object is lost from frame 29 using the traditional covariance
tracking. In contrary, the proposed approach can follow the object accurately.
Some typical tracking results are shown in Fig. [ and tracking error and time are
given in Table [l The comparison shows that the orientation covariance matri-
ces have better discriminative (representational) capability than the traditional
covariance matrix.

Currently we only consider the joint orientation space of R and G channels.
Note that the consideration of all three channels may be helpful for better dis-
criminability of the model. However, it may lead to a larger number of covariance
matrices and higher computational cost.
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Fig. 2. Tracking results in the taxi sequence with the traditional covariance tracking
method (top) and our proposed one(bottom)

Fig. 3. Tracking results in the customer sequence with the traditional covariance track-
ing method (top) and our proposed one (bottom)

Fig. 4. Tracking results in the passenger sequence with the traditional covariance track-
ing method (top) and our proposed one (bottom)

Table 1. The average distance errors (mean+tstd) and tracking time

Image sequence Method Distance error (pixels) Time (ms)
Traditional method 10.93 + 4.55 405.33

Taxi Sequence Proposed method 5.39 4+ 2.17 122.45
Traditional method 8.05 + 5.46 178.94

Customer Sequence Proposed method 1.75 + 0.89 130.71
Traditional method N/A N/A

Passenger Sequence Proposed method 4.01 £+ 2.77 193.34
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5 Conclusion

We present a model of orientation covariance matrices to represent image re-
gion and develop a steepest descent algorithm for object tracking. Experiments
show that the proposed method has better tracking performance than the tra-
ditional method while having less tracking time thanks to the steepest descent
algorithm. Future research concerns evaluation of the proposed method in ex-
tensive image sequences and comparisons with other state-of-the-art covariance
tracking methods.
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Abstract. This paper presents and investigates an improved local descriptor for
spatio-temporal features on action recognition. Follow the idea of local spatio-
temporal interest points on human action recognition, we develop a memory-
efficient algorithm based on integral videos. The contribution of our job is we
use the SURF descriptors on cuboids to speed up the computation especially for
the integral video and improve the recognition rate. We present recognition
results on a variety of dataset such as YouTobe and KTH, compared to previous
work, the results showed that our algorithm is more efficient and accurate
compared with the previous work.

Keywords: action recognition, spatio-temporal features, cuboids, SURF.

1 Introduction

It’s a challenging job to learning actions in uncontrolled video data such as movies or
internet videos. Too much variation such as the camera ego-motion, shot boundaries,
motion blur and interlacing have a bad effect on the detection and recognition. More
and more growing amount of video data has increased from 6h in 2007 to 20h in
2009(+330%)[2] , but many work still use simplistic video data, no clutter, simple
background, artificial actions etc. For the future application in our life such as video
surveillance, human-computer interfaces, we should learn the action from the
uncontrolled video. In this work, we develop a general framework for describe the
detected interest points based on cuboids and SURF, which was proposed by Piotr
Dollar[3] and Herbert Bay[4]. Consider some obvious difficulties faced in the action
recognition, the cuboids inspired by the object recognition which relays on sparsely
detected features. It has proved that such approaches can be robust to pose variation,
image clutter and some imprecise nature of the feature detectors.

We propose to characterize the action in a single image and location in 3D space
(Fig.1). The interest points are detected by cuboids on the crucial parts. A behavior
can be fully described in terms of the cuboids type and locations of the interest points.
And we can discriminate the different actions by the type of the description of the rich
features.

The difference between object recognition[5] and video analysis is the dimensions
form 2D to 3D. The additional dimensional is time, so we can deal with it independently.
According to Piotr Dollar’s[3] idea, direct 3D counterparts are inadequate for detection of
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spatio-temporal feature points, we extracted the cuboids from the video (Fig.2), and
cluster them in some prototypes. So the information of the behavior is characterized by
the location and the prototypes of cuboids.

Though such a representation is sufficient for recognition and robust with the
variations, but the computation of extracting cuboids is time consuming.

A

(a) (b)

Fig. 1. (a)The interest points detected shown on a single image. (b)Visualization in the 3D space
of the behavior handclapping on KTH. Because of the big mount points of the uncontrolled
video, it’s difficult to see the details of the points very clearly. The distribution of the interest
points depends on different behaviors.

1.1 A Brief Introduction of Related Works

We have explained the difficulty in action recognition in section 1. There is no prior
knowledge about human positioning nor any of its limbs is given in a video. Some
surveys on action recognition and analysis include Weinland[6], Poppe[7] recently.

For the traditional methods, most of them based on the holistic human model, such
as time templates[8], it uses the human shape masks and silhouette information to
represent the body, and optical flow[9] formed a good tracking framework, people
want to track the person first based a pre-defined feature. It needs to extract the
contours of the person in video first, such as background subtract, and the time series
of the features provides a descriptor that can be used in a general recognition
framework.

There are some faults by this method in an uncontrolled video. First, it’s not an easy
job to extract the person especially on the confused background. Second, it’s very
difficult to know the location of the person. So the local space-time features[2] are
applied on the video to character the shape and motion information on a local region.
Local features provide an independent way to represent the events by the spatio-
temporal shifts and scales which can be good at dealing with the confused background.

1.2 Spatio-temporal Interest Points

The spatio-temporal interest points[10] methods was applied on human action
recognition for the last few years. Laptev use sparsely detected spatio-temporal
features for recognition used the feature detector by harris3D[11] . He extends the
harris2D detect on image to 3D videos, and the recognition result made a good
performance.
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In Piotr’s paper, the interest point can be detected by the Gauss filter on the spatial
dimensions and Gabor filter on the temporal dimension. And the descriptor of the
cuboids can be gradient and optical flow, PCA-SIFT[12] etc.

1.3 Structure of the Paper

The structure of the paper is as follows. In section 2 we describe the interest detector
proposed by Piotr[3] , we talk about the improved cuboids description compared to
cuboids. We showed the types of the improved cuboids. In section 3, we do some
experiments on the various datasets. And in last section part, we present a detailed
comparison of the various datasets with the state-of-art level on the efficiency and
accuracy.

Fig. 2. The cuboids extracted from the video clips. It shows that analogous interest points are
clustered together.

2 Improved Algorithm

We use the interest points detector proposed by Piotr. A method is using a response
function, which is calculated at every location in the image and feature points
correspond to local maxima. A general way to get the interest points in spatial domain
is the detection of corners. Another common way is to get the response of the value
by the filter, such as the Laplacian of Gaussian(LOG). The response of the function is
showed in Fig.4.

Feature Detector. A lot of approaches for interest point detection[13], such as harris
corners, LOG, SIFT. Gradient vectors are detected by taking the first order derivatives
of a smoothed image which is showed in formula 1.

L(x,y,0)=1(x,y)* g(x,y,0) (H

g is the Gaussian smoothing kernel and O controls the spatial scale at each point.

Another common approach of the detector is the LOG of the response function. It is
improved by Lowe to use for SIFT descriptor, called DOG, show in formula 2.

D =(g(;ko)—g(;0)*I =L(;ko)—L(.;0) (2)
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k is a parameter controls accuracy of the approximation. when k goes to 1, the DOG
will similar with the LOG.

The harris2D detector is extends to 3D by Laptev and Lindeberg. The idea is based
on the 3D Gradients, not only on X and Y but also on .In the spatial domain,

showed in formula 3 and 4.

» W 2\ pp [ S DR AN (Lry? rrer
L"(x,y;0,)=g"(x, y;0,)* fT(x,y)  u’(;0,,0;)=g"(;07) ’

L.l[) Lv‘p ( Ls‘[) )2

3)

The g‘vp is the Gaussian kernels with the variance O 12 , given the observation O 12 s

the points can be found using a second moment matrix integrated over a Gaussian
window. The spatio-temporal corner is an image region containing a spatial corner
and the velocity is reversing its direction.

We extend the detection on image [(x,y)to image series I(x,y,t). So the

detection is not only on the spatial Xxand y but on the temporal 7 .Because of the

rarity of spatio-temporal corners, the useful features for object recognition may
useless. Similar to the cuboids interest detector, we use the response function
calculated by application of separable linear filters. We use the Gaussian smooth filter
on the spatial domain and Gabor filter on the temporal domain which is proposed by
Piotr. The response of the function can be seen in Fig. 2. The response function is as
follows.

R=(I*g*h,) +(I*g*h,)’ €y
Where g is the 2D Gaussian smoothing kernel applied only on the spatial dimensions,

h,, and h,, are a quadrature pair of 1D Gabor filters and applied only on temporally.

-*/7?

h,, (t;7,0) = —cos(2mw)e h,, (t:7,@) = —sinmw)e ™" '* (5)
The experiments shows the detector can adapt variations in human pose, different
environments and so on. But if the action is translating the response function will not
detect the interesting points successfully.

2.1 Improved Cuboids Descriptor

After detecting the interest points we should design a good descriptor for the cuboids.
In the previous work, a PCA-SIFT and optical flow are used in describe the detected
points. But the computation speed is slow and the memory consumed is often out of
memory. It is a restriction for the application on real-time in the future. So we
proposed a speeded up method for the descriptor. Similar to the SIFT, SURF[4] is
slightly different with SIFT.SIFT builds an image pyramids, filtering each layer with
Gaussians of increasing sigma values and taking the difference. And the SURF
creates a “stack” without two to one down sampling for higher levels in the pyramid
resulting in images on the same resolution, it filters the stack using a box computation
of rectangular box in near constant time.

First we also should do some transformations similar with the previous work. We
normalization of the pixel values so that the descriptor can be robust to the invariance
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of the appearance, changes in illumination and so on. And we also calculated the
gradients and optical flow at every spatio-temporal location (x, y,7), and then we

established a local histogram using the Herbert’s[4]SURF descriptor, which was
extended to videos by Willems[14].Like the previous approaches, the 3D patches are
divided into a grid of local M x M x M histograms. Each cell is represented by a vector
of weighted sums of uniformly sampled responses of Haar-wavelets along the three
axes. Fig.3 shows the haar-wavelets filter on the x and y directions.

At each interest point detected by the cuboids, it’s spatial scale and temporal scale
is defined as 0 and 7 . A rectangular volume can be defined with the dimensions
SOXSOXST,sis a magnification factor. So the volume can be subsequently

divided into M xM x N bins, M is the number of bins in the spatial and N is the
temporal direction. We can sum the responses of the 3 axis-aligned Harr-
wavelets d,.d,.d, in the form of vector V:(ZdX,Zd).,Zdl) .According to

Williems’s[14]suggestion, it’s no significant benefit to include the sums over the
absolute values while doubling the descriptor size.

Fig. 3. The haar-wavelets filter on the x and y directions to computer the response. The time
dimension is similar to x.

2.2 Types of the Improved Cuboids

Even though the number of interest points detected and described in histograms, the
types of the cuboids are essential small and limited. We can use the k means to cluster
the types of the descriptors for the points.

After the interests points are clustered in some types, the points can vote for the
type, so each cuboids can be assigned a type, because the point contain all the
information necessary to characterize a behavior, so the results is a histogram vector
for an action. And the distance between the behavior histograms can be calculated by
using the Euclidean distance.

Fig. 4. The response of the function of the behavior walking. We can see that the bigger
response is at the knee and the hand, where is the important part for action recognition.
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3 Experiments

We do our experiments on three datasets: KTH, weizmann, and YouTobe. The KTH
and Weizmann is simple datasets and the YouTobe is the uncontrolled data on the
internet. Some frames are show in Fig. 5.

We describe each dataset in detail in this section and show the results, we do some
experiments to verify our method’s efficiency and accuracy. Finally we made a brief
conclusion of our improved methods.

3.1 Datasets

The KTH datasets containing six types of human actions(walking, jogging, running,
boxing, hand waving and handclapping) performed several times by 25 subjects in
four different scenarios.

The Weizmann datasets includes nine persons and ten behaviors. The background
is very simple and the action is simple. We can compared with the results of the state-
of-art between our algorithm on this datasets.

The YouTobe datasets is some videos download from the internet. Its background
is confused and the actions are varied unusually. The videos belong to the
uncontrolled videos.

Fig. 5. Frames from the videos in each datasets: the first line, KTH, the second line Weizmann,
and the last is the YouTobe

3.2 Computation Time

Video analysis consumes a lot of time because of the mount of the frames. Table 1
gives an overview of the time consuming on some video sequences. A Pentium(R)
Dual-core CPU @ 2.70GHz, RAM is 4.00GB are used for processing. The needed
computation time for feature detection and recognition is independent on the number
of the features. The second volume is the data length of the datasets which depends on
the frames per second, we calculated the frames in each video on the third volume. In
the forth volume we show the time consuming by Williems and the last volume is
ours. From the table we can see that our method uses less time than Williem’s except
the last dataset YouTobe. Next we will try to improve the method further.

Table 1. Comparison on the computation time

Datasets Data length Frames Willems’s[14] ours

Mouse 70min 95650 1h43min 1h21min
KTH 1h10min 181576  2h20min 2h08min
Weizmann 45min 65720 1h15min 1h10min

YouTobe 1h20min 224823  2h46min 2h55min
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3.3 Action Classification Results

According to the large size of the dataset, we used leave one out cross validation to
classify the action. We extract 4 datasets from each database named set00, setO1, set
02, set03.In each datasets we set 5 small datasets for each behavior. Four of them are
used for training and the left one for testing. The results of the three datasets are show
in Fig. 6 and 7.

2 B B 8

8 8 B B B B

Fig. 6. The recognition results for the datasets KTH and Weizmann. It shows that the algorithm
performs well.

The above tow datasets is very simple and the actions are behaviors by conduction.
The confuse matrix show our algorithm performs very well on them. And the
classification of the error is less than 4% and 9%. Our goal is applied the algorithm on
the uncontrolled datasets. The next we show the result on YouTobe datasets, which is
realistic videos.

tennis 00 00 00 00 1
‘%’b % o %9 xqr"*-'I %&

Fig. 7. Our algorithm on the uncontrolled video YouTobe

4 Compare with the State-of-Art Level

The comparison of our algorithm and the current state-of-art is in table 2.

Table 2. Comparison with the state-of-art-level

methods KTH Weizmann YouTobe
Cuboids[2] 78.5% 88.5% 62.5%
Harris3D[10] 92.1% 90.7% 69.2%

HOG3D[13] 91.8% 91.2% 72.4%
Ours 96% 91.75% 83.33%
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Conclusion from Table. The results shows that our algorithm performs good
recognition rate and time consuming on the same datasets especially the uncontrolled
video data YouTobe, which has a potential application in the future.
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Abstract. This paper proposes a novel method based on local space-time interest
points and self-organization feature map to recognize and retrieval complex
events in real movies. In this method, an individual video sequence is represented
as a SOFM density map then we integrate such density map with SVM for
recognition events. Local space-time features are introduced to capture the local
events in video and can be adapted to size and velocity of the pattern of the event.
To evaluate effectiveness of this method, this paper uses the public Hollywood
dataset, in this dataset the shot sequences has collected from 32 different
Hollywood movies and it includes 8 event classes. The presented result justify
the proposed method explicitly improve the average accuracy and average
precision compared to other relative approaches.

Keywords: Local space-time interest points, Local space-time features,
self-organization feature map, event recognition.

1 Introduction

Video becomes an easily created and widely spread media serving entertainment,
education, communication and other purposes. The associated demand for mining large
collections of realistic video data or retrieving interesting videos and so on motivates
further research in automatic video understanding. Now a lot of research about video
event detection depends strongly on specific domain knowledge and prior model result
in it is difficult to apply to other domain or even other database. For example the
method proposed by [1] can only used in detecting smoking event and similar events,
such as drinking and eating. To develop a general event detection framework applies to
different domain, reducing the need of domain knowledge is a necessary step.

Formulating a generalized event detection solution for real world video stream is a
challenging problem due to scene variations (e.g., indoor and outdoor), viewing
direction variations (e.g., from view, side view etc.), type and size variability of scene
entities (e.g., pedestrian, vehicle, point object, large object etc.), and varying
environmental conditions (e.g., illumination change, background motion etc.).

Event recognition methods can be roughly categorized into model-based methods
and appearance-based techniques. Model-based approaches relied on various models

D.-S. Huang et al. (Eds.): ICIC 2011, LNCS 6838, pp. 242-249 ]2011.
© Springer-Verlag Berlin Heidelberg 2011
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including HMM, coupled HMM, and Dynamic Bayesian Network to model the
temporal evolution. But HMM cannot recognize events contain multiple objects. First,
this model must detect the object, and then construct appropriate model, so a similar
event class would have to make a model. It is inevitable to limit popularity of this
method, and Bayesian Network also has the problem of learning parameter difficultly.

Appearance-based approaches employed space-time features extracted from
salient regions with significant local variations in both spatial and temporal
dimensions. Many different space-time feature detectors [2][3][4][5]1[6][7] and
descriptors [6][8][9][10][11][12] have been proposed in the past few years. Local
space-time features capture characteristic shape and motion in video and provide
relatively independent representation of events with respect to their spatio-temporal
shifts and scales as well as background clutter and multiple motions in the scene. Such
features are usually extracted directly from video and therefore avoid possible failure of
other pre-processing methods such as motion segmentation and tracking.

To delimit the problem, many previous research used a number of simplifying
assumptions for example (a) restricted camera motion; (b) specific scene context, e.g.
in field sports or surveillance scenes; (c) reliable spatial segmentation; and (d)
restricted variation of viewpoints. Notably, event recognition has not yet been
addressed in unrestricted scenarios such as in feature films.

In order to provide a common framework for recognizing event in real film
scenarios, in our experiment, Harris3D detector proposed by [2] is introduced to
capture local space-time interest points, and we use jet response of interest points as
their feature which can be adapted to size and velocity of the pattern of the event. The
number of frames of each video clip is different and the quantity of the space-time
interest points of each frame is also diverse, so in order to unify the representation of
video sequence, we adopt the idea of Self-Organizing Feature Map. For every event
class local spatio-temporal features used for training were first trained to construct a
neural map which was a 2D plane with a lattice on it, and a video is then represented as
SOM density map. In our proposed framework of event recognition, there is no object
detection and tracking, no deed to build model, and also without making a distinction
between single person and multi-person interactions or person-vehicle interactions and
others. The presented result justify the proposed method explicitly improve the average
accuracy and average precision compared to other relative approaches.

2 Feature Representation and Classification

2.1 Local Space-Time Features

In the spatio-temporal domain, points with a significant local variation of image
intensities are referred to as “interest points” and are attractive due to their high
information contents and relative stability with respect to perspective transformations
of the data.

To represent a video sequence, we use local space-time features [2]. The local

space-time features often correspond to interesting events in video data. To
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detect local features in video sequence f(X,y,f), we construct its scale-space
representation ~ L(e,0°,7°) = f * g(0>,7>) using Gaussian convolution
kernel g =exp(—(x> +y2) /207 —1*/27%)/\|(27)’ 't . We compute the
second-moment matrix using spatio-temporal image gradients L ,L ,L, with a
Gaussian neighborhood of each point

L LL LI
u=gGol,tH* LL L LI

Y

1
LxLz LyLz Lf M
L, Ly , L, was defined as
Lx(.;O.IZ,TIZ) = ax(g *f)
Ly(';o-zzarzz) = ay(g *f)
(2)

Lt(.;o'lz’flz):a[(g*f)

And define positions of features by local maxima of spatio-temporal corner functions (3).
H =det(u)—ktrace’ (1) 3)

Second-order derivatives of L normalized by the scale parameters as follows

_ 2a_2b
Lxx,norm =07 Lx_)c
a2
L,vy,nmm =07 Ly,v
I — o] @)
tt,norm o7 1t

All of these entities assume local extreme over space and time. To find such extreme,
we differentiate the expressions in (4) with respect to the spatial and the temporal scale
parameters. By setting difference expressions to zero, we obtain
a=1,b=1/4,c=1/2,d =4/3 .1n order to adapt to different scales of space and
time, normalized Laplace operator defined by second-order derivatives of L is
adopted

v: L=L. . +L_ . +I,

norm XX,norm yy,norm 1t,norm

=o't (L +L,)+0r"L, %)
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We detect interest points that are simultaneous maxima of the spatio-temporal corner
function (3) over space and time (X, v,t) as well as extreme of the normalized
spatio-temporal Laplace operator (5) over scales (O : ,T 2) . The detected interest points
are shown in Fig.1.

Fig.1. Space-time interest points. These six frames come from a video sequence belong to answer
phone event class. Yellow circle show the detected interest points.

Spatio-temporal neighborhoods of local features contain information about the
motion and the spatial appearance of events in image sequences. To capture this
information, we compute spatio-temporal jets

j=(L,L,L,L, L) ©)

et
For every detected interest points was represented by jet response.

2.2 Self-Organization Feature Map and SOFM Analysis

This section presents our approach for feature classification. It builds on existing
Self-organization Feature Map. The number of frames of each video clip is different
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and the quantity of the space-time interest points of each frame is also diverse, so in
order to unify the representation of video sequence, we adopt the idea of
Self-Organizing Feature Map. For every event class local spatio-temporal features used
for training were first trained to construct a neural map which was a 2D plane with a
lattice on it, and a video is then represented as SOFM][13] density map.

[ti=ta<ts)
":' Weighted connections

WXz ¥m  Intput Layer

Fig.2. The structure of SOFM network. The 7 input neurons are connected to each neuron in the
map lattice. The neurons in the map layer are also connected to each other.

SOFM neural networks (Fig.2) defines a mapzping from the input data space R"
onto a regular two-dimensional array of nodes R~ . After adequate self-learning steps,
the network will tend to be spatially “organized” according to the structure of the input
data set. Similar input vectors that are close together in the n-dimensional input space
will be assigned to neurons that are close to together on the flat feature map. According
to this property, SOFM can provide a clustering analysis for raw data set.

For a given video sequence sample S = (j,, j,,***, j, ), it contains m features,
namely 1 space-time interest points. If cell i responds to input vector j,, we call cell
i or the location of cell i on the map as the image of vector j;. Every feature vector J,
in the input set has and only has one image on the neural map, but one cell can be the
image of many vectors. If we use a plane with a lattice on it to represent the neural map,
one square representing one neuron, and write the number hl. of input features whose
image is this cell in the corresponding square, we get a map H = (h,h,,---,h ) as
shown in Fig.3. This map tells us how the images of input patterns are distributed on the
neural map, thus we call it SOFM density map or SOFM image distribution map. So,
finally each video sequence was represented by amap H = (h,h,,---,h ).

0 01 0000301 000000001 D
0701120000 000002045 D
0008000010 000000100 2
014 9 0 0 5 0 0 00 00001 4000 0
T 000001000 000001111 0
0 011021000 000000100 D
2 000000020 000010004 2
0000000000 00000001312
0 00 0O0O0O0O0O0D0 000000000 D
1. 000001000 000000000 D
() (b)

Fig.3. Examples of SOFM density map.(a)and(b)come from different event classes’ samples
answerphone and getoutcar respectively. The neural map used above is trained by the positive
samples come from answerphone event class.
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3 Experiment

Support Vector Machines

[14]

are state-of-the art large margin classifiers which have
recently gained popularity within visual pattern recognition, so our experience use
SVM as a classifier.

In our experiment, we use the public Hollywood dataset"”!. This dataset is the subset

of samples originates from 32 movies, where the training samples come from 12

movies and the testing samples are from another 20 movies. There are 8 event classes:

answering the phone, getting out of the car, hand shaking, hugging, kissing, sitting
down, sitting up and standing up. In our experiments, we used the clean training

dataset.
Table 1. The result of our experiments
event Average Accuracy Average Precision Average Recall
Answerphone 0.5565 0.5264 0.5429
Getoutcar 0.6722 0.3865 0.3265
Handshake 0.5908 0.4858 0.5357
Hugperson 0.5968 0.5445 0.6111
Kiss 0.6025 0.7019 0.6641
Sitdown 0.5644 0.5541 0.6803
Situp 0.6156 0.3493 0.4127
Standup 0.6092 0.6903 0.7529
Total average 0.601 0.52985 0.5658

Table 2. The result of contrastive papers. (a) is the average precision of the 8 event classes in

[10]. (b) is the average precision in [16] use different methods.

event SIFT HoG SIFT
event Average HoF HoG
precision HoF
Answerphone 0.321 Answerphone 0.105 0.088 0.107
Getoutcar 0.415 Getoutcar 0.191 0.090 0.116
Handshake 0.323 Handshake 0.123 0.116 0.141
Hugperson 0.406 Hugperson 0.129 0.135 0.138
Kiss 0.533 Kiss 0.348 0.496 0.556
Sitdown 0.386 Sitdown 0.161 0.316 0.278
Situp 0.182 Situp 0.142 0.072 0.078
Standup 0.505 Standup 0.262 0.350 0.325
Total average 0.384 Total precision 0.183 0.208 0.0.217
(a) (b)

247
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For each event classes, we use the positive training samples to get neural map
respectively. The number of neurons of map layer is 10*10. There are 7 group tests in
every event class, the samples of every group come from the positive samples and one
of another seven kind of negative samples. By these tests, we obtain mean average
accuracy, mean average precision and mean average recall is 0.601, 0.52985 and
0.5658. The result is show in Table.1, and the accuracy of the standup event class is
shown in Fig.4

By comparing our result with the result of papers [10] and [16] was show in Table.2,
we can get conclusion that the average precision improved. In [17] author adopted four
local features detector and six descriptors for recognizing events, and the best average
accuracy is only 45.8%.

standup accuracy
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Fig. 4. The accuracy of the standup event class. Seven curves represent the accuracy comes from
seven combined test. The test is formed by the combination of positive samples and another
seven negative samples. Because of the number of testing samples is different, the maxima of
horizontal ordinate of every curve is different. On the basis of seven group tests, the average
accuracy of the standup event class is 0.6092.

4 Conclusion

In our proposed framework of event recognition, there is no object detection and
tracking, no deed to build model, and also without making a distinction between single
person and multi-person interactions or person-vehicle interactions and others, so it can
provide a relatively common framework used in real video scenarios, and Harris3D
detector can solve the problem of multiple scales, moreover, the local space-time
features can be adapted to size and velocity of the pattern of the event. In additional, jet
responses of the space-time interest points capture characteristic shape and motion in
video and provide relatively independent representation of events. The presented result
justify the proposed framework explicitly improve the average accuracy and average
precision compared to other relative approaches. The correct rate has improved, but the
speed of extraction of the space-time feature is very low, it needs to be further
improved.
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Abstract. In this paper, we propose a method to design the transfer function of
segmented cardiac volume data set by using statistical information of the
cardiac tissues. To explore the interior subtle tissues of heart, visualization
strategy is provided to guide the user to a satisfied rendering result with the help
of opacity and gradient magnitude modulation. Using the visible human cardiac
data set segmented from the CT data, experimental results indicate that our
method can provide high quality rendering result and multi-level visualization
effect.

Keywords: Statistics, Volume Rendering, Transfer function, 3D Cardiac
Volume Data Set.

1 Introduction

Heart is one of the most important organs of the human being. Coronary heart disease
has become one of the world's leading causes of death [1]. Therefore, medical
imaging technology related with anatomical structure of heart developed quickly in
recent years.

Due to the layered structure, the interior structures of the heart are hard to explore,
thus it is helpful to visualize the three dimensional cardiac anatomical data in
diagnosis and treatment of the heart diseases. Goodyer et al. [2] proposed an advanced
visualization method for high-resolution MRI data, and designed a high definition
multi-panel display wall. Hurmusiadis Vassilios [3] developed a heart simulation
platform for education and medical training, which demonstrated the cells, tissues and
organs of heart. Yang et al. [4] designed an accelerated visualization algorithm and
tested on the MRI data of sheep heart and sliced data set of human heart from the
Visible Human Project.

Volume rendering is the main method of visualizing volume data. It can not only
provide contour information but also reveal the interior structures of the volume data.
Popular volume rendering algorithms including ray casting [5] and texture slicing [6]
are effectively making use of the hardware characteristics of the GPU so as to
improve the rendering speed [7-9]. Transfer function is used to assign the optical
property for each voxel. It is essential to volume visualization, directly affects the
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final rendering results [10]. Kniss et al. [10, 11] proposed a multi-dimensional transfer
function, using the voxel density, gradient and two-dimensional derivative to design
the optical property. Bruckner et al. [12] designed a style transfer function, which
integrated different styles of non-photorealistic rendering and effectively highlighted
the important regions. Maciejewsk et al. [13] described a non-parametric method
based on clustering in the structuring feature space to generate volume transfer
function. Although researchers have made intensive study on the transfer function
design, there is still lack of a method for the design of transfer function of
complicated layered structure and strategy to direct users to interactively visualize the
volume data.

In this paper, we propose a novel method for designing transfer function with the
statistical information of segmented 3D cardiac volume data set, and provide a
strategy of visualization to guide the users to adjust the rendering result, finally
realize multi-level visualization of the heart.

The rest of the paper is organized as follows. In Section 2, we introduce the design
method of transfer function for the cardiac volume data set. In Section 3, we provide
the proposed visualization strategy, and describe how to modify the opacity with the
statistical information and gradient magnitude. In Section 4, we conclude the paper.

2 Statistics-Based Algorithm for Designing Transfer Function

A reasonable transfer function can reveal the important spatial information inside the
volume data set. For the segmented cardiac volume data set, different gray levels
represent different kinds of tissue. According to the statistical information, we can
know the proportion of each gray level, and determine the tissue represented by it
based on the prior knowledge.

2.1 Statistics of the 3D Cardiac Volume Data Set

We make a histogram for the volume data set:

n
()= —= F=0,1,2,..,K -1 1
p NL (1

where u,is the gray level, p(u,)is the frequency of u,, n, is the number of voxels
in the data set with gray level u,, mMnL is the total number of voxels in the data set,

and [0, K-1] is the range of gray level.

Fig. 1 shows the statistical result using Eq. (1), where the horizontal axis
corresponds to gray level; the vertical axis corresponds to the frequency of each gray
level. From Fig. 1, one can see that gray levels related with the cardiac tissues are in
the range of [30, 70].

2.2 Transfer Function Design

In the segmented 3D cardiac data set, each cardiac tissue is assigned with a specific
gray level. Thus, we can determine which tissue is represented by a gray level with
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Fig. 1. The histogram of the 3D cardiac volume data set

the histogram. For clearly demonstrating the anatomical structures of the heart,
different colors are employed to represent different tissues according to the relative
location of tissues in the cardiac anatomical model, and the doctor will be familiar
with the rendering result. Opacity for each voxel is another important factor in
transfer function design. Considering the spatial position of the tissues, the opacity of
interior tissues is larger than that of exterior tissues, and the optical property of
transition is different from that of the tissues. For example, gray level 30 represents
the right ventricle, belonging to exterior tissues, so its opacity is smaller. We design
the transfer function as a lookup table which is shown in Fig. 2.

(70.35,35,0.39)
(100,50,50,0.39)

(65,0,0,0.25)

(0,0,64,0.13)
(42,4,13,0.28)
I (31,16.0,0.24)

6o (15,30,61,0.24)
{1,20,30,0.23)

(49,0,49,0.19)
(0,36,0,0.18) (0.0.48.0.19)

(0,0,46,0.18)

(44,0,0,0.17)
40 |— (16,22,26,0.21)

(25,19,2,0.13)
30 (27,21,32,0.06)
(25.10,10,0.12)

(30,10,10,0.12)

0.0
€0,0,0,0)

Fig. 2. The lookup table for the 3D cardiac volume data set

In Fig.2, the vertical axis corresponds to gray level; the squares correspond to the
optical property of the voxels. The optical property of a voxel is represented by the
quaternion (R,G, B, A), where R means red, G means green, B means Blue, and A
means opacity.

In the rendering process, we use gray level as index to fetch the optical property of
each voxel from the lookup table. The mapping equation is described as:

Col , = F(g) 2)

where Col , is the optical property, g is the gray level in the volume data set, and F

reba
is the mapping function implemented in the lookup table. Fig. 3 shows the rendering
results with the transfer function described in Fig. 2.
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Fig. 3. The rendering result of the 3D cardiac volume data set from different point of view

As can be seen in Fig. 3, the rendering results, obtained from different point of
view, not only keep the exterior silhouette, but also show the interior structures. In the
left of Fig. 3, the silhouette of ventricles is preserved and papillary muscles inside the
ventricles are unfolded. From the right of Fig. 3, one can see the coronary in red
between the right ventricle and the right atrium. Behind the coronary one can see the
valve in green, but we cannot get the whole picture of the valve because of the
occlusion.

3 Strategy of Visualization

Due to the complicated layered structure, it is difficult to observe the interior subtle
tissues of the heart. The mitral valve is located between the left atrium and the left
ventricle. When the blood flows through, the mitral valve closes, preventing the blood
backflows. Doctor estimates whether the heart is healthy according to the occlusion of
the mitral valve. But it is occluded by the exterior tissues. To solve the problem, we
design a visualization strategy to provide an interactive guide for users. The statistic
result of the segmented cardiac volume data and the gradient magnitude are integrated
into the visualization strategy.

3.1 Opacity Modulation Based on the Statistics

We design an opacity modulation scheme by use of the statistical data from the
volume data set. The opacity of the voxel is modulated as below:

o, = (o, X7,)" 3)

where «, is the shaded opacity, ¢, is the original opacity, k; is the exponential

coefficient, and 7, is defined as follows,

V.= Bl pk) 4)

where f is aconstant value, p(k) is the frequency of gray level & .
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The volume rendering result contains much information that can be obtained
through reasonable parameters adjustment. Here our visualization strategy is to tune
parameters of # and k,. [ 1is in charge of minor adjustment of image rendering and k;
controls the basic skeleton of rendering result. Initially, /5 and k; are set to 1.0. When
adjusting the parameters, the user should initiate transfer function searches along
individual directions, i.e., changing one parameter every time. In this method, the user
can explore the evolution of the result as other parameters do not change. We first
adjust the k; parameter. When k; increases, the whole image is fading, then we tune
the # parameter, the subtle tissues such as the mitral valve will be enhanced when S

increases. Fig. 4 shows the rendering results.

k,=1.0 k =15 k, =2.0 k =25 k, =3.0

Fig. 4. The rendering results of the 3D cardiac volume dataset using the statistics. f is set to 1.0
in the first row and 2.0 in the second row respectively.

To observe the mitral valve, the green tissue in Fig. 4, a reference search path of
(B, k) is: (1.0, 1.0)—(1.0, 1.5)—(1.0, 2.0)—(2.0, 2.0)—(2.0, 2.5)— (2.0 ,3.0). As
can be seen in Fig. 4, the contour fades away when k; increases, then the mitral valve
is obviously enhanced when 3 increases.

3.2 Gradient Modulation

The silhouette is incompatible with the interior subtle tissues, as seen in Fig. 4, when
the contour is clear, the subtle tissues are fading out, and vice versa. To get a balance
between them, gradient magnitude modulation is taken into account. The gradient
magnitude modulation is designed to enhance material boundaries The Eq. (4) is
modified as:

g, I
Ve = —gmax B 1 p(k) (5)



Strategy of Statistics-Based Visualization for Segmented 3D Cardiac Volume Data Set 255

where Il g, , Ilis the gradient magnitude of gray level k at point p, ¢ is the maximal

gradient magnitude of the volume data set. When the point p is the interior part of a
subtle tissue, it is not rendered because Il g, » [lis zero. So we do a transformation

forig, Il/g. :

g, I+N
Yk—mﬂ/l’(k) (6)

where N is a nonnegative number. If N=0,dlg . I+N)/(g.  +N)=llg /g .
if N=w , (g, II+N)/(g, +N)=1, so Eq. (6) is the same as Eq. (4). We

choose N=¢_ , the result will be a balance of N =0 and N = . After the

transformation, (Il g, Il+N)/(g_ + N) is in the range of [0.5,1.0].

max

In practice, g can be pre-computed or set to the theoretical maximal gradient

max

magnitude of the data set. The rendering results using the gradient magnitude are
shown in Fig. 5:

k;=1.0 kg =15 ky, =2.0 ks =2.5 ky =3.0

Fig. 5. The rendering result of the 3D cardiac volume data set using the gradient magnitude.
f is set to 1.0 in the first row and 2.0 in the second row respectively.

The opacity of each voxel decreases using Eq. (6), because the range of gradient
magnitude has been transformed to [0.5, 1.0]. When / and k,are fixed, the rendering

result in Fig. 5 is more transparent than that in Fig. 4. When # is small, the
rendering result is not as clear as that in Fig. 4, such as the images in Fig. 4 and Fig. 5
where fis 1.0 and k;is 1.0. But when f increases, rendering result gets a good
balance between the contour and the interior subtle tissues, as the image in Fig. 5
where f1is 2.0 and k,is 1.0 and the two images in Fig. 4 where & is 1.0.
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4 Conclusion

Our contributions are two-fold. On one hand, we present a method for designing the
transfer function based on the statistical result. On the other hand, we show how
frequency of gray level and gradient magnitude can be used to adjust the opacity to
reveal multi-level visualization of heart. Besides, we design the visualization strategy
according to the statistical characteristics of the cardiac data set. The proposed
method is also expected to be applicable to other layered medical data sets. Moreover,
it can be incorporated into the existing volume rendering platform without too much
effort.
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Abstract. Variations in clothing or taking something during walking change a
walker’s appearance, making the problem of gait recognition much more
difficult. In this paper, we exploit Band-Limited Phase-Only Correlation
(BLPOC) method combine Gait Energy Image (GEI) for gait recognition. We
use BLPOC method for feature extraction and matching in GEI. The results of
experiments conducted on gait dataset CASIA_B show that BLPOC based
method is significant robust on the walker’s appearance change compare to
Principal Component Analysis (PCA) in GEIL

Keywords: Gait Recognition, GEI, BLPOC, PCA.

1 Introduction

Gait recognition, which aims essentially to discriminate individuals by the way they
walk, has been widely researched during the past decade. Gait has the unique advantage
of being noninvasive compare to other biometrics such as fingerprint and iris, and it is
easily acquired at a distance. These advantages are important to video-based intelligent
security surveillance system in which gait recognition is the key technique.

Gait recognition techniques can be roughly divided into two different approaches:
model-based and model-free. Model-based approaches use the human body structure
and kinematic information gathered from the walking body. This information is then
used to construct a recognition model or directly be used as feature. Though
model-based approaches are view invariant and reflect the kinematic characteristics of
walking, it is hard to accurately locate the joints’ position due to the highly flexible
structure of non-rigid human body and self-occlusion. Therefore, current research
focuses on model-free approaches, in which the proposed approaches directly operate
on the gait image sequences.

Among model-free approaches, gait energy image (GEI) [1] has been proved to be
the most effective one. GEI is obtained by averaging the binary silhouettes of a
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pedestrian over one gait cycle. It is the time-normalized accumulative energy image of
human walking in a complete cycle. The intensity of a pixel in GEI reflects the
frequency (i.e. the energy) of body occurrence at the position of this pixel for a
complete walking cycle. GEI is a robust feature since random noise has been reduced in
the average process, and it saves storage space and computation time. GEI has inspired
many of other gait recognition techniques. Yu et al. [2] used GEI for gender
classification, and achieved impressive result. Yang et al. [3] proposed an enhanced
GEI (EGEI) gait representation method to apply dynamic region analysis to improve
dynamic information of the features extracted. Zhang et al. [4] proposed an active
energy image (AEI) method for gait recognition. The basic idea of AEI is to extract the
active regions of a gait sequence by calculating the difference between two adjacent
silhouette images in a gait sequence. T.H.W. Lam et al. [5] proposed gait flow image
(GFI) for gait recognition. The optical flow field is adopted to construct the GFI. Tao et
al. [6] applied Gabor filter and its variations on GEI and used general tensor
discriminant analysis (GTDA) to perform the feature selection task and to reduce the
size of tensor gait. To overcome the effect of walker’s appearance change, many
methods have been proposed. The most effective method is the part-based approach use
GEIL Md. Altab Hossain et al. [7] collected a gait dataset in the light of substantial
clothing variations, and exploited part-based approach to gait recognition.

In this paper we exploit Band-Limited Phase-Only Correlation (BLPOC) [8] method
for feature extraction and matching in GEI. BLPOC based method has been
successfully applied to iris [9] and palmprint [10,11] recognition. It’s effective and
efficient method to match images which contain plenty low contrast line, direction and
texture feature.

The rest of the paper is organized as follows. In Section 2, we describe the details of
GEI and BLPOC method. The experiments are carried out to evaluate the proposed
approach in Section 3. Finally, Section 4 concludes the paper.

2 Method Details

2.1 Gait Energy Image

Fig. 1 shows the preprocessing of gait sequences. Firstly, the silhouette is extracted
from the original gait sequence by using the simple background subtraction. Then, the
binarization process renders the image in black and white by thresholding.

Ll

Fig. 1. A example of silhouette extraction in CASIA B: (a) original image, (b) after background
subtraction and thresholding, (c) normalized silhouette image
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Finally, the silhouette image can be obtained by computing the bounding box of the
silhouette image in the binarized image. The silhouette image is cropped according to
the position and size of the bounding box and normalized to a fixed size to eliminate the
scaling effect by camera. The normalized silhouette image then be used to gait period
estimation.

Human gait show distinct periodicity. The period can be estimated by the number of
foreground pixels in the silhouette image. However, sharp changes in the gait cycle are
more obvious in the lower part of the body, gait period can be estimated more stability
only use of the lower half of the silhouette image.

AARAR LA

Fig. 2. Gait sequence and GEI

After estimation of the gait period, GEI can be obtained by averaging the binary
silhouettes over one gait cycle. Fig. 2 shows silhouette images in one period and their
GEL The intensity of a pixel in GEI reflects the frequency of body occurrence at the
position of this pixel for a complete walking cycle. GEl is a robust feature since random
noise has been reduced in the average process, and it saves storage space and
computation time.

2.2 Fundamentals of Band-Limited Phase-Only Correlation

Band-Limited Phase-Only Correlation (BLPOC) based method has been successfully
applied to iris and palmprint recognition. It’s effective and efficient method to match
images which contain plenty low contrast line, direction and texture feature.

Firstly, the definition of POC is described as follows:

Consider two N, XN, images, f(n,n,) and g(n,n,) . Let F(k,k,) and

G(k,,k,) denote the 2D DFTs of the two images. Here, F(k ,k,) is given by:

mky  nyk,

NNy —-j2 R
Flhok) =3 fonmde M % = AL (K ky)el% bk (1

m=0n,=0

where A, (k,k,) is amplitude and 6,.(k,,k,) is phase. G(k,,k,) can be defined in
the same way. The cross-phase spectrum R, (k,,k,) is give by:

F(kl ’ kz )G(kl ’ kz) — ejB(k, ky)
F(k,,ky)G(k,,k,)

Ry (ky ky) = 2)
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where G(k,k,) is the complex conjugate of G(k,,k,) and 6(k,,k,) denotes the
phase difference 6, (k,,k,)—6,;(k,,k,) . The POC function r,(n,n,) is the 2D
Inverse DFT (2D IDFT) of R, (k,,k,) andis given by:

A mk; nyk
(A

1 jO(ky ky) jam N, N,
r (}’l n ): el 142) o 1 2 (3)
e N1N2 %

From formulas (2) and (3), we can see that original POC exploits all components of
image’s 2D DFT to generate the out plane. In [10], ITO et al., found that BLPOC can
achieve better recognition performance by removing the high frequency components
and only using the inherent frequency band for matching.

Here we denote the center area of 8, (k,k,) and 6,(k,k,) as 6.(k,,k,), and

0, (k,,k,)p , whose size is J, X J,. Thus, the BLPOC function is given by:

mhy | moks

. j2z
§ eJ(HF (ky k) g =6 (ky -kz)BL>e Jio D (4)
J1J2 kiky

s, (ny,ny)p, =

3 Experiments and Results

The proposed method was tested on the CASIA gait dataset B [12] to evaluate its
effectiveness and robustness. The CASIA_B dataset contains 124 subjects’ gait
sequences collected under different views, clothing and carrying conditions. There are
11 views (0°, 18°, ..., 180°) for each subject and 10 sequences per view. Among all the
10 sequences, two sequences are walking with bag, two on coat, and the rest are normal
walking. We used the sequences collected at the 90° view to test our proposed method.
In our experiments, first four normal sequences use for training, the rest of sequences
use for test. The test sequences are divided into three conditions: two normal
sequences, two with bag and two on coat. The experiments were conducted on a
personal computer with an Intel Core 2 Duo E4600 processor (2.39GHz) and 2.0G
RAM configured with Microsoft Windows XP and Matlab R2010a.

3.1 Experiment 1

In this experiment, we try to determine suitable values of J, and J, in formula (4).
For convenience, we let J, equal to J,. That is to say, the selected center area of
the 2D DFT spectrum is a square, whose size is J, XJ,. Furthermore, in order to

choose the best J,, we conduct the tests exploiting different values of J,. Here, the
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value of J, is set to an even number, and changes from 10 to 80 with an interval of 2.

In experiment, we consider four situations, three conditions use for test respectively,
and all c