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Preface

Welcome to the proceedings of the fourth bi-annual International Conference
of the Humaine Association on Affective Computing and Intelligent Interaction
(ACII 2011), which was held in Memphis, Tennessee from October 9th to 12th,
2011. Since its inception in 2005, the ACII conference series has featured some of
the most innovative and fascinating basic and applied research in the burgeoning
research area centered on emotions, affective computing, user modeling, and
intelligent systems. This tradition of exemplary interdisciplinary research has
been kept alive in 2011 as evident through the imaginative, exciting, and diverse
set of papers spanning the fields of computer science, engineering, psychology,
education, neuroscience, and linguistics.

The ACII 2011 conference program featured a rich tapestry of original re-
search embodied through oral presentations, posters, invited talks, workshops,
interactive demos, and a doctoral consortium. In all, we received 196 submis-
sions (124 regular papers and 72 papers for workshops, Doctoral Consortium,
and demos). Each paper was reviewed by at least two expert reviewers (most
papers received three reviews) and vetted by members of the Senior Program
Committee and organizers of various events. Forty-four out of the 124 regular
papers were accepted as oral presentations (36 percent), and an additional 35
papers were accepted for poster presentations (an overall acceptance rate of 64
percent).

The conference also featured invited talks by three outstanding researchers:
Rosalind Picard (MIT), Arvid Kappas (Jacobs University Bremen), and James
Lester (North Carolina State University). The conference was kick-started by a
full day of workshops on cutting-edge topics including affective brain-computer
interfaces, machine learning for affective computing, emotions in games, as well
as the first International Audio/Visual Emotion Challenge and Workshop. The
conference also included an interactive events session where a number of re-
searchers traveled the globe to demonstrate their affective interfaces and tech-
nologies. In keeping with ACIIs tradition of encouraging and scaffolding the
next generation of researchers, the conference featured a Doctoral Consortium
where 15 students presented their dissertation research. In all, the proceedings
featured 138 papers, 79 regular papers (oral presentations and posters), and 59
additional papers for the workshops, Doctoral Consortium, demos, and invited
speaker abstracts.

The ACII 2011 conference would not have been possible without the vision
and dedicated effort of a number of people. We are indebted to the Program
Committee and the Senior Program Committee for their exceptional work in
reviewing the submissions and helping us select the best papers for the confer-
ence. We would like to acknowledge Kostas Karpouzis and Roddy Cowie, who
along with Jean-Claude Martin, organized the Doctoral Consortium. Thanks to
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Ginevra Castellano, who joined Bjorn Schuller to organize the workshops, and
to Rafael Calvo and Tanner Jackson who joined Sidney D’Mello to organize the
interactive events. We are grateful to Brendan Allison, Stephen Dunne, Dirk
Heylen, and Anton Nijholt for organizing the Affective Brain-Computer Inter-
faces workshop; Georgios Yannakakis, Ana Paiva, Kostas Karpouzis, and Eva
Hudlicka for organizing the Emotion in Games workshop; M. Ehsan Hoque, Dan
McDuff, Louis Philippe, and Rosalind Picard for organizing the Machine Learn-
ing for Affective Computing workshop; and to Michel Valstar, Roddy Cowie,
and Maja Pantic who, along with Bjorn Schuller, organized the First Interna-
tional Audio/Visual Emotion Challenge and Workshop. We would like to thank
members of the Humaine Associations Executive Committee for their advice and
support. Finally, thanks to the authors for sending us their best work and to all
the attendees who bring ACII to life.

Sidney D’Mello and Art Graesser would also like to thank Cristina Conati
for encouraging the Memphis team to host the 2011 conference and Jonathan
Gratch for his invaluable support and assistance throughout the year leading
up to the conference. We are indebted to the student volunteers from the Insti-
tute of Intelligent Systems, particularly Blair Lehman, Caitlin Mills, and Amber
Strain, who were invaluable in numerous respects. Thanks to the staff of Con-
ference Planning and Operations at the University of Memphis (with a special
acknowledgement to Lauren Coggins) for all the local arrangements. Finally,
we would like to thank our sponsors, the Institute for Intelligent Systems, the
University of Memphis (Office of the Provost), the FedEx Institute of Technol-
ogy, and Aldebran Robotics, who generously provided funds to help offset the
registration costs for students.

In summary, 2011 appears to be an excellent year for Affective Computing
and Intelligent Interaction. The keynotes, oral and poster presentations, live
demos, Doctoral Consortium, opening workshops, attendees from all over the
world, and the fall weather in Memphis (the Home of the Blues and the birth
place of Rock and Roll) undoubtedly made the first ACII conference to be held
in North America an intellectually stimulating, enjoyable, and memorable event.

October 2011 Sidney D’Mello
Art Graesser

Bjorn Schuller

Jean-Claude Martin
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Emotion Twenty Questions:
Toward a Crowd-Sourced Theory of Emotions

Abe Kazemzadeh, Sungbok Lee, Panayiotis G. Georgiou,
and Shrikanth S. Narayanan*

University of Southern California

Abstract. This paper introduces a method for developing a
socially-constructed theory of emotions that aims to reflect the aggre-
gated judgments of ordinary people about emotion terms. Emotion
Twenty Questions (EMO20Q) is a dialog-based game that is similar to
the familiar Twenty Questions game except that the object of guessing
is the name for an emotion, rather than an arbitrary object. The game is
implemented as a dyadic computer chat application using the Extensible
Messaging and Presence Protocol (XMPP). We describe the idea of a the-
ory that is socially-constructed by design, or crowd-sourced, as opposed
to the de facto social construction of theories by the scientific commu-
nity. This paper argues that such a subtle change in paradigm is useful
when studying natural usage of emotion words, which can mean differ-
ent things to different people but still contain a shared, socially-defined
meaning that can be arrived at through conversational dialogs. The game
of EMO20Q provides a framework for demonstrating this shared meaning
and, moreover, provides a standardized way for collecting the judgments
of ordinary people. The paper offers preliminary results of EMO20Q pilot
experiments, showing that such a game is feasible and that it generates
a range of questions that can be used to describe emotions.

1 Introduction

There are some enterprises in which a careful disorderliness is the true
method.
—H. Melville, Moby Dick

Science often begins with a good question. One may wonder whether the question
a scientist asks is fundamentally different than the question of a non-scientist,
or whether they are fundamentally the same. It is usual, in the field of affective
computing, for scientists to treat people as experimental subjects when studying

* As we consider the players of Emotion Twenty Questions to be contributors to this
theory, we would like to acknowledge the players for their contribution: Stephen
Bodnar, Theodora Chaspari, Jimmy Gibson, Jangwon Kim, Michelle Koehn, An-
geliki Metalinou, Emily Mower, Elly Setiadi, Kurt Weible, and Mary Weible. We
also acknowledge the use of Ejabberd and iJab open source software. This work was
supported by NSF and DARPA.

S. D"Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 1-10, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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emotions. This paper takes a contrary view, where people who would formerly
be considered as experimental subjects now function more like theory-generating
scientists and the scientists play more of an editorial role. This change of roles
is not as substantial as it sounds, but mainly serves to give a new perspective
to the study of emotions. This view, we argue, is useful for studying the non-
scientific meaning of emotion words as they are used in social contexts. We do not
argue against having a controlled, scientific vocabulary for studying emotions,
but rather that the study of natural emotions warrants closer attention to how
everyday people understand and describe emotions with natural language. This
type of study falls under the umbrella terms of commonsense knowledge or folk
ontology [112].

One function of natural language is to reference objects, whether real or vir-
tual, using patterns of sound or writing. This system of reference provided by
natural language is mainly socially-constructed (as opposed to innate), in that
the names of things are established by the conventions of shared tradition and
consensus of a community of speakers, e.g., speakers of a given language or work-
ers in a specific profession. In some such communities, such as a scientific field,
the process of socially constructing a terminology is deliberate, systematic, and
precise; in other communities it is not. For example, the world-wide community
of English speakers has no editorial board or royal academy to arbitrate the
correct usage of words. Though it may seem serendipitous that such a loosely
regulated system can function as well as it does, it is in fact due to this loose
organization that natural language achieves it’s flexibility and scalability. On the
other hand, general natural language lacks the precision and conciseness that is
necessary for specific purposes, such as scientific discussion.

The linguistic division of labor between everyday language and technical jar-
gon is all very fine and well when the technical terminology is disjoint from
common language, but it can become problematic when there is considerable
overlap. The field of affective computing is one such example: the scientific terms
for emotions overlap with common linguistic usage. Since one of the aims of af-
fective computing is to process natural language, it is necessary to be mindful of
the difference between the scientific and common definition of emotional terms.
Much of the previous work in affective computing has focused on the scientific
definition of emotional terms. Needless to say, these scientific definitions must
have a high degree of similarity with the common definitions for them to be
meaningful, but the scientific definitions are necessarily limited and may not
correspond to everyday usage. This distinction can be seen as a prescriptive
versus descriptive focus. However, currently there is a movement towards study-
ing more naturalistic and non-prototypical emotion expression [3/4], which may
benefit from a corresponding movement towards using the more natural, socially-
defined terminological basis that we aim to discover in the research described by
this paper.

To move from the scientific theory of emotions to a theory that explicitly
accounts for subjectivity and social construction, we made use of crowd-sourcing
[B] and games with a purpose [6]. Crowd-sourcing aims to gather the collective
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knowledge of a group and is closely tied to the emergent properties of online social
communities and web intelligence [7]. Games with a purpose are a particular way
of crowd-sourcing. In our case, we devised a game that we call Emotion Twenty
Questions (EMO20Q). This game is similar to the ordinary Twenty Questions
game except that it is limited to guessing about emotion words. Furthermore,
it is implemented as an online chat application using the Extensible Messaging
and Presence Protocol (XMPP) so that the games can be recorded and studied.
As the introductory quote alludes, we carefully allow open-ended user response
within the limited context of the EMO20Q game and the text chat modality.

2 EMO20Q

2.1 Rules

In the game of Emotion Twenty Questions (EMO20Q) there are two players who
interact using natural language. In this paper, we consider the case when both
players are humans. A game consists of a series of matches; in each match one of
the players assumes the role of answerer and the other, the role of questioner. At
the beginning of the match, the answerer picks an emotion word, unbeknownst
to the questioner, which we call the emotion in question. The emotion in ques-
tion need not be the emotion of answerer’s current state and, importantly, the
answerer is not forced to choose from a prescribed list of emotions. Once the
answerer has picked an emotion, the questioner has twenty turns to guess the
emotion in question, where a turn is a question posed by the questioner in natural
language followed by an answer by the answerer. If the identity of the emotion in
question is guessed in twenty or fewer turns, the questioner wins. On the other
hand, if the emotion is still unknown to the questioner after twenty turns, then
the answerer wins.

Although questioning and answering are the two basic plays of EM0O20Q,
there are other types of game actions that would best described as dialog acts.
For example, a player may ask about rules, give directions, give hints, make
clarifications, give-up/resign, or engage in small-talk. Also, as in other games,
one player may cheer or jeer the other player to express sportsmanship or com-
petitiveness. At the end of a match there is usually a recapitulation of especially
salient turns and at that time the questioner may debate the answers given or
whether the emotion in question is actually an emotion. This end-game behav-
ior can be useful for determining fringe cases of words that may or may not be
actual emotions and can identify erroneous answers.

There were some rules that were proposed in hindsight after our first pilot
tournament. One particular rule is that synonyms should be counted as a cor-
rect, game-ending guess if the answerer cannot come up with a distinguishing
characteristic (e.g., “brave” and “courageous”, and “awe” and “amazement”). As
these additional rules may improve the gameplay, the EMO20Q rules committee
is considering them for future seasons.
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2.2 Motivation

The game of EMO20Q serves to address several issues that arise when consider-
ing theories of emotion. First, this theory seeks to understand emotional behavior
from the level of the individual player/subject. In Sect. 3 we formulate a general
theory of emotions as an aggregation of the personal theories of each player. The
questioner in EMO20Q can be seen as testing a hypothesis given his or her per-
sonal theory, and the person-independent theory can be seen as the union of the
theories of the individual person-specific theories, with contradictions thrown
out.

Another motivation of the EMO20Q game is that it allows for spontaneous
natural language behavior while constraining the language to the targeted do-
main we wish to study. Much past work [SIOTOTIIT2/T3] has focused on eliciting
responses from subjects who are presented with words as stimuli. However, the
stimuli are predetermined and the responses are constrained, often as a Likert
scale or prescribed set of emotion categories. In EMO20Q), potentially any word
can be picked as an emotion word and any question can be asked of it; it is
only limited by the game’s rules and the subjects’ good-faith judgment. Thus,
in contrast with purely elicited experiments, EMO20Q can be presumed to have
higher experimental validity and less experimental bias. The player/subjects of
EMO20Q are less constrained by the elicitation methodology and we can assume
that their honesty and cooperation is comparable to elicitation experiments, or
improved due to the supervision of the other player and their shared commu-
nicative goals. There is the possibility of experimental effects due to interactions
between players. Thus we can assume to have less experimental effects than in
experiments with guided/elicited responses due to the bias from using a fixed
set of stimuli and responses.

One drawback of this approach is that it will hard to quantify reliability in
the unconstrained interactions of EMO20Q. Reliability can be measured in the
amount of agreement between subjects, but this can be difficult because we do
not force subjects to pick any particular words, so the words that are in common
between users are determined by chance and hence sparse. Because of this, an
alternative way to measure reliability could be done in offline question-answering
of specific question-emotion pairs, which could be repeated across subjects.

The experimental methodology of EMO20Q has other advantages. Receiving
stimulus and giving response using the same modality, natural language, has the
potential to be more sensitive than Likert scales or restricting user input to fixed
choices. This is because we can assume that natural language has the capabilities
of expressing most, if not all, of the communicable distinctions between emotions.
Even in cases where one is literally “at a loss for words”, there are descriptions,
like the quoted phrase, that people use to approximate such an emotion. One
exception where the natural language modality could be less sensitive is in the
case of less fluent subject/players, such as children and non-native speakers. In
this case, we can imagine subjects who have conceptual distinctions in their
theories of emotions that they are not able to verbally express without the aid
of elicitation. The utility of the natural language modality can be seen in the
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productive, social aspects, and ubiquity of language, as well as the relation to
engineering solutions, such as natural language processing.

3 Constructing a Theory from EMO20Q

How does one analyze data from EMO20Q? We use the data collected from the
game to construct a theory. Our method uses a stripped-down definition of the
term theory from mathematical logic which states that a theory I is simply a
set of sentences in some language £ that is true of a model M [14]. In the case of
EMO20Q, I' is the set of questions that were answered with “yes” and negations
of the questions that were answered with “no” for a given emotion, £ is the
language of propositional logic, and M is a mental model of emotions, which we
assume is only accessible through observation of communicative behavior. In this
view, each question in EMO20Q can be represented as a proposition p € P that
can be judged true or false of a given emotion ¢ € F by player i € I according
to that player’s mental model, M, ;. Assuming now that player 7 is the answerer
who has just been asked question p, we can say that [=pz, ; p if the player answers
“yes” or =y, —p if the player answers “no”. The previous notation is read “p/—p
is satisfied by M. ;”, or equivalently “M, ; is a model of p/—p”.

A theory for a specific emotion € and a specific player ¢, denoted I ;, is
constructed as a Boolean vector of length |P|, where |P| is the total number of
questions. For every question p,, asked of player i, the n-th position of the vector
I ; will be true or 1 if the player has answered yes to p, when the emotion in
question was €. In this case we can say that p, is a theorem of I ;. Similarly,
false or 0 is assigned to element n of I'.; if p, received no as an answer while
being questioned while ¢ was the emotion in question. In this case, —p, is a
theorem of I'. If a contradiction is reached, i.e., if both p,, and —p,, are members
of the set I ;, then both are removed. In practice, this has not happened and
we assume that it will not because a player is consistent with him or herself in
normal situations, so such a contradiction would be a warning flag that a player
may not be playing consistently.

One can proceed in a similar manner for a person-independent theory I of a
particular emotion e. In this case, the proposition p,, associated with a particular
question is added to I if any player has answered yes to p, when questioned
about emotion e, and conversely for —p, when any player has answered no.
In the case of a person-independent theory, in general one can expect some
contradictions and these would signify when there is disagreement about whether
such a proposition is true or false of that particular emotion. In this case, as
before for the person-specific case, both propositions should be removed from
the theory to prevent contradictions.

If a theory for a specific emotion can be seen as a long list of propositions
that are true of it, the theory of a set of emotions can be seen as an matrix I’
indexed by the emotions in one dimension and the questions in the other dimen-
sion. If the theory I" contains emotions &,, for 1 < m < |E| and propositions
pn for 1 < n < |P|, then I' will be an |E| x |P| matrix. Ordinarily, Boolean
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algebra would dictate that this matrix would consist of ones and zeros. Such a
representation has been explored under the aegis of formal concept analysis [15].
However, we need the matrix to be sparse to represent the fact that not all of the
combinations of questions and emotions have been encountered and that there
may be some contradiction among subjects. To this end, we propose that the
matrix be a (1,0, —1)-matrix, or a signed matriz/graph [16], where 1 indicates
that the proposition of column-m is true for the emotion of row-n, —1 indicates
that it is false, and 0 indicates that it has not been seen or that a contradiction
has been encountered.

4 Results

In preliminary experiments, we collected a total of 26 matches from 12 players.
Since each match has two players, this averaged about 4 matches per player.
The number of matches played by a player ranged from 2 to 12. The mean and
median number of questions was 12.04 and 15.5, respectively, when failures to
correctly guess the emotion were averaged in as 20 questions.

In the data, a total of 23 unique emotions were chosen, i.e., only three emotions
were observed more than once, and these involved related word forms (e.g., “con-
fused” and “confusion”; “frustrated” and “frustration”). The emotions that were
played are: admire, adore™, anger, awe™, boredom, bravery*, calm, confidence*,
confusion™, contempt, disqust, enthusiasm™, frustration, gratefulness, jealousy,
love, proud, relief, serenity, shame, silly, surprised, and thankful. The starred
emotion words were disputed by players after the games and those marked by a
plus were emotions that were not successfully guessed. In addition, there were
66 additional emotion words that were referred to in questions that attempt to
identify the emotion in question.

There was a total of 313 questions-asking events that received unambiguous
yes/no answers. After normalizing the questions for punctuation and case, there
was a total of 297 unique questions types with 13 questions types (29 tokens)
seen more than once and no questions were seen more than 3 times. Since the
surface forms of the questions vary widely and because at the current stage we
have not developed natural language processing techniques to extract the under-
lying semantics of the questions, we used manual preprocessing to standardize
the questions to a logical form that is invariant to wording. This logical form con-
verted the surface forms to a pseudo-code language with a controlled vocabulary
by converting the emotion names to nouns if possible, standardizing attributes
of emotions and the relations of emotions to situations and events. Examples of
the standardized questions are shown in Tab.[Il After the standardization, there
were a total of 222 question types. We also manually mapped the surface form
of the answers to yes/no/other answers. In the future, we will explore how to
automate these steps and represent fuzzyiness in the answers that are not clearly
“yes” or “no”.

After the manual normalization we found that there were 37 questions types
that had been asked at least twice, eight questions types that were asked three
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Table 1. Examples of question standardization

Standardized Question Examples

cause(emptySet,e) can you feel the emotion without any external events that cause it?
is it an emotion that just pops up spontaneously (vs being triggered by some-
thing)?
cause(otherPerson,e) is it caused by the person that it’s directed at?
Do you need someone to pull this emotion out of you or evoke it? if so, who is
it?
e.valence==negative is it considered a nmegative thing to feel?
2) so is it a negative emotion?
situation (e,birthday) would you feel this if it was your birthday?
is it a socially acceptable emotion, say, at a birthday party?
e==frustration oh, is it frustrated?
frustration?

times, four that were asked at least four times (a total of 90 question tokens
were repeated at least twice). Examining the normalized questions revealed in-
teresting patterns of question reuse through the social interactions of the players,
though more longitudinal data will be needed to rigorously characterize these in-
teractions. Approximately half of the questions were emotion identity questions.

To get a better idea of the relative frequencies of general types of questions, we
devised a way of classifying the questions using the following categories: identity
questions (guessing an emotion), attribute questions (asking about dimensional
attribute like valence or activation), similarity/subsethood questions (asking if
the emotion in question is similar to or a type of another emotion), situational
questions (questions that ask about specific situations associated with the emo-
tion in question), behavior questions (questions that are asked about the behavior
associated with the emotion in question), causal questions (questions about the
cause, effect, or dependency of the emotion in question), social questions (ques-
tions asking about other parties involved in the emotion—this overlaps somewhat
with causal questions and situational questions), miscellaneous questions (ques-
tions that defied classification or had categories with too few examples). Some
examples of these categories are given in Tab. 2l

Table 2. Examples of question categories

Question Categories Examples

identity (42%) is it angry?
guilt?
attribute (13%) is it something one feels for long periods of time?
is it a strong emotion?
similarity/ is the emotion a type of or related to content or zen contentment (is that a
subsethood (10%) word? )
so it’s similar to excited?
situational (14%) is the emotion more likely to occur when you are tired?
would i feel this if my dog died?
behavior (3%) you can ezpress it in an obvious way by sighing?
do adults usually try to discourage children from feeling this?
causal (7%) yes. mynext question is can it harm anyone besides the feeler?

T think I know, but I’ll ask one more question...does it ever cause children to
wake up and cry?

social (8%) are you less likely to experience the emotion when around good firiends?
18)would you feel that towards someone who is superior to you?
miscelaneous (3%) i dont’ know if this is a wvalid question, but does it start with the letter D?

or an aspirational emotion?
does the word function or can be conjugated as anything eles? i.e. can it be a
verb too?
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5 Discussion

One of the claims we made in Sect. was that the methodology of EMO20Q
allowed for less experimental effects than other types of elicitation. Another ben-
efit is that one class of experimental effect is easily measurable: influence of one
subject’s guessing strategies on another subject can be quantified in terms of
question reuse. In fact, examining the question reuse revealed interesting pat-
terns that in a different context could be studied in its own right as a social
phenomenon over time, as opposed to being considered an extraneous effect,
though more longitudinal data will be needed to rigorously characterize these
interactions.

There were some experimental effects with hinting behavior. In after-action
reviews with the players, there was anecdotal evidence of retribution type ex-
perimental effects, where one player who gives only yes/no answers without any
hints will be given less hints when it is their turn to be questioner. Furthermore,
there is also mercy type experimental effects, whereby more hints are given by
the answerer as the questioner approaches the 20 question limit. Since our main
focus was the yes/no questions we did not attempt to quantify the hinting behav-
ior as this did not effect the collection of yes/no question/answers for emotion
words.

By analyzing the distribution of question types, we can begin to see some
general trends in how people describe emotions. The categories we used are a
descriptive way of generalizing the data, not precise classes. Certain questions
could have been classified into into multiple categories. In particular, the social,
behavioral, causal, and situational questions all referred to various types of real-
world knowledge and so these categories tended to run together. For example
“are you more likely to experience the emotion when around good friends?” was
labeled social, whereas “Would you feel this emotion at a birthday party?” was
labeled situational, even though these two examples are very closely related.
Therefore, these categories should be interpreted in a general, descriptive sense
apart from the theory we aim to crowd-source.

The EMO20Q game requires that an emotionally intelligent agent can under-
stand emotions without observing them, thanks to natural language and empa-
thy. Empathy, which we consider to be the ability to understand emotions that
are not one’s own emotions, is an important aspect of this game. This game
explores a computational type of empathy and that can be thought of as empa-
thy removed of its humane connotations. Just as intelligence tests often seek to
isolate verbal intelligence from mathematical or creative intelligence, emotional
intelligence may have also a verbal aspect and EMO20Q could provide a way to
test for such a component of emotional intelligence.

There were a few behaviors and game states that we did not anticipate when
formulating the rules, and these will be incorporated in future data collections.
One issue was that of synonyms. Several times, a questioner would get a very
close word and oscillate between related synonyms, for example “mad” and “an-
gry”. In the future, we will deal with this by changing the stopping criteria from
guessing the exact word to guessing a synonym that cannot be distinguished
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by any type of explanation. However, even though it may seem that two words
are closely related, there may still be some differences. For example, one player
was unsure about whether “proud” and “pride” would be considered equal (na-
tive speakers of English generally feel that “pride” has a negative connotation,
whereas “proud” has a positive connotation).

6 Conclusion

In this paper, we proposed the EMO20Q game as an experimental method-
ology to collect natural language descriptions of emotions. These descriptions,
extracted from the questions asked in the game, were used to construct player-
specific theories of emotions. Although we made the distinction of scientific-
versus-natural-language descriptions of emotions, we feel that our approach can
in fact be used to scientifically study the social behavior of communicative agents,
humans or computers, who may have different knowledge, memory, and experi-
ence that they draw upon when conveying emotional information to each other.
Automating a computer agent that plays EMO20Q poses many interesting
challenges and opportunities. The ultimate test of whether the theories collected
with our methodology are valid is if they can enable an automated agent to sim-
ulate a human player, as in a Turing test. The main challenge to automating
a player of EMO20Q is robust natural language understanding. The questioner
agent needs to select questions and process yes/no type answers, but the an-
swerer agent would need to understand an open set of questions that can be
asked of any emotion, so we consider the questioner role to be easier to auto-
mate than the answerer role. Our initial work on designing a questioner agent is
described in [I7I18] and [I8] includes an interactive demo. For automating the
answerer role, the computer would need a way to understand a wide variety of
questions. We have undertaken previous research on how to answer questions
about dimensional representations for emotions and similarity and subsethood
judgments [I2IT3/T9], which, according to our pilot data, make up nearly 25% of
the total questions. Moreover, questions about the unknown emotion’s identity
accounted for a significant portion (42%) of the questions we observed. These
emotion identity questions could be understood by template matching questions
in the form of “is it X?” or simply “X?”. However, the remaining question types in
Tab. 2l will be relatively more difficult because they require real world knowledge.
In conclusion, this paper examined how one can experimentally derive a the-
ory of emotions from relatively unconstrained natural language interaction that
is focused to the domain of emotions using the EMO20Q game. Our pilot data
led to descriptive results that can inform practitioners of affective computing
about how people understand emotions and communicate about them with nat-
ural language. Our future work will aim to collect more data to expand cov-
erage of emotions, broaden the population of players, and to continue develop-
ment of automated agents that play EM0O20Q. We also endeavor to make our
data and methodologies accessible to the community. These can be found at
http://code.google.com/p/emotion-twenty-questions/ .
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Abstract. In this paper we introduce a novel pattern-based model for
generating emotion sentences. Our model starts with initial patterns,
then constructs extended patterns. From the extended patterns, we chose
good patterns that are suitable for generating emotion sentences. We
also introduce a sentence planning module, which provides rules and
constraints for our model. We present some examples and results for our
model. We show that the model can generate various types of emotion
sentences, either from semantic representation of input, or by choosing
the pattern and the desired emotion class.

Keywords: Emotion Expression, Pattern-based, Natural Language
Generation, Sentiment Analysis, Surface Realization.

1 Introduction

Emotions and feelings connect us with our lives, and affect how we build and main-
tain the basis for interactions with people in society. These types of phenomena
also take place in the virtual communities. Through the virtual environment and
social networks, people can stay in touch with their relatives and friends. They
exchange experiences, share opinions and feelings, and fulfill their social need for
interpersonal communication, using the online world of computer-mediated com-
munications and similar environments. Affect is an important element in social
interaction. Over the past decade, issues of recognition, interpretation and repre-
sentation of affect and emotion have been extensively investigated by researchers
in the field of affective computing and emotion analysis. A wide range of modalities
have been considered, including affect in speech, facial display, posture and physi-
ological activity. Recently, textual information has increased, and researchers are
now interested in studying different kinds of affective phenomena, including sen-
timent analysis, subjectivity and emotions in text.

Natural Language Generation (NLG) systems produce text or speech from a
given nonlinguistic input following, an interpretation, document planning, sen-
tence planning and surface realization tasks [10]. In this work, we focus on sur-
face realization, the task of producing surface word strings from a nonlinguistic
input specification. We introduce a pattern-based model; the user can choose a
pattern, then based on the pattern variable fields, the tool will generate emotion
sentences.

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 11-21, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Our Pattern-based Architecture for Sentence Generation

2 Owur Model to Generate Emotion Sentences

The vast amount of text that is becoming available online offers new possibili-
ties for achieving corpus-based approaches to NLG systems. We have developed
a 'pattern-based model’, a system that generates extraction patterns using un-
tagged text. Our model requires only a pre-classified corpus of relevant and
irrelevant texts; nothing inside the texts needs to be tagged in any way. Our
goal with this model is to extract emotion patterns from the corpus, then find
the best patterns to describe good semantic representations for each emotion
category. For input, our model uses a semantic representation of the meaning of
the input sentence to be conveyed in a different realization sentence.

During our research, for the paraphrase extraction [5], we recorded the parts-
of-speech (PoS) tags, and the words surrounding the emotion seeds. We extracted
pronouns and the open-class lexical terms (nouns, verbs, adjectives and adverbs)
before and after each seed, for each class of emotion. They have advantages
in our model: first, to find paraphrases and context similarity for paraphrase
extraction; and second, to find the behavior and the formation of POS and
words that surround each emotion word, which is our goal in this paper. This also
helps determine the construction of emotion sentences. Figure [ illustrates the
interaction between input semantic values and sentences taken from a corpus,
the pattern extraction and analysis, planning the sentence by using a finite
state model, and the output text produced by the surface realization engine.
Although based on a small set of examples, the combination of sentence, noun,
verb, adjective and adverb patterns with the ability to change individual values,
could allow the application to generate a range of sentences, broader than the
target corpus.

2.1 Data Set

The starting point of our work was to provide a corpus of emotion sentences for
the six emotion categories we used in our research (i.e., joy, anger, sadness, fear,
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Table 1. The features that we used to extract patterns

Features Description

F1 Sequence of PoS and Tokens of the Sentence
F2 First Verb before the Seed

F3 First Noun before the Seed

F4 Pronoun before the Seed

F5 Seed

F6 Pronoun after the Seed

F7 First Noun after the Seed

F8 First Verb after the Seed

F9 First Adjective after the Seed

F10 First Adverb after the Seed

surprise and disgust). We used the same data set that we collected for paraphrase
extraction (explained in [5]). Each sentence in the target corpus might contain an
emotion word, which can be used to produce a pattern of the original sentence.

2.2 Parsing and Tokenization

In our approach, rich feature representations are used to distinguish between
emotions expressed toward different targets. In order to generate these represen-
tations, we did parts-of-speech tagging using the POS tagger developed by [6].
First we reviewed Table[Il and from the features in this table we used pronoun,
noun, verb, adverb and adjective before and after emotion seeds, along with
their tokens, for each emotion category. This step produced a syntactic analysis
for each sentence. For each POS we introduced some heuristic rules to extract
original patterns.

2.3 Pattern Extraction

We extracted the features shown in Table[I] to determine their frequency in the
corpus. We transferred the tokenized sentences into the vector space of features.
Table 2] displays statistics for four lexical classes of POS. It shows that pronouns,
nouns, verbs, adverbs and adjectives are rich representation features in our data
set. It also shows that, on average, 65% (out of 100% before seeds) of these
features appear before emotion seeds, and 54% (out of 100% after seeds) of the
time they appear after emotion seeds. In the table, L (Left) and R (Right) are
parts-of-speech or tokens before emotion seeds, and parts-of-speech or tokens af-
ter emotion seeds, respectively. Previous research on word sense disambiguation
in contextual analysis has identified several features that are good indicators of
word properties. These include surrounding words and their POS tags, colloca-
tion and keywords in contexts [7].

Table (] shows the percentages of these features for each emotion category,
before and after emotion seeds in our data set. We examined the formation and
construction of pronouns, nouns, verbs, adjectives and adverbs for each of the
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Table 2. The Frequency of POS for each emotion

Emotion  Total Pronoun Verb Noun Adjective Adverb Total

anger(L) 7727 2061 1178 561 279 1250  5329(69%)
anger(R) 7618 1607 486 1757 190 256 2689(35%)
joy(L) 13340 2544 2275 1080 672 2487  9058(68%)
joy(R) 13542 2415 716 2961 368 877 7337(54%)
fear(L) 11988 2334 2062 952 613 2293  5961(50%)
fear(R) 12229 2177 648 2575 350 832 6582(54%)
disgust(L) 13796 2581 2444 1118 699 2570  9412(68%)
disgust(L) 14005 2441 734 3036 378 921 7510(54%)
sad (L) 16939 2858 3244 1353 905 3204  11564(68%)
sad(R) 17128 2889 881 3642 479 843 8734(51%)
surprise(L) 8406 2111 1316 602 312 1384  5725(51%)
surprise(R) 8314 1688 508 1911 222 290 4619(56%
Total(L 72196 14489 12519 5666 3480 13188 47049(65%)

)
Total(R) 72836 13217 3973 15882 1987 4019  39078(54%)

emotion categories. Based on this, we extracted the initial patterns for each

emotion category.

2.4 Pattern Analysis

In this section, we analyze the patterns and explain how we can construct “good”
patterns from extended patterns by extending the initial patterns. We define the

notions of initial patterns, extended patterns, and good patterns.

— Initial Patterns

Based on the statistics shown in the previous sections, we were able to de-
termine initial pattern for our system. We considered POS before and after
emotion seeds, and we included the emotion seeds in an initial pattern. For
example; 'N ES V’ ( N: Noun, ES: Emotion Seed, V: Verb) is an initial
pattern. We extracted all initial patterns surrounding the emotion seeds.
Extended Patterns

Since we intended to generate emotion sentences, and any sentence must
have three main components (i.e., subject, verb, and object), it is difficult to
construct emotion sentences from the initial patterns. Therefore, we extended
them to create larger patterns that were suitable candidates for sentence
generation. For example, from the initial pattern |V ES N|, we can construct
extended patterns such as "N V ES N", "PR V ES N", "N V ES JJ", and
many others. However, it became clear that the extended patterns may not be
suitable candidates for sentence generation, and so we selected good patterns
from the extended patterns.

Good Patterns

We call p a good pattern if it can generate a grammatically-correct sentence.
For clarification, we explain our method with an example. Let the initial pat-
tern p be "V ES N". We take p and match it to the candidate sentence to
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Table 3. The Percentage of POS for each Emotion

Emotion  Pronoun Verb Noun Adjective Adverb

anger(L) 27% 15% ™% 4% 16%
anger(R) 37% 11% 41% 4% 6%
joy(L)  28%  25% 12% 7% 27%
joy(R)  33%  10% 40% 5% 12%
fear(L)  39%  35% 16% 10%  38%
fear(R)  33%  10% 39% 5% 13%
disgust(L) 27% 26% 12% 7% 27%
disgust(R) 33%  10% 40% 5% 12%
sadness(L) 25% 28% 12% 8% 28%
sadness(R) 33% 10% 42% 5% 10%
surprise(L) 37% 23% 11% 5% 24%
surprise(R) 37% 11% 41% 5% 6%
Total(L) 31%  27% 12% 7% 28%
Total(R) 34%  10% 41% 5% 10%

Table 4. Some initial patterns

Initial Patterns

Noun Emotion-Seed Verb
Verb Emotion-Seed Noun
Pronoun Emotion-Seed Verb
Verb Emotion-Seed Pronoun
Adjective Emotion-Seed Verb
Adverb Emotion-Seed Verb
Verb Emotion-Seed Adjective
Verb Emotion-Seed Adverb

find the extended pattern. From the pattern p we can construct the pattern
Py "N V ES N". An example of a correct sentence from pattern Py is, “Stuff
looks like heaven”. From p we can also construct pattern P, "PR V ES N",
and an example of this pattern is, “It was great idea”. Finally, in this ex-
ample, from the initial pattern p we can construct the extended patterns P;
and P,, which are good patterns. As shown by the examples, the good pat-
terns can generate different types of emotion sentences. Figure [2illustrates
the transformation of the construction of some initial patterns into extended
patterns, with examples. We followed the above method and retrieved many
good patterns from the extended patterns.

2.5 Sentence Planner

Sentence planning is one the main tasks of any NLG system. It determines
how the information is divided among individual sentences, and which cohe-
sion parts (e.g., pronouns, discourse markers, verbs, etc.) should be added to
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Initial Pattern
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A4 44
a4 42

Fig. 2. Constructing Extended Pattern with Examples (ES: Emotion Seed)

Table 5. Some good patterns

Good Patterns

NVESN Amy is happy girl

PR V ES N  She is nice person

PR V ES RB they lived happily together
PR V RB ES I am quite upset

PRV ESJJ Iam feeling smart

PR V RB ES I am pretty good

make the text coherent and smooth [10]. In sentence planning, we define some
rules for constructing patterns from the previous section to generate emotion
sentences. For example, the pattern "PR V great NN" could generate the sen-
tence "He was great idea", which is not a correct sentence. So, our rules add
restrictions in order to choose a correct pronoun for subject of the sentence. We
also try for agreement between the pronouns and verbs, and the coherency of
the sentence. Sentence planning is a distinct phase of the generation process.
It requires computing various aspects, including sentence delimitation, sentence
internal organization and references.

Pattern Selection Task

— Transforming a pattern to a sentence format. This will manage the
chosen pattern to determine the correct format for the sentence structure,
in terms of subject, verb and object formation. The user can select a subject
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and a verb, and the rest will be considered as object by the system. Another
option is for the system to identify the subject, verb and object based on a
selected pattern, and the user identify the variable parts in the system. For
example, in the pattern "Pronoun Verb Emotion-Seed Noun", the Pro-
noun will be considered as the Subject, the Verb will be the verb and the
Emotion-Seed and Noun will be considered as the Object. This will help the
sentence realization module to generate an output sentence.

— Determining correct emotion words. This task involves selecting dif-
ferent syntactic alternatives for the elements of emotion seeds in the pattern,
from a set of semantic representations and equivalent input texts or chosen
emotion.

— Sentence content delimitation. If the user wants to generate more than
one sentence, the sentence planner can allocate the information so that it is
distributed into distinct sentences.

— Internal sentence organization. Within the sentence, the sentence plan-
ner must allocate the subject, specify the adjuncts, determine the order of
preposition phrases, determine the subordination of relative clauses, etc.

— Lexical choice: This task involves selecting from a set of semantically equiv-
alent but syntactically different alternatives.

Aggregation Task

— Conjunction and other aggregation. i.e., transforming (1) to (2):
1) Amy is happy. Amy is nice.
2) Amy is happy and nice.
— Pronominalization and other reference. i.e., transforming (3) to (4):
3) Amy is worried. Amy has an exam.
4) Amy is worried. She has an exam.
— Introducing discourse markers. i.e., transforming (5) to (6):
5) I just saw Amy, she was sick.
6) I just saw Amy, she was also sick.

The common theme behind these operations is that they do not change the
information content of the text; instead they make it more fluent and easier to
read. Sentence planning is important if the text needs to read fluently and, in
particular, if it should appear to have been written by a human. Otherwise, there
is no need to emphasize sentence planning, and the system can perform minimal
aggregation.

2.6 Surface Realization

The realizer (the final NLG module) generates actual text based on decisions
made by the document planner and the sentence planner (microplanner). A
realizer generates individual sentences, typically from a ‘deep syntactic’ structure
[9]. The realizer needs to ensure that the rules of English are followed:
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— Punctuation rules: For example, the sentence: “Amy looks great, nice, and
beautiful” must end with “.” not “,”

— Morphology: the plural of boz is bozes, not bows.

— Agreement: For example: “I am happy” instead of “I are happy”.

— Reflexive: For example: “Amy made herself happy” instead of “Amy made
Amy happy”.

There are too many linguistic formalisms and rules which can be incorporated
into an NLG Realizer to explain here. Some are general purpose engines such as
FUF [3] and Penman [§], which can be programmed with various linguistic rules.
We used SimpleNLG [4] and our Authoring Tool NLG System [I] for sentence
realization, and to generate sentence. Using the pattern definitions from the
previous sections, we designed a simple surface realization component for our
model.

We designed a simple surface realization component for our model, using the
pattern definitions from the previous section. Our surface realization module
can currently accept a template as input (to be taken as a sample structure
with inherited default values for the output sentence) and, optionally, parame-
ters representing the alternative semantics of its subject, verb and object con-
stituents. Alternatively, it is possible to specify a sentence from scratch without
using an existing template as a basis [2], in a standard pattern format such
as "Noun Verb Emotion-Seed Noun" or other pattern formats. We believe the
latter option in the system helps to specify simpler sentence structures more
conveniently, instead of having to look up an example, or find templates in the
corpus. In both the template-based and pattern-based approaches the system
selects a target template/pattern, then provides a set of values to fill in the
template/pattern variable fields. These input values overwrite the default val-
ues provided by the template; that is, those values that were inherited from the
corpus data or other lexical sources. If necessary, they are adjusted by basic
agreement rules to reestablish grammaticality.

2.7 Examples and Results

Providing Variables for Fields. Depending on the type of template or pat-
tern, our system can support five types of variables: pronouns, nouns, verbs,
adjectives and adverbs. The variables for the pronoun fields can be any type of
pronouns, based on the pattern or template requirement. The supported variable
fields for nouns and noun phrases are: determiner type, gender, number, person,
pre and post-modifiers, the noun-phrase head, proposition, or relative clause.
Nouns can be chosen by the user, or from the nouns provided in Section
For verbs or verb phrases, the variable fields are verb or verb phrase type,
and can be finite, infinite, mode, verb tense or adverbial modifiers. The gender
and number for verbs are not specified directly, but they can be inherited from
the subject by the sentence realizer to avoid a conflicting input specification.
For adverb variable fields, our system can accept different types of adverbs,
such as adverbs of manner (e.g., carefully), adverbs of time (e.g., today, next
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Noun Verb Emotion-seed  Noun
look Ha_pp\r P
Amy be Nice i
have Great I ty
| subject | [ verb l |Emotion—seed l | object |

Fig. 3. An example for to generate sentence with pattern for emotion happiness

Table 6. An example of surface realization with the pattern: “Noun Verb Emotion-
Seed Noun” for the emotion happiness

Amy looks happy person.
Amy is nice person.

Amy has nice personality.
Stuff looks like heaven.

It was great idea.

They had good time.

week), adverbs of frequency (e.g., usually, occasionally), adverbs of degree (e.g.,
a lot, so much), and adverbs of comment (e.g., fortunately).

In terms of adjective variable fields, our system can accept different types
of adjectives, such as: personal titles (e.g., Mr., Ms, Dr., etc.), possessive ad-
jectives (e.g., my, your, his, our, their, its), demonstrative adjectives (e.g., this,
that, these, those), indefinite adjectives (e.g., no, any, many, few, several), and
numbers.

To generate sentences with our patterns, the user can 1) choose any pattern,
2) identify the desired emotion category (happiness, anger, fear, sadness, surprise
or disgust) and 3) select the variables for pattern fields (in this case, the system
can choose automatically as well). The system then 4) transform the semantic
representation that is determined by the user to guide sentence formation, and
generate different types of emotion sentences.

We describe how a pattern-based example works in our system below (Fig-
ure B). The user selects a favorite pattern; here the selected pattern is “Noun
Verb Emotion-Seed Noun”, and the desired emotion is “happiness”. Then the
user can select “Amy” for the first Noun in the pattern, and one of the verbs
“look”, “be” or "have” as the verb for the variable field Verb in the pattern. As
an Emotion-Seed, suppose the user selects “happy”, “nice” and “great”. For the
last field of the pattern, we consider “person” and “personality”. To generate the
final output, the system will transform the combination of patterns to a sentence
format which is "Subject+Verb+Emotion-Seed+0bject".

Some fields in the pattern need to be in agreement. For example, agreement
between <Subject, Verb> and sometimes <Subject, Object>. Also, it needs to
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select proper emotion seeds to be suitable for the sentence structure, and for
fluency in the final output sentence. These constrains are again performed by
the sentence planner, agreement rules and the surface realization module.

With this pattern, the system can generate different types of emotion sen-
tences. For example, we can use our Authoring Tool NLG system to generate
different types of sentences with various subjects (singular, plural), verbs (with
different tenses: present, past, future) and objects. By changing the emotion
expression to a different emotion category (e.g., anger ), the system is able to
generate various types of emotion sentences for the anger emotion with the same
pattern. The final surface realization for this pattern is presented in Table[6 We
note here, with one pattern, the system can generate various emotion sentences
for different emotion classes, but the type of emotion sentence to be generated
is the user’s choice.

As any research, our work has some limitations, as well. For example, for the
results in Table [6, some sentences might not be perfect English sentences. For
example, “Amy looks happy gir]” must be “Amy looks a happy girl”, or, for
the sentence “She is nice person”, is better to have “She is a nice person®. As
we can see, these sentence will be more fluent, if the determiner “a” is added.
Our solutions to this are: 1) we can use a language model which can fix this
deficiency, 2) we can add an extra module in our system so that the user is able
to add the determiner in the generated sentence.

3 Conclusion and Future Work

This paper presented a model for sentence generation to express emotions. Our
model started with initial patterns, then constructed extended patterns. From
the extended patterns, we chose good patterns suitable for generating emotion
sentences. We also introduced a Sentence Planning module, which provides rules
and constraints for our model. Sentence Planning will also need a module that
ensures that a sentence is coherent, grammatically correct and fluent.

Finally, we presented some examples and results for our model. We showed
that the model can generate various types of emotion sentences, either from
semantic representation of input, or by choosing the pattern and the desired
emotion class. The results indicate that our system generates fluent English
emotion sentences, and some that require minor modifications, though they are
still usable. For future work, we plan to extend our model to cover more patterns
for English sentences, and to include more emotion categories.
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Abstract. We have already confirmed that the artificial subtle expressions
(ASEs) from a robot can accurately and intuitively convey its internal states to
participants [10]. In this paper, we then experimentally investigated whether the
ASEs from an on-screen artifact could also convey the artifact’s internal states
to participants in order to confirm whether the ASEs can be consistently
interpreted regardless of the types of artifacts. The results clearly showed that
the ASEs expressed from an on-screen artifact succeeded in accurately and
intuitively conveying the artifact’s internal states to the participants. Therefore,
we confirmed that the ASEs’ interpretations were consistent regardless of the
types of artifacts.

Keywords: Artificial subtle expressions (ASEs), interpretation, robot,
on-screen artifact.

1 Introduction

Many studies concerning human communications have reported that small changes in
the expressions of paralinguistic information (e.g., pitch and power of utterances) and
nonverbal information (e.g., facial expressions, gaze directions, and gestures) can aid
in facilitating smooth human communications especially in conveyance of one’s
internal states to others [1,2], and such simple information is called subtle expressions
[3]. For example, Ward [4] reported that the subtle flections of the pitch information
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in speech sounds reflect one’s emotional states even when contradicted by the literal
meanings of the speech sounds, and Cowell and Ayesh [5] offered a similar argument
in terms of facial expressions. Some researchers then tried to implement such
humans’ subtle expressions in artifacts. For example, Kipp and Gebhard [6]
developed a dexterous avatar agent that can slightly change its facial expression
according to the user’s gaze direction, and Sugiyama et al. [7] created a humanoid
robot that can slightly change its behaviors based on its situational recognition.
However, it can be easily imagined that these implementations costs were
considerably expensive.

On the other hand, we have already found that the simple expressions from
artifacts like beeping sounds or blinking LED’s play similar roles to such human’s
subtle expressions [8,9]. Based on the results of these studies, we proposed “Artificial
Subtle Expressions (ASEs)” as an intuitive notification methodology used to describe
the internal states of artifacts for users [10]. In particular, we stipulated that ASEs are
simple and low-cost expressions for artifacts that enable humans to accurately and
intuitively estimate the internal states of artifacts, and then we were able to
experimentally recognize that such ASEs had succeeded in accurately and intuitively
conveying the internal states of a robot (i.e., confidence level of the suggestions) to
the participants [10, 11]. We are now planning to implement these ASEs in various
types of artifacts requiring communication with users; not only for robots but also for
artifacts appearing on the display.

However, various studies have reported that different types of artifacts (e.g., robots
vs. on-screen agents) evoke different attitudes or different impressions from users
toward these artifacts. For example, Wainer et al. [12] reported that a robot was seen
as most helpful, watchful, and enjoyable compared to an on-screen agent, while
Shinozawa et al. [13] stated that the appropriate types of artifacts depended on their
interactive situations. Thus, the issue of whether the ASEs can be utilized regardless
of the types of artifacts still need to be investigated because we only confirmed that
the ASEs expressed from a robot (MindStorms robot, LEGO Corporation) were
effective in our former study [10].

The purpose of this study is then to investigate whether the ASEs expressed from
an artifact appearing on a display (we call this artifact “on-screen artifact”) could
accurately and intuitively convey its internal states to participants, and to compare the
results of this experiment with the ones of our former study. If we could find that the
ASEs expressed from an on-screen artifact also succeeded in accurately and
intuitively conveying its internal states to the participants like in our former study, we
could conclude that the ASEs’ interpretation is consistent regardless of the types of
artifacts and that the ASEs can be utilized in various types of artifacts.

2 Experiment

2.1 Setting

We used a “driving treasure hunting” video game as an experimental environment to
observe the participants’ behavior (Figure 1). In this game, the game image scrolls
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forward on a straight road, which imitates the participant driving a car using a car
navigation system (the left bottom of Figure 1), with small hills appearing along the
way. A coin is inside one of the three hills, while the other two hills have nothing.
The game ends after the participant encounters 20 sets of hills, and the approximate
duration of this video game is about three minutes. The purpose is to get as many
coins as possible. In this experiment, the participant was awarded 1 point for each
coin that they found. The participants in this experiment were informed that 1 point
was equivalent to 50 Japanese yen (about 50 US cents) and that after the experiment,
they could use their points to purchase some stationery supplies (e.g., a ballpoint pen
or mechanical pencil) of equivalent value.

Tacromedia Fleh PIayar
I7OUF) BRV) SREC) ~LT(H)
]

Fig. 1. Screenshot of driving treasure hunting video game

The position of the coin in the three hills was randomly assigned. In each trial, a
car navigation system next to the driver’s seat on the screen told them in which
position it expected the coin to be placed. The navigation informed them of the
expected position of the coin using speech sounds. The participants could freely
accept or reject the navigation’ suggestions. In each trial, even though the participants
selected one hill among the three, they did not know whether the selected hill had the
coin or not (actually, the selected hill just showed a question mark and a closed
treasure box, as depicted in the center of Figure 2). The participants were informed of
their total game points only after the experiment.
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2. Selecting the 2nd hill
(but not knowing whether this
Selection was right or not)

3. Walking to the next
three hills

Fig. 2. Procedure of driving treasure hunting video game
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2.2 Utilized ASE

We utilized the audio ASEs from the navigation system’s speech sounds. In this
experiment, the navigation system expressed artificial Japanese speech sounds to
express the expected position of the coin; that is, “ichi-ban (no. 1),” “ni-ban (no. 2),”
and “san-ban (no. 3).” These artificial speech sounds were created by the text-to-
speech (TTS) function of the “Document Talker (Create System Development
Company).” Just 0.2 seconds after these speech sounds, one of the two simple
artificial sounds was played as the ASE (Figure 3). These two ASEs were triangular
wave sounds 0.5 seconds in duration, but their pitch contours were different (Figure
4); that is, one was a flat sound (onset FO: 400 Hz and end FO: 400 Hz, called “flat
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ASE”), and the other was a decreasing one (onset FO: 400 Hz and end FO: 250 Hz,
called “decreasing ASE”). These ASE sounds were created by using “Cool Edit 2000
(Adobe Corporation).”

Actually, these speech sounds and the ASEs were the same as the ones that were
used in our former study [10]. In that study, we already confirmed that the speech
sounds with decreasing ASEs informed users of the robot’s lower confidence in the
suggestions given as the robot’s internal states.

2.3 Procedure

Twenty Japanese university students (14 men and 6 women; 21 — 24 years old)
participated. The driving treasure hunting video game was projected on a 46-inch
LCD in front of the participants at a distance between them of approximately 100 cm
(Figure 5). The navigation’s speech sounds were played on the speaker equipped with
this LCD, and the sound pressure of these speech sounds placed at the participants’
head level was set to about 50 dB (FAST, A).

Fig. 5. Experimental Scene

Before the experiment started, the experimenter told the participants the settings
and purpose of the game. However, the experimenter never mentioned or explained
the ASEs. Therefore, the participants had no opportunity to acquire prior knowledge
about the ASEs. Among the 20 trials, the navigation system used the flat ASE 10
times and the decreasing ASE 10 times. The order of expression for these two types
of ASEs was counterbalanced among the participants.

For this experiment, the experimental stimuli and its procedure were completely
the same as that in our former study [10], while the type of artifact for expressing the
speech sounds with the ASEs was the only thing that was different. The purpose of
this experiment was to observe the participants’ behavior whether they accepted or
rejected the navigation’s suggestions in terms of the types of ASEs used; because, we
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already confirmed that the speech sounds with decreasing ASEs informed users of the
robot’s lower confidence in the suggestions given as the robot’s internal states in our
former study. Therefore, if we could observe the phenomenon where the participants
would accept the navigation’s suggestion when the flat ASE was added to the speech
sounds while they would reject the suggestion when the decreasing ASE was used, we
would be able to recognize that the utilized ASEs had succeeded in accurately and
intuitively conveying the navigation’s internal states to the participants.

3 Results

3.1 ASEs From an on-screen Artifact

To investigate the effect of the ASEs from the navigation as on-screen artifact on
the participants’ behavior, we calculated the rejection rate, indicating how many of
the navigation’s suggestions the participants rejected for the 10 flat ASEs and the
10 decreasing ASEs. For all 20 participants, the average rejection rate of the 10
flat ASEs was 1.75 (SD=1.61), while the rejection rate of the 10 decreasing ASEs
was 4.35 (SD=2.76, Figure 6). These rejection rates for the 10 flat ASEs and 10
decreasing ASEs were then analyzed using a one-way analysis of variance
(ANOVA) (within-subjects design; independent variable: type of ASE, flat or
decreasing, dependent variable: rejection rate). The result of the ANOVA showed
a significant difference between the two stimuli (F(1,19)=8.16, p<.05, (*)); that is,
the on-screen artifact’s suggestions when utilizing the decreasing ASE showed a
significantly higher rejection rate compared to the ones with the flat ASE.
Therefore, we could confirm that the ASEs expressed from an on-screen artifact
also succeeded in accurately and intuitively conveying the artifact’s internal states
to the participants.

|
6

(*)

flat ASE
m decreasing ASE

Rejection Rate [times]
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Fig. 6. Rejection rate for ASEs from on-screen artifact for all 20 participants



Interpretations of Artificial Subtle Expressions (ASEs) 29

3.2 Comparison of an on-screen Artifact with a Robot

To investigate how the interpretations of the ASEs from an on-screen artifact were
different with the ones from a robot, we compared the results from this experiment
with the ones acquired in our former study [10]. In the former study, the average
rejection rate of the 10 flat ASEs from the robot was 1.73 (SD=1.51), while the
rejection rate of the 10 decreasing ASEs was 4.58 (SD=2.43). Since the participants in
this paper did not participate in the former study and the utilized speech sounds and
the ASEs were the completely same with ones utilized in the former study, these
rejection rates acquired in this experiment and those in the former one were then
analyzed using a 2 (independent variable in between-subjects factor: types of artifacts,
on-screen artifact or robot) x 2 (independent variable in within-subjects factor: type of
ASEs, flat or decreasing) mixed ANOVA (dependent variable: rejection rate). The
results showed that there were no significant differences in the interaction effects
(F(1,37)=0.04, n.s.) and in the main effect of “types of artifacts” (F(1,37)=0.08, n.s.),
while there was a significant difference in the main effect of “types of ASEs”
(F(1,37)=20.48, p<.01 (**)) (Figure 7). Thus, we could confirm that the ways of
interpretation of the ASEs from the on-screen artifact were the same as the ones from
a robot. In other words, the ASEs’ interpretation was consistent regardless of the
types of artifact.
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Fig. 7. Rejection rate for ASEs from an on-screen artifact and a robot

4 Discussion and Conclusions

We experimentally investigated whether the ASEs from the on-screen artifacts could
convey the artifact’s internal states to participants in order to confirm whether the
ASEs can be interpreted consistently regardless of the types of artifacts. The results of
the experiment clearly showed that the ASEs from an on-screen artifact succeeded in
accurately and intuitively conveying its internal states to the participants. In addition,
a comparison of the results from this experiment with ones in a former study showed
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that the ways of interpretations of the ASEs from an on-screen artifact were the same
as the ones from a robot. In other words, the ASEs’ interpretation was consistent
regardless of the types of artifact. These results succeeded in strongly appealing the
robustness and consistency of ASEs. Therefore, the experimental investigations in
this paper strongly support this practical application of ASEs.

Now we are planning to implement the ASEs in various types of realistic applications
requiring communication with their users; e.g., spoken dialogue systems such as ATMs
or automatic reservation systems. In particular, we are now focusing on a car navigation
system for the target application of ASEs, because current car navigation systems still
sometimes present poor driving routes to their users. However, if this navigation system’s
confidence level regarding the route instruction is not very high, the speech instructions
with the ASEs could implicitly convey a lower confidence level. If the ASEs are still
effective in such situations, they could be utilized in realistic situations in which the
artifacts have to convey their internal states to users.
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Abstract. Recently there has been an increase in efforts in Behavioral
Signal Processing (BSP), that aims to bring quantitative analysis us-
ing signal processing techniques in the domain of observational coding.
Currently observational coding in fields such as psychology is based on
subjective expert coding of abstract human interaction dynamics. In this
work, we use a Multiple Instance Learning (MIL) framework, a saliency-
based prediction model, with a signal-driven vocal entrainment measure
as the feature to predict the affective state of a spouse in problem solv-
ing interactions. We generate 18 MIL classifiers to capture the variable-
length saliency of vocal entrainment, and a cross-validation scheme with
maximum accuracy and mutual information as the metric to select the
best performing classifier for each testing couple. This method obtains a
recognition accuracy of 53.93%, a 2.14% (4.13% relative) improvement
over baseline model using Support Vector Machine. Furthermore, this
MIL-based framework has potential for identifying meaningful regions of
interest for further detailed analysis of married couples interactions.

Keywords: multiple instance learning, vocal entrainment, couple’s
therapy, behavioral signal processing (BSP), affective recognition.

1 Introduction

There has been an increasing effort in bridging the manual observation coding of
human behaviors done in various mental health applications [10], such as couple
therapy and autism spectrum disorder diagnosis, with the automatic annotation
of abstract human behaviors/states using signal processing techniques, such as
emotion recognition, using low level behavioral cues [8J5/13]. Manual observation
coding done by the domain experts provides a subjective and detailed analysis of
human-human behaviors/interactions in terms of various annotated attributes of
interest, while automatic annotation using cues derived directly from observed
signals provides a objective and quantitative analysis. Previous works [1I7/12)

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 31-41, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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have shown the effectiveness of applying machine learning techniques in predict-
ing various behavioral ratings in married couples engaging in problem-solving
interactions, e.g., blame, negativity, positivity, approach, avoidance, etc, using
different variants of directly observed low level behavioral descriptors. There are
two main goals in this present work. The first goal is to apply a suitable machine
learning technique using signal-derived measures of vocal entrainment calculated
at the speaking turn-level to predict the overall session-level codes of negativ-
ity /positivity of a spouse; result of this investigation could provide evidence of
engineering utility of such a signal-derived entrainment measure. Second, since
entrainment has been shown [3] to play a crucial role in analyzing marital com-
munications, multiple instance learning (MIL) presents itself as an appealing
framework because of its ability to identify saliency as it performs predictions.
This potential advantage when combined with features that carry meaningful
insights into the study of marital communication, can offer an opportunity to
perform detailed analysis on these salient regions generated through MIL.

Multiple instance learning (MIL) is a widely used machine learning technique
that has shown its effectiveness in pattern recognition applications such as drug
activity estimation and image retrieval [I1[15]. MIL is different from the tradi-
tional supervised learning technique, where an instance is associated with a label.
In MIL, the label is associated with a bag that consists of multiple instances,
and there is no explicit label given to each instance as training. This framework
is appealing in working with session-level behavioral code prediction while the
individual speaking turn annotation is unavailable. Furthermore, MIL can often
be solved in a general way by using Diverse Density introduced in Maron and
Lozano-Perez’s [I1] work. This involves in finding a concept point in the fea-
ture space that is close to at least one instance from every positive bag and far
away from instances in negative bags. This concept point can be viewed as the
salient points for a given bag label, and is used to identify the salient instances
of a bag. This formulation of MIL along with the usage of vocal entrainment
features can help identify the meaningful salient vocal entrainment measures to
offer interpretable insights into regions of interest of couples’ interactions while
performing prediction on spouse’s affective state.

In this work, we focus our recognition task using a vocal entrainment mea-
sure on sessions in which the spouse was rated with high positive or high negative
affect. We utilize signal-derived vocal entrainment measures [9] as the only de-
scribing feature per instance in a MIL framework. Furthermore, our formulation
allows a salient instance span not only a single speaking turn but multiple turns.
We have applied a leave-one-couple out cross validation within training along
with maximum accuracy and mutual information criteria to select the best per-
forming classifier out of multiple MIL-based classifiers trained with different
features lengths of instances for each training fold. The proposed method ob-
tains a 53.93% accuracy, which is 3.93% (7.86% relative) over chance and 2.14%
(4.13% relative) over a baseline Support Vector Machine (SVM) based classifier.
This MIL-based classification scheme provides a method for performing classi-
fication through identification of a best MIL classifier, each classifier is learned
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with variable-length salient instances of vocal entrainment. The method is able
to obtain a fair recognition accuracy with vocal entrainment as the only features,
and the classification result identifies interpretable saliency.

The paper is organized as follows: section 2 describes the database and re-
search methodology. Experiment setup and results are discussed in section 3,
and conclusions are in section 4.

2 Research Methodology

2.1 Database

The data that we are using was collected as part of the largest longitudinal, ran-
domized control trial of psychotherapy for severely and stably distressed couples
[2]. A total of 569 sessions consisting of 117 unique real married couples en-
gaging in ten-minute problem solving interactions, in which they discussed a
problem in their marriage. The corpus consists of manual word transcriptions,
split-screen videos, and a single channel far-field audio of varying quality across
sessions. Furthermore, both spouses were evaluated with 33 session-level codes
using two standard manual codings, the Social Support Interaction Rating Sys-
tem (SSIRS) and the Couples Interaction Rating System (CIRS), with multiple
trained evaluators. Details of this database are described in the previous work
[1]. The audio data is automatically aligned with the word-level transcripts us-
ing the system SailAlign developed at SAIL [6]. SailAlign takes in the manual
word transcriptions and automatically performs iterative word alignment to the
whole session of audio data, and as a result, pseudo-turns are generated with
speaker identifications (3 categories: husband, wife, unknown). These automati-
cally aligned pseudo-turns are used as speaking turns in our research work. After
this automatic process, 372 sessions out of 569 sessions are considered as good
sessions to be used to conduct research because they meet the criteria of 5 dB
signal-to-noise ratio (SNR) and at least 55% of the words within each session
are successfully aligned.

The focus of this work is to utilize a quantification measure of vocal entrain-
ment to predict extreme affective state (positive & negative), based on “Global
Positive” and “Global Negative” code from SSIRS, of each spouse in married
couples’ interactions. Instead of working with the original 9-point scale rating,
we transform it into a binary classification problem in which we take top 20%
of positive and negative rated wife and husband. This results in a total of 140
(70 ratings on husband, 70 ratings on wife) sessions of high positive and 140
(70 ratings on husband, 70 ratings on wife) sessions of high negative. This ac-
counts for a total of 280 interaction sessions with 81 unique couples, and it is
the classification dataset of interest for this paper.

2.2 Multiple Instance Learning

In this section, we describe a brief summary of the multiple instance learning
(MIL) in the context of predicting spouses’ session-level affective states. MIL
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is a learning algorithm to handle a classification situation where a label is as-
sociated with a bag consisting of multiple unlabeled instances rather than the
more common scenario of associating a label with every training instance. The
traditional formulation of MIL in a binary classification task (positive (1) vs.
negative (0)) is that, a bag is labeled as positive if at least one instance in that
bag is positive, and the bag is negative if only all instances are labeled as nega-
tive. A general way to solve the MIL problem is with the use of maximization of
Diverse Density (DD) function [I1] with respect to a concept point ¢ — a point
in the feature space that is close to at least one instance from every positive bag
and far away from instances in negative bags. The maximization of the diverse
density function (DD(t)) is defined as follows, where B;", B;” denote the posi-
tive, negative bag, B;;, B;; denote the jt" instance in bag i, and assuming the
bag label are indexed as logical 0 and 1.

argrtnaXDD(t) = arginaXHP(t\Bj') HP(t|Bi_)
P(t|Bf) =1-[[( - P(BY))
P B7) =[]0 - PB5)

P(t|Bf}) = exp(~[|Bf; — t|I*)

Since there is no closed-form solution for this optimization, a gradient ascent
method is often used to find the local maximum of DD function with respect
to this concept point, ¢t. In this work, we utilize a method called Expectation-
Maximization Diverse Density (EM-DD) [15], in which the knowledge of which
instance determines the label of the bag is modeled using a set of hidden variables
that are estimated using the Expectation-Maximization framework.

The crucial assumptions of this MIL framework is that the single most positive
instance in a bag determines whether a bag is positive, meaning if at least one
of the instances in the bag has the probability of being positive > 0.5, the bag
is labeled as positive. While there are variants in MIL that relax this assump-
tion, this standard formulation is intuitively appealing. This approach, allows
us to perform session-level affective code prediction without explicit labels at
individual speaking-turns and also identify the most salient instance of vocal
entrainment that determines the session-level affective code.

2.3 PCA-Based Signal-Derived Vocal Entrainment Measures

In this work, we used a feature that is based on the quantification of vocal en-
trainment for each spouse at the turn level using Principal Component Analysis
(PCA) on vocal features. We have shown that this signal derived feature is indeed
a viable quantification method of the often qualitatively-described vocal entrain-
ment phenomenon [9] during interpersonal interactions. In order to compute the
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Fig. 1. Example of Computing Two Directions of Vocal Entrainment for Turns H;

PCA-based vocal entrainment features, there are two major steps: first is to
construct the speaking characteristics space, and second is to project the other
speaker’s vocal features on this constructed vocal characteristic space. There can
be two directions (toward, from) of vocal entrainment in a dyadic interaction; for
example, at a husband’s turn seen in Figure[Il H;, he can be entraining toward
wife’s speech, denoted as toward, and wife’s speech can also becoming entrain-
ing toward this husband’s speech segment, denoted asfrom. Figure [Il shows an
example of computing the two directions of vocal entrainment, vero, vepr, for
husband’s speech at turn H; in an interaction session. The following is the list
of steps in computing the husband’s vero at turn H;:

1. Extract appropriate vocal features, X7, to represent the husband’s speaking
characteristics at turn H;.

2. Perform PCA on z-normalized X7, such that YT = D; XT.

3. Predefine a variance level (v; = 0.95) to select L-subset of basis vectors,
DIL .

4. Project the z-normalized vocal features, Xs extracted from wife’s speech at
turn W;, using Dqr.

5. Compute the vocal entrainment measure as the ratio of represented variance
of X5, in Wy, basis, and the predefined variance level in step 3.

In order to compute the husband’s vepg at turn H;, we just need to swap X; with
X5 of the above steps. The vocal features representing speaking characteristics
include polynomial stylization of pitch contour and statistical functionals com-
puted for energy and MFCC per word. Detailed of this data-driven PCA-based
vocal entrainment measure can be found another of our paper on analyzing vocal
entrainment in marital communication [9].

2.4 MIL Classifiers Setup and Selection

As discussed in Section 2.2, if we treat a high positive emotion label as the
positive bag in the standard MIL framework, a salient vocal entrainment will
predict positive emotion, and lack of such salient vocal entrainment will predict
negative emotions. It is desirable to retain this framework of understanding
saliency especially because the features themselves carry meaningful insights into
the analysis of couples’ interactions. However, we have made two modifications
in an effort to relax the assumption of the standard MIL framework.
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Fig. 2. A Diagram of MIL Classifier Setup

— While a salient instance can be the deciding factor of predicting high positive
emotion, at the same time, conversely, a salient instance of high negative
emotion may be the most informative predictor of high negative emotion.
Hence, for a given fixed set of features, we train two MIL classifiers with bag
labels reversed (0 becomes 1, and 1 becomes 0).

— While a single turn window of vocal entrainment features can be used to
predict the affective state, multiple-length windows of vocal entrainment
can be more informative predictors. Hence, we train three MIL classifiers,
single, double, triple using entrainment features with an instance span of up
to three turns.

Figure [2 shows a schematic diagram of the classifiers set up described above:
for predicting a spouse’s affective rating (a bag), three different turn lengths
(defining an instance) of features will be used (shown as single, double triple),
and within each instance three different types of vocal entrainment features will
be used ({toward}, {from}, {toward & from}). For each of this MIL classifier, we
swap the bag labels as described above. This in total generate (3 x3x2 = 18) 18
classifiers. We select the one best performing MIL classifier based on maximum
accuracy and mutual information through cross validation within training. As
an example of how this framework can be used to locate saliency is referred in
Figure 2l Assuming for a testing couple, through this MIL classifier setup and
selection, the best performing classifier is based on single vocal entrainment fea-
tures. The selected classifier predicts the spouse as having high positive emotion
code because Sj3 is a salience instance determining the overall bag label of pos-
itive emotion of the spouse. This saliency, S3, turn in the session can then be
treated as a region of interest for further analyzing for entrainment occurrence.

3 Experiment Setups and Results

Two different experiments were set up to evaluate the effectiveness of the MIL
classification framework described in Section 2 in recognizing each spouse’s af-
fective state (high positive vs. high negative). In all of the experiments, the eval-
uation scheme was based on leave-one-couple-out cross validation (81 folds). The
selection of the best classifier to be used in performing recognition for each test-
ing fold was based on the leave-one-couple-out cross validation (80 folds) within
training. The evaluation metric is the percentage (%) of accurately recognized
spouse’ affective ratings. EM-DD was trained using the MILL [I4] software.
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— Experiment I : Evaluate the performance of the proposed MIL classifica-
tion scheme compared to different methods of selecting the best classifiers
out of the 18 MIL classifiers.

— Experiment II: Evaluate the performance of the proposed MIL classifica-
tion scheme compared to using different lengths of turns as features for each
instance.

3.1 Experiment I Setup

The main assumption underlying Experiment I is that since there can be a large
variability between each couple as they interact in their own norm, a different
classifier is required to perform the recognition of the affective state of each
spouse. As described in Section 2.3, 18 different classifiers were trained, and the
proposed method of classifier selection was based on maximum accuracy with
mutual information as tie breaker. In this experiment, we compared the proposed
method with the following classifier selection technique:

— Baseline: SVM-based classifier using nine statistical functionals (mean, vari-
ance, range, maximum, minimum, 25% quantile, 75% quantile, interquartile
range, median) computed per session of one specific type of entrainment
measures (toward).

— Voting: Majority voting on 18 classifiers’ results to assign the session label.

— Same MIL classifier for entire training folds: pick the classifier that occurs
the most (out of 81 folds), in which it obtains the maximum accuracy in
each fold. (Denoted in Table [l by ONE,axa)-

— Different MIL classifiers for each training fold: pick the classifier according
to our selection criterion (Denoted in Table [Il by Proposed).

3.2 Experiment I Result

A summary of the result of Experiment I is in Table[Il Several observations can
be made with the results from Experiment I. First is that the absolute recognition
rate is not very high, which may have been due to the fact that there is essentially
only one type of feature used in this work. It is promising to see that our proposed
method based on MIL framework achieves a 3.93% absolute (7.86% relative)
improvement over chance and a 2.14% (4.13% relative) improvement over the

Table 1. Summary of Experiment I Result

Classifier ~ Accuracy (%)

Chance 50.00%
Baseline SVM 51.79%
Majority Voting — 44.64%
ONEaxA 50.71%
Proposed 53.93%
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baseline model although significance testing using difference of proportion does
not show the result significantly higher than the baseline at the a = 0.05 level.

The results indicate that these signal-derived vocal entrainment measures pos-
sess some discriminative power in recognizing the spouse’s affective state. Second,
the baseline model used nine commonly-used statistical functionals computed at
the session level with a SVM (radial basis function kernel), which serves as
baseline of not using salient instances for prediction. While the comparison is
not perfectly fair without optimizing SVM parameters, it is still encouraging
that we obtain a better recognition accuracy through this saliency-based clas-
sification scheme. Furthermore, the majority voting over 18 classifiers obtains
a performance less than chance indicates that a single optimized classifier per
interacting couple is essential in achieving better accuracy.

3.3 Experiment II Setup

In this experiment, we examined the idea that a salient instance can occur at
longer intervals, here measured in number of consecutive turns. The maximum
number of turns considered for training of the MIL classifier was three, deter-
mined empirically. We compare the the three sets of classifiers (Single, Double,
Triple as shown in Figure[2 described in Section 2.4 with the proposed combined
set of classifiers.

— Single: Includes classifiers trained on vocal entrainment features only for one
turn for a given rated spouse.

— Double: Includes classifiers trained on vocal entrainment features only for

two turns for a given rated spouse.

Triple: Includes classifiers trained on vocal entrainment features only for

three turns for a given rated spouse.

Proposed: Includes all 18 classifiers

3.4 Experiment IT Result

Table [2] shows the accuracies of different sets of classifiers.
There are a few points to be noted by observing Table 2l When we considered
the Single, Double, Triple-only classifier set, none of the classifier sets by itself is

Table 2. Summary of Experiment II Results.

Classifier ~ Accuracy (%)

Chance 50.00%
Baseline SVM  51.79%
Single 47.50%
Double 45.36%
Triple 47.86%

Proposed 53.93%
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able to obtain a recognition rate better than chance. However, by considering all
three sets of classifiers to perform classifier selection, we achieve the best perfor-
mance. This bears implication that salient instances do span multiple turns, and
that they differ from couple to couple. In fact, out of 81 folds cross-validation,
38 folds (46.91%) used Single classifier set, 31 folds (38.27%) used Double clas-
sifier set, and 12 folds (14.81%) used Triple classifier set. Experiment II shows
that it is beneficial to consider multiple turns of vocal entrainment in this MIL
framework to perform the binary classification on affective states of the spouses
when working with disjoints set of couples in training and testing.

From Table[Mand Table[2 it is understood that the PCA-based vocal entrain-
ment feature of itself may not be optimal to provide the discriminant power in
recognizing affective state. In fact, the study [4] shows that higher-level of en-
trainment may not actually always correspond to the positive outcome of cou-
ples interaction, and it indeed is a complex relationship between entrainment
and emotions. It is, however, still encouraging to observe that through the use
of vocal entrainment measures with this proposed MIL framework, we are able
to retain the original concept of identifying saliency within an interaction and
also, through a couple of intuitive modifications, obtain an improved recogni-
tion accuracy over the baseline model. Further analysis on what specific roles or
any temporal characteristic of these identified salient vocal entrainment episodes
play in terms of affective states of the married couples will be very important.

4 Conclusion and Future Work

Experts in psychology often derive a set of subjective attributes to annotate
specific behavior patterns to understand human interaction dynamics; this pro-
cess of behavioral coding is an important human analytical instrument. Machine
pattern recognition in behavioral signal processing aims to learn from a set of
objective signals/cues in order to predict abstract human mental states. In this
work, we focus on a specific method in bridging between these two aspects —
human and machine analysis of behavior patterns— using a signal-derived vocal
entrainment measure to represent an attribute of interest. We apply a multiple
instance learning method to learn the salient portion of this attribute in predict-
ing the session-level affective rating of each spouse in a dataset of married couple
interactions. A classification scheme based on MIL is used in this paper to utilize
salient instances of vocal entrainment measures of variable turn lengths to obtain
the best performing classification accuracy. As described in Section 3, through
the usage of this MIL framework, we achieve an overall 53.93% recognition rate.

This work has many possible future directions. The first is to gain further
improvements through inclusion of other interpretable and meaningful attributes
with signal-derived approximations, such as arousal level, expected interacting
behaviors and possible deviation from the normal behaviors. This combined with
the proposed MIL framework will be essential to provide the region of interest
in an interaction and highlight the various attributes that experts in psychology
can concentrate to perform their analysis. Furthermore, this MIL framework
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selects one best classifier for each testing couple from the assumption that salient
instances happen at variable turn lengths. This can be further relaxed to devise
a technique to incorporate such notion in the MIL framework itself instead of
performing classifier selection. Pin-pointing salient instances, especially in the
framework of predicting using meaningful attributes describing an interaction,
is essential in the detailed study of deeper understanding of various observation-
driven codes that describe human interaction dynamics.
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Abstract. Colors have a very important role on our perception of the
world. We often associate colors with various concepts at different levels
of consciousnes and these associations can be relevant to many fields such
as education and advertisement. However, to the best of our knowledge,
there are no systematic approaches to aid the automatic development
of resources encoding this kind of knowledge. In this paper, we propose
three computational methods based on image analysis, language models,
and latent semantic analysis to automatically associate colors to words.
We compare these methods against a gold standard obtained via crowd-
sourcing. The results show that each method is effective in capturing
different aspects of word-color associations.

1 Introduction

Colors have a significant effect in our daily lives and the way we perceive the
world is strongly connected to their presence. Several psycholinguistic studies
[OT7/T5] have demonstrated a deep connection between colors and emotions.
This connection is generally not straightforward, in the sense that it is not
easy to directly map colors to emotions. On the other hand, we typically build
associations between colors and words and, in turn, between words and emotions.
As an example, by establishing a connection between black and darkness or
death, and by observing that these two words are often associated with fear, we
could automatically link the color black to fear. In this respect, the investigation
of the relation between words and colors is a very important step towards the
automatic connotation of the emotional content of a word.

However, to our knowledge, there is no resource that contains information
about the association of words and colors. Such a resource could be important
for many applications. For instance, it could be useful for several educational
purposes such as attracting attention, facilitating the memorization process by
triggering the visual memory in addition to the verbal memory [14]. This resource
could also be used for advertising by automatically coloring advertisement texts
based on the appropriate colors, according to the common sense knowledge or
the emotion that we wish to convey. Word-color associations could also be used
as features in algorithms for automatic image tagging [10].

In this paper, we propose three methods to automatically associate colors and
words in English, and compare their performances. Each of these three methods
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has the potential to emphasize different aspects of the chromatic connotation
of words. The first is based on the distribution of colors in images retrieved
from the web, and we expect it to effectively capture the visual features that are
characteristic of a concept. The second method exploits the point-wise mutual
information of words and colors observed in bi-grams extracted from the web. It
is able to model the usage of color-words (e.g. “green” or “blue”) as attributive
modifiers for the words. The last method relies on the calculation of the semantic
similarity between words and colors and it can describe more abstract proper-
ties of conceptual associations between them. We compare these three methods
against a gold standard that we obtain using the crowdsourcing service provided
by the Amazon Mechanical Turk[Y

The rest of the paper is structured as follows. In Section Bl we review previ-
ous work relevant to this task. In section @l we describe the three methods we
propose. In section[3] we detail the annotation process and the evaluation frame-
work. In section [ we discuss the results of the evaluation. Finally, in Section [G]
we draw conclusions and outline ideas for possible future work.

2 Related Work

There has been a considerable interest in psycholinguistics addressing the impact
of colors on emotions. Among the most notable studies, Kaya [9] tried to inves-
tigate the association between colors and emotions by carrying out experiments
where college students were asked to indicate their emotional responses to princi-
pal, intermediate and achromatic colors, and the reasons for their choices. Alt [1]
focused on the topic “emotional responses to colors used in advertisement.” The
results showed that the color of the advertisement affected the emotional re-
sponses of the consumers of a product. It was also observed that ethnicity and
culture affected the color preferences of consumers. Following the same direc-
tion, Gao et al. [7] analyzed and compared the color emotions (the relationships
between colors and emotions) of people from seven regions in a psychophysical
experiment, with an attempt to clarify the influences of culture and color per-
ception attributes on color emotions. Soriano and Valenzuela [I5] investigated
why there is often a relationship between color and emotion words in different
languages, while Xin et al. [I7] compared the color emotional responses which
were obtained by conducting visual experiments in different regions based on a
set of color samples. Madden et al. [11] focused on the possible power of colors for
creating and sustaining brand and corporate images in international marketing.
This study explored the favorite colors of consumers from different countries,
the meanings they associated with colors, and their color preferences for a logo.

In addition to all these studies focusing on the association of colors and emo-
tions, to the best of our knowledge there is only one [§] focusing on the automatic
acquisition of colors associated with words. It attempts to find the typical colors
of objects by exploiting co-occurrence data on the web. More specifically, it pro-
poses to concatenate nouns with a set of color words used in image processing.

! https://www.mturk.com/mturk/welcome
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Table 1. Percentage of words in each majority class

majority class 1 2 3 4 5 6 7 8 9 10
% of words 0 0.5 2 10.516.5 13 22 15 165 4

Thereby, it aims to explore the mapping between the ordinary text and visible
color spectrum. The results show that common-sense colors of objects are often
reflected by the textual data on the web.

Regarding the automatic association of colors and emotions, Strapparava and
Ozbal [16] conducted an empirical study to check the similarity of colors and
emotions. Their main goal was to explore whether state-of-the-art corpus anal-
ysis techniques could give support to psycholinguistic experiments. Thus, they
investigated the correlation of their results with the outcomes of a psycholinguis-
tic experiment [I]. Considering that these experiments are very costly since a lot
of resources are required for setup and evaluation, employing a corpus-based ap-
proach for affective sensing could be much more efficient for any future analyses.
To achieve this, they compared the similarities between the representations of
colors and emotions in the latent similarity space (see Section F3)) and obtained
a quite high correlation with the psycholinguistic experiment reported in [I].

3 Evaluation Framework

The assignment of color properties to words is an unexplored task, and hence
there is no standard evaluation framework that we can use to test our methods.
We thus create our own dataset, and also propose a set of evaluation metrics
that are appropriate for the task.

3.1 Data

We selected a subset of the words used in the experiments described in [§], which
consist of 200 words covering different linguistic aspects (frequent/rare words,
different parts-of-speech, concrete/abstract words, etc.)

For the annotation, we used the Amazon Mechanical Turk service, and created
a task including all 200 words. Inspired by the work of [13], for each word we
asked two questions: a first question meant to verify the quality of the annota-
tion (and thus avoid random spam annotations), and also pinpoint the intended
meaning of the word, followed by a second question where the color annotations
were requested. The colors used for the second question belonged to the list of 11
basic colors defined by [2], namely white, black, red, green, yellow, blue, brown,
pink, purple, orange and grey. For instance, assuming the word plant with the
meaning of living organism, the following questions would be asked:

1. Select the most appropriate word to fill in the blank:
plant is a: (a) set, (b) living organism, (c) message
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2. Select at least one or at most three colors that best represent plant among:
white, black, red, green, yellow, blue, brown, pink, purple, orange, gray

The annotators were instructed to choose all the colors (up to three) that could
be associated with a word. If more than three colors were possible, they were
asked to choose the three most related ones. If a word has an abstract meaning
and does not have a specific color, the annotators were asked to choose the color
they think of when they visualize the word in their mind. Finally, for words
with more than one meaning, they had to consider the meaning indicated by the
correct answer in the first question. The dataset was annotated by ten different
annotators. We only considered the annotations for the items where the first
question was answered correctly.

To have a concrete idea about the agreement between annotators, we calcu-
lated the majority class of each term in our data set. The resulting statistics
are shown in Table[Il A word belongs to majority class k if the most frequent
annotation for that word was selected by k annotators. For example, the most
frequent color assigned to the word grass is green. Since 9 annotators have se-
lected this color, the word green belongs to majority class 9. A large percentage of
words belonging to high majority classes is symptomatic of good inter-annotator
agreement. Considering that 10 annotators were involved, we can consider as
very reliable all the annotations having majority class greater than 5. In fact,
in these cases the absolute majority of annotators has selected the same color.
By looking at Table [[l we can observe that 70.5% of the annotations fall in this
category. This high agreement among annotators suggests that the annotation
task was well designed and that the resulting dataset is reliable.

3.2 Evaluation Measures

We define the evaluation framework based on the intuition that a word can be
associated with one or more colors. Ideally, there is a single color that “best”
defines the word, but there can be also multiple colors that describe features of
the target word.

Our evaluation framework is inspired by the lexical substitution task [12],
where a system attempts to generate a word (or a set of words) to replace a
target word, such that the meaning of the sentence is preserved. Given this
analogy, the evaluation metrics used for lexical substitution can be adapted to
the evaluation of image tagging. Specifically, we adopt the best and out-of-ten
(reformulated as out-of-three, oot) precision and recall scores from [I2]. For a
given method, we allow as many colors as the algorithm feels fit for the target
word, and the credit is given depending on the number of annotators who picked
that color as well as the number of annotator responses for the item, and the
number of answers provided by the system.

The best scorer gives credit to only one best answer. If the system provides
several answers, the credit is divided among them. The oot scorer allows up
to three system responses and does not divide the credit for an answer by the
number of system responses.



46 G. Ozbal et al.

Formally, if 7 is an item in the set of instances I, and T; is the multiset of gold
standard synonym expansions from the human annotators for ¢, and a system
provides a set of answers S; for i, then the BEST score for item 7 is:

best(i) = ZSGSiSJ: ”BT’;E T ooty = 2 f?;j(s €D

Precision is calculated by summing the scores for each item and dividing by
the number of items that the system attempted whereas recall divides the sum
of scores for each item by |I|. Thus:

- Do scovfe(i) C recall = >, score(i)
li € I:defined(S;)| ||

where score(i) can be either best(i) or oot(s).

For both best and oot, the evaluator provides two operation modes: a normal
mode and a strict mode, in which only test examples for which there is a most
frequent annotation are accounted for. In our evaluation, we will assume that
the lack of a most frequent annotation is a marker for words with no chromatic
characterization. Therefore, we decided not to consider these examples and to
report accuracy measured in strict mode.

(2)

precision =

4 Automatic Methods for Associating Colors with Words

In this section we describe in more detail the three methods that we are com-
paring. Each method is employed to map the same set of words to the set of
eleven basic colors as explained in Section B}

4.1 Image Analysis

With this technique, we try to combine the power of text-based image retrieval
with very simple image analysis techniques. Thanks to modern search engines,
we can easily access a large selection of images conveniently indexed by one or
more keywords. The main idea behind this approach is that, statistically, colors
that are inherent to a concept will tend to prevail in images indexed with respect
to the words describing it.

In the preparation phase of this technique, we queried Google image search
engine for each word in our data set by using Google Search APIH and restrict-
ing the results to be in full color. Accordingly, we collected the 64 highest ranked
results. Then, we analyzed all the images to determine the dominant colors. We
first mapped all the colors in each image onto the set of basic colors. Then,
we measured the amount of each color present in the images as the number of
pixels of that color divided by the total number of pixels. Finally, we conducted
a statistical analysis of all the images retrieved for the same word and observed
which color was dominant, i.e. the most frequent color on average.

% http://images.google.com/
3 http://code.google.com/apis/imagesearch /
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As the color space of the most common image formats for the web consists
of 224 different values (i.e. 256 values for each primary color), we first needed to
find a way of establishing a correspondence between values in this space and our
basic color set. To simplify the problem, we decided to adopt a two-step strategy:
first, we defined a reduced palette of colors for which a mapping onto the basic
color set was known; then, we approximated all the colors in the images to the
closest value in the palette, based on the color distance in the RGB space.

We design a palette based on a geometric partition of the RGB color space.
The range of each component of the RGB space [0-255] is divided into four equal
intervals by defining 5 cut-points at the values 0, 64, 128, 191 and 255. Then,
we generate all the colors corresponding to the combinations of these five values
for each component, resulting in a set of 125 colors which constitute our palette.
Finally, we map each of them onto one of the eleven colors, leaving the initial
mapping to two annotators and asking a third annotator to resolve the (very
few) ties. For all our image processing needs, we used the convert command
line utility bundled with the ImageMagickH library.

4.2 Language Models on Web Data

The Google Web 1T corpus is a collection of English N-grams, ranging from one
to five N-grams, and their respective frequency counts observed on the Web [4].
The corpus was generated from approximately 1 trillion tokens from the Web,
predominantly English.

We used a bigram model to measure the likelihood of each color to modify
a given target word. We determine the co-occurrence likelihood by using the
mutual information between the color and the word[d Given a color C and a
word W, we calculate the mutual information as:

MI(C,W) = frequency(C, W) 3)
’ frequency(C) * frequency(W)
By calculating the mutual information between each of the eleven colors and
a given target word, we determine a ranking over the colors.

4.3 Similarity between Colors and Words

There is a relatively large number of word-to-word similarity measures proposed
in the literature, ranging from distance-oriented measures computed on lexical
repositories (e.g., WordNet) [5], to metrics based on models of distributional
similarity learned from large text collections. We chose to exploit a corpus-based
measure of word semantic similarity in particular Latent Semantic Analysis
(LSA) [6]. Some of our requirements were the capability of comparing simi-
larity among words from different part-of-speeches (e.g., between an adjective

*http://www.imagemagick.org/
> To query Google N-grams, we use a B-tree search implementation, kindly made
available by Hakan Ceylan from University of North Texas.
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Table 2. Evaluation results

(a) Methods comparison. (b) Aggregated image method results.
Accuracy best oot

Model best oot Models avg dev avg dev

Baseline 13.02 30.18 50 % cropping 27.22 0.00 55.82 0.68

LSA 16.57 31.95 60 % cropping 28.40 0.59 53.65 0.35

N-Gram 21.89 53.25 no cropping 33.53 2.80 54.63 2.08

Image 36.69 56.80 10 images 28.80 2.24 54.83 1.23

20 imgages 29.39 2.79 54.04 1.90

N- I . 2
Gram + Image 3T.87 57.25 )\ ages 30.97 5.03 55.23 1.8

and a verb), and the possibility in the future to easily test similarity acquired
from specialized or domain-oriented corpora.

For our experiments, LSA was used to acquire, in an unsupervised setting,
a vector space from the British National Corpusﬁ In LSA, term co-occurrences
in a corpus are captured by means of a dimensionality reduction operated by a
singular value decomposition on the term-by-document matrix representing the
corpus. LSA can be viewed as a way to overcome some of the drawbacks of the
standard vector space model (sparseness and high dimensionality). In fact, the
LSA similarity is computed in a lower dimensional space, in which second-order
relations among terms and texts are exploited. The similarity in the resulting
vector space is then measured with the standard cosine similarity. LSA has the
advantage of allowing homogeneous representation and comparison of words,
word sets, or text fragments. For representing word sets and texts by means of a
LSA vector, it is possible to use a variation of the pseudo-document methodology
described in [3]. In practice, each document can be represented in the LSA space
by summing up the normalized LSA vectors of all the terms contained in it.

For our purposes, we simply compare the similarities among the represen-
tations of the basic colors and the words in our dataset. Differently from the
syntagmatic association derived from exploiting N-grams, this measure could
provide a more “domain-oriented” association among colors and words.

5 Evaluation and Results

We create a baseline assigning random colors to each word in our data set. For
the oot scoring the number of random colors was set to 3, and for the best scoring
the first color among the 3 in oot was selected.

A comparison among the three methods, sorted by accuracy, is shown in Table
The second and third column of the table show the accuracy of the models
according to best and oot scores. Since we enforce our methods to always provide

5 BNC is a very large (over 100 million words) corpus of modern English , both spo-
ken and written (see http://www.hcu.ox.ac.uk/bnc/). Other more specific corpora
could also be considered to obtain a more domain oriented similarity.
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Table 3. Sample output comparison of the three methods against the results published
n [8] (T'CoT). The table shows the best three colors according to each method. Color
names have been shortened to the first three letters.

TCoT Img N-grams LSA Oracle

dog red,bla,yel gre,gra,bro bro,red,yel red,pin,pur bla(9),bro(8),whi(
asparagus whi,gre,pur gre,gra,whi gre,whi,pur ora,gre,pur gre(9),whi(1),bro(
lime sil,gre,blu  gre,whi,gra yel,pin,gre gre,ora,yel gre(6),whi(3),gra(
bread  whi,bro,bla bro,gre,whi bro,whi,ora bro,ora,gre bro(9),whi(7),ora(2

7)
1)
2)
)

at least one answer, the denominator in the precision formula in ([)) is always
equal to |7], and the precision and recall are always the same.

It can be observed that the best results are achieved by using the image
method, while LSA is only slightly better than the baseline. On the oot evalu-
ation, the N-Gram model is almost as accurate as the image method. On the
best evaluation, the image method clearly outperforms all the others, with differ-
ences of more than 15 accuracy points. The last line of the table shows the results
obtained by combining the image method with the N-Gram model[] This combi-
nation improves slightly over the results obtained by the individual approaches,
but the improvement is only marginal with respect to the performance of images
alone. Although the accuracy is not very high, we should consider the very low
baseline of the task (i.e. 13.02% and 30.18% for best and oot, respectively), with
respect to which our best models improve considerably. In particular, the results
of the image method are very interesting given the difficulty of the task.

After observing that in many images the color of the background was predom-
inant with respect to the subject, we also tried cropping the images at different
sizes (no cropping, 50% and 60% cropping). We also investigated the effect of
the number of images (64, 20 or 10) used to obtain the statistics. The results of
this experiment are shown in Table [2(b)| where we report the average (avg) and
standard deviation (dev) of the accuracy for the two measures observed by fixing
one of the parameters while variating the other. As an example, the row labeled
50% cropping shows the average and standard deviation of the accuracy mea-
sured by repeating an experiment with the crop factor set to 50% when using 10,
20 and 64 images. By increasing the crop factor, we achieve more stable models
(i.e. lower deviation), at the cost of accuracy. This finding may be related to the
fact that cropping images makes it easier to focus on the right color when there
is a dominant one, while it reduces our ability to handle more difficult subjects.
Concerning the number of images, it seems to have a similar effect on the final
accuracy.

Table [B] compares a sample of the output of the three methods against the
results obtained on the same words with the method described in [8] (column
TCoT). According to the annotation (column Oracle), the most frequent color
assigned to dog is black (with 9 votes), followed by brown (8) and white (7). All

" We also considered the combination of all three methods, but the accuracy was lower
than the image method in isolation.
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the methods provide at least one of these colors among the first three results,
with the exception of LSA which suggests red, pink and purple, three colors
which have never been selected by any annotator. As for the word asparagus,
all the methods can associate it with the best color (green, with 9 annotations)
within the first three guesses. In the case of lime, the best choices according to the
annotations are green, white and gray. The image method is the only one which
captures all of them, while all the other methods introduce noise. For the last
example, bread, the annotators selected the colors brown (with 9 preferences),
white (with 7) and orange (with 2). In this case, the N-gram method manages
to capture all three colors, Img and TCoT 2 and LSA only one.

These observations confirm the empirical evaluation and suggest that the
image-based and the N-gram methods are the most effective. On the contrary,
LSA performance is generally poor. A possible explanation is that the vector
space model, which is very appropriate for modeling position-independent sim-
ilarity as observed in broad contexts, fails in modeling the relation between a
noun and its attributes. As expected, this kind of relation, which is very highly
dependent on the vicinity and relative position of the words, is modeled quite
accurately by just considering bi-gram statistics.

6 Conclusions and Future Work

In this paper we proposed three computational methods to automatically as-
sociate words and colors. We have also described the procedure we followed to
create a gold standard via crowdsourcing service provided by Mechanical Turk.

Our results show that the method using image features gives the best results,
and the one using a language model on web data performs quite well, while the
results obtained by the LSA method calculating the similarity between colors
and words are only slightly better than the baseline.

The results are promising even though not conclusive, as the methods that
we proposed can be improved in many ways. The image method has a major
limitation in the fact that we are not trying to disambiguate word sense during
image retrieval, causing a lot of noise (e.g., when retrieving images for apple
most of the results are related to the popular computer brand rather than the
fruit). Concerning the N-Gram method, we could try to exploit more structured
information (e.g. dependency structures) to capture relations not limited to co-
occurrence in a bi-gram. In the case of LSA, we need to device more tailored
representations in order to fully exploit the potential of the vector space. More-
over, we will define confidence intervals for each of the different methods, so as
to be able to combine them more robustly. In addition, we will conduct analysis
at the word sense level to understand whether different senses of words can be
associated to different colors. Finally, we will carry out further experiments to
explore the performance of the methods for different languages.

Acknowledgements. Gozde Ozbal and Carlo Strapparava were partially
funded by a Google research award.
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Abstract. The role of emotions in moral issues is an important topic in philoso-
phy and psychology. Recently, some psychologists have approached this issue
by conducting online questionnaire-based studies. In this paper, we discuss the
utility and plausibility of using computer based video and virtual environments
to assist the study of moral judgments and behavior. In particular, we describe
two studies: the first one demonstrates the use of computer generated visual ef-
fects. This was for the design and implementation of an experimental study
aiming at observing participants’ moral judgment towards an actor’s confession
of a behavior with doubtful morality, during which the actor either blushed or
not. In the second study, we examine people’s responses when confronted with
a moral dilemma in a Virtual Environment.

Keywords: Moral Psychology, Virtual Reality, Emotions, Blushing, Moral
Dilemmas.

1 Introduction

For many years, emotions have been viewed as irrelevant or even an antagonistic
factor when making moral judgments [1]: for example, members of jury are common-
ly reminded that they should not allow emotions to interfere in their judgment [2].
However, recently many moral psychologists and neuroscientists have viewed the role
of emotion differently: they view the “quick, automatic affective reactions” that we
have towards moral issues as part of our instinct, and that are shaped by natural selec-
tion [3, 4]. This theory proposed an obvious challenge to the traditional understanding
behind moral psychology, and thereby led to a series of studies in which participants
were invited to give their responses to moral dilemmas [3, 5]. The typical protocol of
such studies includes a paper-based or internet-based questionnaire that consists of
several moral dilemmas presented to participants for their judgment. The results of
those studies have contributed to revealing the significant role emotion plays in moral
judgment [3, 5]. In this paper we propose the exploitation of computer based videos
and Virtual Environments (VEs) as an alternative approach to the study of moral is-
sues, and present results from our studies to support this. The idea of using computer
generated graphics in psychological studies is not new, as it could “afford less of a

S. D'Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 52-61, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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tradeoff” between ecological validity and experimental control [6]. In this study, we
further extend this type of research to situations associated with moral issues. In the
following, we first review existing studies on the role of emotions in moral issues.
Then we focus on one emotional expression: social blushing and its relation to moral
emotions, where we demonstrate the use of computer based special effects in this area
of research. In particular, we measure participants’ moral judgment towards a video
clip of someone making a confession of his actions when confronted with a moral
dilemma, while giving the confession he was either blushing or not. Finally, we ex-
tended our studies to a VE in which we studied participants’ reaction towards a moral
dilemma in vivo.

2 Emotions and Rationality in Moral Judgments

There are two competing theories on the process of moral judgments: a traditional
theory which holds that our moral behaviors are driven by conscious and rational
reasoning [7], and a more recent theory that stresses the impact of human intuitions
and emotions on our behavior [4]. Under the traditional theory (rational theory), mo-
rally matured individuals are capable of justifying their moral conduct with explicit
principles. Following this theory, a trained philosophy student stands a better chance
of providing more rigorous and precise moral reasoning than a randomly chosen
member of the public. In such a process, emotion is something undesirable and thus
should be avoided.

Possible reasons as to why emotions should be avoided while making moral judg-
ments are summarized as follows [8]: emotions are partial (one would give more con-
sideration to those they care more for, i.e., judging a harmful act as less serious if
carried out by their sibling), arbitrary (favoring a stranger more than others because
he wears the same shirt as someone you love), and passive (emotion is involuntary,
therefore one cannot be held responsible for his emotional reaction. For instance,
nobody would blame someone who just lost a close friend and therefore could not
attend an important meeting). However, despite recognizing the irrational aspect of
emotions, Pizarro argued that emotions could nevertheless aid reasoning as they “re-
flect our pre-existing concerns” [8].

Several experimental studies have provided evidence supporting the idea that emo-
tion affects our judgment in decision-making, very often at an subconscious level:
Bailenson et al. found that a voter is more likely to vote for candidates with their face
manipulated to look similar to the voter’s [9]; in a Dictator Game, participants who
were informed of the family name of their counterparts gave a larger offer of money,
as compared to those who had less information of their counterparts [10]. However, in
that same study, the disclosure of family names had no significant effect in the Ulti-
matum Game. The authors proposed that in the Ultimatum Game, strategic considera-
tions crowded out the empathy triggered by the family name. In this case, the rational
side of brain processing outweighed the emotion reaction.

In the context of judgment with a higher moral weight, particularly in moral di-
lemmas that involve killing or saving people’s lives, a similar pattern has been ob-
served. Greene et al. [11] suggested that, depending on its content, different moral
dilemmas trigger different levels of emotional engagement. According to this theory,
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the result of moral judgments is a mixture of rational reasoning and emotional reac-
tions, the proportion of the two varies systematically and could be related to how
“personal” the moral dilemma is. Hauser et al. [5] proposed that the “moral attribu-
tion” of the action itself influences our moral judgments: even if pushing a switch and
pushing a man down the bridge have the same consequences, the majority would find
the former morally permissible but not the latter.

Questionnaire studies on moral dilemmas have provided insight on the role of emo-
tions in moral judgment. In this type of study, moral dilemma scenarios are common-
ly presented as written descriptions. This method is certainly valid if moral judgment
operates at a purely rational level. However, if moral judgment is a product from both
rational reasoning and emotional intuition, there is a potential flaw: using purely writ-
ten language, the emotional responses triggered by motor sensors are absent, causing
the reader to compensate for this lack of information with their own personal expe-
riences. As a consequence of this, the results from those studies reflect only what
people imagine they would feel and do rather than how they would be feeling and
what they would do in vivo. Moreover, using written scripts restricts the ability to
convey certain sensory information that operates at a subconscious level. For instance,
in the aforementioned experimental study by Bailenson et al. [9], if the scenario were
to be presented with written language, it is unlikely anybody would choose to favor a
candidate who is described to have higher similarity in their appearance to the voter.
Visual stimuli therefore should be tested visually to reveal their power which happens
only at a subconscious level.

However, scenarios involving moral dilemmas were to be presented in physical re-
ality, irresolvable ethical problems would arise since most moral dilemmas involve
saving or sacrificing people’s lives. Here we propose an alternative approach: using
virtual environments (VE) to create those moral dilemma scenarios, and generating
visual stimulus that would otherwise be difficult to create in real life (e.g., blushing,
which is involuntary). In the following sections we discuss two types of study: one
uses computer special effect software to test the relationship between people’s moral
judgment and blushing; and a series of studies carried out in VE to test people’s reac-
tion towards a moral dilemma in vivo.

3 Moral Judgment and Blushing: A Pilot Study

3.1 Social Blushing and Morality

During an interpersonal communication, the most observed area of the human body is
the face [12], which produces over twenty thousand facial expressions [13], and has
been considered to be the channel to express emotions [14]. Among all facial features,
blushing has been one of the most studied due to its mysterious nature: it is often
considered to be undesirable, and psychologists have debated its function.

Due to its location and color, blushing is a directly observable signal indicating
shame or embarrassment, and therefore might appease the observer [15, 16]. Leary
and Meadows suggested that “blushing serves to placate others and restore normal
relations after a transgression for which the person might otherwise be rejected” [17].
This is consistent with Semin and Manstead’s finding that after performing a social
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transgression, people who displayed embarrassment received more positive evaluation
than those who did not [18]. De Jong et al.’s work [19, 20] suggested that blushing
serves a remedial function, such as attenuating the negative impression and therefore
makes the observer judge the blusher’s reason for blushing as less serious. His expe-
rimental studies have indicated that people who blushed after violating a social rule
received less negative evaluation compared to those who did not blush. However, in
this experiment only paper-based scripts were used where an embarrassing situation
and the person’s reaction to it were described. As a visual cue, blushing is very diffi-
cult to test under controlled experimental conditions because of its involuntary nature.

In this study we aim to investigate how blushing influenced people’s moral judg-
ment. Previously, we tested participants’ reaction towards a blushing avatar that
blushes after making a small mistake [21]. In this study, we tested their reaction to-
wards something more serious than a small mistake — a moral behavior which could
be interpreted as either permissible or not permissible.

During the interview in that previous experiment, many participants mentioned that
the lack of facial expressions on the face of the avatar was disturbing, which impacted
the effectiveness of blushing. In this new study we took a different approach: in order
to achieve highly realistic facial expressions, we used direct recording of a profes-
sional actor’s performance. Blushing was then added as a special effect. Here we
present our experimental design, implementation, and finally discuss our results.

3.2 Experimental Design

Participants were invited to watch a video clip in which an actor told a story of a life-
threatening situation that he survived a few years ago. Finally, he made a confession
of an action that could be judged as not morally permissible. During the confession,
the actor was either blushing or not, depending on the condition. After the presenta-
tion, participants were asked to complete a questionnaire regarding whether they
found the actor’s conduct morality permissible, as well as their judgment of the ac-
tor’s personality.

The confession made by the actor was a fictitious story based on morality studies
[22, 23], where the stories were presented on paper. Our aim was to choose a real
“moral dilemma”: something that on the average about half of the population would
find morally permissible. The chosen script is as follows, a situation that amongst 38
participants, 58% found to be morally permissible in [23]:

“Last summer I was on a cruise when a fire started. We were forced to abandon
the ship and use the lifeboats. However, the lifeboats were not designed to carry that
many people. The lifeboat I was in was sitting dangerously low in the water-a few
inches lower and it would sink. The sea started to get rough, and the boat began to fill
with water. If nothing was done, we would all sink before the rescue boats arrived
and everyone on board would die. However, on our boat there was an injured person
who would certainly die no matter what happened. I knew that if I pushed this person
overboard we would stay afloat and the remaining passengers would be saved. To
save myself and everyone else, I pushed this person out of the boat.”

There were two conditions in the experiment, in condition one (blushing condition)
the actor was manipulated to display blushing on his face during his confession. In the
condition two (non-blushing condition), the actor narrated his confession with a
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neutral facial color that remained unchanged throughout the whole video. Apart from
the change of the facial color, the two video clips in both conditions are identical to
each other. This was implemented by post-editing the facial color of the actor in the
video clips. In the next Section, we present the implementation.

Our research questions were: (1) According to psychological studies, blushing
serves as a remedial function. However, would the expression of blushing influence
the participants' moral judgment towards the blusher? (2) Would blushing influence
the participants’ judgment of the blusher personality? (3) Would blushing trigger
certain emotional response in its observer?

3.3 Implementation

We recorded the short movie with a professional actor, who studied the story in ad-
vance and narrated it in front of the camera while displaying a serious and sad expres-
sion on his face. Blushing is the reddening of the face, emphasizing the change of
tone rather than the just the color of the face. Therefore we post-processed the original
video clip with Adobe After Effect to prepare the two video clips used in the experi-
ment. We first prepared the “non-blushing” video clip by adjusting the RGB value of
the color on his face to a non blushing level and made it consistent for the whole vid-
eo clip. Then we added color information abstracted from our “blushing reference”
onto this “non-blushing” video to create our “blushing” video (Fig. 1).

(b)
(a)

Fig. 1. (a) Non-blushing Video (b) Blushing Video

Our blushing reference was obtained by recording a short video clip of a person
who was known to blush easily. She was informed about our research and agreed to
participate. Blushing was induced by confronting her with the camera which was in
itself sufficient to trigger embarrassment. In order to abstract color information, we
analyzed the video frame by frame. As we were interested in finding how the record-
ed blusher's facial color changed, we selected a specific area of interest on her cheek
and abstracted the color information of this area for each frame. We then applied the
change of color from this reference video to the target video using Adobe After Ef-
fects frame by frame to create the effect of blushing. As mentioned above, we also
produced a video that has a constant color value throughout the whole time, which
was used in the non-blushing condition.
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3.4 Results

We carried out a study with 24 participants, 12 in each condition (both 6 females and
6 males). The average age was 25 (+3.6 S.D.) years. The experiment was approved by
the UCL Ethic Committee. Participants attended the experiment at pre-arranged
times. Upon arriving, each participant was given an information sheet to read, and
after they agreed to continue they were given a consent form to sign. They were then
seated half a meter away from the display of a desktop machine running Windows
XP. The experimenter then explained to them that their task was to watch a video clip,
and then complete a questionnaire. They were also given a pair of headphones to lis-
ten to the video and a mouse to interact with the user-interface. The experimenter then
left the participant alone in the room to watch the video. They then played the video
clip, answered the questionnaire, and watched a final video clip in which the actor
explained that the story was entirely fictional. Finally they went through a debriefing
session and were paid 5 pounds for their time.

The post-questionnaire given to the participants consisted of questions regarding
participants’ judgments about the moral action (pushing a sick person off the boat to
save other people) and their feelings towards the actor, and emotions they felt.

Our first concern was whether the display of blushing changed participants’ moral
judgments. The result showed that 67% of the participants found the action morally
permissible, with 58% from the blushing condition and 75% from the non-blushing
condition. The difference between the two proportions is not significant (p = .68, test
of proportions), nor when compared with previous studies presented on paper (58%,
38 participants [23], p = .48). When considering the two genders separately, 67%
females found it permissible (the same in both conditions), and 50% males found it
permissible with the blushing actor, 87% with the non-blushing avatar.

Moreover, we were interested in how the blushing would influence participants’
judgments towards the personality of the actor, including: reliability, honesty, sympa-
thetic, and likability. We found no difference between two conditions when consider-
ing both genders together. However, when looking at two genders separately, we
found that the blushing actor received higher rating scores on all four personality
measures than the non-blushing one amongst female participants, whilst for male
participants it was the opposite: the non-blushing avatar received higher scores on all
four measurements. In particular, the blushing actor were judged as more reliable
compared to the non-blushing actor (p=0.04, One-Way ANOVA) by female partici-
pants, and male participants found the non-blushing one more likable compared to the
blushing actor (p = 0.00). The similar pattern of female participants gave more posi-
tive comments on the blushing avatar whilst male participants preferred the
non-blushing avatar also applied on other questions: female participants thought the
blushing actor’s action as more appropriate, more obliged, less shameful, whereas for
male participants, the above applied with the non-blushing actor. Our sample size is
too small for meaningful statistical tests in comparison of gender by condition, but the
results pointed to hypotheses for future research.

Finally, we also asked participants to choose from one of the six basic emotions
(happy, sad, angry, surprise, disgust, fear) or nothing to describe their feelings. For
male participants, it was almost the same in both conditions that half of them chose
“nothing” and the other half chose “sad”, apart from one participant who chose
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“surprise” (blushing condition). For female participants, it was clear that blushing had
an impact on their emotions: in the blushing condition, 2 chose “nothing”, 2 “sad”,
and 2 “Angry”. In the non-blushing condition, 2 chose “nothing”, 2 chose “disgust”, 1
“fear”, and 1 “sad”.

4 From Moral Judgment to Moral Actions

4.1 Moral Actions in VE

It has been frequently demonstrated that VE triggers people’s realistic responses. In
particular, in an immersive VE, people tend to respond to situations and events as if
they were real, despite the fact that they are consciously aware of the situation’s arti-
ficiality [24-26]. This attribution has made VE an ideal media for the studies of moral
dilemmas, since we can recreate scenarios virtually and observe participants’ feeling
and behaviors in vivo. The moral dilemmas scenarios, as mentioned in Section 2,
would be difficult to create in real life and certainly would generate great ethical con-
cerns. In our lab we have conducted a series of studies using VE to create social en-
counters where participants were confronted with difficult choices in their actions.
The power of VE has been demonstrated in triggering participants’ realistic subjec-
tive, behavioral, and physiological responses [24, 25]. For instance, in Slater et al.’s
Virtual Obedience experiment, participants were requested by an authority figure to
inflict electric shocks on a virtual woman. Despite the fact that they knew the scenario
was not real, 6 out of 23 participants (26%) withdrew early from the experiment and
participants exhibited signs of stress albeit at a lower intensity than in the original
studies by Stanley Milgram [27]. In another experiment, Rovira et al. explored partic-
ipants’ response to a violent event in VR [24]. In this experiment, Participants in a VE
witnessed a perpetrator bullying a victim, leading eventually to violence. The results
showed that participants became involved in the scenario and many intervened to try
to stop the violence or said they wanted to intervene.

4.2 Would You Push the Switch to Save Five in VE?

More recently we conducted an experimental study examining social encounters di-
rectly related to moral dilemmas that involve sacrificing or saving people’s lives [28],
a scenario with a structure similar to that of the classic trolley dilemma used in moral
studies. Here in order to achieve clarity (the consequences of participants’ action has
to be unmistakably understood) and originality (the scenario has to be new to all par-
ticipants to achieve an unbiased effect), we designed a Virtual Art Gallery scenario in
which a gunman started shooting while on a lift which was controlled by the partici-
pant. The situation was arranged such that participants were confronted with a moral
dilemma: when the gunman started shooting they could either leave the lift where it
was or send it down to the floor below. If they did nothing, 5 people would die; if
they pushed the switch to bring the lift down, 5 people would be saved but one other
person would instead be put in danger (the Action condition, Fig.2. (b)). There was
another condition such that when the shooting occurred, if participants did nothing 1
would die but 5 would be saved (the Omission Condition). We have tested the scena-
rio in an Immersive VE (CAVE-like system) and a non-immersive desktop VE. Re-
sults from this first pilot showed that participants in the CAVE were more likely to
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give a utilitarian answer (saving the greatest number of lives) in the post experimental
questionnaire. The result also indicated that, in both CAVE and desktop VE, partici-
pants’ were shocked by the incident and many reported that they panicked and were
under pressure in deciding what to do (this is more so for those who experienced the
CAVE condition).

\ —
(a) (b)

Fig. 2. Moral Dilemma in Virtual Environment (a) Participants interact with the scenario
through a Joystick (b) Gunman starts shooting at visitors in an art gallery (Action Condition)

In order to gain a better understanding of participants’ panic reaction, we con-
ducted a second pilot study that included the Autonomic Perception Questionnaire
(APQ) [29] with the scenarios presented on a desktop machine. Here 10 participants
attended our study (Fig.2 (a), 5 in the Action Condition, 5 Omission Condition). The
APQ questionnaire was given to participants both before and after their experiment in
order to observe their physiological changes caused by the scenario. The result sug-
gested that in the Action Condition, the mean post-APQ score was higher than pre-
APQ (p<0.05). In the Omission Condition, the post-APQ score was also higher than
pre-APQ, but not significant (p = 0.41). Although the sample size was small, the re-
sult indicated that participants perceived increased physiological stress level, especial-
ly for those in the Action Condition, as shown in Fig. 3.

Action Condition Omission Condition
6
g 5 1 g 4
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[} M Before g
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1 2 3 4 5 1 2 3 4 5
Participants Participants

Fig. 3. APQ Score from the Action and Omission Conditions

5 Discussion

In the first study presented in this paper, we assessed people’s moral judgments to-
wards an actor making a confession about his behavior when confronted with a moral
dilemma. We also included an emotional reaction closely related to morality as an
extra variable — social blushing. Our results suggested a very interesting pattern: fe-
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male participants gave more positive judgments towards the blushing actor while
male participants were more predisposed to positively evaluate the non-blushing
actor. Although there was no evidence that blushing triggered a difference in partici-
pants’ moral judgment directly, it was clear that blushing had an impact on partici-
pants’ judgment on the actor’s personality, and that blushing triggered different
emotions in female participants. In our previous study, the result suggested that the
blushing female avatar received more positive evaluations from male participants
[21]; a more recent study which included female participants further supported our
findings [30]. In our current work, when confronted with a dilemma with heavy moral
weight, we have demonstrated that blushing on male triggered different reaction in
different genders. However, it is yet to be explored whether such differences were
caused by the gender of the blusher or the moral weight associated with the dilemma.

Secondly, we have reviewed a series of experiments conducted in our lab using VE
related to moral issues, and described an on-going study investigating participants’
reactions towards a moral dilemma in vivo. We presented results obtained from our
second pilot study. The results suggested that participants had a significant increased
level of perceived physiological stress in the Action Condition, which is more of a
moral dilemma for the participants, as there was the urge for them to push the switch
that would result in the likely shooting of one person who would otherwise be safe.
However, the cause and effect is still not clear: is it because the situation makes them
more stressed, and therefore they conducted the action (sacrifice 1 to save 5), or is it
because they conducted the action, and therefore became more stressed? In future,
more studies using VE will be conducted to further investigate this issue.

Both studies have further demonstrated the use of computer based video and Vir-
tual Reality in triggering participants’ realistic reaction at a subjective, physiological,
and behavior level. Especially in the second study, although our VE set up only pre-
sented abstract human figures, participants had a strong reaction towards the moral
dilemma as indicated by post experimental discussions with the participants. These
two studies, together with previous research as reviewed in this paper, suggest that
VEs can play an important part in investigating the role of emotions in moral judg-
ment and behavior.
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Abstract. The acquisition of naturalistic speech data and the richness
of its annotation are very important to face the challenges of automatic
emotion recognition from speech. This paper describes the creation of a
database of emotional speech in the Spanish spoken in Mexico. It was
recorded from children between 7 and 13 years old while playing a sorting
card game with an adult examiner. The game is based on a neuropsycho-
logical test, modified to encourage dialogue and induce emotions in the
player. The audio was segmented at speaker turn level and annotated
with six emotional categories and three continuous emotion primitives
by 11 human evaluators. Inter-evaluator agreement is presented for cat-
egorical and continuous annotation. Initial classification and regression
experiments were performed using a set of 6,552 acoustic features.

Index Terms: emotional speech corpus, continuous emotion model.

1 Introduction

Within the affective computing area, the adequate generation of resources is a
key factor for the subsequent research and development of new emotion models
usable in realistic applications. Several important points must be considered for
the creation of emotional speech databases. First, the nature and origin of the
captured speech. There are different types of data sources. Traditionally, the
most widely used source of emotional data is the acting of emotions. IEMO-
CAP [3], Emo-DB [2] and SSE [14] contain acted emotional speech. Another
way of acquiring data is through emotions induction. Induction can be done
by presenting stimuli, such as images, videos or audio in order to generate an
emotional reaction. Induction can also be done by an interaction, where experi-
menters attempt to generate some emotional reaction by performing an activity.
For example, by conducting a Wizard of Oz experiment in which subjects inter-
act with a computer system that they believe to be autonomous, but actually is
controlled by a human. EmoTaboo [7], SAL 1 [8], FAU Aibo [23] are some exam-
ples of induced emotions databases. Also, there are spontaneous data acquired
in real interaction environments, such as television shows or telephone systems
for customer service. The databases VAM [11], and EMOTV1 [1] were recorded
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from TV shows. The databases Genova Airport Lost Luggage Database [20]
and CEMO [24] were recorded from telephonic services. Using acted emotional
speech oversimplifies the automatic emotion recognition. It is difficult to use rec-
ognizers trained with acted data in real world applications, given that, within
people’s interaction emotions are not expressed as intense and prototypical as
an actor usually interprets them|[23]. On the other hand, acquiring data in real
environments is problematic. It is difficult to obtain the rights to make the data
publicly available, the position of microphones and cameras is not ideal, there is
noise like acoustic and visual background, there is no control on the emotional
content [3]. The current trend is to record spontaneous, naturalistic and realistic
speech in an environment with restricted conditions, such as an interview [12].

Another important point to be considered is the annotation scheme. It should
be easily understood by the human evaluators in order to reach a high inter-
evaluator agreement. The two most used annotation schemes are the categorical,
where emotional categories are assigned to the speech samples, and the contin-
uous, where each speech sample is rated with numerical values corresponding to
levels of emotion primitives. Continuous annotation can be made statically, for
example, using The Self Assessment Mannequin (SAM) [I3]. In this way, whole
segments are evaluated with the same value. Emotion primitive annotation can
also be done time continuously, i.e. tracking a perceived emotional state contin-
uously over time as allowed by the Feeltrace [4] labeling tool. It is also valuable
to annotate other information such as linguistic information, events, history,
context and other types of emotional and linguistic descriptors. High diversity
of age, gender, language, socio-cultural context and, of course, emotional diver-
sity is desirable. For emotion primitives, the ideal is to have enough samples
distributed throughout the three-dimensional space. Table 1 shows some of the
existing databases annotated with emotion primitives and their most impor-
tant properties. It is needed to generate more databases in different languages,
covering a wider range of emotional phenomena; taking into account relevant
points, like spontaneity, rich annotation to enable further study and comparison
of results among different acoustic features and classifiers [22].

Table 1. Speech databases annotated with emotion primitives. V = Valencia, A =
Activation, D = Dominance, E = Anticipation / Expectation, I = Emotion Intensity

EmoWisconsin

Database IEMOCAP VAM SAL 1 SEMAINE
(our work)
Recorded Hours 11:38 12:00 12:00 4:11 6:30
Speakers 28 10 20 4 20
Segmentation Turns Turns Turns Session Session
Instances 2,040 10,039 947 4 25
Data Type Induced Acted Spontaneous Induced Induced
Language Spanish English German English English
Primitives V,A,D V,A,D V,A,D V,A V,A.DE]I

Evaluators 11 3 17 4 4
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2 Database Design

The experiment we proposed to build our database was to modify the Wisconsin
Card Sorting Test (WCST) [10] to induce emotions in children. The database
was designed according to the following considerations: a) Language is Mexican
Spanish given our interest in the particularities of our native language and be-
cause it will expand the multilingual analysis of emotion primitives. b) Speech is
spontaneous, induced and natural. It is spontaneous in order to study phenom-
ena that only occur spontaneously, as mixture and intensity of emotions. It is
induced in order to have a controlled environment and to produce our own data
which give us the rights to make it available to the scientific community. It is
natural because children do not disguise their emotions [23]. ¢) Annotation of the
emotional content was done with emotion primitives and emotion categories in
order to compare both approaches and enable comparison with other works. d)
We worked with a relatively high number of participants to enable the creation
of speaker independent models. ¢) We worked with a relatively high number of
evaluators to cope with the high subjectivity in the annotation of emotions. f)
We recorded good quality audio, but it is not noise free, in order to emulate
the real applications audio capturing difficulties. g) Emotional diversity. Getting
emotional states in the low and high regions of each emotion primitive axes.

2.1 Wisconsin Card Sorting Test

The original WCST was designed to assess the abstract cognitive function of
the individual. It consists of four key cards and 128 response cards with geo-
metric figures that vary according to three perceptual dimensions: color, form
and number. See Fig. 1 left side. The task requires subjects to find the correct
classification principle by trial and error and examiner feedback. The partici-
pant is not told how to match the cards; however, he or she is told whether a
particular match is right or wrong. The classification principle is a combination
of the perceptual dimensions. Once the subject chooses the correct rule they
must maintain this sorting principle (or set) across changing stimulus conditions
while ignoring the other now irrelevant stimulus dimensions. After ten con-
secutive correct matches, the classification principle changes without warning,
demanding a flexible shift in set. The WCST is not timed and sorting continues
until all cards are sorted or a maximum of six correct sorting criteria have been
reached [I5]. The test is carried out with the person administering the test, i.e.
the examiner, on one side of the desk facing the participant on the other. The
test takes approximately 12 to 20 minutes to carry out and generates a num-
ber of psychometric scores, including numbers, percentages, and percentiles of:
categories achieved, trials, errors, and perseverative errors. With these results
indexes are calculated to diagnose the individual.

2.2 Emotional Wisconsin Card Sorting Test

The idea of this modification to the original WCST is to address it as a game, in
which children are deeply involved in its realization. The children’s performance
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and interaction with the examiner trigger reactions that affect their emotional
state, which in turn is reflected in their voices. Each child participated in two
sessions referred as positive and negative.

Positive Session: A friendly examiner inspires confidence to the child before
and during this session. Examiner encourages the child to orally express all their
impressions of the game. The game’s instructions are clearly explained. The
examiner designs classification principles that the child can solve causing satis-
faction. At this stage of the test, it is expected that the child begins in a neutral
emotional state and is directed toward a high valence, activation, and dominance
(see section 5, for the explanation of these terms). We expected emotional states
associated with serenity, security, motivation, joy.

Negative Session: When the positive session ends, the examiner tells the chil-
dren they will participate in the second part of the game. At the beginning of the
negative session a grumpy examiner introduces himself to the child. During the
game the examiner seems to be annoyed and impatient. At this stage of the test,
it is expected that the child starts from a neutral emotional state and change
to low valence and low dominance state. Activation may vary from low to high.
Initially, emotions similar to nervousness, insecurity, stress and frustration were
expected in this session.

As in the original test, the participant is given a stack of cards. The examiner
decides on the run, the difficulty of the classification principle according to the
child’s age, performance in the test and either if it is the positive or negative
session. During both sessions conversation with the child is incited. After the
recording sessions end, an identification form is filled up with age, sex, duration
of each session and completed sequences. Two elements are used for emotion
induction: First, the position or personality that the examiner shows by gestic-
ulation, gestures, tone of voice, words of encouragement and pressure. Second
child’s performance in the game. It is expected that events / factors like the
following trigger emotions in children: A very difficult classification principle
may cause stress or anxiety. Finding the classification principle could lead to
satisfaction, confident. Misunderstandings with the examiner would cause inse-
curity, uncertainty. Too easy classification principle eventually lead to boredom,
tedium. Deception, frustration would be present when failing to find the classi-
fication principle. Excitement and enthusiasm would activate when participants
realize that he/she has developed a skill for the game. When the examiner applies
pressure to solve the game quickly, stress and nervousness would be induced.

Before the final database recording, a pilot test was done with nine children.
During this test, we realized that it was important to know the emotional state
of children prior to the recording sessions. If they were under painful or stressful
personal situation, the negative session challenge became too overwhelming for
them. Such children were found too stressed at the end of the sessions. The
personality and personal experience of each child plays an important role since
some children are more habituated to manage pressure situations and dealing
with intimidating adults. For acquiring these important details about children,
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we briefly interviewed each child before recording sessions. In this interview we
delved into their personality and current emotional stability to prevent emotional
damage. We always applied first positive session and then negative session in
order to gain the trust of the child. Another point observed in the pilot test is
that the role the examiners play, friendly or grumpy, is reinforced by his voice
and appearance, to achieve the desired effect on the child.

3 Recording

The tests were applied by a group of five recently graduated psychologists who
also helped to design the final form of the examination. These examiners were
exchanging their roles. We worked with a group of 28 children with the widest
range of ages that the test accepts. Eleven girls and seventeen boys ranging
between seven and thirteen years old. The recording was made in an environment
with little noise, but not completely isolated. It was recorded in a small room
using two computers, a desktop microphone and a Sigmatel STAC 9200 sound
card. Recordings were mono channel, with 16 bits sample size, 44,100 kHz sample
rate and stored in WAV Windows PCM format. We recorded 11:39 hours in
56 sessions, two sessions per child in seven days at the National Institute of
Astrophysics Optics and Electronics in Puebla, Mexico.

Fig. 1. During the sessions the examiner sits on one side of the desk facing the partic-
ipant on the other. Two more adults are in the room monitoring the recording.

4 Segmentation

Best segment size is an open problem. Different alternatives as words, speaker
turns, sentences, etc. have been tested. It is generally accepted that a speaker
turn level segmentation is a good option [23U3]. Segmentation was done manually.
After segmentation we obtained a total of 3,098 segments. 1,424 acquired in
positive sessions and 1,674 acquired in negative sessions. The criteria instructed
for segmentation are as follow: 1) Avoid those segments with more than one voice
at the same time that is, examiner’s voice overlaps child’s voice. 2) Split the turn
when it contains long pauses. 3) Include non-linguistic expressions mixed with
words. 4) Do not include isolated non-linguistic expressions.
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Table 2. Number of segments per emotion category. DNM = Did not match any of
the six emotions we were looking for, UD = Undetermined, DF = Doubtful, AY =
Annoyed, MT = Motivated, NV = Nervous, NT = Neutral, CF = Confident.

Segments DNM UD DF AY MT NV NT CF
Positive 1,424 525 119 205 5 41 105 11 413

Negative 1,674 533 118 310 12 31 162 10 498
Total 3,098 1,058 237 515 17 72 267 21 911

5 Annotation

We used two annotation schemes to describe the emotional content in our data:
categorical and continuous approaches. The categorical approach is based on
the concept of basic emotions such as anger, joy, sadness, etc., that are the
most intense form of emotions from which all other emotions are generated
by variations or combinations of them [6], assuming the existence of universal
emotions. On the other hand, the continuous approach represents emotional
states using a continuous multidimensional space. Emotions are represented by
regions in a n-dimensional space where each dimension represents an emotion
primitive. Emotion primitives are subjective properties shown by all emotions.
The primitives we used are Valence, Activation and Dominance [2I]. Valence
describes how negative or positive is a specific emotion. Activation, describes the
internal excitement of an individual and ranges from being very calm to be very
active. Dominance describes the degree of control that the individual intends to
take on the situation, or in other words, how strong or weak the individual seems
to be. For continuous annotation we used SAMs and Feeltrace labeling tools. We
annotated our data with six emotional categories and transcribed the sessions.
To choose the emotional categories, pilot tests were analyzed. It was determined
that the six emotional states chosen (Doubtful, Annoyed, Motivated, Nervous,
Neutral, Confident) were the most recurrent in children’s speech. Annotators
were trained, explaining to them the emotional state that each label represented
and the meaning of each emotion primitive. For categorical annotation, besides
the emotional labels, annotators used a label for segments that did not match
any labels and segments they consider as wrongly segmented. Table 2. shows the
number of segments per category. Eleven annotators participated in this process.
We used the evaluation platform TRUE [19] to annotate our data (Fig. 2).

6 Inter-evaluator Agreement

To estimate the inter-evaluator agreement in the categorical annotation we used
Free-marginal multirater Kappa [25]. To measure the agreement in the continu-
ous emotion primitives annotation we use the Cronbach alpha index [5]. Results
are shown in Table 3. As we can see, agreement is low. Mainly for the categorical
annotation. However, having many annotators enable the possibility of increas-
ing agreement by eliminating the evaluators with less agreement obtaining a
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Fig. 2. TRUE online testing platform. Left: Categorical. Right: Continuous evaluation

more reliable final annotation. We calculated final labels from the annotations
of all the evaluators using the following criteria. For categorical annotation we
counted how many times the sample is annotated with each emotion category.
The final label is the emotion that appeared the most. When there is not an
unique maximum the sample is labeled as undetermined. Table 2 shows the
number of samples annotated per category. For continuous annotation, the final
label is the mean of all the annotations.

Table 3. Inter-evaluator agreement. Free-marginal Kappa and Percent of overall agree-
ment were calculated for categorical annotation. Cronbach alpha coefficients were com-
puted for continuous annotation, Valence, Activation, Dominance.

Categorical Categorical v A D

Kappa Overall
Positive Session 0.2265 0.3443 0.6671 0.7045 0.6480
Negative Session 0.2496 0.3493 0.5765 0.6667 0.6029
Mean 0.2380 0.3468 0.6218 0.6856 0.6254

7 Classification and Regression Experiments

We extracted 6,552 acoustic features per instance using openEAR [0], see Ta-
ble 4. For emotion primitives we performed a feature selection process based
on a wrapper algorithm that evaluates features subsets using Regression Sup-
port Vector Machines and a Linear Forward Selection searching method. We
ran this algorithm in a Fixed Width modality [26]. For emotion categories we
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Table 4. Acoustic Features used for classification and regression tasks

Feature Type # of Features Feature Type # of Features
LOG Energy 117 Zero Crossing Rate 117
Probability of Voicing 117 F0 Contour 234
MFCC 1,521 MEL Spectrum 3,042
Spectral Energy in Bands 469 Spectral Roll Off Point 468
Spectral Flux 117 Spectral Centroid 117
Spectral Max and Min 233 Total 6,552

Table 5. Classification and regression results. F-measure was calculated for categori-
cal classification and Pearson’s correlation coefficient was calculated for emotion prim-
itives estimation. The Sel. Feat. column shows the selected features for 4 classes/7
classes/Valence/Activation/Dominance

Instances Sel. Feat. Classes Categorical V A D

1,764  2,465/17/24/16 4 0.508 0.6152 0.7246 0.6676
2,040  2,622/13/39/29 7 0.407 0.6146 0.7349 0.6744

performed a feature selection process based on Cfs Subset Evaluation using a
genetic searching method [26]. In Table 5 we can see the number of selected
features. We made experiments with seven (Undetermined, Doubtful, Annoyed,
Motivated, Nervous, Neutral, Confident) and four (Doubtful, Motivated, Ner-
vous, Confident) classes. For categorical classification we used a Support Vector
Machine algorithm and evaluated with 10-fold cross validation. As expected, re-
sults were slightly better using four classes. For continuous estimation, Valence,
Activation and Dominance, we used Support Vector Machine for Regression. As
in previous experiments we have performed with other databases [T6/I8/17], it
was more difficult to estimate Valence, and easier to estimate Activation.

8 Conclusions

The creation of this database, gives us the possibility of further research on
speech automatic emotion recognition and other studies related to the analysis
of emotional speech. Given that it is annotated with emotion categories and emo-
tion primitives, it offers to the research community in this field, the possibility of
more complete studies in continuous space, field that is growing in importance
lately [12], and enable comparison with categorical classification. By means of the
experiment we mounted to acquire emotional speech we got valuable emotional
data and learned about how to interact with children in this type of experimen-
tal setting. We think that its application was successful in general. However,
the inter-evaluator agreement was lower than expected. On the other hand, it is
good to have a high number of human evaluators; this opens the possibility of
selecting the best evaluators and improve the agreement. These difficulties are
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examples of the high subjectivity of the task. The emotional content was not as
diverse as we expected. This corpus is strongly unbalanced, with few samples
of some classes. Classification and regression showed similar degree of difficulty
than in other continuous annotated databases as VAM and IEMOCAP.
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Abstract. One’s mood influences one’s inclination to either rely on
one’s current beliefs or search for different ones. Since mood may reflect
one’s failures and achievements from interacting with the environment,
perhaps this influence is working to our advantage.

We propose a simple agent architecture, where the behaviors of learn-
ing from or teaching other agents are dependent on the agent’s current
mood. Using a particular multi-agent scenario, we demonstrate how this
approach can lead an entire group of agents to learn a structured concept
that was unknown to any of the agents.

1 Introduction

It is currently accepted that emotions and moods influence human reasoning,
belief management, and decision making, in ways that are often advantageous to
the individual (see, e.g. [4[7]). In the field of Affective Computing [10], researchers
have been using this assumption to design systems and agents that are more
successful in their interactions with users (see, e.g. [12]), or in the performance
of specific tasks (see, e.g. [1118]).

Note, however, that the advantageous nature of some affective phenomena is
relatively faint or even questionable. One such phenomenon is how one’s mood af-
fects one’s preference to either rely on one’s current beliefs or search for different
ones [5]. This may be advantageous if the current mood reflects the appropri-
ateness of the beliefs at stake, but a person’s mood may often reflect situations
that are unrelated to the matter at hand, or situations that are not salient at
the present moment [3].

Our hypothesis, in this paper, is that a simple model of the bias provided by
the mood, in a multi-agent system, can be sufficient to lead the agents to learn
the optimal way to perform a given task. From the verification of this hypothesis
we can conclude that this influence of mood may indeed be advantageous for
artificial agents.

The problem faced by the multi-agent system is to discover the optimal way
to execute a given task. More concretely, every agent must learn how to execute
the task in the way that maximizes the likelihood of achieving successful results,
and there is no feedback informing the agent why an execution succeeds or fails.

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 72-80, 2011.
© Springer-Verlag Berlin Heidelberg 2011



“Should I Teach or Should I Learn?” - Group Learning 73

Agents may decide to ask for advice from other agents who, in turn, may or may
not give advice.

In Section Pl we review the influence of mood in behaviors of assimilation and
accommodation. In Section [3 we describe the type of problem that we consider
for a multi-agent system, and our approach to addressing it. Next, in Section (]
we discuss the results obtained from testing our approach in the “Doors and
Keys” scenario. Finally, in Section [Bl, we present some concluding remarks.

2 Assimilation versus Accommodation

Clore and Gasper’s processing principle [3] claims that, when one is engaged in
solving a problem or accomplishing a given task, feelings can provide feedback
on one’s respective performance. Feelings of negative emotions, such as sadness,
may be interpreted as failure feedback and one is lead to disbelieve one’s beliefs
and techniques used so far, and search for new information. On the other hand,
feelings of positive emotions, such as happiness, may be interpreted as success
feedback and one is lead to strengthen one’s current beliefs and stereotypes. The
authors refer to experimental research supporting this phenomenon.

In the work presented by Fiedler and Bless [5], the authors cite Piaget [,
who distinguishes two modes of cognitive behavior, that can be summarized as
follows:

Assimilation. In this mode, one assimilates the stimuli into one’s own struc-
tures. One actively elaborates, relying on one’s knowledge. One is curious
and not cautious and makes active inferences under uncertainty.

Accommodation. In this mode, one reacts reliably to external demands or
threats. One “sticks to the stimulus facts” and updates one’s own structures
to accommodate external requirements.

Consistently with the processing principle, Fiedler and Bless claim that: Posi-
tive affective states (in particular, positive moods) facilitate active generation
(input transformation, inference, productive thinking, creativity), and trigger
assimilation; Negative affective states (in particular, negative moods) facilitate
conservation (to keep record of input from outside or from memory), and trig-
ger accommodation. The authors explain that these effects do not correspond
to superficial response tendencies, but rather to genuine effects on memory and
internal beliefs, and present extensive empirical evidence for their claims [5].

In consonance with these theories, Forgas [6] also explains that, while negative
moods facilitate questioning and weakening of beliefs, positive moods facilitate
reliance on existing beliefs.

We point out that, when the experienced moods are actually caused by failures
and successes in the performance of tasks, this mechanism may sometimes be
useful to the individual: One may become biased to prefer new beliefs when
one’s own beliefs have led to failure, and to rely on one’s own beliefs when they
have led to success. Thus, by transmitting more or less confidence, moods may
sometimes serve as a guide to keeping beliefs that lead to more successful results.
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In essence, while positive moods promote reliance and usage of current belief
systems, negative moods promote updating, preventing the individual from los-
ing reality. Fiedler and Bless consider the coordination of these two modes “an
important aspect of affective-cognitive behavior regulation” [5, p. 165].

3 Problem and Approach

As discussed in Section [l negative moods may reflect insecurity and conve-
niently promote belief change, while positive moods may reflect confidence and
conveniently increase resistance to belief change. This convenience, however, is
far from guaranteed because, even when one’s mood is a fairly good indicator
of one’s confidence regarding the task at hand, it is not enough to identify pre-
cisely which beliefs are advantageous/disadvantageous with respect to that task.
So the question arises:

Is this mechanism advantageous to human beings?

We do not make any claims regarding humans, but we hope to shed some light
on this question, by addressing an analogous question with respect to artificial
agents.

We consider the problem of a group of agents with the goal of learning the
best way to execute a task or action (henceforth called target action). Every time
an agent tries to execute the target action, the only feedback the agent receives
is whether the action succeeded or failed. The failure or success of an attempt
depends on the agent’s beliefs, more specifically on how the agent believes the
action should be executed. Note, however, that results are not deterministic,
that is, executing the action the same way (i.e. using the same beliefs) does not
guarantee the same result. Consequently, what an agent’s beliefs determine is the
likelihood of obtaining successful results, and the agent’s aim is to adjust those
beliefs in such way that maximizes that likelihood. What makes this problem
challenging is the fact that, when an execution fails or succeeds, the agent does
not know which beliefs are responsible for that failure or success.

Notice that this problem is not new, in AI. We can say that the multi-agent
system is faced with the problem of learning a concept that is composed of several
beliefs, and executing the target action corresponds to testing those beliefs, to
some extent. We can also particularize it to the problem of classification in
machine learning, where an agent’s beliefs define the classifier, and executing
the target action corresponds to testing that classifier with a given instance.

The approach we use, for this problem, is inspired by the influence of mood on
behaviors of assimilation and accommodation. Next, we describe this approach
in more detail.

Every agent has a variable representing its mood. The mood of an agent is
affected by the results of executing the target action in the following way:

— A failure decreases the agent’s mood;
— A success increases the agent’s mood.
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In turn, an agent’s mood affects its behavior in the following way:

— The lower the mood, the higher the probability that the agent will ask for
advice from another agent (when given the opportunity);

— When asked for advice, the higher the mood, the higher the probability that
the agent will give advice.

When an agent asks for advice from another agent who, in turn, decides to give
it, the first one changes one or more of its beliefs to accommodate one or more
beliefs communicated by the second agent.

Thus, low mood leads to more learning and less teaching, while high mood
leads to more teaching and less learning. This is obviously inspired by the phe-
nomenon described in Section 2k Low mood leads to less confidence and more
belief change (typical of accommodation), while high mood leads to more confi-
dence and less belief change (typical of assimilation).

In essence, agents can play the roles of teachers and/or learners and, hopefully,
those who teach are more likely to have more adequate beliefs than those who
learn. Note, however, that the beliefs that are transmitted (from one agent to
another) are chosen randomly, because an agent never knows which beliefs are
adequate/inadequate.

When an agent’s mood is considerably low, it is a good indicator that its beliefs
are mostly inadequate, since they led to a large number of failures. Our approach,
for these situations, is to apply a spontaneous change of beliefs, simulating a
radical behavior of accommodation. More concretely, the agent changes its beliefs
to new random beliefs, before even seeking advice. This may be helpful in two
ways: a) It may cause an improvement in the agent’s beliefs (since they were
likely very inadequate); b) It may introduce variety of beliefs in the population,
very important when one or more useful beliefs are not present in any of the
agents.

Given the problem we consider, and the approach we propose (described
above), the question we want to answer to is the following:

Can a group of agents guided only by these simple rules effectively learn
and solve the problem?

We recall that solving the problem consists of learning the most adequate beliefs.
By most adequate beliefs we mean the beliefs that maximize the likelihood of
being successful in the execution of the target action.

We point out that we are not searching for the best or most effective ap-
proach in solving this problem. Nor do we claim that the approach we use is the
best in any way. Our goal is only to show that, by mimicking a simple affective
phenomenon (the influence of mood on behaviors of assimilation and accommo-
dation), and using no other learning algorithms or techniques, we can make a
group of agents learn, in the context of the described problem. Although out of
the scope of our work, if results are positive, it is a fairly good indicator that
the actual affective phenomenon can be advantageous to human beings.
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4 A Testing Scenario: “Doors and Keys”

In the previous section we describe the problem that is considered and our
approach to addressing it, inspired on an affective phenomenon. Our aim is to
show that this approach is sufficient to allow a group of agents to effectively learn
and solve the problem. In this section we present the results that we obtained
when tested this approach in a concrete scenario: the “Doors and Keys” scenario.

In this scenario we have a two-dimensional rectangular space populated by
two types of entities, all randomly placed at the start of the simulation:

Agents (represented by bugs). Each agent holds, as beliefs, a sequence of
digits that form a key (i.e. a combination). Agents randomly move through-
out the map and interact with other agents and doors as they meet them:

— An agent may ask for/give advice from/to another agent, depending on
its mood, as dictated by our approach (see Section B]). Giving advice
consists of changing one of the digits from the receiver’s key, to match
that digit in the sender’s key.

— Agents repeatedly try their keys on the doors they meet. As prescribed by
our approach (see Section[3]), failure causes the agent’s mood to decrease
and success causes it to increase.

Doors (represented by houses). These are fixed entities where agents can
try their keys. A key is successful on a door if and only if a certain digit has
a required value. The specific digit and value depend only on the door in
question, but the agents are unaware of this association (so that the problem
conserves the uncertainty discussed in Section 3.

In the context of this scenario, we measure the adequacy/fitness of a key as
the number of doors that key can open. A simulation ends successfully when all
agents find the master key, that is, the key that can open all doors (in other
words, the key with a fitness equal to the number of doors). We recall, however,
that an agent never knows the fitness of its key.

We implemented this scenario using the NetLogo tool [12]. Figure [I shows
the area of the simulation in an arbitrary state of its execution. The color of an
agent reflects its current mood (closer to green reflects a higher mood, closer to
red reflects a lower mood), and the number beside it corresponds to the fitness
of its key (unknown to the agents).

For the purposes of allowing the recreation of our experiments we now refer
to their specific parameterizations. The mood of an agent is a valuem € | —1,1][.
A success adds 0.3 x (1 —m) to the mood, while a failure subtracts 0.3 x (14 m)
from it. When the agent is given the opportunity, the probability of wanting
advice is approx. ((1 —m)/2)? and the probability of giving advice is approx.
((1+m)/2)%. A spontaneous change of beliefs occurs whenever the agent’s mood
drops below —0.8. Notice that all these settings follow the approach described
in Section [Bl

We consider a population of 40 agents, and two difficulty levels. The low
difficulty level has 5 doors and a key radix of 6 (i.e., keys have 5 digits, each
ranging from 0 to 5, resulting in 7776 possible combinations). The high difficulty
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Fig. 1. Snapshot of the simulation area in the “Doors and Keys” scenario

level has 7 doors and a key radix of 10 (i.e., keys have 7 digits, each ranging
from 0 to 9, resulting in 10’000’000 possible combinations).

After running the simulation 40 times, 20 for each difficulty level, we obtained
the results shown in Table [II This table shows, for each difficulty level, the
average and standard deviation of the number of ticks required for all agents to
learn the master key (the key that opens all doors). A tick corresponds to a step
of the simulation, where every agents perform one single action (e.g., to turn, to
move one step, to try one door, etc.).

Figure 2] shows the evolution of the fitness of the agents’ keys, in a typical
simulation at the high difficulty level. This particular simulation lasted 6366
ticks until all agents learned the master key (i.e. the key with fitness 7). The top
graph shows the evolution of the best key and the average of the keys, in the
population. The bottom graph shows the evolution of the percentage of agents
that have keys with low, medium or high fitness.
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Table 1. Number of ticks (steps) required for all agents to learn the master key

Difficulty Average Ticks Standard Deviation
Low 3577.4 775.3
High 73104 1930.9

Fitness of agents' keys
7.7 . besk
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Fig. 2. Evolution of the keys’ fitness, at the high difficulty level

It should be pointed out that, at the high difficulty level, sometimes the agents
are not able to learn the master key. This happens when the group of agents
rapidly learns a key that can open 6 of the doors (instead of all 7), before enough
variety is introduced among the agents’ beliefs. Because the agents have a high
mood and none of them holds the missing digit, they will not make the necessary
change of beliefs. This situation occurred in only about 2% of the times that
the simulation was run at high difficulty, so we considered it negligible for the
purposes of Table [l

With the exception of the rare occurrences described in the previous para-
graph, we observe that the entire group of agents is able to learn the most
adequate beliefs, thus solving this instantiation of the problem described in Sec-
tion Bl Even in the cases when the master key is not learnt, group learning
occurs, to a considerable extent.

From the results obtained in this scenario, we validate our initial hypothesis,
that a simple model of the affective phenomenon described in Section 2l may be
sufficient to lead a group of agents to learn a given concept.
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5 Conclusions

Humans can be led to behaviors of assimilation or accommodation as a con-
sequence of their mood. We propose the use of simple rules, inspired by this
affective phenomenon, in a multi-agent system that aims at solving a particular
class of problems. A mood variable is used, that reflects the agent’s failures and
successes, and behaviors of learning or teaching are dependent on this variable.
Using the “Doors and Keys” scenario, we have shown that this mechanism may
be sufficient to allow the agents to learn and solve problems of this type.

The class of problems we consider includes several known problems in Al,
such as the problem of classification in the field of machine learning. We do
not claim to have found the most effective approach, to these problems, only
an approach that works while capturing a human affective phenomenon with
simplicity. In addition, since we are simulating a human tendency, we hope our
results may shed some light regarding the possible advantageous nature of the
actual tendency in human beings.

This work is still preliminary. We believe our results may contribute in mo-
tivating the conception of agent architectures to incorporate artificial affective
phenomena. These phenomena may simultaneously help produce advantageous
behavior and human-like behavior.
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Abstract. For next generation human computer interaction (HCI), it
is crucial to assess the affective state of a user. However, this respec-
tive user state is — even for human annotators — only indirectly inferable
using background information and the observation of the interaction’s
progression as well as the social signals produced by the interlocutors. In
this paper, coincidences of directly observable patterns and different user
states are examined in order to relate the former to the latter. This eval-
uation motivates a hierarchical label system, where labels of latent user
states are supported by low level observations. The dynamic patterns
of occurrences of various social signals may in an integration step infer
the latent user’s state. Thus, we expect to advance the understanding
of the recognition of affective user states as compositions of lower level
observations for automatic classifiers in HCI.

Keywords: human computer interaction, annotation schemes, affective
state, multiparty dialog.

1 Introduction

Current human machine interaction only takes place on a crude explicit question-
answer level, whereas human human interaction is multifaceted, consisting of
manifold interactive feedback loops between interlocutors, comprising social com-
ponents, moods, feelings, personal goals, nonverbal and paralinguistic conversa-
tion channels and the like [I5]. In order to close this gap it is crucial for a
machine to perceive and understand the user’s current interaction and affective
state. Most of the research aiming towards recognizing the user’s state focuses
on the recognition of emotions [2], often the so called big six introduced by [3]
and [4]. However, it is not entirely clear what is meant by the word emotion
nor what types of emotion or states are relevant for human machine interaction.
Further, as stated in [9], traditional theory on emotion includes extremes experi-
enced throughout human lives that never occur in human computer interaction.

In this work, we elaborate on the set of labels, describing user dispositions
in HCT as introduced in [13]. These labels comprise categories of different com-
plexity: several are directly inferable (e.g. a subject is laughing), while others
are only accessible, when provided with context of the interaction — even for

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 81-90, 2011.
© Springer-Verlag Berlin Heidelberg 2011



82 S. Scherer, M. Schels, and G. Palm

human annotators. In this context, the aim of this paper is to connect simpler
observations to a higher level subject state by evaluating and revealing the pair-
wise coincidences of labels using t-tests. These coincidences and their dynamic
patterns of occurrences in turn support the idea that social signals can serve as
basic building blocks that help to infer the latent subjects’ state within HCIL.

The remainder of this paper is organized as follows: in Section [ the data
collection and the used annotation schemes are described. In Section Bl the
interconnection between the labels are evaluated and the results are discussed.
Finally, Section [ concludes.

2 The PIT Corpus of German Multi-party Dialogs

The data collection used for the evaluation is is the ” PIT corpus of German multi-
party dialogs” [I5/14], which is recorded using a WOZ approach. The scenario is
a restaurant search, which is composed of three dialog participants: two human
subjects (Ul and U2), discussing their choice of a restaurant, and one computer
(S) assisting them. This supporting system acts as an independent dialog partner
and only turns active when addressed by the main user Ul. The system S itself
acts as an independent dialog partner and becomes active as soon as the users
start to speak about the specified domain.

In Figure [I the utilized setup of the system and a typical scene of the in-
teraction is shown. Each dialog involves two human participants, who interact
with the system operated by the wizard. The system reacts to questions or gives
hints about possible restrictions or search queries.

The acquired corpus consists of 36 dialogs with 72 participants, between 19
and 51 years of age (on average 24.4 years); 31 of them female. The shortest
recorded dialog lasts 2:43 minutes, the longest lasted 18:24 minutes. For an
exact distribution of dialogs and dialog duration please refer to [14].

One of the challenges, dealing with unscripted and naturalistic interactions,
as available in the PIT corpus, is the lack of knowledge about the actual ground
truth of the participant’s affective states. In contrast to acted emotional data
it is not possible to fully control the behavior. On the other hand, this lack of
control provides naturalistic behavior of users while interacting with machines.
The available labels, developed in this work, for the naturalistic interaction data
are shown in Table [[l The annotations in this work are provided in different
levels: subject state, talk style, events, focus of user, and dominant dialog role.
These levels group similar categories used for the annotation: several of these
labels are directly inferable from the data, e.g. laughter or the different talk
styles. Others are more complex and require context of the conversation for the
annotator, such as the subject state. Additionally, in all layers the annotations
are temporal attributes and can be assigned with varying lengths and offsets.
Using this annotation approach, 15 out of the previously mentioned 36 dialogs
were annotated using the well known labeling tool ANVIL [6]. In order not to
introduce any bias, the annotators had to annotate the subject state layers of
the dialogs in first screenings before knowing about the objective layers. Each
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wireless audio

Fig. 1. Schematic view of the Wizard-of-Oz recording setup. The primary user marked
as Ul interacts with the secondary user U2 and the System S. The wizard is located
in another room and receives real time input from camera C4, and microphones M1
and M2. The subjects receive audiovisual output from the speakers Sp1-2 and from the
screen of S. Camera C1 records the face of Ul directly and cameras C2-3 record the
scenery. The figure is adapted from [I5]. On the right side, a typical scene taken from
a recording from all three different camera angles is shown.

lower level was then annotated separately in consecutive annotation runs. The
distribution of labels over the dialogs and subject roles is listed in Table 2l
Additionally, the average durations and the standard deviations are listed there.
Further, alongside the listed labels, the focus of attention and the actual gaze
direction of the primary subject was annotated and analyzed [16].

3 Evaluation and Discussion

In the following three labels, namely interested, positive acceptingﬂ, and negative
labeld] are statistically analyzed in order to find significant correlates between
the lower and higher levels.

In order to measure the coincidence of the simpler annotations with the sub-
ject state, the relative overlap of these lower level labels with the subject state
was measured for all the annotated dialogs. The relative overlap r is calculated
as the overlapping length o of the lower objective label with respect to the length
of the subject state annotation I: r = ¢ € [0,1]. The result is evaluated using

1 An offer or suggestion of the system is perceived positively by the subject.
2 All negative subject states combined, i.e. uninterested, embarrassed, impatient,
stressed, negative accepting, disagreement.
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Table 2. Number of occurrences and durations of labels for user Ul and U2. All four
annotation layers are listed with their respective labels. The durations are listed in
seconds.

Subject state Avg. Length Std. Deviation Duration Occurrences

U1l U2 U1l U2 U1 U2 U1l U2
Interested 131 135 11.0 11.5 4012.6 3599.2 306 266
Uninterested 114 119 4.5 8.1 91.2 261.7 8 22

Surprised reacting 6.6 4.7 7.6 2.4 159.1 329 24 7
Embarrassment 9.4 9.4 7.5 7.0 366.4 103.2 40 11

Impatient 7.6 5.6 6.5 4.5 175.2 90.2 23 16
Stressed 5.8 3.5 2.7 2.3 69.5 7.0 12 2
neg. accepting 4.9 5.1 4.0 3.3 173.0 111.5 35 22
pos. accepting 6.1 6.1 5.0 4.7 904.5 725.9 149 119
Disagreement 5.5 9.3 3.4 5.1 82.9 102.0 15 11
Talk style

Commanding 4.1 4.8 2.5 4.2 252.8 124.6 61 26
Off-Talk 10.3 9.9 6.7 6.0 2277 1389 22 14
Ironic 5.4 4.0 4.9 2.8 75.2 56.0 14 14
Explaining 8.5 5.0 7.5 3.6 1296.7 474.9 153 95
Active Listening 9.1 14.2 5.7 15.6 2731.5 4071.9 299 287
Question 4.3 4.4 2.5 4.3 595.6 352.0 137 80
Thinking 4.5 4.6 3.2 2.4 90.7 684 20 15
Reading 96 n/a 53 n/a 105.2 n/a 11 n/a
Event

Laughs 3.2 2.9 1.5 1.7 352.9 306.8 112 107
Silence 9.0 9.3 7.2 9.4 135.1 74.6 15 8
Exciting Moments 7.1 3.7 7.5 1.4 56.5 14.8 8 4
Topic Shifts 2.1 2.1 1.3 1.3 21.2 21.2 10 10
Waiting 4.8 8.0 3.5 5.1 135.7 88.4 28 11
Dom. dialog role Average Standard dev. Duration Occurrences
User Ul 10.9 11.2 1460.4 134
User U2 7.7 5.0 271.2 35
System S 10.5 4.8 1988.3 189
Eq. Active 18.8 15.6 1765.2 94

Eq. Passive 10.7 6.6 363.0 34
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box plots where brackets with * or ** indicate significant (p < .05) and highly
significant (p < .01) differences in the overlaps calculated using paired t-tests.
The boxes denote 50% of the data and the median value is shown as the middle
line of the plot. Whiskers include 1.5 times the standard deviation of the data
and outliers marked as crosses are further away from the median.
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Fig. 2. Comparison of the relative overlaps for the subject states interested, positive
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Fig. 3. Comparison of the relative overlaps for the subject states interested, positive
accepting and negative labels of the users Ul with the dominant dialog role annotations

In Figure [2 it is seen that the focus of attention towards the system dif-
fers significantly over the three targeted subject states. In detail, Ul is labeled
significantly (p = .003, (D) more as focusing on the system while he is labeled
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as interested contrary to negative labels. Further, he significantly (p = .031,
@) focuses the system more while interested in contrast to the label positive
accepting.

In FigureBl the dominant dialog role annotations are compared to Ul’s subject
states: if the system takes over the dominant role in the conversation, highly
significant support for the state interested is found (vs. positive accepting p =
.001, D; vs. negative labels p < .001, @). It is also seen that if all participants
are equally active in the dialog the state positive accepting is significantly (p =
.043, ®) overlapped to a higher extent.
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Fig. 4. Comparison of the relative overlaps for the subject states interested, positive
accepting and negative labels of the users Ul with the talk style/utterances of user Ul
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Fig. 5. Comparison of the relative overlaps for the subject states interested, positive
accepting and negative labels of the users Ul with the two most frequent Ul related
events (laughs and waiting)
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Fig. 6. Comparison of the relative overlaps for the subject states interested, positive
accepting and negative labels of the users Ul and U2

Single turns, utterances or paralinguistic cues of subject Ul can be investi-
gated in Figure[dl It is seen that the overlap for active listening, including many
feedback and back-channeling utterances and paralinguistic cues, such as "um”,
or "hm”, is highly significantly larger for the state of interested as opposed to the
other two categories (vs. positive accepting p = .001 , (D; vs. negative labels p <
.001, @). Further, the amount of overlap with respect to the talk style explaining
for positive accepting is significantly higher compared to interested (p = .028,
®). The overlap of questions posed is not significantly higher if the user is in-
terested, whereas the annotations of commanding ares significantly overlapping
more with the negative labels as with the two other categories (vs. interested p
= .012, @; vs. positive accepting p = .019, ®).

Additionally, Figure [f] allows the examination of the relevance of the labels
subsumed in “events” for the identification of the user’s state in the interaction.
Laughter overlaps significantly more in the state of positive accepting as opposed
to the negative annotations (p = .012, ) and highly significantly more in
contrary to interested (p < .001, @). This finding supports the idea that Ul
is commenting positively perceived suggestions with a surprised or pleased smile
or laughter. Further, the overlap of laughs with the negative labels in comparison
to interested is significant too (p = .018, ). Figure[lalso shows that the relative
amount of overlap of the annotation of waiting with negative subject state labels
is significantly higher than the one for positive accepting (p = .046, @).

In Figurelfl a comparison of the subject state of Ul to the one of U2 is shown.
The labels interested and positive accepting correlate between both users forming
some sort of common interactional state. The relative overlap of the interested
state of U2 with the state of interested of U1 is significantly higher (p = .022, D)
than the negative label overlap and highly significant (p = .001, @) for positive
accepting. Further, if Ul is in the state of positive accepting we can observe
significantly higher overlaps for the subject state positive accepting of U2 (vs.
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interested: p = .017, 3®); vs. negative labels p = .010, @), which indicates some
sort of mimicry behavior of U2.

4 Conclusions and Future Directions

This paper links the different categories of labels, first introduced in [I3], in
order to reveal the dynamics of patterns and correlations among them. These
annotations are grouped in various sets combining labels of similar character,
i.e. subjective user state labels, as well as coarse and fine grained observations,
such as dialog roles or laughter (compare Table [I]), arranged in a hierarchical
structure. The analysis revealed several significant dependencies between the
subjectively annotated user’s state and the low level observations (i.e. social
signals, etc.). These dependencies support the hierarchical approach that social
signals and the patterns in which they can be observed can serve as basic building
blocks that help infer the current users’ interactional state.

These dynamic multimodal patterns could now in turn be used to automati-
cally detect the user’s state: Work, such as [I0/12], have for example shown that
it is possible to recognize laughter in naturalistic conversations, or in [8] head
poses and the focus of a subject is recognized. These automatic detection for
the lower level observations could now be integrated in hierarchical classifica-
tion approaches. The inherent temporal structure of this application demands
classifiers that are able to incorporate these dynamics, such as hidden Markov
models or echo state networks. Further, such a hierarchical architecture needs
to be robust with respect to uncertainty and possible sensory outage or failure.

The proposed annotation approach, however, is not exhaustive and extensions
are straightforward. In [I6] for instance it has been shown that voice quality can
be used to infer the affective state of the speaker and [11] shows the capability to
automatically recognize it. Additionally, the subject state layer comprising the
so called conversational dispositions is not compulsory, but could in principal be
exchanged by other schemes, such as dimensional affect annotations.
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Abstract. This study investigates the emotion-discriminant ability of
acoustic cues from speech collected in the automatic computer tutoring
system named as Auto Tutor. The purpose of this study is to examine
the acoustic cues for emotion detection of the speech channel from the
learning system, and to compare the emotion-discriminant performance
of acoustic cues (in this study) with the conversational cues (available
in previous work). Comparison between the classification performance
obtained using acoustic cues and conversational cues shows that the
emotions: flow and boredom are better captured in acoustics than con-
versational cues while conversational cues play a more important role in
multiple-emotion classification.

Keywords: Speech, Emotion detection, Acoustic features, Human-
computer interaction, Auto Tutor.

1 Introduction

The interest of researchers in the field of human-computer interaction (HCI)
has been developed to build more effective, user-friendly, and intelligent appli-
cations [T2IB56I7]. Computer tutoring system with user emotion detection
is one of the focuses. Researchers extracted multiple cues to recognize users’
emotion. One of the computer tutoring systems is ITSPOKE[I]. The ITSPOKE
group collected features including the acoustic-prosodic (pitch related, energy
related, duration, speaking rate, pause-duration, and number of internal silence)
and the lexical (i.e., manually transcribed or recognized speech) features to pre-
dict three emotion states (negative, neutral, and positive) of the users. Their
result, in general, showed the lexical features yielded higher predictive utility
than acoustic-prosodic features [1J.

Another computer tutoring system, Auto Tutor, developed by the University
of Memphis involved multiple channels [2] to detect the learners’ emotion, such
as facial expression, body gesture [0, and speech [6]. In the speech channel, the
features they used were the conversational cues, which consist of five aspects of
information: temporal, response, answer quality, tutor directness, and tutor feed-
back (more details in Section [). However, no work has been reported involving

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 91-100, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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the features of acoustics from the speech channel. Acoustics have been reported
to carry rich emotion information in speech and well studied for emotion recog-
nition [I4I8J9IT0]. This motivated the study to investigate the performance of
acoustic cues from speech in learner’s emotion detection of Auto Tutor. In this
paper, we use the same speech data and methodology as that in the work us-
ing conversational cues for emotion detection of Auto Tutor [6] and compare
the performance of acoustic cues working in emotion detection with that of the
conversational cues. In addition, Sequential Floating Forward Selection (SFFS)
is applied as extra study on the acoustics for feature selection and the selected
features was evaluated and examined to provide more detailed analysis of the
acoustic features in emotion detection of Auto Tutor HCI.

2 Data

The speech data used for this study was provided by the Auto Tutor system
from the University of Memphis [II] (UM data). The UM data contains the
recordings of 30 users’ (15 females and 15 males) dialog when they were learning
with Auto Tutor. UM data covers seven emotions including ‘neutral’, ‘boredom’,
‘confusion’, ‘flow’, ‘frustration’, ‘delight’, and ‘surprise’. ‘Neutral’ was defined as
no emotion or feeling. ‘Boredom’ was defined as being weary or restless through
lack of interest. ‘Confusion’ was defined as a noticeable lack of understanding.
‘Flow’ was a state of interest resulting from involvement in an activity. ‘Frus-
tration” was defined as dissatisfaction or annoyance. ‘Delight’ was a degree of
satisfaction. And ’surprise’ was wonder or amazement, especially from the un-
expected [I1]. These emotion categories were labeled by the user himself/herself
(i.e., self-evaluation) through reviewing the recorded video of their learning in-
teraction procedure after the learning session. The number of utterances with
emotion labels is shown in Table [l

Table 1. Number of samples of UM database

Emotion neutral boredom confusion flow frustrationdelight surprise
No.samples 277 268 319 348 204 78 17

To make a balanced classification and equivalent comparison, this study ex-
cluded emotions ‘delight’ and ‘surprise’ in the analysis with the following rea-
sons: 1) the number of samples in emotion categories ‘delight’ and ‘surprise’ is
considerably smaller than that of other emotions, which could cause a bias in
classification evaluation; 2) the comparable work in [0] excluded the two emo-
tions for the same reason. Therefore, the dataset in this analysis consists of
1416 samples from 30 speakers in five emotion categories: ‘neutral’; ‘boredom’,
‘confusion’, ‘flow’, and ‘frustration’.
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3 Features

The acoustic cues used in this study consist of two features sets, glottal wave-
form features and a feature set including the prosodic, spectral, and other voice
related features (e.g., probability of voicing, jitter, and shimmer). The glottal
waveform provides a representation of the shaping of the volume velocity of air-
flow through the vocal folds during voiced speech. Research has shown that the
glottal waveform dynamics can play an important role in voice characterization
[OTOIT2IT3IT4]. Fig. [ shows an example of the glottal waveform (Fig. (b)) and
glottal waveform derivative estimate (Fig. [I(c)) for one cycle of voiced speech
(Fig. @l(a)). One total cycle (T'C') consists of an open phase (O) and closed phase
(C). The open phase is divided into an opening phase (OP) (i.e., abduction)
and closing phase (CP) (i.e., adduction). The opening phase may sometimes
be further divided into the length of the primary opening (7,1, i.e. OP) and a
secondary opening (7Ty2). The distinction between T,; and T,o is marked by a
an increase in the slope during the opening phase (i.e. smaller slope for (7,1,
larger slope for Ty2).

The extraction of the glottal features for each speech utterance was processed
in four steps [10]: (1) each utterance was divided into frames four pitch periods
long for feature extraction purposes (2) glottal closure instants (GCI’s) were
obtained using the DYPSA algorithm [I5] on each frame (3) glottal waveform
estimates were obtained for each frame using the Rank-Based Glottal Quality
Assessment (RBGQA) algorithm [16], which iterates around approximate loca-
tions of GCI’s to find the optimal analysis window position for deconvolution
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Fig. 1. Example of the time-based parameters extracted from the glottal waveform dur-
ing a single speech cycle. (a) One-pitch cycle of speech (b) Glottal waveform estimate
(c) Glottal waveform derivative.



94 R. Sun and E. Moore I1

Table 2. Time-based glottal features extracted from the glottal waveform estimations
(see Fig. [

Abbr. Explanation Equation

0OQ1 (open quotient, from primary glottal opening) 0oQ1 = TOlTJrCCP
0Q2 (open quotient, from secondary glottal opening) 0Q2 = TO%I"CCP
AQ (amplitude quotient) AQ = g}

NAQ (normalized amplitude quotient) NAQ = g

ClQ (closing quotient) CclQ = Tg

OQa (open quotient based on Liljencrants-Fant model) OQa = 5¢ (.5, + Eld)
SQ1 (speed quotient, from primary glottal opening) SQ1 = ?"Ocl*

SQ2 (speech quotient, from secondary glottal opening) SQ2 = ?Pc%
QOQ (quasi-open quotient) [18]

via the covariance method of linear predictive analysis (LPA) (for simplicity,
an LPA order of 16 was used for all speakers) (4) for each frame, the 11 glot-
tal features ( the time-based nine features listed in Table P followed by two
spectral-based features described below) were computed using version 0.3.1 of
the APARAT toolbox [17]. All features were quantified using seven statistics
(i.e, the mean, median, minimum, maximum, standard deviation, range, and
inter-quartile) across all frames of an utterance to form the representation of
this utterance. The feature extraction produced 77 glottal waveform features.

Spectral-based features calculated by APARAT on the glottal waveform in-
cluded: DH12 (the difference in the first and second glottal formants, in dB [19])
and HRF (the Harmonic Richness Factor, in dB [20]). These parameters were
calculated as shown in Eq. [l and Eq. 2] where X(F0) is the spectral amplitude
at the fundamental frequency (F0), X(2*F0) is the amplitude at two times the
fundamental frequency, and X(f;) is the spectral amplitude in the it harmonics
(f1 is the fundamental frequency F0).

| X (FO)[”

DH12 = 101log X (2% FO)P’ (1)

Yo XU

HRF = 10log X2

(2)

Another set of energy related, spectral related, and other voice related fea-
tures were extracted using the openSMILE toolkit [2I]. The low-level descriptors
(LLD) are listed in Table[l Up to 39 functionals were applied to LLD to generate
4368 features [22)].

Based on the above, a 4445-dimensional acoustic feature set was created for
each utterance sample for all five emotion categories (excluding delight and sur-
prise) as listed in Table [l
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Table 3. openSMILE low-level descriptors (LLD)[22]

Energy Related Spectral Related Other Voice Related
Sum of auditory spectrum RASTA-style spectrum FO

Sum of RASTA-style filtered spectrum MFCC 1-12 Probability of voicing
RMS energy Spectral energy Jitter

Zero-crossing rate Spectral roll off point ~ Shimmer

Spectral statistics

4 Methodology

In the comparison work [6], the emotion states of speech data (UM data) were
labeled by four evaluators: the user himself/herself (i.e., self-evaluation), peer
(other user), and two trained judges. Based on the evaluator, seven sets of emo-
tion labels were generated: self-evaluation (the user evaluated himself/herself),
peer-evaluation (another user’s evaluation), two trained judges separately, agree-
ment shared between the two trained judges, agreement shared between more
than two evaluators (including self, peer, and the two trained judges), and agree-
ment shared between more than three evaluators (including self, peer, and the
two trained judges). Except for the self-evaluation label, other label sets are not
available in this study, so the comparison will focus on the experiments using
self-evaluation as the emotion label. The features used in the comparison work [6]
are 17 conversational cues from five aspects: temporal (e.g., duration, number of
topics, number of turns, etc.), response (number of words, number of chars, etc.),
answer quality (similarity to an expectation, the change in the similarity, etc.),
tutor directness (hint, prompt, correction, etc.), and tutor feedback (positive,
neutral, negative, etc.). The 17 features was reduced in dimension using Prin-
ciple Component Analysis (PCA). The reduced feature set were evaluated by a
list of classifiers in the WEKA environment [23], among which Adaboost.M1 is
the classifier yielded the highest accuracy rate for the self-evaluation label data.
The classification was conducted in two sets of experiments: multiple-emotion
classes and binary-emotion classes. The multiple-emotion classification including
5-classes (all five emotions) and 4-classes (‘neutral’ excluded); the binary classi-
fication is between two emotions: neutral and one from the other four emotions.
For each classification task, the number of samples in each class was forced to be
equal by randomly selecting N samples from every class (N is the smallest class’s
size). The classification for each experiment was repeated 10 times (trials) using
the balanced samples. The averaged result over 10 trails was the representation
of the classification experiment.

For the comparison purpose, this study adopted the methodology in [6]. Di-
mension reduction using PCA was conducted, followed by classification using
Adaboost.M1. However, due to the large difference in the dimension of features
(17 conversational cues vs. 4445 acoustic cues), additional feature selection (Se-
quential Floating Forward Selection - SFFS) was applied to the 4445-dimension
acoustic feature set. The selected features were evaluated by classification tasks
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using Adaboost.M1 classifier as well. AdaBoost.M1 is a boosting algorithm. It
improves the ‘weak’ learning algorithm by repeatedly applying it to different dis-
tributions or weighings of training samples and eventually forming a ‘stronger’
learning algorithm [24]. This classifier was chosen in this additional study be-
cause it was one of the classifiers yielded best classification result in D’Mello’s
work [6], and also it was evaluated in prior works to show more robust perfor-
mance compared with other learning methods [I]. The software WEKA [23] was
used for SFFS and Adaboost.M1 classification and MATLAB executed PCA to
create new feature sets with the 95% variation represented.

It should be noticed that acoustic features are speaker-dependent because they
capture the characteristics of speakers (e.g., gender and culture). To eliminate
the acoustic difference from factors other than emotion, speaker normalization
was applied to the data first. The equation for speaker normalization is shown
in Equation (@)):

fi,j — mean(f; ;)
st(fi;) ®)

where f; ; is the s, feature descriptor for speaker j across the samples of all
emotions and std refers to the standard deviation.

fig =

5 Result

The classification result is shown in Tabledl The classification results using PCA
(95% variation represented) are all approximately equal to the baseline (chance)
as shown in the row of ‘PCA95%variation’. While all classification accuracy rates
using SFFS are above chance (i.e, the baseline). The higher accuracy rate us-
ing SFFS than PCA implies that feature selection is benefit for large dimension
feature set. Therefore, the focus of result expression will be on comparing the
results using SFFS (instead of PCA) with D’Mello’s work [0]. From the multiple-
emotion tasks shown in columns ‘bclass’ and ‘4class’ of Table d the 5-class and
4-class ARs are lower than D’Mello’s results using conversational cues. However,
acoustic cues yielded higher (boredom and flow) or similar (confusion and frus-
tration) accuracy rate in all binary-emotion classifications between neutral and
emotional states (the rightmost four columns in Table H]).

Table 4. Comparison: Classification Accuracy Rate (AR) (%)

AR 5class 4class neutral vs. neutral vs. neutral vs. neutral vs.
boredom  confusion flow frustration

baseline (chance) 20.0 25.0 50.0 50.0 50.0 50.0

SFFS 24.9 31.6 69.1 61.8 66.6 64.6

PCA95%variation 20.1 24.9 47.3 54.2 50.5 52.6

D’Mello [6] 29.5 35.1 61.3 58.9 52.9 64.1
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Following the analysis in [0], the F-measure scores in Table [l were calculated
by dividing the doubled number of correctly classified samples (i.e., true pos-
itive) belonging to one class by the total number of samples of false positive,
false negative, and doubled true positive from the confusion matrix [25]. For
multiple-emotion tasks (5-class and 4-class), Acoustic cues outperform conver-
sational cues for flow, while conversational cues win in confusion and frustration
for both 5/4-class tasks. Neutral and boredom are distinguished from other emo-
tions with fairly similar scores using conversational cues and acoustics (26%, 25%
for neutral, and 32%, 32% for boredom) for 5-class. In the 4-class case, acous-
tics yield higher score in boredom. Considering 4 and 5 classes together, flow
exhibits the most acoustic separation, while the score using conversational cues
is the lowest. This could be explained that among the five emotions (including
neutral), flow (i.e., interest, engaged) is mostly an arousal related emotion [4].
Previous work showed that arousal degree (involvement) were captured more
using acoustic cues comparing using the degree valence (pleasant of emotion)
[26]. Therefore, the emotion flow, describing the involvement, has the largest
separation using acoustic cues and is captured by acoustics better than the con-
versational cues in this study. The F-measure scores for binary classification (the
rightmost four columns in Table[Bl) support the accuracy rate results (the right-
most four columns in Table H]). Acoustic cues yield higher (boredom and flow)
or similar (confusion and frustration) scores than conversational cues. And the
two scores in each binary classification is fairly balanced. The observation indi-
cates the distinguishing capability of acoustic cues working in detecting ‘flow’
and ‘boredom’ of the computer tutoring system.

Table 5. Comparison: F-measure scores (D: the comparison work [6], P: the present

work) (%)

F-measure 5class 4class boredom  confusion flow frustration

D P D P D P D P D P D P
neutral 26 25 na na 57 71 63 63 59 66 66 63
boredom 32 32 35 51 67 68

confusion 35 11 43 11 57 62
flow 13 48 33 66 54 67
frustration 35 6 41 0 63 66

To have a closer investigation on the performance of acoustic cues in distin-
guishing emotions, the binary classification between two emotional states was
also conducted and the result is shown in Table[6l The best performance is from
the pair of boredom and flow with the AR 71.4% while the lowest AR is 61.8%
from the pair of confusion and frustration. This is possibly caused by the fact
that the largest involvement separation is between the pair flow (i.e., interest)
and boredom (i.e., lack of interest) and the involvement, as described above, is
highly related with acoustics. The result in Table [6] shows that although confu-
sion and frustration failed in multiple-emotions classification (i.e., all 5-class and
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Table 6. Binary Classification Accuracy Rate (AR) between Emotional States (%)

AR boredom confusion flow
confusion 67.7

flow 71.4 65.8
frustration 63.4 61.8 68.5

4-class), they can be recognized with a over 61.8% AR in pair-wise classification
tasks. Confusion and frustration exhibit discriminant ability in acoustics.

Examining the selected acoustic features provides the details of which aspect
of acoustics works for emotion recognition in this study. The features selected
in all 10 trials for each experiment are listed in Table [l Pitch (i.e., F0) re-
lated feature was selected in all experiments. Comparing emotions boredom and
flow with the other two, more shimmer and spectral related features were se-
lected. The larger number of features selected for boredom and flow (mostly
from shimmer and spectral) can contribute to the better performance of the
binary classification of the two emotions.

Table 7. Features Selected using SFFS in All 10 Trials

5class 4class boredom confusion flow frustration

FO 1 1 1 1 1 1

jitter 1 1 1

shimmer 5 1

spectral 4 1 4

mfcc 1 1 1 1

energy 2

voicing 1 1

total 1 2 13 5 9 2

6 Discussion and Conclusion

This paper examined the acoustic cues in detecting learner’s emotion of Auto
Tutor system and compare the results with available work using conversational
cues [0] from the same dataset. The binary-emotion classification result is better
(for emotion boredom and flow) or comparable (confusion and frustration) to the
comparison work in [6]. This result reveals that the emotions: flow and boredom
are better captured in acoustics than conversational cues while conversational
cues play a more important role in multiple-emotion classification. These results
are related with the results delivered by the ITSPOKE group mentioned in Sec-
tion [l Their group studied the acoustic-prosodic features (part of the acoustic
cues in the present study) and lexical cues (part of the conversational cues in
[6]) from the user’s speech in the computer tutoring system ITSPOKE. Their
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results showed lexical cues outperformed acoustic-prosodic cues in distinguishing
negative, neutral, and positive emotions of users [I]. The emotion states in their
research are more distributed along the valence dimension (pleasant or unpleas-
ant) than the arousal (active or passive). While in the present study, boredom
and flow are emotions with extremely opposite degrees along the arousal dimen-
sion, for which the acoustic cues yield higher accuracy rate (AR).

The comparison work used Principle Component Analysis (PCA) for feature
selection and extraction on their 17 conversational cues. However, the PCA did
not work well on the 4445-dimension features set in this study (the AR was close
to the rate by chance). This could be possibly explained that the new dimensions
created by PCA representing the largest diversity of data, however, this diversity
may come from the inner-class of emotion itself instead of between-classes. Also,
the 95% variation PCA applied on 4445-dimension feature set still resulted in a
large dimension of subset comparing with the size of sample, which is not suitable
for classification. Therefore, the feature selection SFFS was required in this study
and was the focus in the comparison result. What’s more, the comparison between
acoustic cues and conversational cues is available only using the self-judgement
of emotion labels. More emotion-labeling strategies were employed in D’Mello’s
study and produced better recognition rate. This could be the improvement and
future work of the emotion detection using acoustic cues.
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Abstract. Affective Computing has always aimed to answer the
question: which measurement is most suitable to predict the subject’s
affective state? Many experiments have been devised to evaluate the re-
lationships among three types of variables (the affective triad): stimuli,
self-reports, and measurements. Being the real affective state hidden,
researchers have faced this question by looking for the measure most re-
lated either to the stimulus, or to self-reports. The first approach assumes
that people receiving the same stimulus are feeling the same emotion; a
condition difficult to match in practice. The second approach assumes
that emotion is what people are saying to feel, and seems more likely.

We propose a novel method, which extends the mentioned ones by
looking for the physiological measurement mostly correlated to the self-
report due to emotion, not the stimulus. This guarantees to find a mea-
sure best related to subject’s affective state.

Keywords: affective computing, emotion, emotion model, video game,
stimuli, self report, physiology, affective triad.

1 Introduction

The problem of estimating the affective state of a subject raises the following
doubt: which measurement is the most suitable to predict the subject’s affec-
tive state? This problem is historically related to the Psychophysiology commu-
nity that, since the 50’s, investigated operationalization (i.e., the measurement
of a certain phenomenon) of psychological states from physiological variables.
Stern [I] defined Psychophysiology as: “any research in which the dependent
variable (the subject’s response) is a physiological measure and the independent
variable (the factor manipulated by the experimenter) a behavioral one”. Affec-
tive Computing has extended Psychophysiology works with new modalities (e.g.,
speech, posture, gesture, and facial expressions) to eestimate emotions. More-
over, Affective Computing leaked the experimentation outside the labs.
Researchers have coped with the afore mentioned problem by creating suitable
experiments where three fundamental types of variables have been manipulated
and/or measured: the stimulus received by the subject, the ground truth of emo-
tion (e.g., a priori hypothesis based on stimuli/task, expert judgment annotation,

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 101-110, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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or self report assessment), and the measure obtained from one of the available
modalities (e.g., physiology, posture, gesture, speech and facial expressions). We
call these factors the affective triad. The concept of affective state (or emotion)
has always been latent in the experiments since it is (and it will always be) a
hidden state that could never be measured directly.

Being the affective state hidden, researchers in Affective Computing have
adopted two main, conceptually different, approaches to find the measurement
that is most suitable to predict the subject’s affective state. The first approach
(we call it psychophysiology approach) is widely used in the psychophysiology
community and assumes that a given stimulus produces the same emotion for
everyone. Unfortunately, this assumption is not always valid since emotions are
individual mechanisms and different subjects might feel different emotions when
exposed to the same stimulus. One example is the IAPS database [2] that has
been quite criticized by the affective computing community due to its poor ability
to induce specific emotions. Other works by Kim et al. [3] and Broek et al. [4]
successfully adopted the psychophysiology approach. In all these examples, the
answer to our question is given by looking at the measure that best relates to
the stimulus. Self reports are used as a control mechanism.

A second approach is the one proposed by Yannakakis et al. [5] (we call
it preference learning approach), which considers as ground truth the users’
self-reported emotion between pairs of situations. Being emotion a subjective
state [6], only the subject itself has the epistemic authority to express it. Under
this assumption, the relationship between the observed measures and question-
naire answers is directly estimated, independently from the stimuli the subjects
received. For the sake of completeness we observe that in literature we find also
a third approach, proposed by Picard et al. [7] with guided imaginary experi-
ments. This approach assumes that emotions are individualistic processes, like
for preference learning. However, the solution proposed is to use only one subject
in the experiments and leaving the choice of a stimulus (e.g., a picture) to the
subject in order to target a specific personal emotion (e.g., through a guided
imaginary procedure). These experiments aim at obtaining personalized models
and the results cannot be easily averaged through the population of individuals.

We propose a novel framework to answer the question of which measurement
is the most suitable to predict the subject’s affective state. With our method,
a new approach in between preference learning approach and psychophysiology
approach can be defined. We call this approach comprehensive approach. In par-
ticular, our framework allows to find measures (e.g., physiological features or
game metrics) that: (1) maximizes the dependence to the self report and (2)
minimizes the dependence to the stimulus. The first criterion supports the pref-
erence learning assumption that emotion is an individual concept strongly related
to what people state to feel. The second criterion tries to avoid that the measure
depends directly from the stimulus that subjects is receiving.

The combination of these two criteria gives the possibility to obtain a measure
that tends to be independent from the stimulus given the subject’s affective
state, which we assume to be strongly related to self reports (and, therefore to
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the actual emotions). In this way, it is possible to exclude those variables that
are more related to the task itself rather than to the emotion. This is just what
affective computing needs: to discriminate the user emotional state rather than
the task that generates it.

We will introduce a model that allows: (1) to describe the affective process, (2)
to describe in a computational form the criteria that we want to maximize. This
model is an operative tool and it can be used to investigate different aspect of
emotion estimation problem stated in terms of the question: which measurement
is the most suitable to predict the subject’s affective state?

The rest of this paper is organized as follows: in Section[2lwe will introduce the
working hypothesis of the model, and we will formalize the emotion estimation
problem under the assumption made by the three approaches we mentioned:
psychophysiology, preference learning and comprehensive. In Section B we will
introduce the experimental setting under which this work has been done. In
Section ] we present the method that has been used to compare the different
approaches and, finally, in Section Bl we compare the results and draw some
conclusions.

2 The Working Hypothesis

In this paper, we propose a simple model of the affective interaction between a
person and an artificial entity (e.g., computer, car, robot). The minimal structure
of the model is depicted in Figure[Il Although being a simplified one, this model
is general enough to represent many different applications as well as laboratory
experiments that have been proposed in both Psychophysiology (e.g., Fridlund
et al. [§], Cacioppo et al [9]) and Affective Computing (e.g., Picard et al. [7],
Kim et al. [3] and Yannakakis et al. [5]) communities.

2.1 The Emotion and the Affective Triad

The majority of works proposed in literature makes use of three fundamental
variables: stimulus, self report, and a measure obtained from one of the avail-
able modalities (e.g., physiology, posture, gesture, speech and facial expressions).
The model we propose looks at these variables in terms of nodes in a Bayesian
Network. In addition to these variables we add a fourth one representing the
concept of affective state, or emotion (see Figure[I]).

Emotion E represents the emotional state of subject. It has a given domain
ranging on linguistic values, such as “excitation”, “boredom”, etc., or on con-
tinuous values, such as the Arousal-Valence plane. The emotion is also what
psychophysiologists have called psychological construct [9]. Understanding its
value is the goal of the investigation process typical of Affective Computing, so
it is what we aim to infer from the measurement of other data. E is not directly
accessible and it is considered to be a hidden variable: we assume that we cannot
observe directly its value.

Stimulus I represents a (possibly multi-modal) stimulus that the artificial
entity is able to produce, and that, hopefully, has some effect on the subject.
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v

Fig.1. A simple model of affective phenomena. Circles represent the variables and
arrows represent statistical dependences among variables.

Many methods have been used to stimulate the subjects. In mental workload
analysis researchers used tasks with an increasing level of difficulty [I0]. The
TAPS/TADS database has been widely used in multimedia scenarios [I1]. In
videogames, the typical stimulus is characterized by different versions of a game
for which a parameter is set to modify speed, complexity, or challenge in the
game [T25]1314].

Questionnaire Q represents the answers to one or more questions asked to
the subject to obtain an affective self report, during or, more often, after the
interaction. Emotion is a subjective state and only the subject has the epistemic
authority to express it (e.g., [6]). The principal way we can use to know what
emotion is felt by subjects is to ask them. Both absolute questionnaires (e.g.,
Likert [I5] or SAM [10]), and relative ones (e.g., two alternative forced choice [5])
have been used in Psychophysiology and Affective Computing.

Measure U is the effect of (possibly multi-modal) unintentional interaction
that is produced unconsciously by the subject and perceived by the artificial
entity, and it should not be the direct effect of the stimuli, but the reflection
of the emotional state on the subject. The Affective Computing community has
proposed a large amount of modalities from which U is computed: physiology,
posture, gesture, speech and facial expressions. See D’Mello et al.[I7] for a de-
tailed review.

A recent example applied to videogames field can be found in Yannakakis et
al. [18], where the stimulus I is represented by controllable features, the mea-
sure U is represented by physiological responses, and the questionnaire Q is
represented by differential questions about emotional states.

The model of Figure [l is characterized by a set of conditional independences
that are represented with arcs, according to the Bayesian Network formalism.
The relationship I — E represents the influence of stimuli on the emotional
state and it describes to what extent a particular stimulus can produce a specific
emotion. The evidence of the existence of this relationship comes from cognitive
studies [I9]. The relationship E — U represents the influence of emotions on the
measures; it is the subject of investigation in both Psychophysiology and Affec-
tive Computing. The relationship E — Q represents the influence of emotions on
questionnaire answers. Self reports have always taken a relevant position in emo-
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> @A
(b) % (c)

Fig. 2. The two possibilities of interpreting emotions to be related to stimuli (a) or to
self reports (b). (c) represent the complete set of relationships in the affective triad.

tion estimation problems since they are supposed to be related to the emotional
state EE more than any other variable.

2.2 A Formal Definition

The model we are proposing can represent the two assumptions stated so far
by the psychophysiology and preference learning approaches. The first assumes
U to be strongly related to I, while the second assumes U to be strongly re-
lated to Q. These two situations are depicted on our model in Figure 2] (a) and
(b) respectively. These assumptions lead to different answers to the question:
which measurement U is the most suitable to predict the subject’s affective
state? Researchers that are following the psychophysiology approach, case (a),
will look for a measure U that maximizes its dependence from I (Eqn. (), while
researchers that are following the preference learning approach, case (b), will
look for a measure U that maximizes the dependence from Q (Eqn. 2l):

U* = argmax||I — U]| (1) U* = argmax||Q — U] (2)
U U

where || X — Y]|| is a notation for the statistical dependence measure (e.g.,
represented by the correlation coefficient or x? from the Pearson test of inde-
pendence, or by the p of a Fisher’s exact test if the number of samples is low).
The comprehensive approach, Figure 2l(c), combines these two criteria by look-
ing for a measure U that minimizes the dependence from I while maximizing
the dependence from Q:

U* = argmax||Q — U|| — ||]I — U|| (3)
U

In practice, U should be the measure that is more dependent from Q and at
the same time less dependent from I.

The presented framework can be used in any affective computing experiment
where stimulus I, measure U, and self report questionnaire Q are present. In
the following sections, we present an example of a practical application of the
proposed methodology.
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3 Applying the Model: A Case Study on Videogame

The objective of our case study is to determine which is the best measure, either
derived from physiological measurements or video game logs, to predict sub-
jective preference among different gaming conditions by means of the criteria
expressed by Eqn. Il 2] and Bl We use the dataset from the experiment reported
in [I3] where the reader can find a thorough description of the experimental
protocols. The experiment was originally devised to test the preference learning
approach in the estimation of subject’s preference while playing a car racing
game (TORCS), thus preference learning is briefly described while presenting
the experiment; interested readers could find a more detailed description in [5].
The rest of this section aims to explain how the proposed approach to the inves-
tigation of the model and its features is operational and enables, on real cases,
quantitative evaluations.

The experiment is characterized by a binary stimulus I, encoding two cogni-
tively different aspects for the subject and universally identifiable: I = {A, B}.
On a simple oval track, each of the 75 subjects enrolled in the study raced
against one player. As stimuli, we used two gaming conditions with different
levels of challenge: a situation where the expertise of the opponent is the same
as subject and another situation, where differences in ability are so high that we
expect player get bored. In the last variant, the opponent is challenging and this
resulted to be the most preferred situation.

Preference learning is based on differential measures obtained after the pre-
sentation of two stimuli Iy and Is performed at subsequent times. Moreover, in
order to avoid any ordering effect, we stimulated the subjects with all the possi-
ble stimulation sequences that, in this case, are two: AB or BA. Therefore, we
can rewrite our stimulus as: I = {AB, BA}, semantically related to the increase
or the decrease of challenge.

At the end of a stimulation sequence we asked the subjects to report their
emotional state in a differential way. We asked them whether the first stimulus
in the sequence was preferred to the second one (this situation is represented as
I > Iy). The admissible answers are therefore two: Q € {1,0}, where 1 means
“yes”, i.e., I} > I, and 0 means “no”, i.e., Iy < I». The “obvious” assumption
is that subjects select one or the other answer according to which of the two
stimuli in the sequence had produced the most appreciated affective reaction.

Finally, we extracted from game logs and physiological signals the measures
upon which we would like to predict subject’s preference. The physiological mea-
sures are some statistics (e.g., mean and variance) computed from blood volume
pulse (BVP), galvanic skin response (GSR), respiration and skin temperature
(see [13] for a detailed list). Game log features are derived from: actions (e.g.,
accelerator, brake, and steer commands), space (e.g., distance between oppo-
nents, angle between the car and the circuit route, and distance from the center
of the roadway), and performance (e.g., number of overtakes, speed, and lap
time) similarly to what reported in [20].

In order to keep the analysis simple, we use a linear preference learning model
with only one feature at a time. It uses a differential measure AU = U; — Uy by
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Table 1. Variables in the affective triad and their values

Stimulus I Measure U Questionnaire Q
I AB UAU>0 @ 0
~1 BA ~UAU<0~Q 1

considering the difference between the value of the measure of interest U during
the first and the second stimuli of a sequence, respectively. Therefore, AU can
assume only two values AU > 0 or AU < 0.

Table Bl summarizes the variables characterizing the affective triad described
in this section. We introduced the notation {I,~ I'} to represent the increment
or decrement of challenge, the notation {U,~ U} to represent the positive and
negative value of the variable U, and {Q,~ @} to represent the values {0, 1} of
Q. Please notice the different representation of the variable, e.g., I, and its value,
e.g., I. Moreover, the mapping between the symbols (e.g. I U and @) and their
semantics (e.g., AB AU > 0 and 0) does not influence the analysis: we could
have chosen the opposite notation (e.g. I = BA or QQ = 1) for one or more the
variables and the result would not have changed since we have binary variables.

4 Methods

Having defined the experimental settings in terms of stochastic variables, the
method we used to compare the influence of each measure is represented by the
correlation coefficients ||Q — U]|| = x4y and [T — U|| = xfy- The goal is to
identify the measure U* among all the extracted measures that satisfies one of
the criteria expressed by Eq. [l B, and Bl

In order to compute XQQU and X%U we started by considering the joint dis-
tribution P(I, U, Q), presented in Table [ (a). Then, we considered the three
contingency tables associated to I — Q , I — U and Q — U presented in
Table 2l (b), (c), and (d), respectively. The dependence I — Q does not change
over different U and does not influence the criteria of Eq. [0l Bl and [B], however
it is useful for control purposes.

The Y2 values are obtained by considering: the degree of freedom of the test
DF = (R—1)*(C—1) where R is the number of levels for the first variable and C
is the number of levels for the second variable (in our case DF = (2—1)%(2—1) =
1); the expected frequencies E, . = (n, *n.)/N, where n, is the count for level
r of first variable (i.e., count of row r), n. is the count of level ¢ of the second
variable (i.e., count of column ¢) and N is the total number of samples; tests
statistic x2 = > el(Ore— E..)?/E,]; p—value as the probability of observing
the sample statistic as extreme as the test statistic.

If the number N of sample is low, it is better to use the Fisher’s exact test
instead of a Pearson x2 test of independence. Moreover, it is important to no-
tice that we are using such analysis to numerically evaluate the strength of the
statistical dependence between the considered variables and not to determine if
such variables are independent.
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Table 2. (a) represents P(I, U, Q). Each cell n; counts the samples that correspond
to the values of the variables I, U, and Q. N is the total number of samples. (b), (c),
and (d) are the contingency tables of I — Q, I — U and U — Q. Each cell sums the
coefficients reported in (a).

I U Q I,Q Q ~Q
I U Qny "1 4 e n ny 4 no+
I U~Qny 1 LT n3 2T e ng + ny
I ~U Q n3 P(I,Q) P(U, ~ Q) Pin)
@ ;g Tan ®) _, nstng ng+ng "5 TT6E
I U~Ong P(~U,Q) P(~U~Q YIS
~I~U Qny ny 4 ng+  ng + ngt
~I~U~Qng n5 4 ny ng + ng N
N P(Q) P(~ Q)
uU,1 I ~ 1 U, Q Q ~Q
+ no+ ny 4 no+
ny + ng ng +ng 1 ni + ng ng + ng
YoPwr PU~D "ENS Y Pw.Q  PO~Q RGNS
3+ nat ng +ngt
(© ng + ny ny +ng 3 @ ng + ny ng + ng
U pinu D) P(~U~T) A U'pRu,Q P(~U~Q) s
ny 4 not+ n5 4 ng+ ny 4 ng+  ng + ngt
ng 4 ng ny + ng N ng 4 ny ng + ng N
P(I) P(~ 1) P(Q) P(~ Q)

Table 3. (a) Contingency table for I — Q. Contingency tables for I — U and Q — U
where U is (b) the number of overtakes, (¢) rratemas

U1 I ~ I UuQ @ ~Q
Uy 225 3 228 U 188 40 228
0.5000 0.0067 0.5067 0.4178 0.0889 0.5067
(2) oo 0 2220 222, 50 172 222
LQ Q@ ~Q (®) ~U (.0000 0.4933 0.4933 0.1111 0.3822 0.4933
;187 38 225 225 225 288 212
0.4156 0.0844 0.5000 0.5000 0.5000 0.5289 0.4711
o7 51 174 225 xjy =438.16 p—val =0  xgu = 162.15 p — val =0
0.1133 0.3867 0.5000 Ul I ~T U,Q Q ~Q
238 212 y 116 130 246 y 104 142 246
0.5289 0.4711 0.2578 0.2889 0.5467 0.2311 0.3156  0.5467
Xiq = 164.96 y 109 95 204 . 134 70 204
(©) ~U 9422 0.2111 0.4533 0.2978 0.1556 0.4533
225 225 238 212
0.5000 0.5000 %0 0.5289 0.4711 450
x{u = 1.76, p — val = 0.185 Xx{u = 24.53 p —val = 7.32x 107"
5 Results

In this section, we compare the measures selected as best predictors for user’s
affective state, according to 3 different criteria: (1) U* = arg maxyy X%U? from the
psychophysiology approach, (2) U* = arg maxy X(QQUv from the preference learn-
ing approach 3) U* = arg maxy XZQU — X%U, from the comprehensive approach.

Table Bl(a) shows the relationship I — Q, that is independent from the choice
of U. Stimulus is strongly dependent from the self report. I is related to the
reported preference Q in approximately the 80% (sum of values on the main di-
agonal) of samples. This means that the induction mechanism was not “perfect”
and a level of uncertainty has been introduced in I — E — Q.

Both criterion (1) and (2) selected the same feature, that is the number of
overtakes (called shortly #o0) during the race; it belongs to the set of features
extracted from the games log (similar to what reported in [20]). In Table Bi(b)
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are represented the contingency tables for #o0; we can observe that there is a
high correlation between #o and the self reports (X%QU = 162.15), and an even
higher correlation between #o and I (x%; = 438.16). This might be a symptom
of the fact that #o is not really a measure of the affective state, but for the
stimulus. Therefore, even if both criteria (1) and (2) will select the measure #o,
we might have doubts to say that the number of overtakes is a good feature to
estimate the subject’s affective state. An explanation comes from the comparison
of TableBla) and Bi(b): #o is in practice a function of I, that in turns targets the
emotion in a large portion of the population. We might say that a high number
of overtakes tends to augment the player’s preference challenge but, an increased
preference does not necessary come from an increased number of overtakes.

The comprehensive approach (3), instead, selects the mazimum respiration
rate (called shortly rratemq.), a physiological measure that was reported as a
good feature for this experiment also in [13], where only physiological features
were considered. Table Bl(c) presents the contingency tables for rrate,q,. We
could observe that rratem,q, is more related to Q than I: y2 U =24.53> X%U =
1.76. So, differently to what happened for criteria (1) and (2), criterion (3) selects
a feature that really brings information to predict Q that cannot be inferred from
knowledge about I. Such information is only due to the hidden variable E, the
one we are actually investigating in Affective Computing.

Considering the pure “self reports prediction”, criterion (3) selects a feature
rratemaz (XQQU = 24.53) having worse performance (#o, XQQU = 162.15); such
a high performance is manly due to high P(Q|I) = 0.802 (see Table Bl(a)).

In conclusion, our approach provides a mechanism to identify measures that
are specifically correlated to the subject’s emotional state E more than to the
stimuli that have induced it. By being able to identify such a measurement, we
expect to be able to design experiments that lead P(Q|I) and P(U|I) to be
uniform over different values of I. Formally stated, we would like to have both Q
and U independent from I given E. In such case, E gains the Markov property
we base our affective model upon, and we might expect to have a U that answers
the question introduced at the beginning.
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Abstract. This work aims at investigating the use of relevance vector
machine (RVM) for speech emotion recognition. The RVM technique is
a Bayesian extension of the support vector machine (SVM) that is based
on a Bayesian formulation of a linear model with an appropriate prior
for each weight. Together with the introduction of RVM, aspects related
to the use of SVM are also presented. From the comparison between the
two classifiers, we find that RVM achieves comparable results to SVM,
while using a sparser representation, such that it can be advantageously
used for speech emotion recognition.

1 Introduction

Speech emotion recognition aims at recognizing the underlying emotional state
of the speaker from his or her speech signal. Together with facial expression
analysis, speech emotion recognition has gained increasing attention during the
last decade. This is mainly motivated by intelligent Human - Machine Interaction
required for different kinds of applications.

In the field of speech emotion recognition, a number of classification ap-
proaches have already been explored, which can be categorized in two types. The
first type is considered as static modeling approach, which computes statistical
measurements of relevant features over an appropriate emotion unit, e.g. a word
or an utterance [1I2]. In these approaches, the temporal dynamics within the
expression of emotions are largely lost. The second type, referred to as dynamic
modeling approach, provides a better consideration of the temporal dynamics
of emotions using frame unit based features. An example of such models is the
Hidden Markov Model (HMM) [3/4].

As one kind of the static modeling approach, the support vector machine
(SVM) became popular for speech emotion recognition since the last few years.
Subsequently, comparison between SVM and other static approaches as well as
HMM was explored extensively [3/5]. Although in some cases as indicated in [3/J5],
SVM performs worse, but it is proved to be an efficient classifier which can be

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 111-120, 2011.
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used in various situations. However, despite its success, there are still a number
of significant and practical disadvantages of the SVM learning methodology [6].
In this work, we propose the relevance vector machine (RVM) as classifier for
speech emotion recognition, and compare its performance to the SVM approach.
RVM is a Bayesian extension of SVM that can achieve comparable performance
to SVM while providing a sparser model.

The paper is organized as follows. In Sects. 2.J] and 2] we review the theory
of the SVM and RVM techniques. In Sect. Bl we introduce the features used in
our work, and in Sect. @, we present the results of the considered classification
techniques for speech emotion recognition tasks. Sect. Bl draws the conclusion
and presents the future work.

2 Classifiers
2.1 Support Vector Machine

We begin our discussion of SVM with a two-class classification problem. Suppose
we are given a set of input-target pairs {mi,yi}f\il, where the feature vectors
x; € R™ and the class label y; € {—1,41}. Typically, we base our classification
upon the function f(z;w) defined over the transformed feature space ¢(x), and
learning is the process of inferring this function. A flexible and popular set of
candidates for f(x;w) is of the form:

fla;w) =wTo(z) +b= Zwi@(l‘) +b, (1)

where the basis functions are parameterized by the training vectors using a kernel
function K(z,x;): ¢i(x) = K(z,2;), w = (w1, ...,wn) is the weight vector, and
b € R is a bias parameter.

It is assumed that the training data set is linearly separable in the transformed
feature space, so that by definition there exits at least one choice of the parame-
ters w and b such that the function in () satisfies f(z;; w) > 0 for points having
y; = +1 and f(z;; w) < 0 for points having y; = —1, so that y; f(z;; w) > 0 for
all training data points. For selecting the best parameters w and b, SVM uses the
concept of the margin, which represents a measure of class separation efficiency,
defined to be the smallest distance between the decision boundary f(z;; w) =0
and any of the samples.

However, standard SVMs do not provide posterior probability to enable fur-
ther post-processing, e.g. serving as the input of a pairwise coupling method.
In the toolkit Weka [7], which is adopted in our experiments, a logistic regres-
sion model is fitted to the support vector machine output to obtain probability
estimates. The logistic model for one class is defined as

1
1+ e—f(zw)

ply = 1z) = (2)
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2.2 Relevance Vector Machine

Tipping [6] introduced the Relevance Vector Machine (RVM) as a probabilistic
sparse kernel model based on the support vector machine theory. Each of the
model’s weights has associated a prior that is characterized by a set of hyperpa-
rameters whose values are determined during the learning process.

Consider the two-class classification problem, where we are given a set of
input-target pairs {z;, yi}fil, in which the feature vectors z; € R™ and the class
label y; € {0,1}. Similarly to the SVM, we have the decision function f(z;w)
in a new feature space defined by the kernel function K(z,x;), and learning is
the process of inferring this function. A flexible and popular set of candidates
for f(x;w) is that of the form:

Zwl rai) 3)

For the classification using RVM, the posterior probability of the membership
of classes p(y|x; w) is a logistic sigmoid link function, p(y = 1|z; w) = o(f(a; w)),
p(y =0lx;w) =1 —o(f(x;w)), where o(f) = (Hi,f). Assuming independence
of the input vectors z;,7 = 1, ..., IV, the likelihood adopting the Bernoulli function
is written as

p(ylx;w) = | | p(yilzi; w) (4)

—

s
Il
—

[o(f (s w))JP*[1 = o (f (ws; w))] ' ¥ ()

—-

.
Il
_

In (@), a zero-mean Gaussian distribution is assigned for each weight param-
eter w;, and hence we have the weight prior distribution

p(wla) = HN wil0,a; 1) (6)
i=1
where o = (a1, ag, ..., an) is a vector of N additional variables, which are called
hyper-parameters. They are associated independently with each weight, and are
intended to moderate the strength of each weight prior. The parameters «; and
w; of the model are computed through an iteration procedure until convergence
is achieved [§].

For comparable recognition performances, the advantage of RVM is that it
uses fewer kernel functions compared to SVM. This is illustrated in Sect. by
analyzing the number of relevance vectors in RVM and the number of support
vectors in SVM. Less relevance vectors means less memory and less processing
time during classification, which makes possible the usage of RVM as a ’real-
time’ classifier, since the training procedure can be performed off-line and in
advance.
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2.3 Multi-class Classification

In speech emotion recognition, more than two emotion classes are used. Each
SVM or RVM is a binary-class classifier, so, in order to classify more than two
classes, multi-class SVMs and multi-class RVMs are needed. There are two basic
strategies for solving K-class problems with SVMs or RVMs. The first one is the
one vs. all scheme that composes K binary-class SVMs/RVMs to separate one
class from all the other classes, and the second one is the one vs. one scheme
(pairwise coupling approach) that composes all pairs of classes for binary-class
SVMs/RVMs. In the one vs. one scheme, with K classes (emotions), K (K —1)/2
SVMs/RVMs are trained to separate two emotional classes. In this paper, the
one vs. one scheme proposed by Hastie and Tibshirani [9] is used, because of the
following reasons. First, the one vs. one scheme is easily constructed. Although
the one vs. one scheme has as a shortcoming its tendency to build many binary-
class SVMs/RVMs, this scheme is excellent at training cost compared to the one
vs. all scheme. Also, the one vs. all scheme can lead to an ambiguous classification
process.

3 Feature Extraction

In this work, the most commonly used feature measurements for speech emo-
tions [BUI0], which are related to pitch, intensity and Mel-frequency Cepstral
Coefficients (MFCC), are selected. The pitch, intensity, low-pass intensity, high-
pass intensity, and the norm of the absolute vector derivative of the first 10
MFCC components are firstly extracted from the speech signal. Next, four series
are further derived from each original series: the series of minima, the series of
maxima, the series of the durations between local extrema of the 10 Hz smoothed
curve, and the series itself. Then ten low-level statistical measures are calculated
from the 5 x4 = 20 series, resulting in a 200 dimensional feature vector as shown
in Table [l

Table 1. Feature sets used in our experiments

Acoustic features Derived series Statistics

e Intensity eMinima eMean

e Lowpass intensity eMaxima eMaximum

e Highpass intensity eDurations between local extrema eMinimum

e Pitch eThe feature series itself eRange

e Norm of absolute eVariance
vector derivative of eMedian

the first 10 MFCC oFirst quartile
components eThird quartile

elnter-quartile range
eMean absolute value
of the local derivative
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4 Experimental Results and Analysis
4.1 Speech Database

For the assessment of the considered classifiers, we perform the speech emo-
tion recognition experiments on four databases, namely, Berlin [11], Danish [12],
Kismet [13], and BabyEars [14]. The breakdown of the emotional class distribu-
tion in the four databases is given in Table

Table 2. Emotional classes in the four databases

Berlin Danish Kismet BabyEars

Anger 127  Anger 52 Approval 185 Approval 212
Sadness 52 Sadness 52 Attention 166 Attention 149
Happiness 64 Happiness 51 Prohibition 188 Prohibition 148
Neutral 78 Neutral 133 Soothing 143

Fear 55 Surprise 52 Neutral 320

Boredom 79

Disgust 38

4.2 Feature Selection

Feature selection, if correctly done, gives a number of simultaneous improve-
ments: it eliminates irrelevant features that impair the recognition rates; it low-
ers the input dimensionality (and therefore improves generalization); it saves
computational time and other resources. In this study we consider two feature
selection approaches, correlation based feature selection (CFS) [I5], and SVM
based feature selection [16].

4.3 Results and Analysis

We first analyze the usage of the RVM on the binary class classification problem,
then on the multi-class case. In both cases, the analysis is studied with feature
selection and without feature selection. In all classification experiments, we use
the 10-fold stratified cross validation training strategy, and adopt the accuracy
as the test measurement, which is defined as the proportion of true results (both
true positives and true negatives) in the population. Moreover, polynomial ker-
nels (P) with orders from 1 to 3 and radial basis function kernels (R) are also
considered.

Binary Class Classification. For these experiments a polynomial kernel of
order 2 is adopted. Table [ gives the overall results. The emotion categories are
represented by their first two letters, the number of training sample for each class
is given between parenthesis. The obtained accuracy and the required number
of vectors (support or relevance) are averaged over a number of repetitions.
From the comparison between the two classifiers, as shown in Table 3] one
can notice that RVM achieves comparable results to SVM, while using a sparser
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Table 3. Binary classification results

Berlin
vectors accuracy (%) vectors accuracy (%)
RVM SVM RVM SVM RVM SVM RVM SVM
An/Sa(179) 2 18 100 100 Ha/Ne(142) 5.4 34 90.1 97.2
An/Ha(191) 98 92 770 764  Ha/Fe(119) 7.5 40 86.6 89.9
An/Ne(205) 4 20 981 985 Ha/Bo(143) 44 31 958 9044

An/Fe(182) 62 41 934 91.8 Ha/Di(102) 59 35 902 93.1
An/Bo(206) 4.7 27 947 995 Ne/Fe(133) 7.2 44 902 90.2
An/Di(165) 57 35 946 958 Ne/Bo(157) 7.1 48 93.6 91.1
Sa/Ha(116) 2.1 19 991 100  Ne/Di(116) 6 37 897 940
Sa/Ne(130) 44 26 969 954  Fe/Bo(134) 48 33 940 985
Sa/Fe(107) 39 29 935 944  TFe/Di(93) 49 31 914 914
Sa/Bo(131) 57 39 90.1 939 Bo/Di(117) 81 46 90.6 949
Sa/Di(90) 3.7 22 933 944

Danish
vectors accuracy (%) vectors accuracy (%)
RVM SVM RVM SVM RVM SVM RVM SVM
An/Sa(104) 1 37 50.0 87.5 Sa/Ne(185) 7.1 73 83.8 77.8
An/Ha(103) 1 63 485 582  Sa/Su(104) 1 34 500 952
An/Ne(185) 9.3 63 81.6 843 Ha/Ne(184) 9.6 55 880 88.6
An/Su(104) 1 54 500 76.0  Ha/Su(103) 1 73 495 60.2
Sa/Ha(103) 14 41 544 845  Ne/Su(185) 9 44 951  96.8
Kismet
vectors accuracy (%) vectors accuracy (%)
RVM SVM RVM SVM RVM SVM RVM SVM

Ap/At(351) 127 116 837 843  At/So(309) 59 32 981 984
Ap/Pr(373) 93 57 954 968  At/Ne(486) 7.8 44 969 97.7
Ap/So(328) 82 58 945 963  Pr/So(331) 83 47 979 994
Ap/Ne(505) 89 66 929 962  Pr/Ne(508) 11.6 123 87.8 90.0
At/Pr(354) 29 29 994 100  So/Ne(463) 132 75 929 97.0

BabyEars
vectors accuracy (%) vectors accuracy (%)
RVM SVM RVM SVM RVM SVM RVM SVM
Ap/At(361) 114 138 784 798  At/Pr(207) 108 124 768 76.8
Ap/Pr(360) 114 149 761 758

representation. Indeed, in the case of SVM, the number of support vectors is
high compared to the number of relevance vectors of RVM. In the case of SVM,
support vectors are those laying either on the margin or on the ’wrong’ side
of the decision boundary, they are a kind of boundary located vectors. So to
some degree, their number gives a general idea about how much two classes are
overlapping in the feature space. However, in the case of RVM, the relevance
vectors give an idea about how the features are distributed.

The low classification accuracy obtained by RVM on the Danish database
could be explained by the small number of relevance vectors, which means that
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Table 4. Classification accuracy (%) after CFS feature selection on Danish database

vectors accuracy (%) vectors accuracy (%)

RVM SVM RVM SVM RVM SVM RVM SVM

An/Sa(47) 88 24 90.4(P) 89.4(P) Sa/Ha(58) 10 31  92.2(P) 88.3(P)
An/Ha(10) 3 73  68.9(R) 65.0(P) Sa/Su(57) 84 23  94.2(P) 95.2(R)
An/Su(9) 52 57  83.7(R) 85.6(P) Ha/Su(9) 2.1 83  64.1(R) 56.3(P)

most classes are located at the same place in the feature space. This could
be due to the large dimensionality of the feature vector and to the possible
dependence between its elements. Hence, to eliminate irrelevant features that
impair the recognition accuracy, feature selection has been made. The correlation
based feature selection (CFS) is used to select the most relevant features for
those 6 pairwise classes on which RVM has weak performances. The obtained
classification accuracies are shown in TableM], in which the number of the selected
features is indicated between the parenthesis, and the accuracy is the best result
of RVM and SVM using both polynomial kernel (P) and radial basis function
kernel (R).

As can be seen from Table @l RVM achieves better results when using more
discriminative features. Like most other classifiers, RVM requires more discrim-
inative feature attributes for increasing its classification accuracy. But on the
other hand, SVM is again shown to be immune to the detrimental effects of a
large number and possibly noisy feature attributes. However, from a practical
perspective, RVM still has more advantages than SVM, since irrelevant feature
attributes could be largely excluded using feature selection techniques.

Multi-class Classification. For the multi-class classification we used both
polynomial kernels with orders from 1 to 3 and RBF kernels. Table Bl summarizes
the obtained best classification accuracy using the full 200 feature attributes,
where 'H’ represents the human perception accuracy. As it can be seen, the
RVM classification performance is comparable to that of SVM on Kismet and
BabyEars, as well as to the literature results.

Table 5. Classification accuracy (%) without feature selection

Berlin Danish Kismet BabyEars
RVM 73 56 88 69
SVM 7 63 87 68
Literature 79 [I7) H: 85 [11] 54 [18] H: 67 [19] 82 [13] 67 [14]

We further applied CFS feature selection approach and obtained better classi-
fication accuracy for all the databases, as indicated in Table[fl where the number
of selected features are indicated between parenthesis. Nevertheless, the SVM
still gives better accuracy on the Berlin and Danish database.
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Table 6. Classification accuracy (%) with CFS feature selection technique

Berlin(55) Danish(48) Kismet(86) BabyEars(73)

RVM-Poly 74 59 84 69
RVM-RBF 72 56 89 61
SVM-Poly 75 65 86 70
SVM-RBF 75 59 84 69

Finally, to further analyze the classification accuracy on the Berlin and Danish
database, we performed the SVM based feature selection technique. Since on
the one hand, this technique gives a ranking order while CFS only gives the
relative best feature subsets. On the other hand, as indicated in paper [16], SVM
based feature selection approach can eliminate the redundancy automatically
and yields better and more compact feature subsets. The obtained results are
illustrated in Fig. Il depicting the classification accuracy for different kernel
types, versus the number of best features used for the classification. Table [
gives the obtained best classification accuracies, corresponding to the maximum
of the curves of Fig. [l

For the Berlin database, Fig. [[l shows 70% recognition accuracy is already
achieved when using only 5 selected features. However, the RVM performance is
still a bit lower than that of SVM. In addition, for Berlin database, both RVM

80
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65

accuray %
accuray %

60

66 - h

\ 55
L ———— SVM“Rolynomial .
64 VAN
——&—— RVM_Polyridmial
— = - RVYM_RBF \
62 50
o 50 100 150 200 o 50 100 150 200

number of feature attributs (Berlin) number of feature attributs (Danish)

Fig. 1. Number of selected features v.s. accuracy

Table 7. Classification accuracy (%) with SVM feature selection technique

Berlin Danish

RVM-Poly 79 71
RVM-RBF 7 78
SVM-Poly 82 72

SVM-RBF 80 67
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and SVM results are all lower than the human performance (see Table [l). For
the Danish database, a sharp increase of RVM’s performance can be observed
from the graph of Figlll and when there are more than 100 feature attributes,
RVM tends to give better results.

5 Conclusion

The goal of the current paper is to highlight the potential of the relevance vector
machine (RVM) as a speech emotion classifier. RVM is a relatively new classifi-
cation method and this work is, to our knowledge, the first one that uses it as a
recognition engine for speech emotion recognition. Experiments show that RVM
can achieve comparable results to the SVM. Moreover RVM results in a sparser
model, which requires less time and less memory in the recognition phase, there-
fore it can be advantageously used for speech emotion recognition as a real-time
classifier, since the training phase can be performed off-line and in advance.

Further research will aim at combining RVM with other kinds of classifiers to
get better results, as well as investigating other affective features and analyzing
cross corpus classification.
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Abstract. Affective norms for the words is an important issue in textual
emotion recognition application. One problem with existing research is that
several studies were rated with a large number of participants, making it
difficult to apply to different languages. Moreover, difference in culture across
different ethnic groups makes the language/culture-specific affective norms not
directly translatable to the applications using different languages. To overcome
these problems, in this paper, a new approach to semi-automatic labeling of
Chinese affective norms for the 1,034 words included in the affective norms for
English words (ANEW) is proposed which use a rating of small number of
Chinese words from ontology concept clusters with a regression-based
approach for transforming the 1,034 English words’ ratings to the
corresponding Chinese words’ ratings. The experimental result demonstrated
that the proposed approach can be practically implemented and provide
adequate results.

Keywords: affective norm, ANEW, ontology, regression.

1 Introduction

The aim of affective computing, introduced by Picard in 1997 [1], is to give
computers the ability to recognize, express, and in some cases, “have” emotions.
Recently, affective computing has many fields of applications in computer science
such as human robot interaction and dialogue systems. In terms of emotion
representation, in psychologist’s definition, the dimensional model is an important
way of representing affect. For instance, Thayer [2] proposed a model for emotion
description, as shown in Fig. 1. The two-dimensional emotion space was divided into
four quadrants in terms of valence and arousal. “Valence” stands for the degree of
pleasantness of the emotion, which is typically characterized as a continuous range of
affective responses extending from “unpleasant (negative)” to “pleasant (positive).”
“Arousal” stands for the level of activation of the emotion, and it is characterized as a
range of affective responses extending from “calm” to “excited.” Hence, a growing
number of emotion recognition studies are using the two-dimensional plane to be a
better emotion representation.

S. D"Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 121-131, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Arousal
A (excited)
P Valence
(negative) (positive)
(calm)

Fig. 1. Thayer’s two-dimensional emotion model

Mehrabian [3] and Ambady [4] noted that the affective state can be transmitted by
various channels and levels of message including face, voice, and semantic content
for communication. In addition to audio or visual emotion recognition [5], [6], text
sentimental recognition [7], [8] also plays an important role in many applications of
human computer interaction. With the increasing usage of Web blog, the text
sentimental analysis has been widely investigated and the word is fundamental for
text-based emotion recognition [9]. Hence, this paper will focus on affective norms
for the words through the two-dimensional emotion plane.

In text-based emotion recognition, there have been several studies in the literature
focusing on how to assess each word in the affective dimensions. For example, the
affective norms for English words (ANEW) introduced by Bradley and Lang in 1999
[10] contains a set of normative emotional ratings for 1,034 English words. The
ANEW is developed and distributed by national institute of mental health center for
the study of emotion and attention in order to provide standardized materials available
to researchers in the study of emotion and attention. The goal is to use the self-
assessment manikin (SAM), which was originally devised by Lang in 1980 [11] for
rating affective words. Based on SAM, subjects rated the words in the ANEW on the
dimensions of pleasure, arousal, and dominance. The subjects introduced to
participate in the experiment were the students with psychology major. Since the
experimental procedure will spend a lot of time and manpower on labeling all words,
the rating method and result are difficult to apply to other languages in practice.

Based on the ANEW, Redondo [12] constructed the Spanish version of the ANEW
using an adaptation approach. It is similar to the ANEW discussed above, in which
the evaluations were also done in the dimensions of valence, arousal and dominance
using SAM. In addition, the assessments are based on 720 participants’ rating of the
1,034 Spanish words translated from the words included in the ANEW. The purpose
of the study is to find if cultural difference exists between the American and the
Spanish populations in the ratings of the words included in the ANEW. The findings
suggest that the existence of statistical differences between the mean values of the
Spanish and American ratings in the three emotional dimensions is remarkable. For
example, regarding the arousal dimension, the ANEW words were rated as more
activating by Spanish subjects than those by American ones. One explanation for this
is that the Spanish subjects interpreted the ratings of the words in terms of a higher
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emotional reactivity. Although the findings will be useful to analyze the result of
subjects’ rating in the different languages, the assessments of 1,034 words were also
done manually. The experimental procedure on labeling all the words is time-
consuming and labor-intensive and the rating results are thus difficult to apply to
other languages in practice.

As shown in the above literature review, existing research in affective rating still
needs to label all the words. This tedious procedure limits the application on different
languages. For this reason, in light of these concerns, the purpose of this paper is to
present a new approach to obtain the affective rating results of 1,034 Chinese words
which were translated from the words included in the ANEW based on a small set of
Chinese words labeling. In detail, the primary methods that we propose are described
as follows: (see Fig. 2) (a) divide the 1,034 words included in the ANEW into four
quadrants based on the values of arousal and valence to keep the affective
dimensional characteristic; (b) cluster the English words in each quadrants through a
suggested upper merged ontology (SUMO) concept [13]; (c) randomly select a small
set of English words from each SUMO cluster; (d) translate the selected small set of
English words into Chinese words according to the mapped WordNet sense; (e) label
the valence and arousal of the selected small set of Chinese words (162 Chinese
words) through the SAM; (f) generate a regression model for affective norm
transformation from each SUMO cluster; and (g) transform the 1,034 English words’
ratings into the 1,034 Chinese words’ ratings through the trained regression model.

We have organized the rest of this paper as follows: Section 2 describes the
purpose of SUMO-based clustering algorithm and provides a thorough description to
the proposed affective norms regression. Section 3 presents and discusses the results
for a number of analyses. Finally, Section 4 draws the conclusions.

Affective Norms of Affective Norms of
1,034 English Words 1,034 Chinese Words

Affective Norms
Transformation

(®
(@)
v{—
Four Quadrants Dividing v
(Thayer's emotion space) Regression Model Generation
(Linear Regression)
®] B
Ontology Clustering Small Setli);bceﬁll?ese Words
(SUMO concept) '8
(SAM)

(C‘)l (e) T

Small Set of English Words ) ]
Selection || Chinese Words Translation

(Random) (d) (WordNet sense)

Fig. 2. The flow chart of the proposed method
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2 Method

2.1 A SUMO-Based Clustering Algorithm

SUMO, developed by the IEEE standard upper ontology working group and now
having a variety of applications in search, linguistics and reasoning, is adopted for
word clustering in this work. SUMO is the formal ontology that has been mapped to
the entire WordNet lexicons [14]. The concept of SUMO is to link the conceptual
hierarchy through the way of an inheritance tree shown in Fig. 3.

SelfConnectedObject

) Region
Object
Collection
Agent
Physical .
DualObjectProcess
IntentionalProcess
Process
Motion
InternalChange
Entit
Y Quantity ——— PhysicalQuantity
. Intrnal Attribute
Attribute <
Relational Attribute
Abstract SetOrClass Set
Relation = —— Predicate

. FieldOfStudy
Proposition <
Procedure

Fig. 3. A hierarchical tree of SUMO concept

The connection structure of the SUMO and WordNet is illustrated in Fig. 4. As
shown in Fig. 4, the solid line nodes indicate the SUMO concept; the dotted line
nodes represent the WordNet synset; the solid lines denote the SUMO concept
relation; and the dotted lines represent the SUMO-WordNet connection. Hence, the
relation between SUMO and WordNet enriches WordNet database files by tagging
each synset with the corresponding SUMO concept. Using Table 1 as an example,
the results reflected in Table 1 indicate that “bouquet” and “chocolate” map to the
same “SelfConnectedObject” concept; “delight” and “happy” also map to the same
“Internal Attribute” concept. However, in order to keep the unique characteristic
for each quadrant, the same SUMO concepts may be used in four quadrants
respectively.
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SelfConnectedObject
< P =< - ~ ~ ~
(bouque/t ) { chocolate )¢ fireworks ) { delight )( happy/) . joyful)

- ~~

Internal Attribute) (Relational Attribute
_- -7 | T~ ~ \

L= > o

Fig. 4. The relation between SUMO and WordNet

Table 1. The examples illustrate the relation between words and the SUMO concepts

English  Chinese Quadrant SUMO Concept English  Chinese Quadrant SUMO concept

bouquet Ft & I SelfConnectedObject  delight k& I InternalAttribute
chocolate #5317 1 SelfConnectedObject happy @&y I InternalAttribute
fireworks & X I SelfConnectedObject  joyful Pedtey 1 InternalAttribute
bomb Yeig I SelfConnectedObject — angry ARE I InternalAttribute
gun 1 I SelfConnectedObject  insane  ZJx#y 11 Internal Attribute
poison  #H4 I SelfConnectedObject — rage B I Internal Attribute
crutch Ak 111 SelfConnectedObject  gloom 24 1 Internal Attribute
pus i3 I SelfConnectedObject  sad 515 1T InternalAttribute
scar %k I SelfConnectedObject  shy - E NI InternalAttribute
book z v SelfConnectedObject  kindness 4= & v Internal Attribute
clothing &KAR v SelfConnectedObject  relaxed — #8%% v InternalAttribute
pillow  #:8 v SelfConnectedObject  thankful R ##y IV Internal Attribute

In this paper, a SUMO-based clustering algorithm was proposed to help select a
small set of words for labeling. We employed the SUMO concept to cluster the 1,034
English words. First, we have divided the 1,034 English words into four quadrants
according to the original valence and arousal from ANEW. Next, we assumed that the
WordNet synsets with the same SUMO concept has similar valence and arousal
values. Hence, we used SUMO to partition the words in each quadrant into several
concept groups. In practice, in order to reduce the total number of clusters (i.e. to keep
a small set of words for labeling), we partition the words in each quadrant into the
number of clusters at the fourth level of the hierarchical tree based on SUMO concept.
The fourth level of the hierarchical tree has a total of 39 clusters. However, not all the
SUMO concepts have mapping words. For example, in the first quadrant, the “Set”
concept has no mapping word. Following SUMO clustering, the first quadrant
contains 16 clusters; the second quadrant contains 16 clusters; the third quadrant
contains 14 clusters; and the forth quadrant contains 20 clusters. Based on the
proposed SUMO-based clustering, we then randomly select at most three words from
each SUMO cluster. Hence, we have a total of 162 words selected for labeling.



126 W.-L. Wei, C.-H. Wy, and J.-C. Lin

2.2 Affective Norms Linear Regression

The linear regression has been widely used for regression analysis for its easy
performance analysis and reliable prediction performance [15]. There is no need for
temporal information or geometric operation. In general, linear regression has been
widely used for modeling the relationship between two variables. Hence, in this paper
we employ a linear regression function f to transform the source language words’
affective ratings x to the target language words’ affective ratings y. It can be described
mathematically as:

y=f) 1)

where x is the valence or arousal values of the source word and y is the valence or
arousal values of the target word. For example, as shown in Fig. 5, we hope to
transform each English word’s rating to the corresponding Chinese word’s rating.
That is, the valence and arousal of “vandal” is 2.71 and 6.40 in English, respectively
and the transformed valence and arousal of the corresponding Chinese word “H##5# "
is 2.00 and 7.50, respectively.

-
Gt

(125,825)
o W5

(2 71,6 40)

vampire

Hi
(2 00,7 50)

Fig. 5. The idea of regression approach to transform English words’ affective ratings to Chinese
words’ affective ratings

Let f be a linear function, defined by

f) =5+ bx @)
Equation (2) can be written as a linear regression model
y=P5,+pbx 3)

where 3, and f are the regression coefficients.

Suppose there are n data point pairs (x;,y,) in each SUMO cluster, where
i=1,...,n. The goal is to calculate the point estimates of /4, and [, . The least squares
method finds its optimum when the sum of squares, S, is a minimum [16].
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n

S=Z|:yi_(ﬁ0+ﬂlxi )]2 4)

i=l1

The minimum of the sum of squares is found by setting the gradient to zero.

aS n
£=—2Z|:yi _(ﬂo +ﬂlxi )] =0
(1) i=1 (5)
oS N
og =22l Bn)]x =0
Thus, we get
i)’i =n-f, +(ixi)ﬂ1
= i=1 (6)

Zn:xz‘yi = (ixi)ﬂo +(i‘xi2)ﬂl

We can then see that £, and [ are given by

n

iZZl:xiyi _i:xii:yi/n Z(xi _)_C)(yi _y)

i=1 i=1 _ =1

ﬁl = n n n
Y-l Y (x-x) @
i=1 i=1 i=1
ﬁo = y_ﬁlf
Finally, substitute ,BO and ,Bl into equation (3) yields

y=PB+Bx (8)

Hence, we can transform the source language words’ affective ratings x (i.e.
valence or arousal of English words) to the target language words’ affective ratings y
(i.e. valence or arousal of Spanish or Chinese words) through a linear regression
model for each SUMO cluster in each quadrant.

3 Experiment

3.1 Experiment Design

Our database consists of two parts. Part I contains valence and arousal rating results
of 1,034 words in the original ANEW [10] and Part II contains valence and arousal
rating results of 1,034 words in Spanish [12]. Based on the proposed regression
model, the experimental results of transformation have two results: English ratings
transformed to Spanish ratings (E — S) and English ratings transformed to Chinese
ratings (E — C).



128 W.-L. Wei, C.-H. Wu, and J.-C. Lin

The rating procedure was implemented according to a paper-and-pencil version of
the SAM. The participants were four native Chinese speakers: two females and two
males, ranging in age from 28 to 30 years old. Following the word selection process,
in this experiment, 162 words were selected. Before rating, the instructions provided
in [10] were provided to each subject. In order to avoid fatigue, the rating procedure
was divided into three sessions during one week. The procedure took approximately
half an hour for each subject.

3.2 Experiment Results

To evaluate the proposed SUMO-based clustering algorithm, in this paper, we
compare the proposed method with traditional k-means clustering algorithm on the
E — S. Following the E — S transformation results, the mean value of Euclidean
distance (MED) was used to investigate the difference between the transformed 1,034
Spanish words’ ratings and the original 1,034 rated Spanish words’ ratings. Suppose

there are m clusters in each quadrant and n rating point pairs (y;;,y;;) in each

cluster, where i=1,...,m and j=1,...,n. The MED of each quadrant is estimated as

Z(z\/(ylv/_j}lv/y—i_(y;l/_j}zd/)QJ (9)

i=1 \_j=1

MED =

mXxn

where y', and y;, are the valence and arousal of the original rating for the j-th

word in the i-th cluster, respectively. Similarly, ;, and J;, are the valence and

arousal of the transformed rating for the j-th word in the i-th cluster, respectively.

Table 2 presents the MED between k-means and the proposed method in four
quadrants and the average of four quadrants. The results indicate that the proposed
method outperformed the k-means in each quadrant. We also demonstrate the above
results in Fig. 6. In Fig. 6 cluster #3 obtained from the k-means algorithm and the
SUMO concept “InternalChange” in quadrant IV was compared. The x-axis and y-
axis represent valence and arousal of 9-point rating scale, respectively; the black cross
indicates the original English words’ rating; the red cross represents the original
Spanish words’ rating; the blue mark means the predicted rating from E — S; and the
three circles show the small set of words selected. The result shows the data
distribution of the English words in the k-means cluster has high compactness based
on the distance measure. However, the English words mapped to Spanish words have
significant variation. A reasonable explanation is that the k-means clustering does not
consider the sense of the words. Hence, the result of k-means cluster may contain
various senses of the words, and will be significantly influenced by the impact of
cultural difference. Contrast to the k-means method, the English words in the SUMO-
based clusters has close sense. Hence the mapping from English words to Spanish
words is more consistent and the transformation result MED was smaller than that
using k-means method. Consequently, the result indicated that the proposed SUMO-
based clustering algorithm was useful to affective norms clustering.
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Based on the above analysis, we perform E — C with the ratings from a small set
of Chinese words according to the SUMO-based clustering algorithm. The purpose of
selecting three Chinese words for labeling from each SUMO clustering was to
evaluate the performance of the proposed regression approach (i.e. two for regression
model training and another one for evaluation). The effect of the proposed regression
approach reflected in Table 3 shows that the norm differences between the original
Chinese ratings and the transformed Chinese ratings are smaller than that between the
original English ratings and the corresponding Chinese ratings. The reason is that the
difference in culture across different ethnic groups or different languages is an
important factor for affective interpretation. In addition, this finding also confirms
that the proposed regression approach can be adopted to transform the ratings in one
language to another language.

Table 2. MED between k-means and the proposed SUMO-based clustering algorithm

Quadrant
Clustering method ! 11 1 v Ave.
k-means 0.956 0.765 0.805 0.727 0.813
SUMO-based (proposed method) 0.870 0.590 0.735 0.705 0.725

English Quadrant ' cluster3 Spanish Quadrant [V cluster3
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Fig. 6. Examples of results from E — S for k-means (top) and SUMO-based approach
(bottom)
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Table 3. Transformation results for different norms

Quadrant
Norm difference I 11 1 v Avg.
Rated English <> Rated Chinese 1.260 1.218 1.712 1.605 1.449
Rated Chinese < Transformed Chinese 0.912 0.893 1.185 0.991 0.995

4 Conclusion

In this paper, we propose a new approach to obtain affective ratings of a large set of
Chinese words based on the ratings from a small set of Chinese words using a linear
regression model. The experimental result have demonstrated that the proposed
approach can be practically implemented and obtain adequate results. Hopefully, it
can be applied to affective rating in different languages efficiently and serve as a basis
for further study in textual emotion recognition.
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Abstract. Active class selection (ACS) studies how to optimally select
the classes to obtain training examples so that a good classifier can be
constructed from a small number of training examples. It is very use-
ful in situations where the class labels need to be determined before
the training examples and features can be obtained. For example, in
many emotion classification problems, the emotion (class label) needs
to be specified before the corresponding responses can be generated and
recorded. However, there has been very limited research on ACS, and
to the best knowledge of the authors, ACS has not been introduced to
the affective computing community. In this paper, we compare two ACS
approaches in an arousal classification application. Experimental results
using a kNN classifier show that one of them almost always results in
higher classification accuracy than a uniform sampling approach. We ex-
pect that ACS, together with transfer learning, will greatly reduce the
data acquisition effort to customize an affective computing system.

Keywords: Active class selection, active learning, affective computing,
arousal classification, nearest neighbors classification, transfer learning.

1 Introduction

Active learning [I1L[13/21] has been attracting a great deal of research interest
recently. It addresses the following problem: Suppose that we have lots of un-
labeled training examples and the labels are very difficult, time-consuming, or
expensive to obtain; then, which training examples should be selected for la-
beling so that the maximum learning (classification or prediction) performance
can be obtained from the minimum labeling effort? For example, in speech emo-
tion estimation [30,[6], the utterances and their features can be easily obtained;
however, it is difficult to evaluate the emotions they express. In this case, ac-
tive learning can be used to select the most informative utterances to label so
that a good classifier or predictor can be trained based on them. Many different
approaches have been proposed for active learning [21] so far, e.g., uncertainty
sampling [9], query-by-committee [22[12], expected model change [20], expected
error reduction [I§], variance reduction [2], and density-weighted methods [32].

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 132-141, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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One fundamental assumption in active learning is that the training examples
can be obtained without knowing the classes (i.e., features can be obtained
without knowing the labels). However, in practice there may be situations that
the class label needs to be determined first before the training examples can
be obtained. For example, in the arousal classification experiment reported in
[28], where a Virtual Reality Stroop Test (VRST) was used to obtain training
examples, one needs to select a level of arousal (which is the class label) first,
and then displays the appropriate test to elicit the corresponding physiological
responses, from which the features can be extracted [I6]. A classifier is then
constructed to estimate a subject’s arousal level from physiological responses.
So, the problem becomes how to optimally select the classes to obtain training
examples so that a good classifier can be constructed from a small number of
training examples.

Unlike the rich literature on active learning, there has been limited research
on active class selection (ACS). Weiss and Provost [27] studied a closely-related
problem: if only n training examples can be selected, in what proportion should
the classes be represented? However, as suggested and verified by Lomasky et
al. [I0], if one can control the classes from which training examples are generated,
then utilizing feedback during learning to guide the generation of new training
data may yield better performance than learning from any a priori fixed class
distributions. They proposed several ACS approaches to iteratively select classes
for new training instances based on the existing performance of the classifier,
and showed that ACS may result in better classification accuracy.

In this paper we apply ACS to the arousal classification problem [28], where
three arousal levels need to be distinguished using physiological responses. We
implement two of Lomasky et al.’s ACS approaches and perform extensive exper-
iments to compare their performance. To the authors’ best knowledge, this is the
first time that ACS has been introduced to the affective computing community.

The remainder of this paper is organized as follows: Section [2] introduces the
ACS algorithms. Section [ presents the experimental results of ACS in arousal
classification. Section Ml draws conclusions and points out some future research
directions.

2 Active Class Selection (ACS)

This section introduces two iterative ACS algorithms. For simplicity we use the k-
nearest neighbors (kNN) classifier; however, the algorithms can also be extended
to more advanced classifiers like the support vector machine (SVM) [25].

We assume that there are C classes and no limits on generating instances
of a particular class. All methods begin with a small set of [y labeled training
examples, where [; is the number of instances to generate in Iteration 7. ACS is
used to determine p§ (0 < p$ < 1), the portion of the /; instances that should
be generated from Class c. We compare the following three approaches, of which
the first is our baseline and the latter two are ACS schemes proposed in [10]:

1. Uniform: All classes are uniformly sampled, i.e., pf = é This is also the
baseline method used in [10]. Uniform sampling is the most intuitive and
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frequently used method if there is no a priori knowledge on how the sampling
should be better done.

. Inverse (ACS;): This method relies on the assumption that poor class ac-
curacy is due to not having observed enough training examples. It requires
internal cross-validation to evaluate the performance of the current classifier
so that the poor class can be identified. Leave-one-out cross-validation was
used in this paper. In Iteration 4, we record the classification accuracy (in
the leave-one-out cross-validation) for each class, a$, ¢ = 1,2, ...,C. Then,
the probability of generating a new instance from Class ¢ is proportional
to the inverse of af, i.e.,

1

a$

pi = o' (1)
ZC:I alf

. Accuracy Improvement (ACSz): This method is based on the intuition that
the accuracy of classes that have been well learned will not change with
the addition of new data and thus we should focus on classes that can
be improved. Again, it requires internal cross-validation to evaluate the
performance of the classifier in the current iteration so that its accuracy
can be compared with the classifier in the previous iteration. Leave-one-out
cross-validation was used in this paper. In Iteration i, we record the clas-
sification accuracy (in the leave-one-out cross-validation) for each class, af,
c=1,2,...,C. Then, the probability of generating a new instance from Class
cis

¢ q4e
p§ = max (0, Ca’ -1 ) (2)

oy (af —af ;)

The detailed algorithms for ACS; and ACS, are given below.

Algorithm 1. The algorithm for ACS;

Input: N = Zz;é l; initial training examples in Iteration ¢; l;, the number of
new instances to generate in Iteration ¢; k, the size of the neighborhood
in the kNN classifier

Output: The I; new instances generated in Iteration ¢

foreach j in [1, N] do

Compute the kNN classification result using the jth training example in
validation and the rest NV — 1 examples in training;

end

Compute the per-class classification accuracy in the internal leave-one-out

cross-validation af, ¢ =1,2,...,C}

Generate [; new training examples according to ()



Active Class Selection for Arousal Classification 135

Algorithm 2. The algorithm for ACS,

Input: N = Zz;é l; initial training examples in Iteration ¢; l;, the number of
new instances to generate in Iteration ¢; aj_;, ¢ = 1,2, ...,C, the
per-class classification accuracy in the internal leave-one-out
cross-validation from Iteration i — 1; k, the size of the neighborhood in
the kNN classifier;

Output: The l; new instances generated in Iteration ¢

foreach j in [1, N] do

Compute the kNN classification result using the jth training example in
validation and the rest N — 1 examples in training;

end

Compute the per-class classification accuracy in the internal leave-one-out

cross-validation af, c = 1,2, ..., C,

Generate [; training examples according to ([2)

3 Experiment

This section presents our experimental results on comparing the three sampling
approaches, with application to the arousal classification problem introduced
in [28].

3.1 Data Acquisition

The use of psychophysiological measures in studies of persons immersed in
high-fidelity virtual environment scenarios offers the potential to develop current
physiological computing approaches [I] into affective computing [I7] scenarios.
Affective computing has been gaining popularity rapidly in the last decade be-
cause it has great potential in the next generation of human-computer interfaces
[17, 24, [26]. An important task in implementing an affective computing system
is affect recognition, which recognizes the user’s affect from various signals, e.g.,
speech [B[819,30], facial expressions [I5,4], physiological signals [3,[7,128], etc.

The Virtual Reality Stroop Task (VRST) [16,28] utilized in this paper in-
volves the subject being immersed into a virtual Humvee as it travels down the
center of a road, during which Stroop stimuli [23] appear on the windshield, as
shown in Fig. [l The VRST stimuli are presented within both “safe” (low threat)
and “ambush” (high threat) settings. Low threat zones consist of little activity
aside from driving down a desert road, while the more stressful high threat zones
include gunfire, explosions, and shouting amongst other stressors. Psychophys-
iological measures of skin conductance level (SCL), respiration (RSP), vertical
electrooculograph (VEOG), electrocardiographic activity (ECG), and electroen-
cephalographic activity (EEG) are recorded continuously throughout exposure
to the virtual environment.

There are many different scenarios eliciting different levels of arousal in VRST.
In this study we chose the following three of them to affect different arousal
levels, which had been used in [2§]: 1) Scenario I: Low threat, color naming;
2) Scenario II: High threat, color naming; and, 3) Scenario III: High threat,
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(a) (b) (c)
Fig. 1. The Humvee Stroop Scenarios. (a) Color Naming; (b) Word Reading; and, (c)
Interference.

interference. Each scenario consisted of 50 tests. Three colors (Blue, Green, and
Red) were used, and they were displayed with equal probability. In Scenario I,
50 colored numbers were displayed at random locations on the windshield one
by one while the subject was driving through a safe zone. Scenario II was similar
to Scenario I, except that the subject was driving through an ambush zone.
Scenario III was similar to Scenario II, except that Stroop tests instead of color
naming tests were used. In terms of arousal, the three scenarios are in the order
of I < II < III.

A total of 19 college aged students participated in this experiment. Strict
exclusion criteria were enforced so as to minimize the possible confounding
effects of additional factors known to adversely impact a person’s ability to pro-
cess information, including psychiatric (e.g., mental retardation, psychotic disor-
ders, diagnosed learning disabilities, Attention-Deficit/Hyperactivity Disorder,
and Bipolar Disorders, as well as substance-related disorders within two years of
evaluation) and neurologic (e.g., seizure disorders, closed head injuries with loss
of consciousness greater than 15 minutes, and neoplastic diseases) conditions.
The University of Southern California’s Institutional Review Board approved
the study. After informed consent was obtained, basic demographic information
was obtained.

3.2 Comparative Study

One of the 19 subjects did not respond at all in one of the three scenarios, and
was excluded as an outlier. Only the remaining 18 subjects were studied. Each
subject had 150 responses (50 for each arousal level). The same 29 features as
those in [28] were used. In the comparative study k = {1, 2, 3,4}, since we want
to examine whether the performance of ACS is consistent for different k. We
studied each subject separately, and for each subject lp = k + 1 (so that we
can run leave-one-out cross-validation using the kNN classifier). Only one new
instance was generated in each iteration. After Iteration ¢, the kNN classification
performance was evaluated using the rest 150 — (k + ¢ + 1) responses from the
same subject. We repeated the experiment 100 times (each time the o initial
training examples were chosen randomly) for each subject and k and then report
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the average performance of the three class-selection approaches. It is necessary
to repeat the experiment many times to make the results statistically meaningful
because there are two forms of randomness: 1) a subject generally had different
responses at the same arousal level (class label), so for the same sequence of
class labels the training examples were different; and, 2) the new class label was
generated according to a probability distribution instead of deterministically.

Experimental results for k = {1,2, 3,4} are shown in Fig. 2l Each of the first
18 sub-figures in (a)-(d) represents a different subject, and the last sub-figure
shows the average performance of the three class-selection approaches over the
18 subjects. Observe that:

1. Generally ACS; (Inverse) always outperformed the uniform sampling ap-
proach. To show that the performance difference is statistically significant,
we performed paired t-tests to compare the average performances of ACS;
and the uniform sampling approach for k = {1,2,3,4} and o = 0.05. When
k=1, t(17) = 4.66, p = 0.0002. When k = 2, ¢(17) = 9.06, p < 0.0001.
When k = 3, t(16) = 8.27,p < 0.0001. When k =4, t(15) = 7.97, p < 0.0001.
Clearly, the performance difference is always statistically significant.
Interestingly, in [I0] Lomasky et al. pointed out that the inverse method
did not work well. We think this is because the performance of an ACS
approach is highly application-dependent, and the inverse approach is par-
ticularly suitable for the arousal classification problem. This was partially
supported by the fact that Lomasky et al. compared five different sampling
approaches in [I0] on two datasets, and none of them seemed to be uni-
versally better than others. However, more experiments and analysis are
needed to better understand the underlying reasons and also the stability of
the inverse method.

2. ACS; (Accuracy improvement) always had the worst performance among
the three sampling approaches. This is because in each iteration only one
new instance is generated (assume it belongs to Class ¢’), and hence very
probably in the next iteration only the classification accuracy of Class ¢’ is
improved; as a result, ACS, keeps generating new instances from Class ¢’
and makes the class distribution very imbalanced. Some typical trajectories
of selected training example classes for Subject 1 are shown in Fig.[Bl Clearly,
ACS; tends to stick to a particular class.

3. The overall classification performance decreased as k increased. The exact
reason is still under investigation. However, the performance downgrade of
ACS; was smaller than the uniform sampling approach. This suggests that
ACS; is less sensitive to k, which is good when it is difficult to determine
the optimal k.

In summary, we have demonstrated through a simple kNN classifier the advan-
tages of ACS, which include higher classification accuracy and more robustness
to parameter selection.
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Fig. 2. Performance comparison of the three class-selection approaches on the 18 sub-
jects. (a) k=1; (b) k =2; (¢) k = 3; (d) k = 4. The horizontal axis shows the number
of training examples, and the vertical axis shows the testing accuracy on the remain-
ing examples from the same subject. —: Uniform; — — — ACS; (Inverse); - - -: ACS2
(Accuracy Improvement).

We need to point out that ACS has more computational cost than the uni-
form sampling approach, because before acquiring each new training example it
needs to compute the leave-one-out cross-validation performance and then to de-
termine which class to sample. However, since a person’s physiological responses
or affective states cannot change very quickly (usually on the order of seconds),
and the extra computational cost only occurs during the training process, it does
not hinder the applicability of ACS.

Finally, note that the purpose of the experiments is not to show how good a
kNN classifier can be in arousal classification; instead, we aim to demonstrate
how ACS can improve the performance of an existing classifier. Also, as we have
shown in this section, not necessarily all ACS algorithms can always improve the
classification performance. For each particular application, a small dataset may
be needed to identify the ACS approach.
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Fig. 3. Typical trajectories of selected training example classes for Subject 1. (a) k = 1;
(b) Kk = 2; (c) k = 3; (d) & = 4. The horizontal axis shows the index of training
examples, and the vertical axis shows the corresponding class index.

4 Conclusions and Future Research

Active class selection studies how to optimally select the classes to obtain train-
ing examples so that a good classifier can be constructed from a small number
of training examples. In this paper, we have compared two ACS approaches in
an arousal classification application. Experimental results using a kNN classifier
showed that the inverse ACS approach generally resulted in higher classification
accuracy and more robustness than the uniform sampling approach. To the best
knowledge of the authors, this is the first time that ACS has been applied to
affective computing problems.
Our future research includes:

1. To compare ACS approaches using more advanced classifiers like SVM, logis-
tic regression, etc, and also on more affective computing datasets, to study
whether the performance improvement is consistent and universal.

2. To integrate ACS with feature selection. As it has been shown in [2§], many
of the 29 features are not useful. However, the useful features are subject-
dependent. As the features directly affect the NN, it is necessary to integrate
ACS with feature selection for further performance improvement.

3. To integrate ACS with classifier parameter optimization, e.g., k in the kNN
classifier, and C, € and the kernel parameters in the SVM [25].

4. To combine ACS with transfer learning [T431] in affective computing. A ma-
jor assumption in many classification and prediction algorithms is that the
training and test data are in the same feature space and have the same dis-
tribution. However, this does not hold in many real-world applications. For
example, in the arousal classification experiment introduced in this paper, a
subject’s physiological responses at a certain arousal level are generally quite
different from another’s. This makes it difficult to make use of other subjects’
responses. In this paper we ignored other subjects’ responses completely in
classifying an individual subject’s arousal level. However, all subjects’ re-
sponses should still be similar at some extent, and hence other subjects’
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responses may also be useful in classifying an individual subject’s arousal
levels. Transfer learning is a framework to address this kind of problems by
making use of auxiliary training examples. We [29] have applied inductive
transfer learning to the above arousal classification problem and showed that
the auxiliary training examples can indeed improve the classification perfor-
mance. We expect that further performance improvement can be obtained
by combining transfer learning and ACS, i.e., very few user-specific training
examples are needed to obtain satisfactory classification accuracy if ACS and
transfer learning are integrated properly. This would make it much easier to
customize an affective computing system for individual use.
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Abstract. Although psychophysiological and affective computing ap-
proaches may increase facility for development of the next generation
of human-computer systems, the data resulting from research studies in
affective computing include large individual differences. As a result, it is
important that the data gleaned from an affective computing system be
tailored for each individual user by re-tuning it using user-specific train-
ing examples. Given the often time-consuming and/or expensive nature
of efforts to obtain such training examples, there is a need to either
1) minimize the number of user-specific training examples required; or
2) to maximize the learning performance through the incorporation of
auxiliary training examples from other subjects. In [I1] we have demon-
strated an active class selection approach for the first purpose. Herein
we use transfer learning to improve the learning performance by com-
bining user-specific training examples with auxiliary training examples
from other subjects, which are similar but not exactly the same as the
user-specific training examples. We report results from an arousal classifi-
cation application to demonstrate the effectiveness of transfer learning in
a Virtual Reality Stroop Task designed to elicit varying levels of arousal.

Keywords: Affective computing, arousal classification, individual dif-
ferences, nearest neighbors classification, transfer learning.

1 Introduction

The use of psychophysiological measures in studies of persons immersed in high-
fidelity virtual environment scenarios offers the potential to develop current
physiological computing approaches [1] into affective computing [7] scenarios. An
important task in implementing an affective computing system is affect recog-
nition, which recognizes the user’s affect from various signals, e.g., speech [12],
facial expressions [5], physiological signals [10], and multimodal combination [15].
In [T0J6] we introduced an adaptive virtual environment for assessment and reha-
bilitation of neurocognitive and affective functioning. The Virtual Reality Stroop
Task (VRST) [6], utilized also in this paper, involves the subject being immersed

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 142-151, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. The Humvee Stroop scenarios. (a) Color Naming; (b) Word Reading; and, (c)
Interference.

into a virtual Humvee as it travels down the center of a road, during which Stroop
stimuli [8] appear on the windshield, as shown in Fig. [l The VRST stimuli are
presented within both “safe” (low threat) and “ambush” (high threat) settings.
Low threat zones consist of little activity aside from driving down a desert road,
while the more stressful high threat zones include gunfire, explosions, and shout-
ing amongst other stressors. Psychophysiological measures of skin conductance
level, respiration, vertical electrooculograph, electrocardiographic activity, and
electroencephalographic activity are recorded continuously throughout exposure
to the virtual environment.

In [I0] we used a support vector machine (SVM) to classify the three arousal
levels in the VRST, and showed that when each subject is considered separately,
an average classification rate of 96.5% can be obtained; however, the average
classification rate was much lower (36.9%, close to random guess) when a sub-
ject’s arousal level was predicted from other subjects’ arousal levels.

We believe this reflects research into psychophysiology and individual differ-
ences. Results from a study conducted by Ito and Cacioppo [2] revealed that
individuals respond with positivity offset and negativity bias. Positivity offset
means that persons respond more strongly to mildly pleasant than to mildly
unpleasant stimuli. Negativity bias means that a person responds more strongly
to very unpleasant stimuli than to very pleasant stimuli. Individual differences
were quite obvious in our previous experiments as we also performed feature
selection in constructing the individual classifiers, and the features for different
subjects were significantly different from each other.

Given the large individual differences, it is difficult to accurately classify a
subject’s arousal levels using a classifier trained from only responses from other
subjects. However, the responses from other subjects still contain some useful
information, as people exhibit similar (though usually not exactly the same)
behaviors at the same affect state (otherwise we cannot recognize others’ af-
fects in social activities). So, increased classification accuracy may be obtained
by combining the responses from other subjects and a small number of training
examples from the subject. This is the idea of transfer learning [4], which is elab-
orated in the next section. If this hypothesis is veridical, then only a very small
number of user-specific training examples are needed to individualize an affective
computing system, which will greatly increase its usability and popularity. This
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paper presents some experimental results on transfer learning for handling indi-
vidual differences in arousal classification and proposes several future research
directions. To the best of the authors’ knowledge, this is the first time that
transfer learning has been introduced to the affective computing community.
The remainder of this paper is organized as follows: Section [2] introduces
the concept of transfer learning. Section [3] presents some experimental results
on transfer learning for handling individual differences in arousal classification.
Section Ml draws conclusions and proposes some future research directions.

2 Transfer Learning

A major assumption in many classification and prediction algorithms is that
the training and future (test) data are in the same feature space and have the
same distribution [4]. However, it does not hold in many real-world applications.
For example, in the arousal level classification experiment introduced above, a
subject’s physiological responses at a certain arousal level are generally quite
different from another’s, and their perceptions of arousal are also different. In
such cases, knowledge transfer, if done successfully, would greatly improve the
learning performance by eliminating much training example acquisition efforts.
Transfer learning [4[13] is a framework for addressing this problem.

Definition 1 (Transfer Learning). [{|] Given a source domain Dg and learn-
ing task Tg, a target domain Dr and learning task T, transfer learning aims to
help improve the learning of the target predictive function fr(-) in Dy using the
knowledge in Dg and Tg, where Dg # Dy, or Ts # Tr.

In the above definition, a domain is a pair D = {X,P(X)}, where X is a
feature space and P(X) is a marginal probability distribution, in which X =
{1,...,xn} € X. Dy # Dr means that either Xy # Xr or Pg(X) # Pp(X),
i.e., either the features in the source domain and the target domain are differ-
ent, or their marginal probability distributions are different. Similarly, a task
is a pair 7 = {),P(Y|X)}, where ) is a label space and P(Y|X) is a con-
ditional probability distribution. 7¢ # 7pr means that either Ys # Yr or
P(Ys|Xs) # P(Yr|Xr), i.e., either the label spaces between the source and tar-
get domains are different, or the conditional probability distributions between
the source and target domains are different.

Particularly, in this paper we are interested in inductive transfer learning [4],
where 7g # 77 but there is no requirement on whether Dg should be the same
as Dr or not. As a result, a few labeled data in the target domain are required
as training data to induce the target predictive function.

In the transfer learning literature the data in the source domain is usually
called auxiliary data and the data in the target domain primary data. For the
arousal level classification application introduced in the Introduction, primary
data are user-specific training examples, and auxiliary data can be training exam-
ples from other subjects. In [13] it has been shown that when the primary training
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dataset is very small, training with auxiliary data can significantly improve clas-
sification accuracy, even when the auxiliary data is significantly different from the
primary data. This result can be understood through a bias/variance analysis.
When the number of primary training data is very small, a learned classifier will
have large variance and hence large error. Incorporating auxiliary data, which
increases the number of training examples, can effectively reduce this variance,
but possibly increase the bias, because the auxiliary and primary training data
have different distributions. This also suggests that as the amount of primary
training data increases, the utility of auxiliary data should decrease [13].

3 Experiment

In this section we present some experimental results on transfer learning for
handling individual differences in arousal classification. Data for this experiment
was drawn from the VRST. Psychophysiological measures were used to predict
levels of threat and cognitive workload. Herein primary data are user-specific
training examples, and auxiliary data are training examples from other subjects.
For simplicity, we use the k-nearest neighbors (kNN) classifier.

3.1 Method

Suppose there are NP training examples {x! y”};—12, . n» for the primary
supervised learning problem (user-specific training examples), where x! is the
feature vector of the ith training example and y? is its corresponding class la-
bel. The superscript p indicates the primary learning task. Additionally, there
are N auxiliary training examples (training examples from other subjects)
{x¢,y¢}i=1,2,... N, whose distribution is somehow similar to the primary training
examples but not exactly the same. So, the auxiliary training examples should
be treated as weaker evidence in designing a classifier.

In kNN we need to optimize the number of NNs, k. This must be done through
internal I-fold cross-validation [9,[I3]. The most important parameter in deter-
mining the optimal k is the internal I-fold cross-validation accuracy, i.e., the
number of the internal cross-validation examples that are correctly classified,
n,. However, because NP is very small, different k£ may easily result in the same
n,. For example, when NP = 3 and I = 3, there are a total of three examples in
the internal 3-fold cross-validation (one in each fold, and the process is repeated
three times); so, n, can only be {0, 1,2, 3}, and several different k£ may result in
n, = 3. The classification margin in internal cross-validation, m,,, is then used
to break the ties: when two ks give the same number of n,,, the one with a larger
my, is preferred. This idea was motivated by the concept of error margin in [13].
In this paper m,, is computed as the number of votes for the correct class minus
the number of votes for the predicted class, summed over all instances in the
internal I-fold cross-validation. So, m, is a non-positive number, and the larger
the better. Once the optimal ks are identified for different kNN classifiers, their
performances can be compared using the testing accuracy.
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As pointed out in [I3], in many learning algorithms, the training data play
two separate roles. One is to help define the objective function, and the other
is to help define the hypothesis. Particularly, in kNN one role of the auxiliary
data is to help define the objective function and the other is to serve as potential
neighbors. In this paper we investigate these two roles separately. The following
three kNN classifiers were implemented and compared:

1. kNN;, which is a baseline kNN classifier without using the auxiliary data,
i.e., it uses only the NP primary training examples in the internal I-fold
cross-validation algorithm.

2. kNN, which also uses the N® auxiliary examples in the training part of
the internal I-fold cross-validation algorithm, i.e., in each iteration of the
internal cross-validation it combines the I—1 folds of the NP primary training
examples with the N* auxiliary examples in training and uses the rest fold
of the NP primary training examples in validation.

3. kNNg3, which also uses the N auxiliary examples in the validation part of
the internal I-fold cross-validation algorithm, i.e., in each iteration it uses the
I — 1 folds of the NP primary training examples in training and combines
the rest fold of the NP primary training examples with the N¢ auxiliary
examples in validation.

The pseudo-codes for training kNN5 and kNN3 are given below. The pseudo-code
for training kNNj is the same as that for kNN, except that the N¢ auxiliary
data are not used at all. Note that in testing kNN; and kNNg3 use their optimal
k and the NP primary training examples, whereas kNN uses its optimal k& and
the NP primary training examples plus the N* auxiliary training examples, to
be consistent with how its k is trained.

3.2 Results

A total of 19 college-aged subjects participated in the study. Presentation of
the VRST version of the Stroop was counterbalanced. While experiencing the
VRST, participant psychophysiological responses were recorded using the Biopac
MP150 system. The University of Southern California’s Institutional Review
Board approved the study.

We classify three arousal levels in this paper, which are the same as those
in [10]. One of the 19 subjects did not respond at all in one of the three scenarios,
and was excluded as an outlier. Only the remaining 18 subjects were studied.
The features were the same as those 29 features in [10].

In the experiments I = 3 and K = 5. Because each subject had 150 responses
(50 for each arousal level), N* = 150 x 17 = 2550. We performed experiments
for each subject separately, and for each subject we increased NP from 3 (one
response at each arousal level) to 15 (5 responses at each arousal level) in internal
cross-validation, and used the resulting optimal k for testing on the remaining
150 — NP primary examples. We repeated the experiment 100 times (each time
the NP primary training examples were chosen randomly) for each subject and
report the average performance of the three kNN algorithms, as shown in Fig.[2l
Observe that:
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Algorithm 1. The algorithm for training kNN2
Input: N? primary training examples; K, the maximum number of NNs in
I-fold internal cross-validation
Output: k,, the optimal number of NNs in the kNN classifier
Initialize: The maximum number of correct classifications in internal
cross-validation n, = 0; The maximum classification margin in internal
cross-validation m., = —1010;
Partition the N? primary training examples into I folds;
foreach k in [1, K| do
Ny = 0, my = 0;
foreach i in [1,I] do
Compute the kNN classification results using the ith fold of the primary
training examples in validation, the rest I — 1 folds plus the N°
auziliary data in training, and k as the number of NNi;
Ny = Ny + 1! and my, = m, +m’, where n! is the number of correct
classifications in the ith validation, and m! is the total classification
margin in the ¢th validation;
end
if n, > n, then
Ny = N, My = My, ko = k;
else if n, = n, and m, > m, then
My = My, ko = k;
end
end

1. For all three kNN classifiers, generally as NP increases, the testing perfor-
mance also increases, which is intuitive.

2. Sometimes kNNy significantly outperforms kNN; and kNNgs, but its over-
all performance is the worst. Recall that in kNNy for each iteration of the
internal I-fold cross-validation the (I — 1)N?/I primary training examples
were combined with the N® = 17NP auxiliary examples in training. As the
number of auxiliary examples is significantly larger than that of the primary
examples, most of the neighbors are from the auxiliary data. So, the perfor-
mance of kNN is highly dependent on the amount of individual differences.
We conjecture that for subjects that kKNNy performs very well (e.g., Subject
14), at least one of the rest 17 subjects must have very similar profile. This
also suggests that significant performance improvement may be obtained if
we can identify the most similar subjects and only use them in kNNs. This
will be one of our future research directions.

3. kNN3 always outperforms kNN, especially when NP is very small. This is
because when NP is small, several different ks may give the same validation
accuracy (i.e., a very small number of training examples do not have enough
discriminative power), and hence the information in the N¢ auxiliary train-
ing examples is very useful in helping determine the optimal k. To show that
the difference between kNN; and kNNg is statistically significant, we per-
formed paired t-tests, as shown in Table [l Observe that except for Subject
6, all differences are significant.
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Algorithm 2. The algorithm for training kKNN3
Input: N? primary training examples; K, the maximum number of NNs in
I-fold internal cross-validation
Output: k,, the optimal number of NNs in the kNN classifier
Initialize: The maximum number of correct classifications in internal
cross-validation n, = 0; The maximum classification margin in internal
cross-validation m., = —1010;
Partition the N? primary training examples into I folds;
foreach k in [1, K| do
nd =0, mb =0, ny; =0, m; =0;
foreach i in [1,1] do

Compute the kNN classification results using the ith fold of the primary

training examples plus the N auxiliary data in validation, the rest

I — 1 folds in training, and k as the number of NNs;

nP =nf +niP, and mP = m®? + miP, where n’? is the number of

correct classifications in the ith fold of the primary data, and m’P is the

total classification margin in the ith fold of the primary data;

n% =n? + 1> and m¢ = m? + mi®, where n’® is the number of
correct classifications in the auxiliary data, and m&? is the total
classification margin in the auxiliary data;

end

if nf > nb then
nd =nb, mb =mb, ny =nl, mi =msy, ko = k;

else if n? = nf and ny > nf then
mb =mb, ng =ng, mi =md, ko =k;

else if nY = nf and n{ = nf and m¥ > m?b then
ny =ng, ms =mo, ko = k;

else if nl =nl and ny = ny and mf = mb and my > mg then
my =mg, ko = k;

end

end

4. When NP increases, the performances of kNN3 and kNN; converge. This is
because for large NP, the validation accuracy in the internal cross-validation
on the primary training examples only is enough to distinguish among dif-
ferent ks, and hence the effect of the auxiliary data is reduced, i.e., the “else
if” loops in Algorithm 2 are rarely used.

In summary, the accuracy of a kNN classifier can be improved with the help of
auxiliary training examples from other subjects, especially when the number of
primary training examples is very small. As a result, fewer user-specific training
examples may be needed to tailor an affective computing system for individual
use.

Finally, note that the purpose of the experiments is not to show how good a
kNN classifier can be in arousal classification; instead, we aim to demonstrate
how transfer learning can improve the performance of an existing classifier. Also,
as we have shown in this section, not necessarily all transfer learning algorithms
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Fig. 2. Performance comparison of the three kNN classifiers on the 18 subjects. Each
of the first 18 sub-figures represents a different subject. The last sub-figure shows the
average performance of the three kNN classifiers over the 18 subjects. The horizontal
axis shows NP, and the vertical axis shows the testing accuracy on the 150 — NP
examples from the same subject. —: kNNy; - - -: kNNy; — — — kNNs.

Table 1. Paired t-test results on kNN; and kNN3. o« = 0.05 and df = 12.

Subj. 1 2 3 4 56 7 8 9 10 11 12 13 14 15 16 17 18
t 55 99 40 3.1 26202364 58 53 6.1 3.1 89 6.8 3.5 14.02.6 83
p <.01<.01<.01<.01.02.07.04<.01<.01<.01<.01<.01<.01<.01<.01<.01.02<.01

can always improve the classification performance. For each particular appli-
cation, a small dataset may be needed to identify the best transfer learning
approach.

4 Conclusions and Future Research Directions

In this paper we have introduced the concept of transfer learning and demon-
strated how it can be used to handle individual differences in affective comput-
ing through an arousal level classification example. Experiments on 18 subjects
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showed that a kNN classifier which made use of the auxiliary data in cross-
validation can always achieve better performance than the one using the pri-
mary data only. Especially, the performance improvement was significant when
the number of primary training examples is very small. The results suggest that
transfer learning is a very promising technique for handling individual differences
in affective computing, and it can help tailor an affective computing system for
individual users with very few user-specific training examples. To the best knowl-
edge of the authors, this is the first time that transfer learning has been applied
to affective computing problems.

This paper represents our first attempt on using transfer learning in affective
computing. We plan to further pursue this interesting research in the following
directions:

1. To integrate transfer learning with feature selection. As it has been shown
in [I0], many of the 29 features are not useful. However, the useful features
are subject-dependent. As the features directly affect the NN, it is necessary
to integrate transfer learning with feature selection for further performance
improvement.

2. We will consider removing outliers from the auxiliary data to make them
more consistent, because we believe that the data for each subject in the
auxiliary data should be consistent by themselves: If a subject’s arousal levels
cannot be classified reliably based on his/her own previous responses, how
can that subject’s profile be used to help classify another subject’s arousal
level? In other words, if a subject cannot reliably classify his/her own arousal
level, then unlikely he/she can give good suggestions on another subject’s
arousal level. One possible approach is that for each subject in the auxiliary
data, we remove a minimum number of outliers so that a 100% accurate kNN
classifier can be obtained for him/her. The remaining data from all subjects
can then be combined to form the auxiliary dataset.

3. It may be beneficial to not mix the responses from all subjects in the auxiliary
data, e.g., we can treat each of the remaining 17 subjects’ responses as
a separate auxiliary dataset, perform transfer learning on each auxiliary
dataset, and then fuse the outcome.

4. We will carefully design the primary training examples to further minimize
the number of training examples needed to tailor an affective computing
system for individual use. Active class selection [3] is one such approach.
In [I1] we have shown that it can achieve better performance than learning
from random training examples by using feedback during learning to guide
the generation of new training data.

5. We will apply transfer learning to affective computing problems beyond clas-
sification, e.g., regression [I2], and preference learning [I4], where the users’
affects are expressed as preferences instead of classes or numbers.
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Abstract. Micro-expressions are one of the most important behavioral clues for
lie and dangerous demeanor detections. However, it is difficult for humans to
detect micro-expressions. In this paper, a new approach for automatic micro-
expression recognition is presented. The system is fully automatic and operates
in frame by frame manner. It automatically locates the face and extracts the
features by using Gabor filters. GentleSVM is then employed to identify micro-
expressions. As for spotting, the system obtained 95.83% accuracy. As for
recognition, the system showed 85.42% accuracy which was higher than the
performance of trained human subjects. To further improve the performance, a
more representative training set, a more sophisticated testing bed, and an
accurate image alignment method should be focused in future research.

Keywords: Micro-expression, Mutual information, Dynamical weight
trimming, GentleSVM, Gabor filters.

1 Introduction

The frequency of violent and extreme actions around the world is increasing. Scientists
and engineers are forced to develop new techniques to detect those actions. Psychologists
have made some progress within this domain. In 1969, Ekman and Friesen discovered
the existence of micro-expressions [1]. A micro-expression is an extremely quick facial
expression of emotion that lasts for 1/25s to 1/5s. It is an involuntary expression shown
on the face when humans are trying to conceal or repress their emotions, and it is
expressed in the form of seven universal facial expressions [2] [3] [4] [6] [7] [8]. Micro-
expressions reveal human’s real intent. Therefore, they can be essential behavioral clues
for lie and dangerous demeanor detections [2] [4]. The USA government even has
already employed this technique in its counter-terrorism practice [5].

However, micro-expressions are barely perceptible to humans [1]. To solve this
problem, Ekman developed the Micro Expression Training Tool (METT) [6]. Frank
et al. reported that it was still difficult for human to detect real-life micro-expressions
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even after the training of METT (about 40% correct) [7]. Due to this incompetence,
researchers and practitioners have to analyze the videos frame by frame, which is very
time-consuming. Efficient technical adjuncts are in great need within this domain.

The combination of computer science and psychology research fields can satisfy
these needs. Two independent groups of computer scientists have already addressed
this issue. In [8], Polikovsy et al. used the 3D gradients orientation histogram
descriptor to represent the motion information. Results show that this method can
recognize action units with good precision at some facial regions and it also can
analyze the expressions’ phases. Shreve et al. proposed novel expression
segmentation methods in [9] and [10]. Utilizing the optical strains caused by non-rigid
motions, their algorithms can automatically spot macro- and micro-expressions.

These studies have some shortcomings. The method proposed by Polikovsy et al.
[8] cannot directly measure the durations of expressions. In addition, their algorithm
was evaluated on an artificial dataset in which subjects were asked to simulate micro-
expressions with low facial muscle intensity. However, micro-expressions can hardly
be falsified and it is the duration but not the intensity that defines micro- and macro-
expressions (expressions with durations that are longer than the micros’ are called
macro-expressions) [1] [4]. The main dataset used by Shreve et al. [9] [10] is also
artificial and the false alarm rate of their method for micro-expressions is too high.

One of the challenges faced by researchers is that there is no large enough
standard micro-expression database to train an accurate system by utilizing the
dynamical features like in [25]. In fact, no researchers have ever investigated the
dynamics of micro-expressions. However, the appearance of micro-expression
completely resembles the seven basic expressions [3] [4] [6] [8], so it is possible for
researchers to train a system based on existing facial expression databases by utilizing
only the appearance-based features while ignoring the dynamical information. In this
paper, we propose a new approach for automatic micro-expression recognition. The
system ignores the dynamical information and analyzes the videos frame by frame.
The structure of the paper is as follows. In section 2, an algorithm for facial
expression recognition is described and its performance is evaluated, providing the
foundation for micro-expression recognition. In Section 3, we modify and apply the
algorithm to micro-expressions. We conclude the paper in Section 4.

2 An Algorithm for Facial Expression Recognition

2.1 Dataset, Face Detection, and Preprocessing

The algorithm was evaluated for its facial expression recognition performance on
Cohn and Kanade’s dataset (CK) [11]. The neutral and one or two different peak
frames of 374 sequences from 97 subjects were employed, resulting in 518 images.
For each selected subject, only one neutral frame was chosen. Algorithms were
trained to recognize the six basic and the neutral expressions.

Images are first converted to grayscale with 8-bit precision. Then the faces are
automatically detected by using the algorithm developed by Kienzle et al. [12].
Detected faces are rescaled to 48x48 pixels.
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2.2 Feature Extraction

Gabor filters are employed to extract features from detected faces. The two-
dimensional Gabor filters are defined as follows:
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e'**"* is the oscillatory wave function.

In our proposed algorithm, we use the Gabor filters with 9 scales and 8
orientations, while ¢ =27,k =7/2,and f =+/2.

2.3 Improved Gentleboost

Adaboost has been applied successfully to a variety of problems (e.g. [14]). In
contrast to Adaboost, Gentleboost converges faster, and performs better for object
detection problems [15]. Considering its excellent performance [16], we initially
chose Gentleboost as the classifier.

Mutual Information and Dynamical Weight Trimming. The weak classifier
selection and combination methods determine the efficiency of boosting algorithm
[17]. Here we incorporate mutual information (MI) [14] to eliminate non-effective
weak classifiers for Gentleboost to improve its performance.

Before a weak classifier is selected, the MI between the new and selected
classifiers is examined to make sure the information carried by the new classifier has
not been captured by the selected ones. At stage T +1 when T weak classifiers
{hv(l),hv(z),...hv(T)} have been selected, the function for measuring the maximum MI

of the candidate classifier h; and the selected classifiers can be defined as follows:
R(h)) = r1:111511.)ETMI(h]. Ay 2)

where  MI(h,,h,,)=H(h,)+H (h,,

variable x, and H(x,y)is the joint entropy of random variable x and y.Each weak

)= H(h;,h,,), H(x)1s the entropy of random

classifier is considered as a random variable, so MI(h;,h,, ) represents the mutual

information between the two random variables h; and h For a weak classifier

V() ©
with discrete values like the regression stump which is employed in this study, the
probability values required by MI calculation could be estimated by simply counting
the number of possible cases and dividing that number with the total number of
training samples. To determine whether the new classifier is effective or not, R(k;)

is compared with a pre-defined threshold of mutual information (TMI). If it is larger
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than TMI, the classifier is considered as non-effective and a new one is selected from
the candidate classifiers.

Because the training of Gentleboost is time-consuming, researchers are forced to
train and evaluate this algorithm on low dimensional small data sets. However, due to
the extra computation required by MI, the training of Gentleboost even would become
longer [14]. Here we extend the idea of dynamical weight trimming (DWT) [18] for
Gentleboost to compensate for this problem. This implementation is still called DWT.

At each round, training samples are filtered according to a threshold #(f) which is
the fth percentile of the weight distribution over training data at the corresponding
iteration. Training samples with weight less than the threshold are not used for training.
Since the weak classifier is not trained on the whole training samples and is selected
according to MI, the weighted error of selected classifier may even be more than or equal
to 0.5. To exclude such non-effective classifiers, #(f) is dynamically changed
according to the classification error. Details are shown in Fig. 1.

For multiclass classification, the one-against-all method is implemented. The
expression category decision is implemented by choosing the classifier with the
maximum decision function value for the test example. Details are shown in Fig. 1.

1) Input: for class [.nputN training samples (x.y,).i=12....N withm positive (y,=1) and [

negative (y,=-1) samples

2) [Initialization: weights w;, = {i:;"fl ‘;;i‘:i‘::ﬁﬁ: B=4
3) Fort=12,..T
a) Filter training samples based on parameter #(f)

b) Train candidate classifiers based on the filtered traming samples. For each candidate classifier/r,,

2

record the weighted squared error: ¢, = Z W (hix)-x)
For(;)

Choose h, with the lowest ¢, from the candidate classifiers
Calculate R(h,)according to Eq. (2)

If R(h)<TMI

The classifier is chosen, &, =, , calculate the weighted error E, =)' é w,, |y, - sign(h,(x))]

Gotoc)
Else

Remove i, from the candidate list, if all candidates are removed, stop training.
EndLoop
¢) If E =0.5 and not all training samples are employed, then f=/4/2, goto a). If E, =0.5and
all training samples are used, then stop training. Else goto d)
d) Updatethe weights w,,,=w, ¢ *** andrenormalize, §=4,.

t+1.i

4) Output the final decision function: H(x,l)= Z ; h(x).

Fig. 1. The improved Gentleboost algorithm for binary classifier
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Experimental Results and Discussions. The proposed algorithm was implemented
in Matlab and tested on a Core i5 650 system with 4GB memory. The 10-fold cross
validation was used as the testing paradigm that subjects were randomly separated
into 10 groups of roughly equal size and did ‘leave one group out’ cross
validation.TMI and S were set to 0.1'. The best results were obtained when 120
features were employed by each binary classifier.

Table 1. Performance of imroved Gentleboost

Classifier Accuracy Training time’
Gentleboost, MI+DWT 88.61% 85019.71s
Gentleboost, DWT 85.33% 84644.05s
Gentleboost,MI 87.83% 122817.91s
Original Gentleboost 86.48% 122364.53s

As shown in Table 1, the MI+DWT combination improved Gentleboost’s
accuracy. Although this combination has the highest accuracy score, the 88.61%
accuracy obtained by our algorithm is still not satisfactory enough.

Results also showed that the training speed of Gentleboost was improved by the
MI+DWT combination (1.44 times faster than original). This effect is brought by the
DWT implementation. It should be noted that, for most problems, /£ =0.1should be
able to bring acceptable results because the data used for training carries 90 percent of
the total weight. As shown in Table 1, the accuracy of Gentleboost with DWT was
only slightly lower than the original Gentleboost. The larger value of f can bring
faster training speed, but it will also introduce more errors [18]. A trade-off between
speed and accuracy must be considered.

2.4 GentleSVM

It has been shown that SVMs can provide state-of-the-art accuracy for the facial
expression recognition problem [13] [16]. To further improve the performance of our
proposed algorithm, we chose to use the Gentleboost algorithm as a feature selector
preceding the SVM classifiers. This combination is called GentleSVM.

In feature selection by Gentleboost, each Gabor filter is treated as a weak classifier.
Gentleboost picks the best of those classifiers, and then adjusts the weight according
to the classification results. The next filter is selected as the one that gives the best
performance on the errors of the previous filter. All the selected features are then
united to form a new representation. Then the 1-norm soft margin linear SVMs are
trained on the selected Gabor features. For multiclass classification, the one-against-
all method is implemented. The expression category decision is implemented by
choosing the classifier with the maximum geometric margin for the test example.

! For all the experiments described in this paper, the mutual information was measured in bans.
% The time required for 10 times trainings.
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Experimental Results and Discussions. The proposed algorithm was implemented
and tested on same platform as in Section 2.3. Testing paradigm was the same to
Section 2.3. TMI and S were set to 0.1. The best results were obtained when 200
features were selected for each expression category.

Table 2. Performance of GentleSVM

Classifier Accuracy Training time®
Original SVM 88.03% 883.62s
GentleSVM, MI+DWT 92.66% 18.85s
GentleSVM, DWT 90.93% 19.31s
GentleSVM, MI 92.47% 17.79s
Original GentleSVM 90.35% 19.00s

Table 3. Accuracy for each expression category

Classifier Sadness Surprise ~ Anger  Disgust Fear Happiness  Neutral
Original SVM  8243% 93.06% 84.13% 93.75% 7541%  92.55%  91.11%
GentleSVM,
MI+DWT
GentleSVM,
DWT
GentleSVM,
MI
Original
GentleSVM

85.14% 98.61% 87.03% 96.86% 86.89%  96.81%  94.44%

85.14% 98.61% 87.03% 96.88% 80.33%  94.68%  91.11%

85.13% 100%  85.71% 96.88% 86.89%  96.81%  93.33%

8243% 98.61% 88.89% 9531% 83.61% 96.81%  85.56%

As shown in Table 2, all GentleSVM variants outperformed the original SVM and
our improved Gentleboost, and all GentleSVM variants completed the 10 times
trainings within 20s, which means that after the training of Gentleboost the system
can be further improved with only a little cost of time. Within these GentleSVM
variants, the best result was obtained by the MI+DWT combination (92.66%). Taken
all results together, we can safely conclude that the MI+DWT combination improves
the performance of Gentleboost both for classification and feature selection.

As shown in Table 3, all GentleSVM variants and original SVM recognized
surprise, disgust, happiness, and neutral expressions with good precisions. As for
sadness, anger, and fear, the performance of all the classifiers were lower. However,
all these accuracy scores for GentleSVM variants were still above 80%.

Bartlett et al. [13] have conducted similar experiments by using the Computer
Expression Recognition Toolbox on CK. They reported 93% correct for an alternative
forced choice of the six basic expressions plus neutral [13]. To the best of our
knowledge, this is the highest performance obtained by appearance based approach on
CK. Their results are not directly comparable to us due to different protocols,

? The time required for 10 times trainings.
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preprocessing methods, and so on, but we can see from the results that the best
accuracy score obtained by us (92.66%) is very similar to theirs. Such accuracy is
encouraging for an automatic system without complicated preprocessing procedures.
It establishes a firm foundation for micro-expression recognition.

3 An Automatic Micro-expression Recognition System

To recognize micro-expressions, the algorithm described above is applied to videos to
determine the expression label for each video frame. Then the label outputs are
scanned. Durations of expressions are measured according to the transition points and
the video’s frame-rate. For example, if a video’s frame-rate is 30 fps, and its label
output is 111222, then the transition points are the first frame, the point where1 — 2
, and the last frame. So the durations of expression 1 and 2 are both 1/10s. Then the
micro-expression and its expression label are extracted according to its definition.
Expressions that last for 1/25s to 1/5s are considered as micro-expressions, whereas
expressions with durations that are longer than 1/5s are considered as macro-
expressions and are ignored [1] [3] [4]. Considering contempt is not universal as the
other six basic expressions [7], presently the system is only trained to recognize
micro-expressions from the six prototypic categories. Fig. 2 illustrates its framework.

7/ T

Feature Selection

(Improved Gentleboost) c]a;st iﬁncr—. Qutput expression labels —# and Mic,wpmon
Z (SVM) Extraction

‘/// Gabor Feature Extraction

Duration Measurement

Automatic Face Detection &

Preprocessing Procedures

Fig. 2. Overview of the proposed automatic micro-expression recognition system

3.1 A New Training Set, the Test Set, and the Extra Preprocessing Procedure

A new training set was collected to promote the system’s generalization ability. To be
more specific, 1109 images were collected from facial expression databases [11] [19]
[20] [21] [22] [23] and 26 images were downloaded from the Internet.

Micro-expression videos from METT [6] were employed as the test set. Forty-eight
micro-expression videos from the six basic expression categories were all employed.
In each video, there was a flash of frontal view micro-expression, preceded and
followed by about 2s of frontal view neutral expressions. The system’s performance
was evaluated by two indexes. As for spotting, the system had to identify the hidden
expressions as micro-expressions. No false alarms were accepted. As for recognition,
the system had to correctly label the micro-expressions.
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To compensate for the illumination differences between facial expression
databases, an extra preprocessing procedure is performed that the grayscale values of
each rescaled face are normalized to zero mean and one unit variance.

3.2 Experimental Results and Discussions
The system was implemented and tested in the same environment as in Section 2.

TMI and S were set to 0.1. Two hundred features were selected for each
expression.

100%s

H Cohn -Kanade
dataset+INo extra
preprocessing

80%%

60%%

O New training
set+MNo extra
preprocessing

40%

W New training
set+Extra
preprocessing

Spotting A cocuracy Recognition A ccuracy

Fig. 3. The performance of the automatic micro-expression recognition system on METT

Table 4. The performances for Caucasians and Asians

Race Recognition accuracy ~ Sample size’
Caucasian 95.8% 904
Asian 75% 160

As shown in Fig. 3, if the training set was changed to CK and the extra
preprocessing was not performed, the system’s recognition accuracy on METT was
only 50% which was even lower than the performance of naive human subjects on the
pretest phrase of METT [7] [24]. However, when the system was trained on the new
training set, its spotting accuracy reached 91.67% and the recognition accuracy was
81.25%. When the extra preprocessing procedure was added, the spotting accuracy
reached 95.83%, and the recognition accuracy was 85.42%. This recognition accuracy
was even higher than the performance of trained human subjects (70%—80%) on the
posttest phrase of METT [7] [24]. This result highlights the need for large training set
in practice and the necessity of the extra preprocessing procedure. Considering the
contribution of the extra preprocessing was only about 4% when the training set was
large, this result suggests that researchers should focus more on the training set than
the preprocessing method.

* The number of examples in the new training set.
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A detailed analysis indicates that our new training set is still not representative
enough. In our test set, one half of the subjects are Caucasians, while the other half
is Asian. Results showed that the final system performed differently for these two
different races (as shown in Table 4). Compared with the large sample size of
Caucasians in the new training set, the sample size of Asians in this training set is
small, thus limiting the performance of our final system for Asians. A more
representative training set should be collected in the future.

The results obtained above are still preliminary. The micro-expressions in
METT are in their simplest forms that the micro-expressions are in frontal-view
and there are no large head rotations and speech related expressions in the video.
The micro-expressions in real-life situations are more complicated than in METT.
Therefore, it is necessary to collect a more comprehensive testing bed in order to
evaluate the system in more realistic situations or to investigate the dynamics of
micro-expressions.

It should be noted that no image alignments are performed in our system.
Inaccurate image alignments may impair the performance of the system in real-life
applications [16]. Therefore, future improvements should focus on the image
alignment method in order to handle head rotations and image shifts.

It also should be noted that intelligent systems like the one described above
must be applied cautiously in practice. Although the micro-expression hypothesis
is widely accepted among psychologists, some empirical studies suggest that over-
reliance on micro-expressions as an indicator of deception is likely to be
ineffective. It is necessary for the researchers to take other behavioral clues into
consideration [3] [5].

4 Conclusions

In this paper, we presented a new approach for facial micro-expression recognition.
The system ignores the dynamical information and analyzes the videos frame by
frame. Results showed that the performance of our final system on METT test was
better than the performance of trained human subjects.
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Abstract. Gibberish speech consists of vocalizations of meaningless
strings of speech sounds. It is sometimes used by performing artists or
by cartoon animations (e.g.: Teletubbies) to express intended emotions,
without pronouncing any actually understandable word. The facts that
no understandable text has to be pronounced and that only affect is con-
veyed create the advantage of gibberish in affective computing. In our
study, we intend to experiment the communication between a robot and
hospitalized children using affective gibberish. In this study, a new emo-
tional database consisting of 4 distinct corpuses has been recorded for
the purpose of affective child-robot interaction. The database comprises
speech recordings of one actress simulating a neutral state and the big
six emotions: anger, disgust, fear, happiness, sadness and surprise. The
database has been evaluated through a perceptual test for all subsets
of the database by adults and one subset of the database with children,
achieving recognition scores up to 81%.

Keywords: emotional speech database, emotional speech corpus, affec-
tive speech, gibberish speech, human-computer interaction.

1 Introduction

Everyone would have heard a small baby communicating with his or her mother.
But most likely not many would have paid attention to how smoothly they com-
municate their emotions without saying any single meaningful word. Although
it is common knowledge that small children are able to do this, this effect is hard
to replicate technically.

Like in the communication of babies with their mothers, a nonsense language
like gibberish can be a successful carrier to express emotions and affect. More-
over, since there is no meaningful content and the focus of the listener is entirely
on the conveyed affect, gibberish might even be more effective than meaningful
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speech. This is the main motivation to use affective gibberish speech for com-
munication between robots and children in our study.

In our previous study [4], the experiments concluded that gibberish speech can
convey the emotions as effectively as semantically neutral speech. This supports
our intention to use gibberish speech to express the emotions of the robots.
In that study [4], to produce gibberish speech, we developed a program that
replaces the vowel nuclei in a text with other vowel nuclei of the same language
such that the text loses its meaning. We then used the generated gibberish text
as input for TTS engines to produce the gibberish speech. But there are two
drawbacks of this method. The final expressive speech strongly depends on the
TTS engine quality and the voice quality of the emotions in the database is lost.
To overcome these drawbacks, we decided to use a data-driven method that
starts with a gibberish emotional database.

The lack of databases with genuine interaction is a key challenge in the studies
of emotion expression. Observational or post hoc analyses of human interaction
data is a method that could be used but it is a fairly impractical route to choose.
As a result in most of the currently available databases acting has been used
[1]. Busso and Narayanan argue that the methodologies and materials used to
record the existing corpora are the main problem with the existing databases
and not the use of actors itself. Some of the important requirements that need to
be carefully considered in the design of the database are the speaker selection,
contextualization and social setting, utilization of acting styles, usage of trained
actors and the definition of the emotional descriptors [2].

However, the usage of affective gibberish speech and targeting the primary
usage of the database in communication between robots (such as Probo[12] and
NAO) and children help to simplify some of these requirements. First of all, there
is no context in the gibberish speech. Secondly, Moris theory of the uncanny
valley suggests that when robots look and act almost like actual humans, it
causes a response of revulsion among human observers. The ”valley” in the
uncanny valley hypothesis represents a dip in the positivity of human reaction
as a function of a robot’s lifelikeness [3]. We can deduce from the uncanny valley
theory that when the children notice a certain level of acting or unnaturalness
in the synthesized speech of the robot will not necessarily negatively affect their
overall communication experience with these robots.

2 EMOGIB-Emotional Gibberish Speech Database

EMOGIB is an expressive gibberish speech database that contains approximately
15 minutes of speech (~1800 words) for each big six emotions (anger, disgust,
fear, happiness, sadness, surprise) and 25 minutes of speech (~4100 words) for
neutral state. It has 4 different gibberish corpuses: C1 & C3 - generated by
using the whole consonant and vowel space of Dutch and English, C2 & C4 -
generated by using the whole vowel space and voiceless consonant space of Dutch
and English. The reason of generating C2 & C4 comes from the ease of using
voiceless consonants for automatic segmentation and manipulation.
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2.1 Speaker Selection

Many of the requirements that effects the quality of the final database are influ-
enced by the acting qualities of the selected speaker. Even though it is possible
to improve the performance of the speaker by carefully designing the recording
conditions[2], the speaker selection is still a key factor.

A call for speakers was distributed to the theater/drama schools in the coun-
try. Six of the candidates were invited for a phone interview. The candidates
were all informed before the interview that they would be asked to voice-act in
the interview. We sent them four sentences (one in English, one in Dutch and
two nonsense sentences) that might be used as scripts to voice-act.

The interview started with a friendly talk where we asked their personal in-
formation such as their name, age, study program, languages spoken, experience
in voice acting, experience in communication with children. The questions in the
second part were structured in a way that we could evaluate the candidates on
the following criteria: the ability to easily switch the voice to another type, the
ability to act emotions, the ability to act nonsense sentences, the flexibility of
the voice, the duration of the recording session, the capability of maintaining
the voice quality during the recording session and the ability to act as fitting the
required characteristics. We described them certain characteristics of an imagi-
nary robot (such as humor, pleasure, funny, stupid, emotional, sympathetic) and
asked them to speak spontaneously as if being one of those robots. This was to
evaluate their ability to easily switch the voice to another type and their ability
to act as fitting the required characteristics. To judge their ability to act emo-
tions and their ability to act nonsense sentences, we instructed them to act the
scripts that we sent them in six basic emotions ( happiness, sadness, fear, sur-
prise, anger, and disqust). Finally, to assess the flexibility/limits of their voice,
we requested them to act in certain ages and genders such as male, female,
child, old man, old lady. All the interview sessions were conducted through an
Alcatel-Lucent 4019 phone in hands-free mode and the sessions were recorded
to be able to listen to them later for evaluation.

Based on the above criteria, a 20 year old female drama student was selected
as the speaker for the actual recordings.

2.2 Text Corpus

Languages consist of ruled combinations of words and words consist of specially
ordered combinations of syllables. Syllables are often considered the phonological
"building blocks” of the words of a particular language. The syllables usually
contain an onset, a nucleus and a coda. ”Nucleus” is usually a vowel-like sound
where ’onset’ and ’coda’ are consonant clusters.

We created 4 sets of corpuses for the recordings, each set containing 7 different
script sets (one for each emotion category and one for the neutral category). The
first corpus set was generated by replacing the entire vowel nuclei and consonant
clusters in the selected Dutch texts using a weighted swapping mechanism in
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accordance with the natural probability distribution of the wvowel nuclei and
the consonant clusters of Dutch. For the generation of the second corpus set, the
entire consonant clusters in a Dutch text were replaced in accordance with the
natural probability distribution of wvoiceless consonant clusters of Dutch while
the vowel nuclei were replaced in accordance with the natural probability dis-
tribution of the vowel nuclei of Dutch. The third and the fourth corpuses were
created accordingly but this time using English texts and the corresponding
probability distributions of vowel nuclei, consonant clusters and voiceless conso-
nant clusters of English. The structure of the four corpuses are summarized in
Table [

The probabilities of occurrence in English and Dutch are calculated for each
vowel nucleus (as explained in [4]) and for each consonant cluster. For consonant
clusters begin (onset), middle and end (coda) consonant cluster probabilities
were calculated separately. Similarly, the same calculations are performed for
the voiceless consonant clusters (begin, middle, end). The probabilities were
calculated using texts of approximately 27000 words from a large online text
corpus - Project Gutenberg [5].

Table 1. The summary of the corpus structures

Corpuses
NAME LANGUAGE CONSONANT DISTRIBUTION VOWEL DISTRIBUTION
C1l Dutch Whole consonant space Whole vowel space
C2 Dutch Voiceless consonant space Whole vowel space
C3 English Whole consonant space Whole vowel space
C4 English Voiceless consonant space Whole vowel space

The texts were categorized in a way that we would have controlled variation
in the sentences. These sentences contained different number of words, starting
from one word up to ten words. In each emotion category the proportion of the
number of words was the same.

The sentences were organized in paragraph structure to provide a dialogue
impression. This is the kind of structure similar to dialogues used in theatre/film
scripts.

2.3 Actual Recordings

Setup. The recordings took place in our recording lab [6] where the proper
acoustic absorption was provided. The speaker was sitting on a stool chair with
a proper headphone. The microphone (Neumann U87) was at a fixed position
from the mouth of the speaker. Reading pane was put at a position where the
speaker felt comfortable. Fig. [l shows the recording set up.

The control room was outside the recording chamber and there was a window
connecting the rooms visually.
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Fig. 1. The recording setup

Recording Procedure. The recordings started with voice tuning practices.
The voice type should have suited the robotic character communicating with
children. On the other hand, as the speaker would use the same type of the
voice for a long period of time, it was important to find the voice type that the
speaker felt comfortable with. We let the speaker improvise a few different voice
types and recorded all of them. Considering the above two criteria, we chose one
of the voice types in consultation with the speaker. During the recordings, we
periodically played back the recorded sample of the voice type in order to keep
the voice type stable during the entire recording session.

We repeated the same reference building procedure before each emotion record-
ing as well. Taking the recorded base voice as a reference, the speaker improvised
each emotion with that voice type. Then we kept the final sample as a reference
for that emotion and let the actress train for a while. At the beginning of each
script paragraph, we played the reference and the speaker continued acting in
the same voice quality of the emotion. Also during the recordings, whenever a
difference in the level/quality of emotion or voice type was noticed, that part
was compared with the reference and re-recorded if needed.

A stuffed prototype of Probo was put in the recording room. This helped the
speaker to act as being the robot. The photographic facial expressions of the
robot were pinned on the face of the stuffed prototype to visualize the robot’s
emotions. The speaker found that method very helpful for getting back in the
mood.

Before the recordings, a short discussion was held with the speaker about
how to get in the mood for the different emotions. The speaker was also a drama
trainer for children. She told us that in their acting trainings, they let the trainees
close their eyes and relive some scenes from their lives that had the particular
moods/emotions. We let her use the same method that she was used to to put
herself in the mood. Only when she could not bring any scene from her life, we
told her a short story in that particular emotion about Probo.

The speaker chose the emotion as well as the text corpus to start with. We
planned 5-10 minutes of breaks hourly but the speaker could also take a break
whenever she felt tired.
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The recordings were done with Pro-Tools 8 and the pre-amplifier used was
Earthworks 1021. All the data is recorded with 48 kHz sampling rate and 24
bits.

3 Evaluations

3.1 Experiments

We performed a series of two experiments; one with adult listeners and one with
children listeners. While more subjects participated to the children experiment,
the audio part of the children experiment was structured as a subset of the adults
experiment. Only one database subset (C1) was used in the children experiment.
Aside from the audio section, the children experiment has also included visual
and audiovisual sections. The children experiment is analyzed and discussed in
detail in [7].

Ten subjects participated to the adult experiment. The age of the subjects
varied between 27 and 32.

Random samples were selected from each database subset (C1, C2, C3, C4)
for each emotion category. The length of the samples had to be long enough so
that the subjects could evaluate effectively. On the other hand, the length should
not be too long not to lose the attention of the participants. So we decided to
use 10 seconds of samples. Four different samples of 10 seconds are created for
each emotion.

We instructed the subjects to listen to a number of samples of which they
might not understand the meaning. The order of the samples were distributed
randomly across emotions and we only used a single presentation order for all
the subjects. The subjects were requested to choose which one of the possible
emotions anger, disgust, fear, happiness, sadness, surprise or neutral matched
the speech sample they heard. Subjects were allowed to listen to the samples as
often as they desired.

As the final goal is to create a natural sounding gibberish language that can
be used in building expressively interacting computing devices, the naturalness
of the database had to be evaluated. Thus, in a second question, the subjects
were asked to pay attention to the naturalness of the samples. They were in-
structed that the sample was considered as natural when it sounded rather like
an unrecognized real language and not as an unnatural or random combination
of sounds. Subjects were asked to assess their perception of the naturalness of
the samples using Mean Opinion Scores (MOS) in a scale from 1 to 5. We also
asked them to write down the language if the sample sounded like a language
they knew to investigate if it is still possible to recognize the original language
of the corpuses after consonant and vowel swapping.

3.2 Results

Fig. 2l shows the emotion recognition results for all 4 experimental corpuses (C1,
C2, C3, C4). “Correct” stands for the emotion that was perceived as the intended
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Fig. 2. Emotion recognition results for all 4 experimental corpuses (C1, C2, C3, C4,
from left to right)

emotion and “incorrect” stands for the emotion that was perceived as one of the
other emotions and not the intended one. As can be seen from the graphs, there
is not a big difference in the recognition results which was also confirmed by the
Kruskal-Wallis test.

When we analyzed the results emotion-by-emotion, a statistical significant
difference is found only with happiness among the different corpuses. The recog-
nition result of happiness was significantly lower in C2 than the other corpuses.

Overall/combined emotions versus recognized emotions are shown in the con-
fusion matrix of Table 2l Sadness was recognized by most of the participants
(94%). The recognition rate of sadness was followed by neutral with 88%, sur-
prise with 87%, happiness with 84%, disqust with 74%, fear with 73% and anger
with 66%. Fear was usually confused with surprise and anger was usually con-
fused with neutral or surprise.

In the children experiment in which only C1 was used,sadness was recognized
the best (100%). This was followed by surprise with 86%, fear with 71% and
disgust with 57%. Happiness was often confused with anger and vice-versa which
resulted in a lower recognition (29% and 46%, respectively). Much better results
were achieved in the adult experiment for the same corpus C1 (91% and 64%
for happiness and anger, respectively). This difference can be an indication that
children and adults might have a different interpretation of, especially, happiness.
For the other emotions, the recognition rates for C1 in the adult experiment were
as following: 100% for sadness and surprise, 91% for fear, 55% for disqust.

Table Bl shows the average MOS scores for each corpus. As can be seen, the
overall mean score is 3.6. This implies that the gibberish speech is perceived
as natural by most of the subjects. The MOS results of corpus C1 was slightly
higher than the other corpuses but a Kruskal-Wallis did not show a significant
difference.

In the children experiment, the participants were provided with the question
requesting a Mean Opinion Score (MOS) for the voice. The average MOS score
for if the subjects liked the voice was 7.03 (out of 10).

Fig. Bl shows to what extent the subjects were able to identify the original
language in C1 and C3. It was seen that, for most of the subjects both of the
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Table 2. Overall confusion matrix (expressed in %)

Neutral Anger Disgust Fear Happiness Sadness Surprise

Neutral 87.5 1.1 0.0 0.0 9.7 0.6 1.1
Anger 13.1 66.5 3.4 1.1 5.7 0.6 9.7
Disgust 4.5 8.0 75.0 0.6 2.3 8.0 1.7
Fear 0.0 6.3 0.0 73.3 1.1 7.4 11.9
Happiness 1.7 0.6 0.6 2.8 84.1 5.7 4.5
Sadness 0.6 1.1 0.0 4.0 0.6 93.8 0.0
Surprise 2.3 3.4 0.6 1.7 1.1 4.0 86.9

Table 3. Experimental results for MOS scores

Corpus Mean MOS

C1 3.7
C2 3.6
C3 3.6
C4 3.5

General Mean 3.6

EE 1T DE TR
FR sw
N :;1 0% 1% 1% 0% a4
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-

Fig. 3. Percentages of language recognition for C1 and C3 corpuses

corpuses did not sound as any language they knew. For the samples that the
subjects thought they had recognized an existing language, the majority of them
suspected these to be Dutch or English, for C1 and C3 respectively.

4 Conclusions and Further Work

In this paper, we described our emotional gibberish database with its primary
aim of affective communication between robots and their children users.
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The perception experiments showed respectable emotion recognition results
of up to 81% overall (and even up to 94% for certain emotions). No statistically
significant difference is found in the overall recognition results and emotion-wise
(only with an exception of happiness) between all the four unique corpuses.
This means that our methodology of recording induced emotions from an actor
gave stable recognition results. We believe that the main driving reason for this
stability was mostly our utilization of the control/reference sentence which was
described in Section 2.3.

Between the children and the adult experiments, a remarkable difference was
noticed with happiness(29% and 91%). This might be an indication that children
and adults might have a different interpretation of happiness but further research
is needed to check this hypothesis.

It is seen that the gibberish language we created resembles a natural language
for most of the subjects (with an overall mean score of 3.6 on a scale of 1 to 5).
That is important since our goal is to create a meaningless language that sounds
like a real language.

In general, the gibberish language we created does not sound as any other
languages known by the subjects. For the corpuses where a natural distribution of
consonants and vowels was used (C1 and C3), the gibberish speech still sounded
slightly like the languages of the texts that were used to create the gibberish
texts.

As no statistically significant difference is found between the four different
corpuses, for both emotion recognition results as well as for the naturalness, we
can use all the four corpuses for emotional speech communication studies.

Combining the results from adult experiment that the gibberish speech resem-
bled a natural language with an average MOS of 3.6 (out of 5) with the results
of the children experiment that they liked the voice with an average MOS of 7.0,
we can conclude that this database can be used in further studies focusing the
children aged 10 to 14.

Apart from the described usage, our database could also be used as a seg-
mental evaluation method for synthetic speech [§] or to test the effectiveness of
affective prosodic strategies [9], and it can also be applied in actual systems [10],
[11]. With the data recorded we also have a large interest to study the turn tak-
ing process of a conversation. As the text corpus was structured in a paragraph
manner, start and stop sentences exist in the database. We envision that by
analyzing the data recorded we will be able to develop a two-way conversation
utterance structure for human robot interaction.
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Abstract. Affect interpretation from story/dialogue context and metaphorical
expressions is challenging but essential for the development of emotion inspired
intelligent user interfaces. In order to achieve this research goal, we previously
developed an Al actor with the integration of an affect detection component on
detecting 25 emotions from literal text-based improvisational input. In this
paper, we report updated development on metaphorical affect interpretation
especially for sensory & cooking metaphors. Contextual affect detection with
the integration of emotion modeling is also explored. Evaluation results for the
new developments are provided. Our work benefits systems with intention to
employ emotions embedded in the scenarios/characters and open-ended input
for visual representation without detracting users from learning situations.

Keywords: affect detection/sensing, metaphor, emotion modeling and context.

1 Introduction

Recognition of complex emotions from open-ended multi-threading dialogue and diverse
metaphorical expressions is a challenging but inspiring research topic. In order to explore
this line of research, previously we developed an affect inspired Al agent embedded in an
improvisational virtual environment interacting with human users. The human players
are encouraged to be creative at their role-play under the improvisation of loose
scenarios. The Al agent is capable of detecting 25 affective states from users’ open-ended
improvisational input and proposing appropriate responses to stimulate the
improvisationl [1,2].

We notice in the collected transcripts, metaphors and similes are used extensively to
convey emotions such as “mum rocks”, “u r an old waiter with a smelly attitude”, “I was
flamed on a message board”, “a teenage acts like a 4 year old” etc. Such figurative
expressions describe emotions vividly. Fainsilber and Ortony [3] commented that “an
important function of metaphorical language is to permit the expression of that which is
difficult to express using literal language alone”. There is also study on general linguistic
cues on affect implication in figurative expressions as theoretical inspiration to our

' The previous work was supported by grant RES-328-25-0009 from the ESRC under the
ESRC/EPSRC/DTI ‘PACCIT’ programme. It was also partially supported by EPSRC grant
EP/C538943/1.

S. D"Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 173-182, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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research [4]. Thus affect detection from metaphorical phenomena draws our research
attention. In this paper, we particularly focus on affect interpretation of a few metaphors
including cooking and sensory metaphors.

Moreover, our previous affect sensing is conducted purely based on the analysis of
each turn-taking input itself without using any contextual inference. However, most
relevant contextual information may produce a shared cognitive environment between
speakers and audience to help inference affect embedded in emotionally ambiguous input
and facilitate effective communication. As Sperber & Wilson [5] stated in Relevance
theory “‘communication aims at maximizing relevance and speakers presume that their
communicative acts are indeed relevant”. Such relevant contextual profiles have also
been employed in our present work to model cognitive aspect of personal and social
emotion and assist affect sensing from literal and figurative input. In our previous user
testing, we used several scenarios including the Crohn’s disease scenario’. The Al agent
played a minor role in this scenario. In this paper, we mainly employ the collected
transcripts of this scenario for the illustration of metaphor phenomena recognition and
contextual affect detection.

2 Related Work

Much research has been done on creating affective agents. Indeed, emotion theories,
particularly that of Ortony et al. [6] (OCC), are used widely in such research. Gratch
and Marsella [7] presented an integrated emotion model of appraisal and coping, in
order to reason about emotions and to provide social intelligence for virtual agents.
Aylett et al. [8] also focused on the development of affective behaviour planning.
Mason [9] discussed the construction of an agent with compassionate intelligence and
suggested an irrational new form of affective inference.

Text-based affect detection becomes a rising research branch recently. Facade [10]
included shallow natural language processing for characters’ open-ended input. But
the detection of major emotions, rudeness and value judgements was not mentioned.
Zhe and Boucouvalas [11] demonstrated an emotion extraction module embedded in
an Internet chatting environment. However the emotion detection focused only on
emotional adjectives, and did not address deep issues such as figurative expression of
emotion. Also, the concentration purely on first-person emotions is narrow.
Ptaszynski et al. [12] developed an affect detection component with the integration of
a web-mining technique to detect affect from users’ input and verify the contextual
appropriateness of the detected emotions. However, their system targeted
conversations only between an Al agent and one human user in non-role-playing
situations, which reduced the complexity of the modeling of the interaction context.

3 Metaphorical Affect Detection

Metaphorical language can be used to convey emotions implicitly and explicitly,
which also inspires cognitive semanticists [4]. Examples such as, “he is boiling mad”

2 Peter has Crohn’s disease and has the option to undergo a life-changing but dangerous
surgery. He needs to discuss the pros and cons with friends and family. Janet (Mum) wants
Peter to have the operation. Matthew (younger brother) is against it. Arnold (Dad) is not able
to face the situation. Dave (the best friend) mediates the discussion.
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and “joy ran through me”, describe emotional states in a relatively explicit way. There
are also cooking metaphors implying emotions implicitly, such as “he is grilled by the
teacher”. Especially we notice some cooking and sensory metaphors with affective
implication share similar linguistic syntactical cues. The sensory metaphor we focus
on includes temperature, smell, taste, and light metaphors. We gather the following
examples for the study of semantic and syntactical structures of such metaphorical
expressions, including cooking metaphor: “he dishes out more criticism than one can
take”, “she was burned by a shady deal”; light metaphor: “you lit up my life”;
temperature metaphor: “they are kindling a new romance”; taste metaphor:
“bittersweet memories” and smell metaphor: “love stinks”.

In the above cooking metaphor examples, the cooking actions are performed on
cognitive abstract entities (‘temper’, ‘criticism’) or human agents (‘she’) [physical
cooking actions + abstract entities/human agents]. Sometimes, human agents are the
objects of cooking actions performed by abstract subject entities. Similarly in the
sensory metaphor examples, the light and temperature metaphors show similar
syntactical structures with actions conducted respectively on existence (‘my life’) or
relationship abstract entities (‘romance’) [physical actions + abstract entities].
Emotion abstract entities are also used as subjects that are capable of performing
actions such as love in smell metaphors [abstract subject entities + physical actions].
Overall, the above cooking and sensory metaphors indicate that: abstract entities
are able to perform physical actions while they can also be the objects of physical
actions. We use such analysis to sense these metaphor phenomena and their affective
states.

First, we use Rasp [13] to indentify each subject, verb phrase and object in each
sentence. Then we particularly send the main terms in these three components to
WordNet [14] to recover their hypernyms. If the inputs indicate structures of ‘abstract
subject entities + actions’ or ‘physical actions + abstract object entities’, then the
inputs are recognized as metaphorical expressions. For example, the Al agent carries
out the following processing to process the metaphorical expression ‘“the teacher
dishes out more criticism than one can take”.

1. Rasp: the input -> ‘subject NN1 (teacher) + VVZ (dish+es) + RP (out) + DAR
(more) + object NN1 (criticism)’

2. WordNet: ‘teacher’ -> person; °‘dish’ -> hypernym: ‘provide’, ‘supply’;
‘criticism’ -> disapproval -> communication -> abstract entity;

3. An evaluation profile (Esuli & Sebastiani [15]) determines: ‘provide’->
positive; ‘criticism’ and ‘disapproval’ -> negative.

4. The input indicates -> ‘the human subject performs a ‘positive’ promoting
action towards the ‘negative’ object abstract entity (criticism) -> recognized as
metaphor.

5. Thus the speaker (i.e. the writer) may experience a ‘negative’ emotion.

Although the above metaphor recognition is at its initial stage, the system makes
attempts to recognize cooking and sensory metaphors using such analysis. It can also
recognize other metaphorical input such as “she is burnt by a shady deal”, “deep, dark
thoughts”, “he stirred up all kinds of emotion” etc.
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4 Exploitation in Contextual Affect Sensing

Since our previous detection was performed solely based on the analysis of individual
input, contextual information was ignored. However, research work of Hareli and
Rafaeli [16] discussed emotion evolution within individuals and in social context
given various stimuli and focused on emotion cycle study of how emotions of an
individual influence the emotions, thoughts and behaviors of others and vice versa.
Therefore in this section, we discuss cognitive emotion simulation for personal and
social context, and our approach developed based on these aspects to interpret affect
from emotionally ambiguous input, especially affect justification of the previously
detected ‘neutral’ expressions based on the analysis of individual turn-taking input.

Hareli and Rafaeli also suggested that context profiles for affect detection included
social and personal contexts. In our study, personal context may be regarded as one’s
improvisational mood in communication context. We believe that one’s own
emotional states have a chain effect, i.e. the previous emotional status may influence
later emotional experience. We make attempts to include such effects into emotion
modeling. Bayesian networks are used to simulate such personal causal emotion
context. In the Bayesian example shown in Figure 1, we regard the first, second and
third emotions experienced by one user respectively as A, B and C. We assume that
the second emotion B, relies on the first emotion A. Further, we assume that the third
emotion C, relies on both the first and second emotions A and B. In our application,
given two or more most recent emotions a user experiences, we predict the most
probable emotion this user implies in the current input using a Bayesian network.

Briefly, a Bayesian network employs a probabilistic graphical model to represent
causality relationship and conditional (in)dependencies between domain variables. It
has a set of directed arcs linking pairs of nodes: an arc from a node X to a node Y
means that X (parent emotion) has a direct influence on Y (successive child emotion).
Such causal modeling between variables reflects the chain effect of emotional
experience. It uses the conditional probabilities (e.g. P[BIA], P[CIA,B]) to reflect such
influence between prior emotional experiences to successive emotional expression.
The network topology shown in Figure 1 is used to model personal emotional context.

In Figure 1, conditional probabilities are needed to be calculated for the emotional
state C given any combination of the emotional states A and B. Theoretically,
emotional states A and B could be any combination of potential emotional states. In
our application, we mainly consider the following 10 most frequently used emotional
states for contextual affect analysis including ‘neutral’, ‘happy’, ‘approval’, ‘grateful’,
‘caring’, ‘disapproval’, ‘sad’, ‘scared’, ‘threatening’, and ‘angry’. Any combination of
the above emotional states could be used as prior emotional experience of the user
thus we have overall 100 (10 * 10) combinations for the two preceding emotions.
Also each conditional probability for each potential emotional state given two prior
emotional experiences (such as Pl[happy |A,B], Plapproval |A,B] etc) will be
calculated. The emotional state with the highest conditional probability is selected as
the most probable emotion the user conveys in the current turn-taking. We construct a
Bayesian network for each character to sense his/her improvisational mood.
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Fig. 1. An emotion Bayesian network

At the training stage, two human judges (not involved in any development) marked
up 3 example transcripts of the Crohn’s disease scenario. 450 turn-taking inputs with
agreed annotations were used for the training of Bayesian networks with 35% positive
expressions, 39% negative and 26% neutral inputs. For each character, we extract
three sequences of emotions from the improvisation of the 3 example transcripts to
produce prior conditional probabilities. We take a frequency approach to determine
the conditional probabilities for each Bayesian network. When an affect is annotated
for a turn-taking input, we increment a counter for that expressed emotion given the
two preceding emotions. For each character, a conditional probability table is
produced based on the training data. An example is presented in Table 1.

Table 1. An example conditional probability table for emotions expressed by one character

Probability of the predicted emotional state C being:
Emotion A Emotion B Happy Approval Angry
Happy Neutral P00 P01 we P09
Neutral Angry P10 P11 P19
Disapproval | Disapproval P20 P21 P29
Angry Angry P30 P31 P39

In the above table, the predicted emotional state C could be any of the most
frequently used 10 emotions. At the training stage, the frequencies of emotion
combinations in a 100 * 10 ((A*B)*C) matrix are produced dynamically. This matrix
represents counters (Ncap) for all outcomes of C given all the combinations of A and
B. A one-hundred-element array is also needed to store counters (Nap) for all the
combinations of two prior emotions, A and B. Such a conditional probability matrix is
constructed at run-time for each human-controlled character in the Crohn’s disease
scenario based on the training emotional sequences.

For the prediction of an emotion state mostly likely implied in the current input by
a particular character at the testing stage, the two prior recent emotional states are
used to determine which row to consider in the conditional probability matrix, and
select the column with the highest conditional probability as the final output. The
emotional sequences used for testing expressed by each character have also been used
to further update and enrich the training samples so that these testing emotional states
may also help the system to cope with any new emotional inclination because of each
character’s creative improvisation. Example conditional probability calculations are
shown in the following, where N represents the total number of emotions shown so
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far by one character and N with a subscript indicates the number of a specific emotion
shown given previously expressed emotions. E.g., Nhppy neutral_approvai indicates the
occurrences that two prior emotions A and B are respectively happy & neutral and the
subsequent emotional state C is approval.

P(A = happy) = Npappy/N; P(B = neutrall A = happy) = Npappy_neutral/N
P(C = approvall A = happy, B = neutral) = Npappy neutral_approval/ NaB

An example algorithm of the Bayesian affect sensing is provided in the following. For
the initial run of the algorithm, A, B and C are initialized with the most recent affects
detected for each character purely based on the analysis of individual input.

Pseudo-code for affect prediction using a Bayesian network

Function Bayesian_Affect_Prediction ({

1. Verify the contextual appropriateness of the affect C
predicted by the Bayesian reasoning;

2. Produce the row index, i, for any given combination of the
two preceding emotional states A & B in the matrix;

3. Indicate the column index, j, for the recommended affect C;

4. Increment Npp[i] and Neaglil [J]17

5. Update two preceding emotions by:

Emotion A = Emotion B; Emotion B = The newly recommended
affect C;

6. Produce the new row index, k, for any given combination of
the updated two preceding emotional states A & B;

7. Calculate probabilities (i.e. P[C|A, B] = Neas
[k] [column] /Nag[k]) for the predicted emotional state C
being any of the 10 emotions;

8. Select and return the affect with highest probability as the
predicted affect C; }

At the testing stage, when an affect is predicted for a user’s input using the
Bayesian network, the contextual appropriateness of the detected affect will be further
justified. The verification processing using neural network-based reasoning, which
will be introduced at a later stage, results in a final recommended affect. Then the
conditional probability table obtained from the training stage is updated with the
newly recommended affect and its two preceding emotions. The above processing is
iterative to predict affect throughout an improvisation for a particular character based
on his/her personal emotional profiles. We extract the following example interaction
from the Crohn’s disease scenario and use the sequence of emotions expressed by
Janet to illustrate how the contextual affect sensing using the Bayesian algorithm
performs. Based on the affect detection purely from the analysis of each individual
input, we assigned an emotional label for each input in the following as the first step.

1. Arnold: son, lets not think about the operation now. What’s for dinner love.
[disapproval]

2. Janet: no no peter needs to know what’s goin to happen to him darling.
[disapproval]

3. Peter: dad, I cannot leav it for later. [disapproval]

4. Dave: what’s ur symptoms. [neutral]
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Janet: peter cannot eat too much. Don’t be so rude, dave. [disapproval]
Arnold: sweetheart, please I don’t want to talk about it now. [disapproval]
Janet: How u think peter feels HUH!!! [angry]

Matthew: yeah, peter is more important [approval]

Janet: Arnold, u just think about urself! [neutral] -> [angry]

WP

Affect annotation based on the analysis of individual turn-taking input has derived
‘disapproval’, ‘disapproval’ and ‘angry’ respectively for Janet’s 2", 5™ and 7" inputs.
‘Neutral’ has been detected for Janet’s very last input, the 9" input.

In our application, the context-based affect sensing will run as a backstage
processing to monitor the affect interpretation from the analysis of each individual
input and it will especially make a prediction when ‘neutral’ is detected based on the
analysis of the users’ input itself. L.e. it has two running modes: monitoring and active
prediction. If the affect detection based on the analysis of individual input itself
derives a non-neutral emotional state X, then the Bayesian inference is running in the
monitoring mode and its prediction is ignored. This detected affect X is also used for
the updating of the conditional probability table (i.e. the increment of the frequency of
the emotion X given two preceding emotions). Otherwise if ‘neutral’ is interpreted
from the analysis of the input itself (such as the 9" input), then the Bayesian network
is switched to active prediction mode and its output is verified of its contextual
appropriateness and used to justify the previously detected ‘neutral’ annotation.

Therefore in the above example, since the 9" input is interpreted as ‘neutral’, the
contextual Bayesian affect inference is activated. As mentioned earlier, the algorithm
uses the most recent three emotions experienced by Janet to initialize emotions A, B
& C. Thus the two preceding emotions A & B are respectively ‘disapproval’ and
‘disapproval’, while the subsequent emotion C is ‘angry’. We increment both of the
counters: Ndisappmvalfdisappmval and Ndisapprovalfdisapprovalfangry. Then the SyStem updates the
two preceding emotions by shifting B to A and replacing the emotion B with C, i.e.
the updated preceding emotions A & B are respectively ‘disapproval’ and ‘angry’.
Then conditional probabilities, P[C| disapproval, angry], are calculated for the
predicted emotional state C based on the frequencies obtained from the training data.
The emotion ‘angry’ with the highest output probability is regarded as the most
probable emotion (the writer’s emotion) implied in the 9" input from Janet.

Since our processing is iterative, the contextual appropriateness of the detected
affect ‘angry’ is further verified by the social context inference using neural networks.
The counter of Naisapprovalangry 1S also incremented. If the inference of the
communication context further strengthens the prediction, we also increment the
counter for the emotion ‘angry’ given two preceding emotions as ‘disapproval’ and
‘angry’, i.e. Nisapproval_angry_angry. Otherwise, the counter for any recommended other
affect supported by the social context inference given the same two preceding
emotions is incremented. Thus the testing emotional profiles are used to update the
frequencies obtained from the training set to improve the algorithm’s generalization
abilities for future prediction. In this way, the Al agent is capable of predicting the
improvisational mood of each character throughout the improvisation. Detailed
evaluation results of the Bayesian inference are provided in the evaluation section.

However, since the Bayesian approach gathers frequencies of emotional sequences
throughout improvisations and learns emotional inclination in a global manner for
each character, it relies heavily on the probability table produced based on such
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frequencies for future prediction. It tends to give higher prediction for emotions with
high occurrences than those with comparatively low frequencies following any two
given preceding emotions even though the local interaction context’s strong
disapproval. Thus it may lead to affect sensing errors.

Therefore another effective channel is needed to sense affect implication in the
most related social interaction context to complement the Bayesian inference. Since
there are 5 human-controlled characters involved in one session, we use the most
recent emotional implications contributed by these 5 characters in their recent inputs
as the direct related context. We employ a neural network-based inference to provide
another justification channel for contextual affect analysis. A supervised
Backpropagation learning is used to sense the positive, neutral and negative
implication embedded in the most related context. The network employs three (1
input, 1 hidden and 1 output) layers with 5 nodes in the input layer and 3 nodes
respectively in the hidden and output layers. The 5 nodes in the input layer indicate
the most recent emotional implications expressed by the 5 characters. The 3 outputs
represent the predicted positive, neutral and negative implication in this interaction
context. If in the most related context, one character has more than 1 emotional input,
then the average emotional implication is calculated and employed as the input to the
neural nets. At the training and test stages, we assign each emotion with a value
between 0 and 1 as input to the neural nets, e.g. according to their distance to
‘neutral’, happy = 0.1, grateful = 0.2, caring = 0.3, approving = 0.4, neutral = 0.5,
disapproving = 0.6, sad = 0.7, scared = 0.8, threatening = 0.85, and angry/rude = 0.9.
Other ways of assigning values to emotion inputs are also attempted, which produce
exactly the same prediction. We used 110 emotional interaction contexts extracted
from 4 transcripts for training and employed 112 new contexts for testing.

For the above example, in order to further justify the contextual appropriateness of
the detected affect ‘angry’ for the 9" input, first of all, we retrieve the most recent
emotional contribution from each character: Peter (‘disapproval’: 3™), Dave
(‘neutral’: 4™), Janet (‘disapproval’: 5™ & ‘angry’: 7™), Arnold (‘disapproval’: 6™);
and Matthew (‘approval’: 8"). Then the test emotional input sequence is generated as:
Peter [0.6], Janet [(0.6+0.9)/2 = 0.75], Arnold [0.6]; Matthew [0.4] and Dave [0.5].
The neural network outputs this interaction context is likely to be ‘negative’ with
prediction probabilities 0.499, 0.30 and 0.29 respectively for negative, neutral and
positive implications. Thus the ‘anger’ emotion predicted for the 9" input is verified
as the appropriate emotion embedded in a consistent ‘negative’ interaction context.

5 Evaluations

We previously carried out user testing with 220 secondary school students in the UK
schools and transcripts were also recorded to allow further evaluation. Generally, our
previous results based on the collected questionnaires indicate that the Al character
has usefully stimulated the improvisation under different circumstances. We also
produce a new set of results for the evaluation of the updated affect detection
component with contextual and metaphorical interpretation based on the analysis of
some previously recorded transcripts of the Crohn’s disease scenario. Generally two
human judges marked up the affect of 400 turn-taking user inputs from the recorded 4
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transcripts of this scenario (different from those used for the training of Bayesian and
neural nets) using the three emotion labels: positive, negative and neutral. We obtain
the Cohen’s Kappa inter-agreement between the human annotators is 0.83. Then 360
inputs with agreed annotations are used as gold standards with 32% positive, 46%
negative and 22% neutral expressions. Then the 360 agreed annotations are used to
measure the performance of the improvisational mood modeling in personal emotion
context using Bayesian networks. The achieved affect annotations are converted into
purely positive, negative and neutral. The evaluation results are provided in Table 2.

Table 2. Detailed measurement of improvisational mood modeling using Bayesian networks

Precision Recall F-measure
Positive 58.7% 71.1% 64.3%
Negative 84.5% 65.2% 73.6%
Neutral 39.5% 53.6% 45.5%

The overall accuracy rate for the Bayesian network based emotion prediction is
65.1%. Briefly, precision indicates the exactness of a classifier. A higher precision
implies less false positives. Recall measures the completeness with a higher recall
indicating less false negatives. In Table 2, generally negative emotions are well detected
across testing subjects with better precision. However, there were cases that other
positive and neutral expressions were also predicted with negative indications, which
leads to less precision for positive and neutral expressions and lower recall for negative
expressions. One most obvious reason is that the Bayesian inference tends to give high
prediction for emotions with high occurrences given any two preceding emotions.
Because of the nature of the scenario, improvisations tend to be filled with negative
expressions such as worrying, arguing etc. Thus the prediction sometimes failed to sense
the positive or neutral emotion evolution in local context immediately and led to
recognition errors. However, although positive and neutral expressions are recognized
less well, due to their comparatively low frequencies, the performances of affect sensing
from such expressions are promising at this stage. Articles of personal emotional
experience from the Experience Project website (www.experienceproject.com) will also
be used to improve performances.

Moreover, we also provide Cohen’s Kappa for the performance of the affect
sensing in social interaction context using neural networks. The inter-agreement
between human judges is approximately 0.91 for the annotation of the 112 testing
contexts from the selected 4 transcripts, while the inter-agreements between human
judges and the neural network inference are respectively 0.71 and 0.70. The results
indicate that evaluation implication embedded in the related context is well recovered.
We also aim to extend the evaluation of the context-based affect detection using
transcripts from other scenarios. Moreover, using a metaphorical resource
(http://knowgramming.com), our approach for disease, cooking and sensory metaphor
recognition obtains 48% average accuracy rate. Also, we intend to use other resources
(e.g. Wallstreet Journal) to further evaluate the metaphorical affect sensing.

Overall, we made initial developments of an Al agent with emotion and social
intelligence, which employs context profiles for affect interpretation using Bayesian
and neural networks and performs metaphor recognition. Although the Al agent could
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be challenged by the rich diverse variations of the language phenomena and other
improvisational complex context situations, we believe these areas are very crucial for
development of effective intelligent user interfaces and our processing has made
promising initial steps towards these areas. Our research could also be used as a test-
bed and inspiration of theoretical study on how affect is conveyed metaphorically.
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Abstract. Many children with autism spectrum conditions (ASC) have
difficulties recognizing emotions from facial expressions. Behavioural in-
terventions have attempted to address this issue but their drawbacks
have prompted the exploration of new intervention strategies. Robots
have proven to be an engaging and effective possibility. Our work will
investigate the use of a facially-expressive android head as a social part-
ner for children with ASC. The main goal of this research is to improve
the emotion recognition capabilities of the children through observation,
imitation and control of facial expressions on the android.

1 Introduction

Autism spectrum conditions (ASC) are characterized by difficulties in social
interaction and communication, as well as repetitive behaviour and narrow in-
terests [20]. The prevalence of diagnosed ASC has shown a steady increase over
the past 40 years [6]. New technologies offer interesting possibilities for interven-
tion techniques for children with ASC. In particular, this work investigates the
use of a facially-expressive android head in an intervention to improve emotion
recognition capabilities in children with ASC. Over a series of sessions, the chil-
dren will both observe, imitate and control the facial expressions of the robot to
enact various emotions.

2 Background

This interdisciplinary work builds on research in three main areas: autism
spectrum conditions, human-robot interaction, and affective computing.

2.1 Autism Spectrum Conditions

Difficulties with facial expressions in ASC. Of particular interest to this
work are the findings that children with ASC have difficulties with face pro-
cessing tasks, as usefully summarized by Tanaka et al [28]. As a result, children
with ASC do not become “face experts” in the same way that neurotypical chil-
dren do, particularly since facial expressions are fleeting and unpredictable in
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© Springer-Verlag Berlin Heidelberg 2011
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real-time social scenarios. We attempt to address this issue by providing children
with ASC an opportunity to practise facial expression recognition in a more
predictable setting than typical social environments.

The value of imitation as an intervention strategy. Even in individuals
without ASC, imitation plays an important role in cognitive development [19].
Infants mimic their parents and others as a means of developing their social
and communication skills. Not surprisingly, intervention techniques that employ
reflection, imitation and synchronicity have been successful in improving the
social behaviour of children with ASC [I7I11].

Our research will use imitation in two ways. Firstly, the child is asked to
imitate the facial expressions of a particular emotion that it has observed on
the robot’s face. This encourages the development of the child’s own imitation
capabilities. Secondly, as the child attempts to mimic what he/she has previously
seen on the robot, the robot itself will be mimicking the facial expressions of the
child. This serves both to show the child what his/her facial expressions look
like and to encourage further social interaction.

Emotion recognition intervention strategies for children with ASC.
Emotion recognition plays a crucial role in effective social interaction. Our ability
to attribute emotions to others from their outward appearance (facial, gestural,
vocal) is often referred to as “mind-reading” [3], an ability which allows us to
discern the mental states of others to better predict their beliefs, values, emotions
and intentions. In particular, research has suggested that facial expressions are
likely the most important source of affective information in humans [2].

Behavioural interventions targeting emotion recognition are common. These
interventions typically consist of a few hours of training every week over a period
of several months, and usually employ a teacher, therapist or parent that is
familiar to the child [8]. But behavioural interventions are socially exhausting
and often focus only on basic emotions since time constraints prevent further
exploration [16]. New computer-based technologies can help to solve both of these
issues without compromising the interactivity of a therapy session. Furthermore,
computer-based technologies are often inherently motivating to children with
ASC [4] and allow them to work at their own pace with as much or as little
repetition as desired. Examples include the interactive emotional taxonomy of
the Mind Reading DVD [5], the social scenarios of The Transporters series [12]
and many others [27J15].

One of the important goals of any emotion recognition intervention is to en-
sure that the recognition of facial expressions and emotions is generalizable to
unfamiliar scenarios. In this respect, there is an important difference between
explicitly-taught and implicitly-taught interventions. Explicitly-taught interven-
tions, like the Mind Reading DVD, are devoid of social context and confine the
recognition of emotions to simplified scenarios. Implicitly-taught interventions,
like The Transporters series, situate emotions in a relevant social context and
are therefore more likely to generalize to real-world social scenarios.
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2.2 Human-Robot Interaction

Robots for children with ASC. Human-robot interaction is a promising area
for autism therapy. Robots are simplified, more predictable versions of human
beings and research suggests that for many children with ASC, robots are more
appealing and engaging than their human counterparts [26].

It is the fine balance between predictability and autonomy that makes robots
promising social partners for children with ASC. Inanimate toys lack the ability
to prompt children with ASC to break out of their repetitive behaviours and
engage socially. On the opposite end of the spectrum, human peers behave far
too unpredictably for a child with ASC, inducing stress and anxiety during social
interaction. The controllable autonomy of robots offers the best of both worlds.
Slowly increasing the autonomy of the robot challenges the child with ASC to
engage in a variety of social interaction scenarios without pushing the child too
far out of his/her comfort zone.

Robots vs software avatars. The fact that robots have a physical represen-
tation yet still have the controllable autonomy of software avatars make them
ideal as learning tools for children with ASC. The physical representation of the
robot provides engagement in physical space that cannot be achieved easily by
a software avatar (e.g. physical proximity, touch, viewing angle) [9].

Androids vs simplistic robots. Simplistic robots, such as robot trucks and
rolling spheres, have been successfully used in social interaction scenarios with
children with ASC including basic motor imitation and “tag”-like games [I8JI0].
These simple robots often take the form of common toys to increase familiar-
ity and mitigate adverse reactions from the children. The simple animism that
is added to these formerly inanimate objects has been used to help with turn-
taking, eye gaze, self-initiated behaviour, imitation and shared attention [10].
However, robots with simplistic forms do not have the features required to
teach more complex social interactions. For example, teaching emotion recog-
nition from facial expressions requires the robot to have basic facial features.
These facial features can either be highly realistic or abstracted and cartoon-
like. Research has suggested that children with ASC tend to be more comfortable
with non-humanoid feature-less robots [23], which encourages the use of simple
cartoon-like facial features. Yet the difficulty with generalization experienced by
children with ASC suggests to us that more realistic human-like facial features
will result in greater transferability of recognition rates to real human faces.
The FACE project at the University of Pisa is currently the only autism
therapy project using a realistic android head [21I]. Its aim is to improve the
social and emotive capabilities of children with autism by using the android as
an interface between the therapist and the child with ASC. To date, FACE is
able to express and recognize Ekman’s six basic emotions at various levels of
intensity, and is controlled by both the therapist and the child via a traditional
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Fig. 1. Various facial expressions displayed on our android head from Hanson Robotics

screen-keyboard-mouse interface. Preliminary studies suggest that children with
ASC are interested in interacting socially with the android, including sponta-
neous imitation of its head and facial movements. This successful social interac-
tion with FACE suggests that realistic androids have an important role to play
in autism intervention techniques. Our realistic android is shown in Figure [I1

2.3 Affective Computing

Selecting a corpus of emotionally-expressive data. There are many factors
to consider when selecting a corpus of emotionally-expressive facial data. Natu-
ralistic data is preferred to acted data since the timings and motions differ be-
tween the two and hence naturalistic data is more representative of the real-world
[30]. However naturalistic data is extremely difficult to collect and label [I]. Cor-
pora that include complex emotions are more desirable than those that contain
only Ekman’s six basic emotions [24]. Furthermore, moving images are preferred
to still images since humans are best able to recognize emotions through facial
movement [7]. Lastly, facial appearance (age, sex, ethnicity) has been shown to
shape the perception of emotional expressions [I4], and therefore databases that
feature multiple subjects are preferred to single-subject databases.

For our proposed work, the videos from the Mind Reading DVD have been
selected as a reasonable corpus of emotional expression. The Mind Reading col-
lection consists of more than 2400 videos depicting 412 different emotions with
at least six different actors portraying each emotion. The 412 emotions are pre-
sented in a hierarchical taxonomy and have been validated by a panel of in-
dependent judges [I3]. Although the emotional expressions in these videos are
acted and not naturalistic, the wide variety of emotions and the use of multiple
actors make this corpus an attractive choice.

Creating realistic expressions on the robot. It is essential that the robot
accurately mimics the facial expressions in the Mind Reading videos. We use the
FaceTracker software [25] to locate 66 feature points on the face which are then
converted into motor movements for the robot, as shown in Figure 2l
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Fig. 2. Video images (left) are analyzed to track facial feature points (centre) which
are converted to motor movements on the robot (right)

3 Methodology

We designed an intervention to assess the effect of an android head on the
emotion recognition capabilities of children with ASC. Intended to span sev-
eral months, the intervention begins with an initial familiarization period where
the child is introduced to the robot in a comfortable, non-threatening manner.
A therapist, teacher or parent is present to demonstrate the capabilities of the
robot. Next, the child begins the two phases of the intervention: playback and
imitation of the Mind Reading videos, and social interaction during a card game.

3.1 Playback and Imitation of the Mind Reading Videos

The first phase of the intervention is intended to expose the child to a wide variety
of emotional facial expressions. An emotion is selected from the 412 emotions
from the Mind Reading DVD and one of the six videos for that emotion is “acted
out” by the robot while the child observes. The child is then asked to recreate
the facial expressions of that emotion on the robot. To control the motion of
the robot, the child’s own facial actions are used. A video camera pointed at the
child’s face captures his/her facial expressions and this information is in turn
fed back into the robot to control its facial movements.

This type of control is useful in three major ways. Firstly, it transforms the
child from passive to active learner by engaging the child in an interactive ex-
change with the robot. Secondly, it encourages the child to look at all parts
of the robot’s face rather than only the mouth region, as many children with
ASC are prone to do [22]. Thirdly and most importantly, in order to control the
robot, the child must first learn to imitate the facial expressions of the robot on
his/her own face. As previously discussed, this use of imitation has great value
in improving social interaction for children with ASC.

The child’s imitation is captured and evaluated based on accuracy (correctness
of facial actions) and timeliness (ordering and timing between facial actions).
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Feedback is given to the child both from the teacher/parent/therapist and from
the algorithmic assessment of the captured video.

3.2 Social Interaction during a Card Game

Given the relative success of The Transporters series over the Mind Reading
DVD [], it is evident that situating facial expressions within a social context is
an important factor for emotion recognition. Therefore in the second phase of the
intervention, the child will play a card game such as “War” with the robot and the
social context of the game will dictate the robot’s facial responses. Frustration,
confusion, happiness, thinking, interest, sadness and many other emotions will
be elicited by the card game and the robot will respond with appropriate facial
expressions. The teacher/parent/therapist can interrupt the game at any point
to encourage the child to consider the current mental state of the robot.

3.3 Evaluation of Intervention

The intervention will be evaluated through performance tasks completed by the
children before and after the intervention with the robot. The children will be
asked to label the emotions observed in videos from three sources:

— Mind Reading DVD: videos of acted emotions (some previously seen in
the intervention and some unfamiliar), each portrayed by either a human
actor or the robot

— Recordings from the card game: videos of the game, each showing either
a child or the robot with surrounding social context

— The Transporters series: video clips of novel social situations with unfa-
miliar characters

As with the evaluation of The Transporters series [12], each video will be ac-
companied by three possible labels: the correct emotion, an emotion of opposite
valence, and an emotion of the same valence. Our selection of performance tasks
allows us to evaluate the children’s emotion recognition skills as well as their
ability to generalize these skills to unfamiliar situations.

Furthermore, five groups of children will participate in the study to control
for other factors and to compare against similar intervention strategies: an ASC
robot intervention group, an ASC software avatar intervention group, an ASC
Mind Reading intervention group, an ASC control group and a neurotypical con-
trol group. The ASC robot intervention group will participate in the intervention
as described above, the ASC cartoon avatar intervention group will participate
in the intervention described above but a software avatar will substitute for the
robot, the ASC Mind Reading intervention group will use the Mind Reading
DVD, and the two control groups will not participate in any intervention.

4 Conclusion

Our work will investigate the use of a facially-expressive android head in improv-
ing emotion recognition capabilities in children with ASC. We have designed an
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intervention in which children are encouraged to observe, interact with and imi-
tate the android, giving them valuable practice in attributing emotions to facial
expressions. We have proposed detailed performance tasks for evaluating the
success of this intervention technique, particularly concerning generalization of
emotion recognition skills to real-world social situations.

The proposed work with the robot could be extended to other possible in-
terventions, including addressing non-verbal social cues such as gaze-direction
and turn-taking, or providing practice with social context via emotion elicitation
activities.

Acknowledgements. This work is generously supported by the Gates Cam-
bridge Trust. The sample video frame in Figure[2luses the MMI-Facial Expression
Database [29].
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Abstract. This paper contains a PhD research proposal related to the domain of
automatic emotion recognition from speech signal. We started by identifying
our research problem, namely the acute confusion problem between emotion
classes and we have cited different sources of this ambiguity. In the methodol-
ogy section, we presented a method based on simililarity concept between a
class and an instance patterns. We dubbed this method as Weighted Ordered
classes — Nearest Neighbors. The first result obtained exceeds in performance
the best result of the state-of-the art. Finally, as future work, we have made a
proposition to improve the performance of the proposed system.

Keywords: Emotion recognition, simililarity concept, speech signal.

1 Problem

The automatic emotion recognition (AER) from speech is subject of increasing inter-
est in the recent years given the broad field of applications that can benefit from this
technology. For example, a speaker emotional state recognition system can be used to
develop natural and effective human-machine interaction system and more sensitive
interface to the user behaviour. Used in a distance learning context, a tutoring system
could detect bored users and allows a change of style and level of the material pro-
vided, or provides a compensation and emotional encouragement [1].

AER may also be used to: (1) support the driving experience and encourage better
driving, given that driver emotion and driving performance are often intrinsically
linked [2]; (2) detect the presence of extreme emotions, especially fear, in the context
of surveillance in public places [3]; (3) automatically prioritize messages accumulated
in the mailbox with different criterions such as emotional urgency, valence (happy vs.
sad) and arousal (calm vs. excited). This can be used to alert the voicemail account
owner and enables him to listen first to the important messages [4]; (4) use the special
features carried by emotions in the development of more robust and accurate systems
for automatic speaker verification [5]; (5) assess the urgency of a call and therefore
helps to take a decision in the context of a medical call center offering medical advice
to patients [6]; (6) improve customer service when the AER system is integrated into
interactive voice response system in commercial call centers [7].

S. D'Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 191-199, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Despite all the research efforts, the performances of AER systems designed remain
relatively low compared to related fields such as speaker verification. The low recog-
nition rate is reflected through the high level of confusion between emotion classes.

1.1 Confusion Sources

The confusion between classes can have several sources. The first raison can be re-
lated to the uncertainty that characterize the definition of emotion in the psychology
domain, namely which theory to use categorical or dimensional, and in the case of
categorical theory how many categories exists and what are these classes? This uncer-
tainty can lead to an overlap between defined classes at their acoustic information
spaces because of the lack of clear boundaries between different categories of emo-
tion that marks the transition from one emotion to another. On the other hand, the
overlap in the acoustic space is not limited to the neighboring classes but also be-
tween some emotions in a symmetrical position with respect to the active / passive
axis of the dimensional model shown in Figure 2. The joy and anger classes are an
example of ambiguity case confirmed by several studies [8, 9].

VERY ACTIVE
fuious T —
-
exhilarated
terrified Em“"\
interestes delighted
disgusted o " \ ¢
/@ atraid Py N
,.‘"’ pleased \
/ \ blissful
| |
VERY NEGATIVE | } VERY POSITIVE
\ sad |
relaned lg'l
\ bored content /
despairing / serene
depress: . -
VERY PASSIVE

Fig. 1. Emotions mapped in Activation-Evaluation space with FEELTRACE (Cowie et al.)

Another important factor which increases the ambiguity is the significant variabil-
ity between different individuals in the expression of same emotion class. This wide
range of variability can have several origins such as the culture, the age, the gender of
the speaker and its spoken language.

Finally, the noise contained in the emotion corpus increases the confusion. This
noise can be induced by annotators during the labelling operation. This is particularly
true for blended emotions such as fear and anger felt, for instance by a parent to his
son when the latter crosses the road running at a red light.
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2 Objectives

In this research project, our goal is to improve the performance of AER systems by
mitigating the problem of ambiguity between emotion classes. We are particularly
interested to recognize emotions of the categorical model or of the dimensional model
converted to binary labels (e.g. active vs. passive or positive vs. negative). These
AER systems are primarily intended to be deployed in a call center context, so we
will focus on the use of speech signal as input data for the system.

3 Emotions and Related Works

3.1 Theoretical Models of Emotion

According to Scherer in [10], there are three theories which influence the research:

Discrete theory, which states that a small number of basic emotions exist. These
emotions are recognized through very specific response patterns in physiology, and in
facial and vocal expression.

Dimensional Theory, where the emotional states are mapped in two or
three-dimensional space such as valence, activity and control dimensions.

Componential models of emotion, often based on appraisal theory, has the advan-
tage to be more open with respect to the kind of emotional states. These models em-
phasize the variability of different emotional states as produced by different types of
appraisal patterns [10].

3.2 Types of Emotional Speech

As reported in [10], there are three methods to constitute an emotional corpus:

Natural emotions are recordings of spontaneous emotional states naturally oc-
curred. It is characterized by a high ecological validity but suffers from the limited
number of available speakers and presents difficulties for the annotation.

Simulated emotions are emotional states portrayed by professional or lay actors
according to emotion labels or typical scenarios. Although this method permits easily
to constitute an emotion corpus however it has been criticized that this kind of emo-
tion are more exaggerated than natural or induced emotion.

Induced emotions are specific emotional states experimentally induced in groups of
speakers.

3.3 Related Work

In the literature, several systems have been experimented to address the issue of emo-
tion recognition from speech signal. In this section we will present these systems with
respect to four criteria: type of feature information, 2) the temporal scope of features,
3) speech unit used in the analysis of an utterance, 4) and the type of approaches cho-
sen to design the classifier.
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Unit of Analysis
The analysis unit is the smallest segment of speech used as input to the classifier to
get a partial or complete decision. The tested units are:

Utterance: The utterance is most used unit in studies [4, 11, 12].

Phoneme: A study in [13] where a modeling is based on phoneme class shows that
vowels are more emotionally salient than other classes.

Syllable: In [14], the authors show that performances based on whole turn outper-
form those based on syllabic unit.

Word: According to the results of [15], the word unit is preferable to the utterance
if an effective word segmentation system is available.

Chunk: The turn is automatically segmented into fragments, depending on the
acoustic properties of the turn [14]. The results show that the system performance
based on the chunk unit is better than syllable unit but lower than turn unit.

Pseudo-syllable: Unit which length is guided by the valleys of the energy contour
[16].

Temporal Feature Scope

The temporal scope of features can be either short-term or long-term information.

Short-term information (STI): Short-term information represents the local in-
formation which extends over an interval of time called frame. We distinguish two
types of STI: the spectral information conveyed by the spectral coefficients such as
Mel-Frequency Cepstral Coefficients (MFCC), or the prosodic information [11, 17].

Long-term information (LTI): It characterizes the utterance as a whole. The most
commonly LTI features used are the prosody, as well as voice quality (e.g. shimmer
and jitter) [4, 12, 14], or can be combined with spectral coefficients [15].

Note that some authors have introduced linguistic information, e.g. information on
lexical and discourse levels, in combination with paralinguistic information [6, 18].

Models of Classifiers
Several models of classifier were experimented and most of the models fall into
one of these three approaches:

Static approach: In the static approach, models such as GMM, support vector ma-
chines (SVM) are used [1, 14].

Dynamic approach: In this approach, the hidden Markov model (HMM) is largely
used as classifier. The advantage of HMM models is that they allow to model the
temporal structure of utterances [4, 13, 17].

Fuzzy logic approach: This approach is based on the fuzzy logic inference sys-
tem. This choice is motivated by the uncertainties that characterize emotions, particu-
larly the problem of the lack of clear boundaries between different emotions [7, 19].

4 Methodology

In this section, we present the proposed methodology to address the problem of con-
fusion between emotion classes.
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4.1 Data Description

The designed AER systems will be experimented using three different emotion cor-
pora, two spontaneous and one simulated:

Bell Canada (Bell) dataset

This corpus is composed of spontaneous emotions recorded from customer calls of
Bell Canada automated call center. Annotated into two classes (positive vs. negative),
it contains approximately 5000 dialogues for each language (French and English).

FAU AIBO (AIBO) dataset

This corpus consists of spontaneous recordings of German children interacting
with a pet robot. The corpus is composed of 18216 chunks and labelled into five cate-
gories: Anger, Emphatic, Neutral, Positive and Rest.

LDC Emotional Prosody dataset

This corpus contains English audio recordings of emotions simulated in 15 catego-
ries selected according to the study of Banse & Scherer [8].

4.2 Modeling

Weighted Ordered classes — Nearest Neighbors (WOC-NN)

The methodology presented in this section, dubbed "Weighted Ordered classes —
Nearest Neighbors" (WOC-NN), is basically inspired from the dimensional theory
model of figure 2 where we observe the absence of any clear boundary between emo-
tions except that each categorical emotion is characterized by neighbourhood of other
emotion classes which are more or less closer to it. We will use this concept of close-
ness or similarity / dissimilarity between classes of the dimensional model in order to
attenuate the confusion problem of categorical emotions.

The concept of weighted ordered class pattern

The decision rule in WOC-NN is based on pattern matching between test data and
target class pattern. Each emotion class E; is characterized by a neighborhood pattern
which represents the set of all emotion classes ordered with respect to their closeness
to the class E;. The order of class reflects the degree of similarity with the class E;
relatively to other classes. In the test phase, the neighborhood pattern of the test data
is generated and compared to each neighborhood pattern of each class. The distance
metric used in the comparison is the sum of differences between the rank classes of
the two neighborhood patterns, known as Hamming distance. The target class of the
test data corresponds to the class whose neighborhood pattern gets the minimum dis-
tance, i.e., the class which has the higher number of similar neighbor classes with the
test data. Since not all class ranks in the neighborhood pattern have the same power of
discrimination, each rank class in the pattern is weighted by a coefficient value pro-
portional to the degree of its discrimination.

Neighborhood Pattern Feature Space

In the front-end system, The Mel-Frequency Cepstral Coefficients (MFCC) are ex-
tracted and used as input features used to learn the model of each emotion class. The
Gaussian Mixture Model (GMM), a generative model, is used as function of probabil-
ity density estimation to compute likelihood scores of the data. These likelihood



196 Y. Attabi and P. Dumouchel

scores are then used to generate the ranked neighborhood classes of each emotion
class with respect to their proximity. The degree of proximity is based on the likelih-
ood values of each model class. More the likelihood scores of two models are close to
each other more the classes associated with the two models are considered as tightly
adjacent classes and vice-versa.

Let E,E,....Ec be C emotion classes and A; is the GMM model of class E;. Let

X represent a set of cepstral vectors of speech data and X represents the likelihood
vector for X over the C models.

Each emotion class is represented by a vector of emotion classes ordered from the
nearest closed one to most far one. These ranks are obtained by sorting the likelihood

scores [; of the vector X , where I, = P(X |/1,- ), in descending order:
1, 21, 221, (1)
The rank vector r of equation (2) constitutes the neighborhood pattern.
r=[nr- ] 2)

CLASSIFICATION SYSTEM

Let rand r’denote the neighborhood patterns of a test utterance X and a class emo-
tion E; respectively. The distance between r and r’is computed using Hamming dis-
tance. We introduce a C-dimensional vector v, with indicator element v; = 1 if
rj #r;and v; = 0 otherwise. We will refer to v as a distance pattern.

The direct use of Hamming distance as metric for the classification supposes that
each class rank of a neighborhood pattern has the same power of discrimination as
other ranks. This is misleading particularly for the first rank. For this reason we intro-
duce a vector of coefficients, w; =[w; wip - wic], to weight each rank of the

neighborhood pattern, where wj; represents the weight coefficient of rank j of the ith
class neighborhood pattern. The new metric, is expressed as :

Dy lrr’) = wiv )

The weights ranks are obtained by measuring the importance of each rank for each
neighborhood pattern separately. Thus each neighborhood pattern of an emotion class
E; has his distinct weight vector w;. In order to estimate these weights, the C-class
problem is transformed to a two-class problem: discrimination between correct and
wrong distance patterns using logistic regression function.

For empirical raisons, e.g. when the data are sparse, some classes in the neighbor-
hood pattern may not be enough representative of dissimilarity between neighborhood
patterns and should be discarded. For WOC-NN system, we selected ranks of classes
associated with positive weight coefficients obtained with the logistic regression. This
is feasible because of the type of the output class (which represents correct or incor-
rect pattern) of the logistic regression problem.
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EXPERIMENTAL RESULTS
WOC-NN is experimented using the FAU AIBO [20] emotional speech corpus and its
performance is compared with GMM system and the state-of-the art.

Table 1. Experiments results on FAU AIBO data

Systems Unweighted
average

GMM-Bayes 41.05

WOC-NN 4247

Lee et al. [21] 41.3

Kockmann et al. (fusion of 2 systems) [22] 41.7

The results of Table 1 show that WOC-NN has better performance than GMM-
Bayes system with a relative gain of 3.46%. Also, when compared to the best single
system performance [21] and to the best combined systems performance [22] of In-
terspeech 2009 Emotion Challenge, WOC-NN method exceeds relatively their per-
formances by 2.83% and 1.85% respectively. For more details about this method
see [23].

Future Work

In the proposed framework, we computed the neighbourhood patterns in the likeli-
hood score space. As future work, we will use the feature space level instead. An
interesting feature vector space candidate is the i-vector space. The i-vector represen-
tation, used first in speaker verification [24], is a low dimensional vector of a given
high dimensional supervector (a vector obtained by a concatenation of mean vector of
each component of a GMM model). The space dimensionality reduction can be per-
formed using a Factor Analysis model (FA) or a Probabilistic Principal Component
Analysis (PPCA). This feature space will provide us more flexibility to deal with the
variability in the expression of emotions between individuals and therefore reducing
the overlap between classes.

5 The Main Contribution

In this proposal, we started by identifying our research problem, namely the acute
confusion problem between emotion classes that characterizes the AER Systems. We
also identified the different sources of this ambiguity. As a main contribution, we
presented our methodology to improve the AER systems performances, namely
WOC-NN, to make them closer for future deployment.
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Multimodal Affect Recognition in Intelligent Tutoring
Systems
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Abstract. This paper concerns the multimodal inference of complex mental
states in the intelligent tutoring domain. The research aim is to provide
intervention strategies in response to a detected mental state, with the goal
being to keep the student in a positive affect realm to maximize learning
potential. The research follows an ethnographic approach in the determination
of affective states that naturally occur between students and computers. The
multimodal inference component will be evaluated from video and audio
recordings taken during classroom sessions. Further experiments will be
conducted to evaluate the affect component and educational impact of the
intelligent tutor.

Keywords: Affective Computing, Multimodal Analysis, Intelligent Tutoring
Systems.

1 Introduction

In human-interaction, 55% of affective information is carried by the body whilst 38%
by the voice tone and volume, and only 7% person by the words spoken [1]. Ekman
[2] further suggests that non-verbal behaviours are the primary vehicles for expressing
emotion. With the availability of computational power, and great advances in the
fields of computer vision and speech recognition, it is now possible to create systems
that can detect facial expressions, gestures and body postures from video and audio
feed. Furthermore, systems that can integrate different modalities can offer powerful
and much more pleasant computer experiences as they would be embracing users'
natural behaviour.

The research is directed towards equipping intelligent tutoring systems with the
ability to infer complex mental states from multiple modalities. Until recently,
emotion has been a neglected dynamic in the design of intelligent tutors. Ingleton [3]
argues that emotion is not merely the affective product of learning but is rather a
constitutive of the activity of learning. She further states that emotions shape learning
and teaching experiences for both students and teachers as they play a key role in the
development of identity and self-esteem. The work therefore seeks to allow the
tutoring system to maximize the learning potential of a student by detecting mental
states such as frustration, interest and confusion from facial expressions, head
gestures and speech prosody.

S. D"Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 200-207, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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The core component of the research is related to the affective response of the
intelligent tutor upon detection of a mental state. The aim of the system is to keep the
student in a motivated state throughout the learning session. This requires the system
to determine strategies that will trigger an affect transition from a negative to a
positive state in an efficient and appropriate manner. We will therefore seek to answer
questions such as “which affective states are conducive to learning and which ones
are not?”, “which interventions are effective?”, “when should the tutor intervene?”’
and “how often should the tutor intervene?”.

2 Background

2.1 Affect-Sensitive Intelligent Tutors

Human tutors have been shown to be effective due to their ability to provide students
with constant, timely and appropriate feedback, and the interactive manner in which
they guide the student towards a solution. This in turn prevents the student from
disengaging from the studies when they are unable to find solutions. According to
Wolcott [4] teachers rely on nonverbal means such as eye contact, facial expressions
and body language to determine the cognitive states of students, which indicate the
degree of success in the instructional transaction. Embedding an affect-recognition
component in an intelligent tutoring system will enhance its ability to provide the
necessary guidance, and make the tutoring sessions more interactive and thus
effective.

2.2 Intervention Strategies

Prior to the expansion of research in affective computing, feedback-oriented
intelligent tutors used various cognitive and expert models which would trigger a
response when the student behaviour diverges from that of the expert or cognitive
model [5]. To take into account the difference in cognitive skills of learners,
Ohlosson's study emphasized the need to model student patterns and learn their
academic weaknesses and strengths, and consider this information when deciding on
the appropriate teaching strategy. He further suggested that intelligent tutors have
internal representation of the subject matter so that it can generate appropriate
material specifically adapted for the learner. For example, it should be able to offer a
definition, an explanation or a practise problem when the student responses indicate
that the material has not been grasped [6]. Adding affect to the tutoring system builds
on Ohlosson's ideas in that by tailoring material based on the emotion detected and
other cognitive variables, the student will be at a better position to learn.

The critical questions in the tutoring system's teaching strategy relates to the
timing, frequency and the nature of the intervention. The help policy adopted by
Project LISTEN's Reading Tutor [7] is a great example of timing of the tutor's
intervention. In their work, help is offered when a student skips a word, misreads a
word, gets stuck or clicks for help. Beck et al. [8] explored the possibility of offering
pre-emptive assistance by letting the tutor pronounce a difficult word before an
attempt by the student. The system was however found to be biased towards long
words and a student's past mistakes. One could argue that students should be allowed
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to attempt to pronounce the word first, and the tutor can then confirm or correct the
pronunciation. Allowing students to make mistakes leads them into a correction cycle
which increases the time exposure to material, which may yield better recall rates (a
theory supported by Herrington et al [9]).

The affective content of an intervention is another important factor when
formulating strategies. Jennifer Robison [10] conducted a study on the application of
parallel and reactive feedback, where the former relates to identifying with the
student's emotion, and the latter concerns the display of emotions that aim to alter or
enhance the observed affect. Her preliminary study suggests that the nature of
affective feedback given could lead to either positive or negative consequences, and
that due consideration should be given to the current affect state of the learner when
selecting affective responses.

2.3 Evaluating Intelligent Tutoring Systems

The common goal of intelligent tutors is to impart knowledge as effectively and
efficiently as possible. We will be focusing on the achievement and affect measures
related to the educational impact of the system. Many studies perform pre- and post-
tests to determine if the learning objectives were met. Since affective computing is a
relatively new field, measures to evaluate the impact of affective feedback are still in
their early stages of design. One measure that seems to be widely used is the L
measure introduced by D'Mello [11] which is a probability function that analyses and
maps out transitions between affective states making it possible to extrapolate the
success or failure of the strategies employed.

2.4 Related Work

The recent focus towards emotionally-sensitive intelligent tutors has led to studies
exploring the inference of academic-related emotions from various channels such as
facial expressions, speech prosody and physiological signals. These tutors have the
ultimate goal of keeping the student motivated or interested in their work by adapting
their tutoring strategies based on the observed behaviour of the student. Amongst
these are the ITSPOKE and AutoTutor intelligent tutoring systems.

The ITSPOKE (Intelligent Tutoring SPOKEn) dialogue system [12] guides a
student through an essay-type qualitative physics problem by eliciting complete
explanations and correcting misconceptions. It uses acoustic and prosodic features
extracted from student speech to recognize three affect categories, namely, positive
(encompassing affect states such as confidence and interest), neutral and negative (a
blanket category for emotions such as uncertainty, confusion, boredom, frustration)
states. It achieves an accuracy of 80.53% for the three-way classification.

While this is a great start towards adapting to students’ emotional states, intelligent
tutors need to have a more granular understanding of emotions as mental states such
as boredom and confusion have distinct causes and should be addressed appropriately.

The AutoTutor [13] addresses this problem by detecting more affective states, namely,
boredom, confusion, flow, frustration and neutral. It infers emotion from conversational
cues, body posture and facial features and uses an embodied pedagogical agent to
synthesize affective responses through animated facial expressions and modulated
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speech. The authors are still however investigating the fusion of these channels. The
proposed work differs from the current approaches in that it explores the fusion of visual
and audio cues to infer academic mental states (which according to our knowledge has
not been addressed in the learning domain). Other research works in audio-visual
emotion recognition systems have been centred on basic emotions which have distinct
signatures thus making such systems easier to model. The various ways that one can
express mental states such as thinking, compounded by the task of working with
unrestricted natural behaviour of students, makes this a challenging problem.

3 Work to Date

We propose the framework depicted in Figure 1 for the recognition of emotion in an
intelligent tutoring system. The emotion recognition components (which were
developed in-house) provide automatic analysis of facial expressions, head gestures
and speech prosody. The first research task was to adapt and re-train these two
subsystems to meet the specifications of the project. This includes identifying new
features and incorporating them into the system.
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Fig. 1. A multimodal framework for the affect-sensitive intelligent tutor

3.1 Data

The initial system tests were based on the MindReading DVD due to the lack of
audio-visual databases enacting discrete complex mental states [14]. The audio
analysis section is evaluated on the extended MindReading audio DVD as the number
of training files in the original DVD is insufficient to characterize emotional speech.

3.2 Facial Expression Analysis

The recognition of affect from the face remains a challenging task due to the
variability of an expression amongst different people, and even within the same
person as it is time and context-dependent. The first task in facial expression analysis
is representing the face as abstract components for measurement. The most commonly
used system for the coding and measurement of the face is the Facial Action Coding
System developed by Ekman and Friesen [15]. FACS is an anatomically-based
system which uses minimal units (called action units) to describe visible muscle
activities that occur for all types of facial movements. The 44 defined action units
include eye and head positions and movements.



204 N. Banda and P. Robinson

TN, ., 1
Fig. 2. Three image frames from the MindReading DVD of a child actor expressing the
affective state of ‘impressed’ within the interest mental state group at different time instances,
with (a) showing the 22 feature points from the NevenVision tracker, (b) tracking of teeth to

represent the teeth present gesture, (c) aperture tracking gesture indicating the mouth open
gesture

The research builds on an in-house real-time complex mental state recognition system
developed by el Kaliouby and Robinson [16]. The system abstracts the recognition
process into three levels, namely, action unit detection, gesture recognition and mental
state inference. The first level involves the tracking of the face from a video sequence
using the FaceTracker' which outputs 22 feature points (see Figure 2(a)) and head
orientation measures (pitch, yaw, roll). The FaceTacker uses Gabor wavelet image
transformation and neural networks for its tracking. Action units are detected from the
displacement of the features and through appearance-based features.

The second level encodes the detected action units into gestures to allow for
complex movements such as head nods and head shakes to be represented. The
sequence of action units representing a gesture are modelled using hidden Markov
models (HMM) to capture the temporal nature of the gestures. During executing time,
the HMMs output quantized probabilities of whether or not a gesture was observed
from the sequence of detected action units. The system was extended to recognize
gestures such as the presence of teeth and the tracking of an open mouth as seen in
Figures 2(b) and 2(c), and to detect furrows.

The final level uses dynamic Bayesian networks (DBNs) to model the unfolding
emotion based on the quantized probabilities from the gesture recognition component.
Inference is carried out in real time with each emotion modelled as a separate DBN.
The inference engine employs a sliding window technique which allows it to predict
an emotion based on the history of six gesture observations. The probability scores
from the DBNs are integrated over a time period (video length or turn basis) and the
emotion with the highest score is selected.

3.3 Audio Analysis

Emotion recognition from audio is concerned with how speech is conveyed. The
audio analysis component used in the research is an adaptation of the framework
introduced by Sobol-Shikler [17] and enhanced by Pfister [18]. The OpenSMILE
library extracts 6555 features which represent pitch, spectral envelope, and energy
feature groups (amongst others); delta and acceleration information; and their

! FaceTracker is part of the NevenVision SDK licensed from Google Inc.
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functionals (e.g. min, max, mean, percentiles and peaks). A correlation-based feature
selection method is applied to reduce dimensionality. The selected features are used in
the training and classification of emotions using pairwise support vector machines
with radial basis function kernels. Table 1 shows the performance of the pairwise
support vector machines.

Table 1. Pairwise classification results of eight complex mental states using RBF SVMs. The
number in brackets refers to the number of features selected for each pairwise class.

excited interested joyful opposed stressed sure  thinking  unsure

absorbed 84.2 86.3 86.5 81.7 83.3 83.2 80.7 78.2
[80] [62] [107] [82] [85] [70] [66] [43]

excited 82.4 78.5 83.8 75.8 75.9 86.1 79.2
[76] [38] [40] [22] [68] [134] [102]

interested 86.8 85.0 87.0 91.2 80.1 75.0
[89] [61] [80] [79] [77] [43]

joyful 81.8 79.7 85.3 84.7 83.1
[51] [65] [113] [139] [109]

opposed 85.3 76.6 88.2 86.9
[82] [43] [97] [54]

stressed 85.0 86.2 76.4
[89] [124] [83]

sure 87.0 87.5
[115] [78]

thinking 72.2
[75]

The pairwise comparisons are combined to calculate the average output probabilities
and the count of pairwise wins for each emotion.

3.4 Multimodal Fusion

In Sharma's extensive introduction to fusion of multiple sensors [19], three distinct
levels of integrating data are highlighted, namely, data, feature and decision fusion
methods. Data fusion is automatically excluded from the consideration as it applies to
observations of the same type (for example, two video camera recordings taken at
different angles). Feature fusion is applied when the raw observations have been
transformed into feature representations and is ideal for synchronized feeds. Decision
fusion, also called late fusion, deals with the fusion of decisions computed
independently by the respective components. Synchronizing the video and audio
channels and aligning emotional segments is a challenging task, especially with the
complexity of mental states investigated which need temporal and spatial information
to be captured. We have chosen decision fusion given its robust architecture and
resistance to sensor failure. The approach however loses information of mutual
correlation between the audio and video modalities [20].

The probability scores from the facial expression and audio analysis subsystems
are fed into an SVM for training and classification. Due to lack of corresponding
training and test data, the multimodal component could not be reliably evaluated. This
will however be remedied by a data collection exercise discussed in the next section.
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4 Future Work

4.1 Ethnography Study and Data Collection

The next step involves spending time in primary schools with learners between the
ages of ten and twelve to conduct a behavioural analysis to determine conditions that
trigger negative affect, the immediate impact the affect has on the student's task and
strategies that tutors and teachers employ to reverse the negative affect. This will
involve recording students in their interactions with computers and tutors, and during
traditional class sessions. Such a study will allow us to identify the common mental
states experienced in a variety of learning activities, and to decide upon the mental
states that our refined recognition system will detect. This will also serve as a great
opportunity to collect recordings of natural (and elicited) data that will be used for
training and testing the multimodal system. A crowdsourcing approach for the affect
annotation of video and audio recordings will be followed.

4.2 Multimodal Recognition for Natural Data

Once the data has been collected, the multimodal recognition system will be
configured to work with natural data. We will investigate the use of other sensors,
such as an eye tracker for gaze detection, to increase the accuracy of the system.

4.3 Intervention Strategies

The main contribution of the research will stem from the task of developing
computer-based affect-related intervention strategies to maintain interest and an
overall positive affect during learning sessions. A study will be conducted to
determine which emotions can provide the transition from a negative mental state to a
positive one. The study will involve inducing positive affect in students, then
subsequently inducing a negative affect and applying a random selection to reverse
the affect transition. The findings of the study will be formulated into strategies and
incorporated into the tutoring system. We will also investigate the timing and
frequency of the interventions.

4.4 Evaluation

The multimodal recognition system will be evaluated on the natural emotions
collected from the ethnographic study. The intervention component of the intelligent
tutor will be evaluated through simulations and self-report, and the results will be
analysed using the L probability function for successful affective transitions. The
educational impact of the system will be evaluated through a control experiment
involving two groups of students. One group will be subjected to learn unfamiliar
material through self-study whilst the other through the intelligent tutor. Pre- and
post-tests will be conducted to determine knowledge gained, and a subsequent test at
a later date to test retention of information.

Acknowledgements. The financial assistance of the South African National Research
Fund (NRF), Bradlow Foundation Scholarship and Google Anita Borg Memorial
Scholarship towards this research is hereby acknowledged.



Multimodal Affect Recognition in Intelligent Tutoring Systems 207

References

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Paleari, M., Lisetti, C.: Toward Multimodal Fusion of Affective Cues. In: Proceedings of
thelst ACM International Workshop on Human-Centered Multimedia (2006)

Ekman, P., Friesen, W.: Nonverbal behaviour in pschotherapy research. Research in
Pschotherapy 3, 179-216 (1968)

Ingleton, C.: Emotion in learning: a neglected dynamic. Cornerstones of Higher
Education 22, 86-99 (2000)

Wolcott, L.: The distance teacher as reflective practitioner. Educational Technology 1, 39—
43 (1995)

Murray, T.: Authoring Intelligent Tutoring Systems: An Analysis of the State of the Art.
Internal Journal of Artificial Intelligence in Education 10, 98-129 (1999)

Ohlsson, S.: Some Principles of Intelligent Tutoring. Instructional Science 14, 293-326
(1986)

Mostow, J., Aist, G.: Giving help and praise in a reading tutor with imperfect listening -
because automated speech recognition means never being able to say you’re certain.
CALICO Journal 16, 407-424 (1999)

Beck, J.E., Jia, P., Sison, J., Mostow, J.: Predicting student help-request behavior in an
intelligent tutor for reading. In: Proceedings of the 9th International Conference on User
Modeling (2003)

Herrington, J., Oliver, R., Reeves, T.C.: Patterns of engagement in authentic online
learning environments. Australian Journal of Educational Technology 19, 59-71 (2003)
Robison, J., McQuiggan, S., Lester, J.: Evaluating the consequences of affective feedback
in intelligent tutoring systems, pp. 1-6 (2009)

D’Mello, S., Taylor, R.S., Graesser, A.: Monitoring Affective Trajectories during
Complex Learning. In: Proceedings of the 29th Annual Meeting of the Cognitive Science
Society, Austin, TX, pp. 203-208 (2007)

Litman, D., Forbes, K.: Recognizing Emotions from Student Speech in Tutoring
Dialogues. In: Proceedings of the ASRU 2003 (2003)

D’Mello, S., Jackson, T., Craig, S., Morgan, B., Chipman, P., White, H., Person, N., Kort,
B., el Kaliouby, R., Picard, R.-W., Graesser, A.: AutoTutor Detects and Responds to
Learners Affective and Cognitive States. In: Workshop on Emotional and Cognitive Issues
at the International Conference of Intelligent Tutoring Systems (2008)

Baron-Cohen, S., Golan, O., Wheelwright, S., Hill, J.J.: Mind Reading: The Interactive
Guide to Emotions. Jessica Kingsley Publishers, London (2004)

Ekman, P., Friesen, W.V.: Facial Action Coding System: a technique for the measurement
of facial movement. Consulting Psychologists Press, Palo Alto (1978)

el Kaliouby, R., Robinson, P.: Real-time Inference of Complex Mental States from Facial
Expressions and Head Gestures. In: Real-Time Vision for Human-Computer Interaction,
pp. 181-200. Springer, Heidelberg (2005)

Sobol-Shikler, T., Robinson, P.: Classification of complex information: inference of co-
occurring affective states from their expressions in speech. IEEE Transactions on Pattern
Analysis and Machine Intelligence 32, 1284-1297 (2010)

Pfister, T., Robinson, P.: Speech emotion classification and public speaking skill
assessment. In: Salah, A.A., Gevers, T., Sebe, N., Vinciarelli, A. (eds.) HBU 2010. LNCS,
vol. 6219, pp. 151-162. Springer, Heidelberg (2010)

Sharma, R., Pavlovic, V.., Huang, T.S.: Toward a multi- modal human computer
interface. In: Beun, R.-J. (ed.) Multimodal Cooperative Communication, pp. 89-112.
Springer, Heidelberg (2001)

Zeng, Z., Pantic, M., Huang, T.S.: Emotion Recognition Based on Multimodal
Information. In: Affective Information Processing (2008)



Candidacy of Physiological Measurements for
Implicit Control of Emotional Speech Synthesis

Shannon Hennig

Ttalian Institute of Technology, Genoa, Italy
shannon.hennig@iit.it

Abstract. There is a need for speech synthesis to be more emotionally
expressive. Implicit control of a subset of affective vocal effects could be
advantageous for some applications. Physiological measures associated
with autonomic nervous system (ANS) activity are potential candidates
for such input. This paper describes a pilot study investigating physiolog-
ical sensor readings as potential input signals for modulating the speech
synthesis of affective utterances composed by human users. A small cor-
pus of audio, heart rate, and skin conductance data has been collected
from eight doctoral student oral defenses. Planned analysis and research
phases are outlined.

Keywords: emotionally expressive speech, speech acoustics, physiolog-
ical measures, heart rate, skin conductance, speech synthesis.

1 Introduction

Humans have a remarkable capacity for conveying affective information through
speech, however current speech synthesis technology is unable to fully approx-
imate the subtle affective details of how people speak. Information about a
speaker’s intent, attitude, affect and emotional state can be conveyed through
variations in the speaker’s pitch, loudness, rhythm and voice quality [1-4]. While
it is known that speech carries more than linguistic information, there is vari-
ability in how the terms extra-linguistic, non-linguistic and paralinguistic are
used to talk about this information |3, |6].

For the purposes of this article, the term paralinguistic will refer to all non-
linguistic information. In contrast with those who use the term paralinguistic
primarily to refer to intentional vocal effects, this article will use Lyons’ cat-
egorization of paralinguistic information as having both a communicative and
informative component [7]. In this paper, communicative cues refer to those used
intentionally by speakers, such as emphatic stress and rising intonation, whereas
informative cues convey affective information regardless of whether the speaker
intends to express it. Informative cues, the focus of this study, include organic in-
formation related to a person’s health as well as expressive information related
to momentary changes in a speaker’s emotional state [8]. To complicate mat-
ters, many suprasegmental vocal effects convey multiple types of paralinguistic
information.

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 208-215, 2011.
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1.1 Paralinguistic Information and Speech Synthesis

One challenge in affective computing is how to make synthetic speech approxi-
mate the affective capabilities of human speech [9]. Speech synthesis technology
has sufficiently evolved to the point that, within its limits, it has many useful
applications |10, [11]. There are many advances to celebrate, particularly in the
areas of intelligibility and in creating natural-sounding voices, but open ques-
tions remain regarding the affective capabilities of speech synthesis [9,[12]. Many
speech synthesis systems are capable, to varying degrees, of producing the first
two of Monrad-Kron’s types of prosody [13], intrinsic prosody (e.g., difference
between interrogative and declarative utterances) and intellectual prosody (e.g.,
contrastive stress, emphatic stress, etc.), however less progress has been made
with regards to emotional prosody and the grunts, sighs and hesitations of inar-
ticulate prosody [14].

1.2 Open Questions for Affective Speech Synthesis

Schréder has identified two key challenges for affective speech synthesis: improv-
ing the ability to synthesize various vocal effects and to identify appropriate
contexts for using them [12] as illustrated in Figure[] by the shaded boxes 3 and
1 respectively. This author expands upon these two challenges, and considers the
selection of the linguistic and paralinguistic content to be synthesized as an ad-
ditional specific challenge. Although this could be considered part of Schroder’s
two challenges, this author believes that breaking down the challenges more
specifically better illustrates the different realities that exist when there is a hu-
man in the loop. Specifically, in contrast to machine, computer and robot users,
the first two columns in Figure[I] are partially solved for human users. Typically
people can identify context and experience natural emotional reactions and given
an input method, such as typing, can create relevant linguistic and communica-
tive paralinguistic content. In contrast, selecting the informative cues normally
produced without conscious awareness during natural speech production (box
2b in Figure[I)) is difficult for people and all aspects are difficult for non-human
users.

@ Identify context h Explicit creation of linguistic @ D
& and paralinguistic content
Human experience
emotional reaction Algorithglic ;?a_ra_meter ad_justmena Affectively
Y, to add implicit informative cues reekslleiiee!
—— —_—— —_—— e el e > synthetic
X ~ speech
@ ldentify context @Algorithmic parameter adjustment
Machine ) & to create linguistic and
_51mulate . paralinguistic content
emotional reaction L )

Fig. 1. Challenges highlighted in gray of producing emotionally expressive synthesized
speech for humans and nonhuman entitites
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1.3 Production of Emotional Speech Synthesis

Humans need a means of modulating the affective information in synthesized
messages without exceeding their cognitive, linguistic and motor abilities. This
is particularly true in the context of assistive technology in which people with
motor impairments use synthetic speech for face-to-face communication [10].

Implicit control options may be useful for aspects of emotional speech syn-
thesis. Pfeifer, Bongard and Grand’s concept of morphological computation in
particular might be relevant, which they defined as processes that are “per-
formed by the body that otherwise would have to be performed by the brain”
thereby allowing a person to offload some processing demands to the body or
environment (|15], p 96). During natural human speech production, various body
systems, including the autonomous nervous system, can be simultaneously re-
acting to fluctuations in a speaker’s internal mood, affect or emotion [16]. These
measurable changes in muscle tension, blood flow, and electrodermal activity
[17] can cause momentary changes in the vocal tract configuration which could
modify the speech signal. This collection of reactions and events could implicitly
alter natural speech production with little or no conscious speaker involvement.
Schrerer and colleagues outlined such a possibility in great detail [2, [18]. In
other words, theoretically, the human body has automatic and semi-automatic
mechanisms for conveying a speaker’s affective reactions.

1.4 Relationship between ANS Measures and Speech Acoustics

Compared to the extensive literature linking speech and emotion [1, 12, [18; [19]
and the literature relating emotions to physiological measures [16], relatively
fewer studies have directly explored the relationships between physiological ac-
tivity and speech acoustics. Until recently, the technologies to record physiolog-
ical signals were invasive, limited to lab settings, and not conducive to studying
naturally occurring communication and interaction |17]. Motor behaviors, in-
cluding speech and gestures, are also known to confound the recording of ANS
signals, and thus many experiments of ANS activity and emotions have strictly
controlled a subject’s movements, including speech. The exact nature of how
the fluctuations in ANS activity relate to speech and subsequent listener judg-
ments is unknown, but it is increasingly possible to investigate such questions
in ecologically valid ways as recording technology becomes less invasive 20, [21].

Given that speech acoustics and emotions are correlated and that emotions
and psychophysiological measures are thought to be related, there could be a
useful link between affective information coded in ANS activity and the listener
through the speech signal, as illustrated in Figure 2

2 Research Scope

The scope of this pilot study is to consider whether physiological signals could
be a source of information to facilitate the synthesis of informative vocal cues.
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Speaker's affective state Listener's affective state
l i 4
ANS i Speech , Iistener \
| ! 2’ perception
H - — Speech and judgment

Fig. 2. Possible links between a speaker’s ANS activity and listener response, contin-
gent on the speaker’s and listener’s affective states, in which speech varies with ANS
activity or a possible unknown co-associated mechanism (question mark)

This could be of immediate benefit for people with disabilities who desire more
affectively rich text to speech on speech generating devices (SGD) and may also
have research applications when using people, and their emotional intelligence,
to test new speech synthesis technology.

The first step is to determine whether there is a relationship between ANS
activity and listener judgment. This could be thought of as a system identifica-
tion problem with measurements of ANS activity as inputs and listener reactions
as outputs of a black box. A public speaking situation has been selected as a
starting point to sample physiological activity and speech simultaneously to be
later judged by listeners.

Specifically, this pilot study aims to answer the following questions:

1. Is there evidence of correlations between fluctuations in physiological mea-
sures of ANS activity (e.g., heart rate, skin conductance, etc.) and listener
judgments during spontaneously occurring human speech?

2. Are there any potential mappings between specific observable ANS measures
and speech acoustics that might be utilized for implicit control of informative
paralingusitic cues during speech synthesis?

3 Work to Date

In order to address these questions, a pilot study has been initiated using a
public speaking methodology. At this stage, physiological and speech data have
been collected during eight doctoral student defenses at the Italian Institute of
Technology. Due to technical malfunctions, one data set is missing heart rate
data and another data set has only low quality audio recorded from a webcam.
Listener judgment data remains to be collected and subsequent data analysis is
planned.

3.1 Methodology

Doctoral oral defenses were selected as the initial context for simultaneously
sampling physiological measurements and speech acoustics. Speakers are antici-
pated to attempt to minimize the production of intentional communicative cues,
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but still inadvertently produce informational cues related to changes in inter-
nal affective arousal evoked by the demands of the situation. It is hypothesized
that the doctoral defenses will be a conservative initial sample. A higher portion
of informative cues to communicative cues are expected, facilitating the study
of the cues in question. Additionally, this controlled setting was considered a
good starting point because contextual factors such as the location, audience,
and purpose considered important for affective speech production [14] would be
relatively consistent between speakers and similar speaking situations will occur
in the future allowing any findings to be replicated with additional speakers.

Participants. Eight doctoral students provided informed consent (4 males,
4 females, ages 28-32). All practiced wearing the sensors one week before the
talk. Before data collection, participants were told that the study was about
stress levels during public speaking, not emotions and speech acoustics. The
participants’ native languages were Italian (5 students), Arabic (2 students),
and French (1 student). Each person ranked his or her own English skills with
the Common European Framework of Reference [22] as independent (Bl or B2)
or higher, with the exception of one student who ranked oral production at a
basic (A2) level.

The group of students who agreed to participate were highly variable with
respect to cultural and linguistic background. Although this may introduce con-
founding factors, we chose to continue with the study given that informative cues
are anticipated to be more culturally and linguistically universal than other par-
alinguistic cues and because further research with more homogeneous groups and
speakers speaking in their first language are planned to confirm this assumption.

Procedure and Equipment. Each talk consisted of a 20 minute prepared slide
presentation, applause, question and answer session by a committee of professors
and then final applause.

Electrodermal Responses were recorded from speakers’ wrists with Q sensors
(Affectiva, www.affectiva.com) with a sample rate of 32 Hz. The sensors were
put on at least 20 minutes before the talk to ensure adequate moisture between
the skin and sensor for recording purposes. The Q sensors also measured skin
temperature and three degrees of acceleration.

Heart Rate. A mass-market heart rate monitor (Polar Wind chest strap trans-
mitter and CS600 receiver, www.polar.fi) recorded R-R time intervals.

Speech. Audio was recorded with a wireless lapel microphone. The signal was
received by a wireless Mipro ACT-51 UHR diversity receiver connected to a Jedia
JDM MA-1410 preamplifier. An usb analog to digital converter was connected
to a laptop dedicated to the task. Speech was recorded and later exported as a
WAV file using Audacity open-source software (http://audacity.sourceforge.net)
set to a 44100Hz sample rate and 32 floating bit sample format.
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Video. In order to capture contextual information regarding the slide transitions,
speakers’ movements, and other events during the talks, a webcam was used to
non-obtrusively record video of the presentations.

3.2 Preliminary Results of Doctoral Studies

Changes in both skin conductance and heart rate were observed at the key
transition points including the start of the talk, the transition to the question
and answer section, and final applause at the end. Raw skin conductance tonic
levels were highly variable between the eight speakers as was skin conductance
responses.

4 Work in Progress

4.1 Listener Judgments

After synchronizing all data streams, short audio samples will be extracted from
spoken segments of each recorded talk and played for two groups of non-English
speaking listeners. In this manner, each talk’s linguistic content will be masked
without altering the speech signal.

The first listener group will subjectively rank the audio regarding how confi-
dent, easy to listen to, and believable each speaker seems from the audio record-
ings. The second group will be divided into subgroups to continuously rank,
using a slider mechanism, either the speakers’ affective valence, arousal, or dom-
inance depending on group assignment. In other words, each listener will be told
to either indicate how positive or negative, how emotional, or how in control the
speaker sounds.

4.2 Planned Analyses

For the skin conductance data, phasic measures are being calculated regarding
the mean intensity and the 1st and 2nd derivatives of skin conductance level.
For tonic aspects, rate of responses and length of time between responses will be
calculated. For the cardiac data, HRV and LF to HF ratios are being calculated.

The two sets of listener judgments will then be compared to skin conductance
and heart rate variables to determine whether there is any relationship between
physiological measurements and listener judgments.

If listener judgments do appear to vary with ANS activity, a more detailed
analysis of the speech acoustics fluctuations and specific cardiac and/or skin
conductance measures and specific speech acoustic features will be conducted.
For the audio samples, mean, range, standard deviation, and jitter/shimmer
respectively will be calculated for f0 and intensity. Additionally, syllable per
minute calculations are planned. Speaker hand movement, as measured by the
accelerometer in the Q sensor, and general body movement, as captured by the
video, can be used to investigate possible effect of movements.
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5 Planned Future Work

Based on the literature, we believe that it is theoretically possible that a speaker’s
measurable ANS activity could be related to the subsection of speech that con-
veys informative paralinguistic cues to a listener. If this proves true, wearable
physiological sensors may be able to improve the implicit expression of vocal
affect through informative cues while allowing human users to focus their cog-
nitive and motor resources on explicitly controlling the communicative aspects
of their synthesized messages. The current pilot study is only a first step.

The technological capability to effectively synthesize a full range of vocal
effects does not yet exist and it is beyond the scope of this research project
to tackle this challenging open question. That said, depending on the potential
mappings found between physiological signals and acoustic measurements it may
be possible to develop a speech synthesizer prototype using existing technology.

Such a prototype could test whether any benefit can be seen at this early
stage, within the limitations of existing TTS technology, of using ANS signals
as implicit input for algorithms that modulate the synthesis of the informative
subset of paralinguistic cues. An encoder-decoder testing paradigm [19] would
be used to validate these mapping by measuring the effect on listeners during in-
teractive tasks, such as giving spatial directions and word guessing parlor games,
using an instant messaging format in which encoders type messages to an unseen
communication partner, while wearing physiological sensors, that will be read by
the speech synthesizer to the decoder/listener. Outcome measures would include
observed performance and ratings of the experience of using a speech synthesizer
with and without ANS-based modulation.

The development of this speech synthesis prototype will require collaboration
with people with expertise in speech synthesis. Decisions will also need to be
made regarding the type of synthesis to be used (e.g., HMM based, nonuniform
selection, etc.) which will depend on which vocal effects are revealed in the
planned analyses given that existing TTS technologies vary in their capacity to
adjust acoustic parameters without sacrificing intelligibility or naturalness.

Additionally given the small sample of culturally and linguistically heteroge-
neous speakers, any findings would be need to be treated with caution. Additional
speech samples will be gathered to determine whether any observed relationships
between physiological signals, listener judgments, and speech acoustics are also
observed in a larger sample of speakers, from speakers in more informal interac-
tions, and from speakers speaking in their first language.
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Toward a Computational Approach for Natural
Language Description of Emotions

Abe Kazemzadeh

University of Southern California

Abstract. This is a précis of the author’s dissertation proposal about
natural language description of emotions. The proposal seeks to explain
how humans describe emotions using natural language. The focus of the
proposal is on words and phrases that refer to emotions, rather than the
more general phenomena of emotional language. The main problem is
that if descriptions of emotions refer to abstract concepts that are local
to a particular human (or agent), then how do these concepts vary from
person to person and how can shared meaning be established between
people. The thesis of the proposal is that natural language emotion de-
scriptions refer to theoretical objects, which provide a logical framework
for dealing with this phenomenon in scientific experiments and engineer-
ing solutions. An experiment, Emotion Twenty Questions (EMO20Q),
was devised to study the social natural language behavior of humans, who
must use descriptions of emotions to play the familiar game of twenty
questions when the unknown word is an emotion. The idea of a theory
based on natural language propositions is developed and used to formal-
ize the knowledge of a sign-using organism. Based on this pilot data, it
was seen that approximately 25% of the emotion descriptions referred
to emotions as objects with dimensional attributes. This motivated the
author to use interval type-2 fuzzy sets as a computational model for
the meaning of this dimensional subset of emotion descriptions. This
model introduces a definition of a variable that ranges over emotions
and allows for both inter- and intra- subject variability. A second set
of experiments used interval surveys and translation tasks to assess this
model. Finally, the use of spectral graph theory is proposed to represent
emotional knowledge that has been acquired from the EMO20Q game.

1 Background and Motivation

The dissertation proposal begins by claiming that natural language communi-
cation and emotional empathy are two distinguishing characteristics of human
beings and that these together make it possible for emotional information to be
transmitted to and understood by people who were not necessarily first-hand ob-
servers of the original emotional information being communicated. It is claimed
that modeling this phenomenon will be the basis of both scientific insights and
engineering solutions. In particular, description of abstract phenomena like emo-
tions can carry over to other types of behavior description, which currently rely
on categorical labels or Likert scales as a description methodology. These labels
and scales explicitly refer to the data they describe, but the author claims that
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they implicitly refer to theoretical objects that are at a conceptual level once
removed from observational data. The notion of a definite description and a
theoretical object are attributed to Russell and Carnap, respectively [1I2]. Re-
garding natural language descriptions of emotions as definite descriptions and
theoretical entities allows the author to propose the formulation of an algebraic
framework for dealing with these. The conceptual meaning of emotion words are
interpreted as a region of an emotional space, and natural language descriptions
of emotions further refine this space.

The author gives two engineering applications that such a model could be
applied to. First, it would enable computers to understand natural language
descriptions of emotions and use these to describe emotional data to a users.
Currently there is much research being done on emotional user interfaces, but
these often aim to recognize the user’s emotional state. However, there are times
when a user may want to convey emotional information that is not his or her
current state, such as in an after-the-fact emotional self-report, or for social
purposes of telling a story or gossip.

Another application is new-media technologies that expand the notion of pres-
ence, which allows a user to broadcast their status to others. Current approaches
to processing emotional language are derived from processing longer documents,
while recent trends in electronic communication tend toward very short docu-
ments. Also, current approaches rely on models of emotion that are limited to
a specific theory or set of emotion labels, while current technologies tend to-
ward allowing user to use any emotional description they choose. The proposed
approach addresses these issues by focusing on shorter word or utterance level
descriptions and explicitly aiming to understand a potentially unlimited variety
of emotion descriptions.

The author makes the distinction between what he calls scientific descriptions
and natural language descriptions of emotions. Scientific descriptions seek to pre-
cisely define emotions for people who study them. Natural language descriptions
are how ordinary people describe emotions. Scientific descriptions can be seen as
a linguistic division of labor for those whose study emotions as an occupation or
avocation, but this division of labor is problematic because its terminology often
overlaps with the common, natural language terms. Mindfulness of this distinc-
tion is important when the object of study is natural language and naturalistic
emotions that do not fit into precise categories.

2 Thesis and Approach

The author’s proposed thesis is that while natural language descriptions of emo-
tions can be referentially grounded in specific human behavior and situations in
the world, in general there is an intermediate conceptual representation, in lieu
of the physical reference, that is referred to in cases when emotional information
is communicated among those who are not first-hand witnesses of the observed
emotional behavior and situation. Because this conceptual representation is not
directly tied to physical observations, and because it cannot be directly shared
with other agents, this representation is vague and varies from person to person.
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However, this vagueness and variability does not hinder the ability of people
to communicate and reason about such data. It is hypothesized that such a
conceptual representation contains information that helps humans reason about
emotions abstractly by the use of logical relations between emotions, such as
similarity and subsethood, and by association of certain sets of behaviors and
situations with particular emotion concepts. Although all the attributes of these
concepts are not shared among each agent, it is possible for agents to arrive at
shared meaning through natural language communication.

Natural Language Description

I’melementatio stmulation

Brain Computer

verification

Physical Representation, Human agreement

Fig. 1. Interpretation of descriptions in a model: implementation vs. simulation

The author proposes an approach which considers two types of models for in-
terpretation (Z) of natural language descriptions of emotions, implementations
and simulations, which correspond to answering scientific and engineering ques-
tions, respectively, as seen in Fig.[Il It is hypothesized that human understanding
of natural language descriptions of emotions that refer to conceptual scales [5l6]
are implemented by structures of the brain that are specialized in spacialization
and wayfinding, such as the hippocampus, and subject to the effects of later-
alization that have been observed for emotional words in patients with aphasia
[34]. The conceptual representation of emotions can be computationally simu-
lated using abstract scales in a conceptual space using interval type-2 fuzzy sets
which capture inter- and intra-subject uncertainty and a computational imple-
mentation called perceptual computing [7].

To computationally model emotional concepts, the author uses an algebraic
representation where emotions are fuzzy sets in an emotional space. An emotional
variable € represents an arbitrary region in this emotional space, i.e. ¢ C E, with
the subset symbol C used instead of set membership (€) to represent regions
in this emotion space in addition to single points. The conceptual meaning of
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Happy Val. Neutral Val. Angry Val. Sad Val.
1 1
0.5 0.5 0.5 0.5
0 0 /\ 0 0
0 5 10 0 5 10 0 5 10 0 5 10
Happy Act. Neutral Act. Angry Act. Sad Act.
1
0.5 0.5 0.5 0.5
0 0 0 0
0 5 10 0 5 10 0 5 10 0 5 10
Happy Dom. Neutral Dom. Angry Dom. Sad Dom.
1 1
0.5 0.5 0.5 0.5
0 0 0 0
0 5 10 0 5 100 0 5 100 0 5 10

Fig. 2. Example of emotional variables as interval type-2 fuzzy sets that range over
valence, activation, and dominance

an emotion word can be represented an by emotional variable that is associated
with that word. An emotion codebook V = (Wy, evaly) is a set of words Wy
and a function ewvaly that maps words of Wy to their corresponding region in
the emotional space, evaly : Wy — E. Thus, an emotional vocabulary can be
seen as a dictionary for looking up the meaning of an emotion word, which is
represented as an interval type-2 fuzzy set to represent that these sets have fuzzy
boundaries (e.g. Fig. ). Similarity and subsethood are functions E x E — [0, 1],
where similarity is a measure of the similarity of two emotions and subsethood
is a fuzzy logic interpretation of subsethood that allows for partial subsethood
values.

The author uses mathematical logic to relate the model of emotion concepts
with natural language descriptions. The definition of theory from mathematical
logic states that a theory I' is simply a set of sentences in some language L
that is true of a model M [8/9]. In the case of the author’s formulation, I" is
the set of natural language statements that are true with respect to particular
emotions and negations of the statements that are false for a given emotion, £
is the language of propositional logic, and M is a model of emotion concepts,
which is is only accessible through observation of communicative behavior. In
this view, the theory of a set of emotions can be seen as an matrix I" indexed
by the emotions in one dimension and the natural language statements in the
other dimension. If the theory I' refers to emotions &, for 1 < m < |E| and
propositions p,, for 1 <n < |P|, then I" will be an |E| x |P| matrix.

Ordinarily, Boolean algebra would dictate that this matrix would consist of
ones and zeros. Such a representation of general concepts has been explored un-
der the aegis of formal concept analysis [10]. However, as the matrix is sparse one
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must represent the fact that not all of the combinations of questions and emo-
tions have been encountered and that there may be some contradiction among
subjects. To this end, we propose that the matrix be a (1,0, —1)-matrix, i.e., a
signed matriz/graph [I1], where 1 indicates that the proposition of column-m is
true for the emotion of row-n, —1 indicates that it is false, and 0 indicates that it
has not been seen or that a contradiction has been encountered. This represen-
tation can be interpreted as an adjacency matrix by which the connectivity of
various propositions with various emotions can be assessed using spectral graph
theory.

3 Methodology and Experimental Results

The proposed thesis is supported by two main experiments. The first is a game
called Emotion Twenty Questions (EMO20Q), which is used to construct a the-
ory of emotions (where a theory is defined as above). The second experiment
involved surveys that collected user responses to emotion words on interval-
valued slider scales, which were used to construct a fuzzy logic model of emotion
words that could account for both inter- and intra-subject variability.

The EMO20Q game is played like the ordinary game of twenty questions,
but the object to be guessed in 20 or fewer turns is limited to emotion words.
Furthermore, the game was played on an XMPP chat server so that games could
be recorded and paralinguistic effects minimized. The questions asked are used to
generate propositions about emotions and the answers to the questions determine
whether the propositions are true or false of the emotion word. The fact that the
emotion word is guessed by the other player demonstrates how shared meaning
is established even though both players may have different concepts and different
ways of describing emotions. Also, as an experimental methodology, it benefits
from not limiting the emotions the players can pick nor the questions they ask.
Therefore, it is not biased toward any particular scientific theory of emotions.

Pilot studies of EMO20Q were carried out with 12 players who played 26
matches. All except three matches were successfully completed, and they had
a mean and median length of 12 and 15.5 turns, respectively, when unsuccess-
ful games were considered to be 20 turns. This experiment yielded descriptive
statistics about how the players used natural language to ask about emotions,
which can be seen in Table [II

When taken as simple text strings, the questions used in the game form a very
sparse space of propositions. When the underlying meaning of the questions are
represented as a logical formula (by manual annotation), the space becomes less
sparse because superficial differences in the same logical proposition are ignored.
This annotation process was termed standardization.

Although standardization reduced the sparsity of the data, it was still an open
question whether the reduction of sparsity was sufficient to provide a coherent
knowledge base. The criteria used to determine whether the knowledge was co-
herent was connectivity of the adjacency graph of the signed-matrix described
above.
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Table 1. Examples of question categories

Question Categories Examples

identity (42%) is it angry?
guilt?
attribute (13%) is it something one feels for long periods of time?
is it a strong emotion?
similarity / is the emotion a type of or related to content or zenm contentment (is that a
subsethood (10%) word? )
so it’s similar to excited?
situational (14%) is the emotion more likely to occur when you are tired?
would i feel this if my dog died?
behavior (3%) you can express it in an obvious way by sighing?
do adults usually try to discourage children from feeling this?
causal (7%) yes. mynext question is can it harm anyone besides the feeler?

I think I know, but I'll ask one more question...does it ever cause children to
wake up and cry?

social (8%) are you less likely to ewperience the emotion when around good firiends?
18)would you feel that towards someone who is superior to you?
miscelaneous (3%) i dont’ know if this is a valid question, but does it start with the letter D?

or an aspirational emotion?
does the word function or can be conjugated as anything eles? i.e. can it be a
verb too?

The connectivity was determined through two spectral graph methods: finding
the eigenvalues of the graph Laplacian of the absolute-value of the adjacency
graph and computing the power series of this graph. To make the matrix I”
above into square, symmetric adjacency matrix, we define the adjacency matrix
of I'y A= A(I') to be an M + N x M + N matrix as follows:

_ [zeros(m) T
A(l) = r zeros(N)

The absolute value |A| of A describes whether questions have been asked of
objects, regardless of whether the answer was yes or no. It is this graph | 4| that
is used as and indicator about the connectivity of an agent’s knowledge. The
Laplacian L of a signed graph is calculated by subtracting the absolute adjacency
matrix |A| from the diagonal absolute degree matrix D;; = > 1Ayl L= D—|A|.
From the matrix L one can tell the number of connected components of A by
counting the number of zero eigenvalues. Thus, if there are three eigenvalues
that equal zero, the graph is composed of three separate connected components.
A graph Laplacian with one zero eigenvalue is a single connected graph. To
determine the exact emotion-question pairs that are disconnected, the power
series of A is used to count the number of walks between the two nodes. The value
of (Al)ij determines how many walks of length [ exist between nodes ¢ and j. If
I is greater than the total number of nodes (the combined number of emotions
and questions) and the value of (A');; is zero, then there is no path between the
nodes. This indicates for an automated agent playing EMO20Q a question that
can be asked to improve its knowledge. From this spectral graph analysis, it was
determined that overall, the graph was a single connected component except for
questions that did not receive a clear yes or no answer.

The second experiment presented in the proposal was a web survey to present
subjects with an emotion word and collect their responses in terms of valence,
activation, and dominance values. The first experiment showed that, together,
dimensional descriptions of emotions and similarity /subsethood descriptions ac-
counted for nearly a fourth of the observed data. Valence, activation, and
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dominance are also one of the common ways of representing emotions. Simi-
larity and subsethood judgments were not explicitly queried, but rather they
were derived from the fuzzy membership functions of the valence, activation,
and dominance values, as seen in Fig.[2l The novel aspect of this methodology,
known as the interval approach and first described in [I2], is that instead of
giving a response as a value on Likert scale, subjects respond with an interval on
the scale, which allows them to indicate their uncertainty so that intra-subject
uncertainty to be measured. The interval approach then aggregates the individ-
ual intervals from each subject to make a membership function, like those in Fig.
2l for each emotion.

Several sub-experiments were carried out, all with the same methodology, but
different emotion vocabularies. One vocabulary was a set of seven emotion words
that are commonly used as labels for emotional corpora and the second vocabulary
was derived from the first by adding “very” and “sort of” to the first. Another vo-
cabulary was a list of 40 colloquial emotion words from a blogging site that allowed
users to indicate their moods [I3]. Finally, the fourth vocabulary was a Spanish
vocabulary of 30 words that was taken from a mental health promotion.

The accuracy of the resulting fuzzy sets was assessed using a translation task
that involved mapping from one vocabulary to another using similarity and
subsethood measures. The translation accuracy was thus a proxy for the accu-
racy of the fuzzy sets themselves. Translation between emotion vocabularies is
a need that can arise when different researchers use different categorizations to
label emotional data. The accuracy was determined by comparing the model’s
translations with human translations. The author found that mapping from one
vocabulary to another resulted in performance of up to 86% when a small out-
put vocabulary was used (chance accuracy of 1/7) and approaching 50% when
a large output vocabulary was used (chance accuracy of 1,/40).

4 Conclusion

The author based his thesis on the following papers, both published and under
review. In [T4T5/T6] attempts at user modeling of human-computer dialogs was
undertaken. In particular, [16] examined a scale of user activation level that was
obtained by a machine learning technique known as model trees. [I7] explored
the natural language expressions of common sense psychology concepts, such as
concepts like "planning", "execution", "causation", "belief", etc., as they were
expressed in text corpora. In [I819] the first interval type-2 fuzzy logic model of
emotions were created and the formal description of this model will be found in
[20]. The EMO20Q game was proposed in [2I] and the spectral graph analysis
is introduced in [22].
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Abstract. This paper presents an expressive gesture model that gen-
erates communicative gestures accompanying speech for the humanoid
robot Nao. The research work focuses mainly on the expressivity of robot
gestures being coordinated with speech. To reach this objective, we have
extended and developed our existing virtual agent platform GRETA to
be adapted to the robot. Gestural prototypes are described symbolically
and stored in a gestural database, called lexicon. Given a set of inten-
tions and emotional states to communicate the system selects from the
robot lexicon corresponding gestures. After that the selected gestures
are planned to synchronize speech and then instantiated in robot joint
values while taking into account parameters of gestural expressivity such
as temporal extension, spatial extension, fluidity, power and repetitivity.
In this paper, we will provide a detailed overview of our proposed model.

Keywords: expressive gesture, lexicon, BML, GRETA, NAO.

1 Objectives

Many studies have shown the importance of the expressive gestures in com-
municating messages as well as in expressing emotions in conversation. They
are necessary for speaker to formulate his thoughts [12]. They are also crucial
for listeners. For instance they convey complementary, supplementary or even
contradictory information to the one indicated by speech [9].

The objective of this thesis is to equip a physical humanoid robot with capa-
bility of producing expressive gestures while talking. This research is conducted
within the frame of a project of the French Nation Agency for Research, ANR
GVLEX that has started since 2009 and lasts for 3 years. The project aims to
model a humanoid robot, NAO, developed by Aldebaran [4], able to read a story
in an expressive manner to children for several minutes without boring them. In
this project, a proposed system takes as input a text to be said by the agent.
The text has been enriched with information on the manner the text ought to be
said (i.e. with which communicative acts it should be said). The behavioral en-
gine selects the multimodal behaviors to display and synchronizes the verbal and
nonverbal behaviors of the agent. While other partners of the GVLEX project
deal with expressive voice, our work focuses on expressive behaviors, especially
on gestures.

The expressive gesture model is based at first on an existing virtual agent
system, the GRETA system [1]. However, using a virtual agent framework for a

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 224-231, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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physical robot raises several issues to be addressed. Both agent systems, virtual
and physical, have different degrees of freedom. Additionally, the robot is a phys-
ical entity with a body mass and physical joints which have a limit in movement
speed. This is not the case of the virtual agent. Our proposed solution is to use
the same representation language to control the virtual agent and the physical
agent, here the robot Nao. This allows using the same algorithms for selecting
and planning gestures, but different algorithms for creating the animation.

The primary goal of our research is to build an expressive robot able to display
communicative gestures with different behavior qualities. In our model, the com-
municative gestures are ensured to be tightly tied with the speech uttered by the
robot. Concerning the gestural expressivity, we have designed and implemented
a set of quality dimensions such as the amplitude (SPC), fluidity (FLD), power
(PWR) or speed of gestures (TMP) that has been previously developed for the
virtual agent Greta [6]. Our model takes into account the physical characteristics
of the robot.

2 Methodology

We have extended and developed the GRETA system to be used to control
both, virtual and physical, agents. The existing behavior planner module of the
GRETA system remains unchanged. On the other hand, a new behavior realizer
module and a gestural database have been built to compute and realize the
animation of the robot and of the virtual agent respectively. The detail of the
developed system is described in the Section 4.

As a whole, the system calculates nonverbal behavior that the robot must
show to communicate a text in a certain way. The selection and planning of
gestures are based on information that enriches the input text. Once selected, the
gestures are planned to be expressive and to synchronize with speech, then they
are realized by the robot. To calculate their animation, gestures are transformed
into key poses. Each key pose contains joint values of the robot and the timing of
its movement. The animation module is script-based. That means the animation
is specified and described with the multimodal representation markup language
BML [11]. As the robot has some physical constraints, the scripts are calculated
making it feasible for the robot.

Gestures of the robot are stored in a library of behaviors, called Lexicon,
and described symbolically with an extension of the language BML [I1]. These
gestures are elaborated using gestural annotations extracted from a storytelling
video corpus [I4]. Each gesture in robot lexicon should be verified to make it
executable for the robot (e.g. avoid collision or singular positions). When gestures
are selected and realized, their expressivity is increased by considering a set of
six parameters of gestural dimensions [6].

3 State of the Art

Several expressive robots are being developed. Behavior expressivity is often
driven using puppeteer technique [I3l22]. For example, Xing and co-authors
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propose to compute robot’s expressive gestures by combining a set of primitive
movements. The four movement primitives include: walking involving legs move-
ment, swing-arm for keeping the balance in particular while walking, move-arm
to reach a point in space and collision-avoid to avoid colliding with wires. A
repertoire of gestures is built by combining primitives sequentially or addition-
ally. However this approach is difficult to apply to humanoid robots with a serial
motor-linkage structure.

Imitation is also used to drive a robot’s expressive behaviors [3/8]. Hiraiwa et
al [8] uses EMG signals extracted from a human to drive a robot’s arm and hand
gesture. The robot replicates the gestures of the human in a quite precise manner.
This technique allows communication via the network. Accordingly, the robot
can act as an avatar of the human. Another example is Kaspar [3]. Contrary
to work aiming at simulating highly realistic human-like robot, the authors are
looking for salient behaviors in communication. They define a set of minimal
expressive parameters that ensures a rich human-robot interaction. The robot
can imitate some of the human’s behaviors. It is used in various projects related
to developmental studies and interaction games.

In the domain of virtual agents, existing expressivity models either act as
filters over an animation or modulate the gesture specification ahead of time.
EMOTE implements the effort and shape components of the Laban Movement
Analysis [2]. These parameters affect the wrist location of the humanoid. They
act as a filter on the overall animation of the virtual humanoid. On the other
hand, a model of nonverbal behavior expressivity has been defined that acts on
the synthesis computation of a behavior [5]. It is based on perceptual studies
conducted by Wallbott [2I]. Among a large set of variables that are considered
in the perceptual studies, six parameters [6] are retained and implemented in
the Greta ECA system. Other works are based on motion capture to acquire the
expressivity of behaviors during a physical action, a walk or a run [I6].

Recent works have tendency to develop a common architecture to drive ges-
tures of both virtual and physical agent systems. For instance, Salem et al. [20]
develop the gesture engine of the virtual agent Max to control the humanoid
robot ASIMO through a representation language, namely MURML. Nozawa et
al. [18] use a single MPML program to generate pointing gestures for both ani-
mated character on 2D screen and humanoid robot in 3D space.

Similarly to the approaches of Salem and Nozawa, we have developed a com-
mon BML realizer to control the Greta agent and the NAO robot. Compared to
other works, our system focus on implementing the gestural expressivity param-
eters [6] while taking into account the robot’s physical constraints.

4 System Overview

The approach proposed in this thesis relies on the system of the conversational
agent Greta following the architecture of SAIBA (cf. Figure [I]). It consists of
three separated modules [11]]: (i) The first module, Intent Planning, defines com-
municative intents to be conveyed; (ii) The second, Behavior Planning, plans
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corresponding multimodal behaviors to be realized; (iii) and the third module,
Behavior Realizer, synchronizes and realizes the planned behaviors. The results
of the first module is the input of the second module through an interface de-
scribed with a representation markup language, named FML (Function Markup
Language). The output of the second module is encoded with another repre-
sentation language, named BML [I1]] and then sent to the third module. Both
languages FML and BML are XML-based and do not refer to specific animation
parameters of the agent (e.g. wrist joint).

- P . P
‘ Intent | FML | Behavior | BML | Behavior
| Planner | | Planner | | Realizer

Feedback Feedback

Fig. 1. SAIBA framework for multimodal behavior generation [1I]

Aiming at being able to use the same system to control both agents (i.e. the
virtual one and the physique one), however, the robot and the agent do not have
the same behavior capacities (e.g. the robot can move its legs and torso but does
not have facial expression and has very limited arm movements). Therefore the
nonverbal behaviors to be displayed by the robot should be different from those
of the virtual agent. For instance, the robot has only 2 hand configurations, open
and closed; it cannot extend one finger only. Thus, to do a deictic gesture it can
make use of its whole right arm to point at a target rather than using an extended
index finger as done by the virtual agent. To control communicative behaviors of
the robot and the virtual agent, while taking into account the physical constraint
of both, two lexicons are taken into consideration, one for the robot and one for
the agent. The Behavior Planning module of the GRETA framework remains the
same. From the BML file outputted by the Behavior Planner, we instantiate the
BML tags from either gestural repertoires. That is, given a set of intentions and
emotions to convey, GRETA computes, through the Behavior Planning, the cor-
responding sequence of behaviors specified with BML. At the Behavior Realizer
layer, some extensions are added to be able to generate animation specific to dif-
ferent embodiments (i.e. Nao and Greta). Firstly, the BML message received from
Behavior Planner is interpreted and scheduled by a sub-layer called Animations
Computation. This module is common for both agents. Then, an embodiment de-
pendent sub-layer, namely Animation Production, generates and executes the an-
imation corresponding to the specific implementation of agent. Figure 2l presents
an overview of our system.

To ensure that both the robot and the virtual agent convey similar infor-
mation, their gestural repertoires should have entries for the same list of com-
municative intentions. The elaboration of repertoires encompasses the notion of
gestural family with variants proposed by Calbris [9]. Gestures from the same
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WAV file

Behavior Realizer

FML| Behavior Planning | BML

Lexiconfor Greta
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Fig. 2. An overview of the proposed system
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family convey similar meanings but may differ in their shape (i.e. the element
deictic exists in both lexicons; it corresponds to an extended finger or to an arm
extension).

5 Gestural Lexicon

Symbolic gestures are stored in a repertoire of gestures (i.e. gestural lexicon)
using an extension of the BML language. We rely on the description of gestures
of McNeill [I5], the gestural hierarchy of Kendon [I0] and some notions from the
HamNoSys system [19] to specify a gesture. As a result, a gestural action may
be divided into several phases of wrist movement, in which the obligatory phase
is called stroke transmitting the meaning of the gesture. The stroke may be
preceded by a preparatory phase which puts the hand(s) of agent to the position
ready for the stroke phase. After that it may be followed by a retraction phase
that returns the hand(s) of agent to relax position or a position initialized by
the next gesture.

In the lexicon, only the description of stroke phase is specified for each gesture.
Other phases will be generated automatically by the system. A stroke phase is
represented through a sequence of key poses, each of which is described with the
information of hand shape, wrist position, palm orientation, etc.

The elaboration of gestures is based on gestural annotations extracted from
a Storytelling Video Corpus [14]. All gestural lexicon are tested to guarantee its
realizability on the robot.

6 Behavior Realizer

The main task of Behavior Realizer (BR) is to generate an animation of the agent
(virtual or physical) from a BML message. This message contains descriptions
of signals, their temporal information and values of expressivity parameters as
illustrated in the Figure [3l The process is divided into two main stages. The
first stage, called Animation Computation can be used in common for both
agents while the second, Animation Production is specific to a given agent. This
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<bml>
<speech id="s1" start="0.0" type="audioi-wav" ref="utterance 1 wav"
text="l am Nao robot. Nice to meetyoul>

=tmid="tm3"time='

</speech>
<gesture id="greeting"type="ICONIC" start="s1tm1" stroke="s1tm2"
end="s14m3" hand="RIGHT">

<FLD»0.0<FLD>
<PWR=0.0</PWR>
<REP=0.0</REP>

<idescription>

<gesturei

“greeting’ category="ICONIC" min_time="1.0L hand="RIGHT">

<vertical_location=YUpparPeriphery<ivertical_ocation=
<norizontal_location=XPeriphery=/horizontal_location=
<location_distance=ZNear=/location_distance>
<hand_shape=OPEN</handshape
<palm_orientation=AWAY</palm_orientation=
<Mand=

=description level="1"type="GretaBmi"> <Iphase=
<SPC>0.0</SPC~ <phase type="STROKE-END" twohand="ASSYMMETRIC">
<TMP>0.0<TMP> <handside="RIGHT">

|_location=YUpperPeriphery=ivertical_location=
|_location=XExtremePeriphery</horizontal_location=

<location_distance>ZNear</location_distance>

<hand_shape>0OPEN=/handshape=

229

<igesture> <palm_orientation=AWAY</palm_orientation=
<bml= <Mhand>
<phase>
</gesture>
1l=phase="| ", start-time="Start", end-time="Ready", description of stroke-start's position=

animation[2] <phase="stroke", start-time="Stroke-start", end-time="Stroke-end", description of stroke-end's position>

animation[3}<phase="retraction”, start-ime="Relax", end-ime="End", description of rest position>

Fig. 3. An example of data processing in Behavior Realizer

architecture is similar to the system proposed by the Heloir et al. [7]. However
our solution is different that it aims at different embodiments [17].

6.1 Synchronization of Gestures with Speech

The synchronization is obtained by adapting gestures to the speech structure.
The temporal information of gestures in BML tags are relative to the speech by
time markers (see Figure B)). The time of each gestural phase is indicated with
several sync points (start, ready, stroke-start, stroke, stroke-end, relax, end).
Following an observation of McNeill [I5], the stroke phase coincides or precedes
emphasized words of the speech. Hence the timing of the stroke phase should
be indicated in the BML description. Meanwhile the timing of other phases is
supposed to be based on the timing of the stroke phase.

6.2 Animation Computation

This module analyses a BML message received from Behavior Planner and loads
corresponding gestures from the lexicon. Based on available and necessary time,
the module checks if a gesture is executable. Then it calculates symbolic values
and timing for each gesture phase while taking into account gestural expressivity
parameters (e.g. the duration of gestural stroke phase is decreased when the
temporal extension (TMP) is increased and vice-versa).

6.3 Animation Production

In this stage, the system generates the animation by instantiating the sym-
bolic description of the planned gesture phases into joint values thanks to the
Joint Values Instantiation module. One symbolic position will be translated into
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concrete values of six robot joints (ShoulderPitch, ShoulderRoll, ElbowYaw, El-
bowRoll, Wrist Yaw, Hand) [I7]. Then the animation is obtained by interpolating
between joint values with robot built-in proprietary procedures [4].

7 Conclusion and Future Work

We have presented an expressive gesture model that is designed and implemented
for the humanoid robot Nao. The model focuses not only on the coordination of
gestures and speech but also on the signification and the expressivity of gestures
conveyed by the robot. While the gestural signication is studied carefully when
elaborating a repertoire of robot gestures (i.e. lexicon), the gestural expressiv-
ity is increased by adding the gestural dimension parameters specified by the
GRETA system. A procedure creating a gestural lexicon overcoming physical
constraints of the robot has been defined.

In the future, we propose to implement all of the expressivity parameters and
to valid the model through perceptive evaluations. As well the implementation
of gesture animation and expressivity should be evaluated. An objective evalu-
ation will be set to measure the capability of the implementation. A subjective
evaluation will be made to test how expressive the gesture animation is perceived
on the robot when reading a story.

Acknowledgment. This work has been funded by the GVLEX project
(http://www.gvlex.com).
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Abstract. Emotions play an important role in human intelligence and
human behavior. It has become important to model emotions, especially
in the context of cognitive architecture. Current models of emotion are
greatly underdetermined by experimental data from psychology, cog-
nitive science, and neuroscience literature. I raise the hypothesis that
deeper integration between emotion and cognition will produce models
with much greater explanatory power. The thesis is that the use of a se-
mantic associative network as a memory model will serve to both deepen
and broaden integration between emotion and cognition. To test this, an
affective cognitive architecture will be built with a semantic associative
network at its heart, and will be compared to existing models as well as
tested against existing experimental data.

1 Introduction

Emotions are an integral part of human existence. The study of emotions has
taken place for centuries now. Since the early days of philosophy, emotion was
often regarded as only being able to cloud the mind from rational thought.

Modern research by those such as Bechara and Damasio showed that the
human mind fails to make normal decisions in the absence of emotions in cogni-
tive processing. These findings contradicted traditional opinions of emotion, and
Bechara and Damasio asserted that emotions contain important information to
aid cognitive processes, particularly in optimizing benefit of decisions |2].

Interest in computational emotion has emerged in hopes of achieving several
goals: improve artificial intelligence to near human level intelligence, improve
models of human behavior, improve human computer interaction, and aid in
the development of cognitive scientific, psychological, and neuroscientific under-
standing of emotions. Recently, there has been a resurgence of research activity
in the study of emotions.

The fields of cognitive science, psychology, and neuroscience have had a long
tradition of emotion theory [24], and this research established that emotion
and cognition are intimately connected. This plethora of theory is often self-
contradictory and lacks the level of detail about underlying data and processes
to be implemented on a computer.
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Many computational models of emotion have been developed [21,13,120, [11],112].
Nearly all of these models focus on addressing the question of the processes that
underlie appraisal and are also subject to the early criticism of Al research by
Allen Newell that they are so focused on specifics (i.e. studying just one part
of cognition in isolation) that they lose sight of the big picture necessary to
understand the human mind [22]. Emotions, unlike other AI cognitive processes,
are dependent on all other aspects of cognition, and arguably must be studied
in context |6, |5, [8410, 121] for us to establish a comprehensive computational
model. Moreover, neurological study has shown that emotions developed before
higher cognitive processes in the human brain, forming a foundation on which
the modern mind now acts [23].

The significant computational models all acknowledge the importance of emo-
tion’s integration with previous work in cognitive architecture [15]; however, they
either avoid addressing the problem entirely or do so in a very limited fashion.

The open questions in interaction between emotion and cognition can be
viewed in two areas:

1. Emotional effects - how emotional signals affect cognitive processes such as
learning or planning

2. Emotion generation - how cognitive processes play a role in the generation
and decay of emotions

This thesis will focus on the latter. Another thesis within the same research
group is being worked on in parallel on the former.

2 Problem Statement

Current models of emotion are greatly underdetermined by experimental data
from psychology, cognitive science, and neuroscience literature. A computational
model of emotion which contains the power to explain the experimental data will
require greater integration with existing cognitive architecture research. There
has not yet been a set of algorithms, mechanisms, and data structures proposed
to allow complete integration of cognitive architectures with emotion genera-
tion (or emotion effect), despite the consensus of emotional-cognitive interde-
pendence.

3 Aims and Objectives

The aim of this research is to create a modern cognitive architecture that em-
bodies recent research regarding human intelligence (both rational and irrational
behavior) by implementing a set of algorithms, mechanisms, and data structures
underlying the architecture which will allow deeper and/or broader integration
between well-established theories of emotion and cognition. With deeper inte-
gration, a model should predict human behavior with higher accuracy, and with
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breadth, the model would be able to explain a greater set of phenomena. This
set of algorithms, mechanisms, and data structures will be proposed and experi-
mented with within this cognitive architecture. My hypothesis is that techniques
can be developed to facilitate better integration of emotion and cognition which
will lead to computational models with greater explanatory power than existing
models.

The objective of this achievement is to contribute to the original goals of
emotions research: improve artificial intelligence to near human level intelligence,
improve models of human behavior, improve human computer interaction, and
aid in the development of cognitive scientific, psychological, and neuroscientific
understanding of emotions.

It is also a hope that the cognitive architecture yielded from this research will
provide a state-of-the-art framework for collaborative cognitive systems and Al
research.

4 Research Method

The aim of this thesis is to propose a set of algorithms, mechanisms, and data
structures which allow well established theories of emotion to be integrated with
approaches in cognitive architecture, namely in relation to the semantic associa-
tive network. This is based on my hypothesis that techniques can be developed to
facilitate better integration of emotion and cognition which will lead to models
with greater explanatory power than existing models.

To achieve the proposed contributions, the following landmark activities are
planned in the following order:

1. Complete survey on the area of computational emotion generation

2. Study and discuss the necessary components for emotional integration into

a cognitive architecture

Design a system with these components (EmoCog)

Implement EmoCog

5. Empirically evaluate EmoCog’s explanatory power in comparison with other
models of computational emotion by testing for complex emotional-cognitive
phenomena coverage

6. Empirically evaluate EmoCog’s predictive power with respect to rigorously
reviewed experimental data by testing if EmoCog can reproduce observed
data

7. Deploy EmoCog to a problem domain then observe and report results, post
evaluation

=

5 Proposed Approach

The approach was developed with two main bodies of work laying the ground-
work. Those works being work done on emotions and memory by Bower |7, |6]
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where he developed the associative network theory of emotion [5] and work done
on computational models of emotion, namely EMA [21] the idea of appraisal
frames were clearly and usefully modeled. Bower’s student, J. Anderson later
used similar ideas to develop a model of memory which worked well with a
complete cognitive architecture (ACT-R) [1], though void of emotions. Other
major works in cognitive architecture have also influenced the choices made in
this approach, namely Soar [13], ICARUS [14], and CLARION |[25], and their
use of associative memory variants as well as choice of cognitive components.

The blackboard approach has been the dominant method for interaction be-
tween heterogeneous cognitive processes in most cognitive architectures, which
leads to the conjecture that the memory substrate that serves as the black-
board, is the foundation to integration between components. Appraisal theory
poses emotions arising from a series of cognitive processes, namely appraisal.
This led to the choice to study a blackboard memory structure that would bet-
ter serve the generation and use of complex emotional data. Since both affective
and cognitive processes have been demonstrated with associative networks, they
served as a firm starting point.

The representation of appraisals is non-trivial within associative networks.
This is why the novel idea of using semantic links and valence and arousal on
individual nodes within the associative network was introduced. Instead of keep-
ing an appraisal frame associated with a specific concept or schemata, various
semantic links can be built to represent appraisals. For an example, in the case
of a causal agent of an event, a causal semantic link is created between the event
and the agent schemata.

With this semantic associative network are a set of algorithms and mechanisms
which are all non-trivial tasks in one or more other models. These algorithms
and mechanisms are the second novel propositions which will serve to broaden
the emotional-cognitive phenomena coverage of the overall architecture.

This finally leads to the construction of various hypotheses and experiments
which will serve as the body of my thesis and series of upcoming publications.

6 Progress to Date

Currently items 1 - 3 have been completed but require continuous updating. The
survey is always evolving to include new work since this is a very active area of
research and many disciplines are relevant.

A paper with the initial arguments and discussion for the components for
emotional integration has been produced, addressing item 2 [18]. To do this,
we cited a set of four normative emotional phenomena and the experimental
data associated with it. An example of this is incidental emotion or emotion
which is unrelated to the task or decision at hand. Studies have shown that if
sad music plays while a customer shops, the customer will spend more money
and be less discriminating with purchases |[L6]. We identified the theoretical con-
structs appraisal, emotional arousal and decay, associative memory, emotional
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memory, expectation and alternate possibility generation, and mood as central to
emotional integration. We raised the hypothesis that these theoretical constructs
are sufficient to address all the phenomena and any architecture includes a strict
subset of these ideas would lack the power to explain the entire set of phenomena.

An initial system design (item 3) has been proposed and submitted for discus-
sion and has been published in the FLAIRS-24 conference affective computing
track [19]. A high level architectural is shown as figure[ll Here is where many of
EmoCog’s technical details have been presented, identifying some of the mecha-
nisms and data underlying the computation. Of special note is our decision cycle,
currently conceived as part of a metacognitive process which deliberates on the
time spent acting as well as cognitively elaborating. This design is also naturally
a continuously evolving artifact. It will evolve with the selection and function of
components from item 2 with a scope likely adjusted constantly depending on
resources.

The implementation of our system, EmoCog, has begun and we currently have
a very basic agent running. Most of the vital pieces for emotional competency
are not yet in place. Some version which should be capable for use in early ex-
periments addressing items 5 - 7 is expected early next year. Figure [2 shows
the current implementation structure with the modules which are currently
operating shaded.

We also have an interesting problem domain which we have spent time study-
ing which will aid in addressing item 7. That is modeling human behaviors,
including the various imperfections we are perceived to have, in a security sim-
ulation test range. Discussion of the greater impact of this approach as well as
some of our experiences have been reported |17, 4].
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7 Contributions to Affective Computing

The main contributions of this research can be summarized in the following list:

1. An architectural framework, built to allow flexible and open-ended experi-
mentation of interplay between emotional and cognitive processes.

2. Computational model of emotion built from the ground up, where emotion
is integrated at every level of cognitive architecture.

3. Improve explanatory and predictive power of modern computational models
of emotion.
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Abstract. In this paper, an emotion recognition from facial temporal se-
quence has been proposed. Firstly, the temperature difference histogram
features and five statistical features are extracted from the facial tem-
perature difference matrix of each difference frame in the data sequences.
Then the discrete Hidden Markov Models are used as the classifier for
each feature. In which, a feature selection strategy based on the recog-
nition results in the training set is introduced. Finally, the results of
the experiments on the samples of the USTC-NVIE database demon-
strate the effectiveness of our method. Besides, the experiment results
also demonstrate that the temperature information of the forehead is
more useful than that of the other regions in emotion recognition and
understanding, which is consistent with some related research results.

Keywords: emotion recognition, facial temporal sequence, Hidden
Markov Models.

1 Introduction

As the development of Human-Computer Interaction (HCI) in the domain of
health care, service robotic, security industry, gaming and so on, emotional HCI
has attracted more and more attentions in the past few years, in which, proper
understanding of human emotions is a key problem to be solved first.

Human’s emotions could be manifested in various ways, including both the
external signals, such as facial expressions, body gestures, speech and so on, and
some internal signals, such as blood flow, heart rate, EEG, body temperature
and so on [7]. Compared to the emotion recognition using other signals, the
emotion recognition based on the temperature information reflected through the
infrared thermal images may be more practical because of its non-invasive and
non-verbal characteristics [, [7], [8], [I3]. Generally speaking, two kinds of fea-
tures extracted from the infrared thermal data are considered in most of existing
researches, the first one is the imaging features extracted from the infrared ther-
mal images, for instance: Benjamin Hernandez, Gustavo Olague et al. selected

* This author is the corresponding author.
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the Gray Level Co-occurrence Matrix (GLCM) to compute region descriptors
of the infrared images and used them to distinguish the expressions of surprise,
happiness and anger [14], Guotai Jiang et al. conducted the facial expression
recognition through drawing and analyzing the whole geometry characteristics
and some geometry characteristics of the ROI in infrared images by using math-
ematics morphology [15], Yasunari Yoshitomi et al. extracted the features by
using a two-dimensional discrete cosine transformation (2D-DCT) to transform
the gray scale values of each block in the face portion of an infrared image into
frequency components, and these features were used in their expression recogni-
tion systems [9]; the other feature is the temperature feature recorded by infrared
cameras, such as: Masood Mehmood Khan et al. have tried to use the variances
in the thermal intensity values recorded at thermally significant locations on
human faces as the features to discern some pretended expressions as well as
the pretended and the evoked emotional expressions [10], [II], Brain R. Nhan
and Tom Chau have extracted the time, frequency and time-frequency features
derived from 12 adults’ thermal infrared data to classify the natural responses of
subject-indicated levels of arousal and valence stimulated by the International
Affective Picture System [6], A. Merla and G. L. Romani have studied the facial
thermal signatures of 10 healthy volunteers’ three fundamental emotional con-
ditions: stress, fear and pleasure arousal [12]. All these works have shown that
the human’s emotion states or expressions are relevant to the properties of the
facial temperature. However, to our best knowledge, most researches extracted
the features from a single apex or onset and apex infrared thermal data or im-
ages, only a few features are extracted from the emotional data sequences, which
may lose some useful information contained in the sequences [16].

In this paper, an emotion recognition method using the temporal information
of the facial temperature data is provided. Firstly, the temperature data of the
facial region are extracted and segmented into some facial sub regions. Secondly,
the temperature difference histogram features (TDHFs) and five statistic fea-
tures (StaFs) are extracted from each facial sub region’s temperature difference
matrix obtained from two consecutive frames in the sequences. Thirdly, a fea-
ture selection strategy based on each feature’s recognition ability on the training
data is used, and these selected features are used in some discrete Hidden Markov
Models (HMMS) to recognize the emotion states. Experiments performed on the
samples selected from the USTC-NVIE database [I] are implemented to verify
the effectiveness of this method. Compared with other researches, the contri-
bution of this paper is that the temporal information of the human facial tem-
perature data in different emotion states is fully considered, and our research is
one of the first concerted attempts at emotion recognition using the temporal
information of human’s facial temperature data sequences.

The remainder of the paper is organized as follows. The details of our approach
are explained in Section 2, experiments and results conducted on the USTC-
NVIE database are given in Section 3, finally, some conclusions and future works
are described in Section 4.
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2 Methodology

The schematic representation of our approach is shown as Fig. Il which could
be divided into four modules, named data preprocessing and feature extraction,
feature selection and classification. The details are provided as follows.

| | Data Preprocessing and Feature Extraction ‘ |

Testing Sample Training Set
¥
Feature 1Data Set

Emotion1 |,/ Emotionn Emotion 1 ‘ Emotion n
HMM Training | |[HMM Training || HMM Training) (HMM Training
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Fig. 1. The framework of the emotion recognition method

2.1 Data Preprocessing and Feature Extraction

The temperature variations of the objects could be detected by an infrared
thermal camera based on the objects’ infrared radiations and the black body
radiation law. Firstly, the temperature data of each frame is converted into a
gray-scale image, which is used to obtain the facial region’s temperature data.
Secondly, it is difficult to achieve automatic location of the feature points in the
infrared image due to its low resolution and low contrast, for this reason, three
points P;, P, and P, are marked manually in our approach, which are the cen-
ters of the both eyes and the nose tip. After that, the facial region’s temperature

b R S A A R S R B smmeneneenaea

| P T N — i \

| | Mark Rotate and =l Temperature Feature |

| Point Resize H Difference Matrix Extraction |

| \, J \ J B M \. N
Data Preprocessing Feature Extraction

Fig. 2. The procedure of data preprocessing and feature extraction
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is determined and marked out based on these three points. Thirdly, the facial
region’s temperature data matrix is rotated based on the angle of the P, and P,
in the horizontal direction and resized based on the distance of P, and P, and
the distance between the P, and the connection line of P, and P,. Finally, this
facial mask’s temperature matrix is obtained as shown in Fig. 2], and this facial
mask is divided into five regions, named forehead, eye, nose, mouth and cheek.
For each facial sub-region, the temperature difference matrix (DMat) between
two consecutive frames could be obtained, from which some features are ex-
tracted. In this paper, two kinds of features are extracted, named temperature
difference histogram features (TDHFs) and statistical features (StaFs). TDHF
describes the data distribution of the DMat, which is similar to the gray level
histogram of a gray image. Suppose the size of DMat is M x N, the lower limit
and the upper limit of the DMat data are L and U separately, and the dimension
of the TDHF is D, then the TDHF of DMat could be defined as formula (1).

SN SN T~ 1)) < DMat(m,n) < T(i)]

TDHF(i) = Y.

(1)
In which, ¢ =1,2,...,D,T(i) =L+ (U_é)” is the endpoint of the i-th interval
and TDHF (i) is the frequency of data points between the interval of (T'(i —
1),T(i)] in DMat.

Besides, five StaF's are also extracted from each DMat, which are: VAR, which
is the variance of the DMat; MEAN, which is the mean of DMat; ADDP and
ADDN, which represent the mean of positive and negative values of DMat; ABS
which is the mean of absolute values of DMat.

Thus, D-dimensional TDHFs and 5-dimensional StaFs are extracted from
each DMat of each facial sub region in the recording temperature sequence.

2.2 Feature Selection Strategy

In our method, a feature selection strategy based on each feature’s recognition
results in the training set is considered. Suppose N-dimensional features have
been extracted and the classifier of each feature could be trained by using the
training set at first. Next, for each feature, the recognition results of the samples
in the training set could be obtained through these well trained classifiers. After
that, these features are sorted based on their average recognition rates in the
training set. Finally, the classifiers of Sy best selected features with the highest
SN average recognition rates are selected and used in the testing phase.

2.3 Emotion Recognition Using HMMs

HMM is a statistical Markov model in which the system being modeled is as-
sumed to be a Markov process with unobserved states, which could be well ap-
plied in the classification problem based on sequence features, especially known
for its application in temporal pattern recognition such as speech, handwriting,
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gesture recognition and so on [2], [4]. In this paper, the discrete HMM is adopted
as the classifier for each feature by using the HMM toolbox for Matlab [3].

Before the classification, the feature data quantization of each dimension is
performed. Take the i-th dimension feature data F'(i) of all the samples as the
example, these data are normalized into the interval of [0,1] and the proba-
bility distribution between 0 and 1 is calculated at first. Suppose the feature
data are quantified to 1,2,...,IN, which is the same as the number of the state
variable in the HMMs, then the data within the probability distribution interval
of [(mj\_,l), (X;)) are quantified as m, in which m = 1,2,..., N.

Next, for the feature of each dimension in each facial sub region, n different
HMDMs are established for n-different specific emotion states respectively in the
model training phase. Thus, (D + 5) x 5 x n HMMs are constructed in our
method. In the model testing phase, a test sample’s recognition result of i-th
feature is determined based on the category of the HMM with the maximum
log-likelihood value of these n specific HMMs, and this sample’s final emotion
state is determined by the voting strategy based on these recognition results of
(D +5) x 5 features.

3 Experiments and Results

3.1 Experimental Conditions

The samples in our experiment are selected from the USTC-NVIE database [1],
which contains both spontaneous and posed expressional images of more than 100
subjects, recorded simultaneously by a visible and an infrared thermal camera,
with illumination provided from three different directions. In each experiment,
subject’s emotions are elicited by watching some emotional videos and reported
in the self-reported data including the evaluation value of the six basic emotions,
named happiness, disgust, fear, sad, surprise and anger, on 5-point scale. This
self-reported data are used to determine the emotion label of this subject when
watching this emotional video. Based on the analysis results in [I]], three emotions
are considered in this paper, that is happiness, disgust and fear, which have
the greatest impact to the facial temperature among these six emotions, and
176 samples’ temperature data sequences are selected and used in the following
experiments, including 69 happiness, 42 disgust and 65 fear. All these samples’
self-report data about the primary emotion category are larger than 1.

The size of the facial mask is 80 x 84. As most of the subjects wore glasses,
thereby masking the thermal features of the eye region, then eye regions is not
taken into account in our experiment. The lower and upper limits of the DMat
are -10 and 10, and the dimension of the TDHF is 20. Thus, for each facial sub
region, 20 TDHFs and 5 StaFs are extracted.

In these discrete HMMs, the feature data are quantified into 1,2,...,12, which is
the same as the number of state variable in our paper, the number of the observed
variable is 12. In the training phase, the Baum-Welch estimation method is used,
and the initial probability vector P, state transition matrix A and observation
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Fig. 3. The recognition rates with different number of selected features

probabilities matrix B are all random initialized. The leave-one-sample-out cross-
validation is adopted in the following experiments.

3.2 Results and Analysis

Experiments with different number of the selected features are conducted, the
results are shown as Fig. 3, in which, the recognition rate of each emotion state,
the average recognition rate and average correct rate are described.

From Fig. Bl we could find that when the number of the selected feature is
22 the best overall recognition results are achieved, that is, the recognition rates
of happiness, disgust and fear are 0.68116, 0.57143 and 0.52308 respectively,
the average recognition rate and average correct rate are 0.59189 and 0.59660
respectively. When the classification is conducted without feature selection, in
other words, the selected feature number is 100, the recognition rates of happi-
ness, disgust and fear are 0.53623, 0.76191 and 0.04615 respectively, the average
recognition rate and average correct rate are 0.44810 and 0.40910, which verifies
the effectiveness of the feature selection strategy in our method.

(N 1] O \HH\
I &3 & &8 & B8 9 1011 1218 141516 17 18 19 20
B Forehead [ Nose & llouth Cheek |

Fig. 4. The probability distribution of the TDHF features in each facial sub-region
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Table 1. The distribution the best selected features

Forehead Nose Mouth Cheek
TDHF 9,10,11,12 10,11,12 9,10,12 9,10,11,12
StaF  VAR,ADDP,MEAN VAR,ADDP,MEAN NULL VAR,ADDP,MEAN

Next, the distributions of all the features in each facial sub region of all the
samples are analyzed as follows when the number of the selected features is set
to 22. The probability distribution of the 20-TDHFs and five StaF's in four facial
sub region are described in Fig. @l and Fig. Bl and the distributions of these 22
best selected features with the highest recognition rates in each facial region are
shown in Table [ from which we conclude that:

1) From Fig. [ and Fig. Bl we could find that the most used HDTF's are in
9-12 dimensions, and the most used StaFs are VAR, ADDP and ABS;

2) Most of the best selected features are belong to the forehead region, which
indicates that forehead’s temperature features are more useful than the other
regions’, however, the mouth region’s features are the least, especially for the
StaF's, no one is included, which means that these StaFs of temperature data in
the mouth are inadequate to represent these emotion states, all these results are
consistent with the analysis in [1], [17].

4 Conclusion and Future Work

In this paper, an emotion recognition method based on the temporal information
of the human facial temperature data and discrete HMMs is introduced, in which,
a feature selection strategy based on the recognition result of the training set
is adopted to improve the overall recognition rate. Finally, experiments on the
samples selected from the USTC-NVIE database are implemented to verify the
effectiveness of our method.

Some additional works are necessary to improve the accuracy of the recogni-
tion before the practical applications can be realized, for example, the automatic
facial location and feature extraction, parameter optimization in the classifiers,
the decision strategy of the final results and so on, all these works will be com-
pleted in the future.
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Interpreting Hand-Over-Face Gestures

Marwa Mahmoud and Peter Robinson

University of Cambridge

Abstract. People often hold their hands near their faces as a gesture
in natural conversation, which can interfere with affective inference from
facial expressions. However, these gestures are valuable as an additional
channel for multi-modal inference. We analyse hand-over-face gestures in
a corpus of naturalistic labelled expressions and propose the use of those
gestures as a novel affect cue for automatic inference of cognitive mental
states. We define three hand cues for encoding hand-over-face gestures,
namely hand shape, hand action and facial region occluded, serving as a
first step in automating the interpretation process.

1 Introduction

Nonverbal communication plays a central role in how humans communicate and
empathize with each other. The ability to read nonverbal cues is essential to
understanding, analyzing, and predicting the actions and intentions of others. As
technology becomes more ubiquitous and ambient, machines will need to sense
and respond to natural human behaviour. Over the past few years, there has
been an increased interest in machine understanding and recognition of people’s
affective and cognitive states, especially based on facial analysis. One of the main
factors that limit the accuracy of facial analysis systems is hand occlusion.

Hand-over-face gestures, a subset of emotional body language, are overlooked
by automatic affect inferencing systems. Many facial analysis systems are based
on geometric or appearance facial feature extraction or tracking. As the face
becomes occluded, facial features are either lost, corrupted or erroneously de-
tected, resulting in an incorrect analysis of the person’s facial expression. Figure
[0 shows a feature point tracker in an affect inference system [I1] failing to de-
tect the mouth borders in the presence of hand occlusion. Only a few systems
recognise facial expressions in the presence of partial face occlusion, either by
estimation of lost facial points [2II7] or by excluding the occluded face area from
the classification process [6]. In all these systems, face occlusions are a nuisance
and are treated as noise, even though they carry useful information.

This research proposes an alternative facial processing framework, where face
occlusions instead of being removed, are combined with facial expressions and
head gestures to help in machine understanding and interpretation of different
mental states. We present an analysis of hand-over-face gestures in a naturalistic
video corpus of complex mental states. We define three hand cues for encoding
hand-over-face gestures, namely hand shape, hand action and facial region oc-
cluded and provide a preliminary assessment of the use of depth data in detecting
hand shape and action on the face.

S. D’Mello et al. (Eds.): ACII 2011, Part II, LNCS 6975, pp. 248-255, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. In existing facial expression recognition systems hand-over-face occlusions are
treated as noise

2 Why Hands?

From kinesics, the study and interpretation of non-verbal behaviour related to
movement, the movement of the body, or separate parts, conveys many specific
meanings. Ekman and Friesen [7] developed a classification system identifying
five types of body movements; in most of them, hand gestures constitute an
important factor and they contribute to how emotions are expressed and in-
terpreted by others. Human interpretation of different social interactions in a
variety of situations is most accurate when people are able to observe both the
face and the body. Ambady and Rosenthal [I] have observed that ratings of hu-
man understanding of a communication based on the face and the body are 35%
more accurate than the ratings based on the face alone.

Although researchers focus on facial expressions as the main channel for so-
cial emotional communication, de Gelder [4] suggests that there are similarities
between how the brain reacts to emotional body language signals and how fa-
cial expressions are recognized. Hand-over-face gestures are not redundant in-
formation; they can emphasize the affective cues communicated through facial
expressions and speech and give additional information to a communication. De
Gelder’s studies reveal substantial overlap between the face and the hand con-
ditions, with other areas involved besides the face area in the brain. When the
observed hand gesture was performed with emotion, additional regions in the
brain were seen to be active emphasizing and adding meaning to the affective
cue interpreted. In situations where face and body expressions do not provide
the same meaning, experiments showed that recognition of the facial expression
was biased towards the emotion expressed by the body language [5].

There is ample evidence that the spontaneous gestures we produce when we
talk reflect our thoughts - often thoughts not conveyed in our speech [9]. More-
over, gesture goes well beyond reflecting our thoughts, to playing a role in shaping
them. In teaching contexts, for example, children are more likely to profit from
instruction when the instruction includes gesture - whether from the student or
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Fig. 2. The meaning conveyed by different hand-over-face gestures according to Pease
and Pease [15]

the teacher - than when it does not. Teachers who use gestures as they explain
a concept are more successful at getting their ideas across, and students who
spontaneously gesture as they work through new ideas tend to remember them
longer than those who do not move their hands [3]. Gesture during instruction
encourages children to produce gestures of their own, which, in turn, leads to
learning.

3 Hand-Over-Face Gestures in Natural Expressions

In The Definitive Book of Body Language, Pease and Pease [I5] attempt to
identify the meaning conveyed by different hand-over-face gestures, as shown in
Figure[2l Although they suggest that different positions and actions of the hand
occluding the face can imply different affective states, no quantitative analysis
has been carried out.

Studying hand-over-face gestures in natural expressions is a challenging task
since most available video corpora lacked one or more factors that are crucial
for our analysis. For instance, MMI [14] and CK+ [12] don’t have upper body
videos or hand gestures, while BU-4DEF [16] and FABO [10] datasets contain
only posed non-naturalistic data. That was one of the motivations for building
Cam3D, which is a 3D multi-modal corpus of natural complex mental states.
The corpus includes labelled videos of spontaneous facial expressions and hand
gestures of 12 participants. Data collection tasks were designed to elicit natural
expressions. Participants were from diverse ethnic backgrounds and with varied
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Fig. 3. Different hand shape, action and face region occluded are affective cues in
interpreting different mental states

fields of work and study. For more details on Cam3D, refer to Mahmoud et al.
[13].

We have analysed hand-over-face gestures and their possible meaning in spon-
taneous expressions. By studying the videos in Cam3D, we argue that hand-
over-face gestures occur frequently and can also serve as affective cues. Figure 3
presents sample frames from the labelled segments of hand-over-face gestures.

Hand-over-face gestures appeared in 21% of the video segments (94 segments),
with 16% in the computer-based session and 25% in the dyadic interaction ses-
sion. Participants varied in how much they gestured, some exhibited a lot of
gestures while others only had a few. Looking at the place of the hand on the
face in this subset of the 94 hand-over-face segments, the hand covered upper
face regions in 13% of the segments and lower face regions in 89% of them, with
some videos having the hand overlapping both upper and lower face regions.
This indicates that in naturalistic interactions hand-over-face gestures are very
common and that hands usually cover lower face regions, especially chin, mouth
and lower cheeks, more than upper face regions.

3.1 Coding of Hand Gestures

Looking for possible affective meaning in those gestures, we introduced a pre-
liminary coding of hand gestures. we encoded hand-over-face gestures in terms
of three cues: hand shape, hand action and facial region occluded by the hand.
These three cues can differentiate and define different meaningful gestures. More-
over, coding of hand-over-face gestures serves as a first step in automating the
process of interpreting those gestures.
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Fig. 4. Encoding of hand-over-face shape and action in different mental states. Note
the significance of the index finger actions in cognitive mental states.

Figured shows the distribution of the mental states in each category of the en-
coded hand-over-face gestures. For example, index finger touching face appeared
in 12 thinking segments and 2 unsure segments out of a total of 15 segments in
this category. The mental states distribution indicates that passive hand-over-
face gestures, like leaning on the closed or open hand, appear in different mental
states, but they are rare in cognitive mental states. This might be because those
gestures are associated with a relaxed mood. On the other hand, actions like
stroking, tapping and touching facial regions - especially with index finger - are
all associated with cognitive mental states, namely thinking and unsure. Thus,
we propose the use of hand shape and action on different face regions as a novel
cue in interpreting cognitive mental states.

3.2 Hand Detection Using 3D Data

Automatic detection of the hand when occluding the face is challenging because
the face and the hand usually have the same colour and texture and the hand
can take different possible shapes. The recent availability of affordable depth
sensors (such as the Microsoft Kinect) is giving easy access to 3D data. 3D
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Fig.5. Simple background subtraction based on depth threshold shows that depth
images provide details of hand shape that can be utilised in automatic recognition
defining different hand cues

information can be used to improve the results of expression and gesture tracking
and analysis. Cam3D provides a depth image for each frame in the labelled video
segments, which enabled us to investigate the potential use of depth information
in automatic detection of hand over face.

We used simple thresholding technique on the depth images in order to visu-
alise how the hand can be segmented over the face using depth. Figure Bl presents
preliminary results of this simple manual thresholding of the depth image. First,
we define the depth value of the face in the depth image, using major facial
points like the mouth and the nose. Then, we perform background subtraction
based on the depth value of the face. Finally, we add the colour values for the
segmented pixels to differentiate between hands or other objects in front of the
face.

Initial results show that depth images provide details of hand shape that can
be utilised in automatic recognition defining different hand cues. We are cur-
rently working in combining depth information with computer vision techniques
for automatic detection of hand-over-face cues.

4 Conclusion and Future Work

We have presented an alternative facial processing framework, where face occlu-
sions instead of being removed, are studied to be combined with facial expressions
and head gestures to help in machine understanding and interpretation of dif-
ferent mental states. We analysed hand-over-face gestures in naturalistic video
corpus of complex mental states and defined a preliminary coding system for
hand cues, namely hand shape, hand action and facial region occluded. Looking
at the depth images, we noticed the potential of using depth information in au-
tomatic detection of hand shape and action over the face. Our future work can
be summarised in the following sections.
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4.1 Analysis of More Hand-Over-Face Gestures

The lack of available multi-modal datasets slows down our work in analysing the
meaning of hand-over-face gestures. Cam3D currently has 94 video segments of
labelled hand gestures, which is not enough for studying all possible meaning of
hand gestures. More than one category in our coding matrix had less than two
videos, which might not be representative of the whole category. Future work
includes collecting more data and adding more videos to the corpus. Studying
hand-over-face gestures in more videos of natural expressions, we expect to en-
hance our coding schema and discover more encoded mental states associated
with other hand-over-face gestures.

4.2 Automatic Detection of Hand Cues

Automatic detection of hand shape, action and facial region occluded will in-
clude exploring computer vision techniques in hand detection that are robust to
occlusion, as well as further analysis of Cam3D depth images. Automatic detec-
tion of hand cues is a step towards automatic inference of their corresponding
mental states.

4.3 Automatic Coding of Hand Gestures

One of the possible applications of this research is to provide tools for devel-
opmental psychologists who study gesture, and language in child development
and social interactions to be able to objectively measure the use of gestures in
speech and in communication instead of manual watching and coding, such as
in the work done by Goldin-Meadow [§]

4.4 Multimodal Inference System

Ultimately, our vision is to to implement a multi-modal affect inference frame-
work that combines facial expressions, head gestures as well as hand-over-face
gestures. This includes looking at integration techniques, such as: early integra-
tion or feature fusion versus late integration or decision fusion. Moreover, we aim
at answering questions like: how the face and gesture combine to convey affective
states?” When do they complement each other and when do they communicate
different messages?

Acknowledgment. We would like to thank Yousef Jameel Scholarship for gen-
erously funding this research. We would like also to thank Tadas Baltrusaitis for
his help in the analysis of Cam3D corpus.
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Abstract. Current approaches to story generation do not utilize models of human
affect to create stories with dramatic arc, suspense, and surprise. This paper
describes current and future work towards computational models of affective
responses to stories for the purpose of augmenting computational story generators.
I propose two cognitively plausible models of suspense and surprise responses to
stories. I also propose methods for evaluating these models by comparing them to
actual human responses to stories. Finally, I propose the implementation of these
models as a heuristic in a search-based story generation system. By using these
models as a heuristic, the story generation system will favor stories that are more
likely to produce affective responses from human readers.

Keywords: Affective computing, narrative cognition, computational models,
dramatic arc, suspense, surprise.

1 Introduction

Narrative as entertainment, in the form of oral, written, or visual storytelling, plays a
central role in many forms of entertainment media, including novels, movies,
television, and theatre. One of the reasons for the prevalence of storytelling in human
culture may be due to the way in which narrative is a cognitive tool for situated
understanding [1, 2]. This narrative intelligence is central in the cognitive processes
that we employ across a range of experiences, from entertainment contexts to active
learning. Expert storytellers who craft narratives for entertainment — films, novels,
games, etc. — often structure their narratives to elicit an emotional response from the
viewer, reader, or player. The concept of the dramatic arc, identified by Aristotle [3],
is one common pattern of emotional impact on an audience.

The construction of novel quality stories is a challenging task, even for humans. For
more than 30 years, computer scientists have been trying to answer the question of
whether, and how, intelligent computational systems can create stories from scratch. To
date, story generation systems have been unreliable when it comes to creating novel and
aesthetically pleasing stories with dramatic structure. Zagalo et al. [4] argue for the use of
dramatic arc and intelligent emotion detection in story generation and storytelling
systems. However, we are not aware of any systems that have adequately adopted this
approach to story generation. Simply put, story generation systems do not have sufficient
understanding of story aesthetics nor how story structure affects emotional change in an
audience.
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The primary objective of my research is to develop an intelligent system that
incorporates models of dramatic arc and human affective responses to suspense and
surprise for the purpose of story generation. There are many ways to produce
dramatic arc in a story [5]. Two related approaches to producing dramatic arc are to
make stories suspenseful or surprising; Abbott describes suspense and surprise as the
two things that “give narrative its life” [6]. Despite the importance and prevalence of
suspense as a storytelling tool, there has been little investigation of computa