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Abstract. Based on the information processing functionalities of spiking 
neurons, a hierarchical spiking neural network model is proposed to simulate 
visual attention. The network is constructed with a conductance-based 
integrate-and-fire neuron model and a set of specific receptive fields in different 
levels. The simulation algorithm and properties of the network are detailed in 
this paper. Simulation results show that the network is able to perform visual 
attention to extract objects based on specific image features. Using extraction of 
horizontal and vertical lines, a demonstration shows how the network can detect 
a house in a visual image. Using this visual attention principle, many other 
objects can be extracted by analogy.  

Keywords: Visual attention, spiking neural network, receptive field, visual 
system. 

1   Introduction 

The biological brain, with its huge number of neurons, displays powerful functionality 
in information processing, vision, reasoning, and other intelligent behaviours. Spiking 
neurons are regarded as essential components in the neural networks in the brain. 
Neurobiologists have found that various receptive fields exist in the visual cortex and 
play different roles [1, 2]. Visual Attention enables the visual system to process 
potentially important objects by selectively increasing the activity of sensory neurons 
that represent the relevant locations and features of the environment [3]. Given the 
complexity of the visual environment, the ability to selectively attend to certain 
locations, while ignoring others, is crucial for reducing the amount of visual 
information to manageable levels and for optimizing behavioral performance and 
response times. However, there are relatively few explanations of visual attention 
using spiking neural networks in the literature. Based on a spiking neuron model, a 
simulation of visual attention is demonstrated in this paper. The principles and 
simulation algorithms are presented in detail.  
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2   Spiking Neural Network for Simulation of Visual Attention 

Biological findings show that the visual system can use feedback signals to highlight 
the relevant locations[4][5]. In this paper, a spiking neural network, as shown in 
Fig.1, is proposed to simulate such visual attention. Suppose that a visual image is 
presented to the retina and an edge firing rate map [6] is obtained as the input for the 
network. The line detection layer contains two pathways. The horizontal pathway 
contains a neuron array Nh with the same size as the input neuron array. Each neuron 
has a receptive field corresponding to a horizontal synapse strength matrix Wh. The 
vertical pathway contains a neuron array Nv with the same size as input neuron array. 
Each neuron has a receptive field corresponding to a vertical synapse strength matrix 
Wv. Therefore, the spike rate map of the neuron arrays Nh and Nv represent horizontal 
and vertical lines respectively.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. Spiking Neural Network Model for Attention on Vertical and Horizontal Lines 

The output layer is a neuron array with the same size as the edge firing rate map. 
Each neuron has two receptive fields on the horizontal and vertical neuron arrays 
respectively. The two receptive fields have the same synapse strength matrix Wo. If 
there is any horizontal line or vertical line around Neuron No(x,y), the neuron will be 
activated, and a horizontal or vertical lines area can be obtained from the output layer. 
If these signals are regarded as feedback to an earlier layer of the visual system, 
objects in the area can be extracted and objects in other areas can be ignored.  The 
simulation algorithms are shown in following sections. 
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3   Simulation Algorithms of the Spiking Neural Network 

In this work a conductance-based integrate-and-fire model has been used to simulate 
the spiking neural networks since its behaviour is very close to the Hodgkin and 
Huxley neuron model but yet its computational complexity is much less than that 
neuron model [7]. Let Sx,y(t) represent a spike train that produced by  neuron (x,y). If 
neuron (x,y) fires at time t, Sx,y(t)=1, otherwise Sx,y(t)=0. In order to detect edges, the 
spike train array Sx,y(t) can be obtained using the spiking neural network in [6]. 

Let exq and ihq represent the peak conductance for excitatory synapse and inhibitory 

synapse respectively, , ( )hex
x yg t and , ( )hih

x yg t  represent conductance for excitatory and 

inhibitory synapses respectively for neuron Nh(x,y). , ( )vex
x yg t and , ( )vih

x yg t  represent 

conductance for excitatory and inhibitory synapses respectively for neuron Nv(x,y). In 
the conductance-based integrate-and-fire neuron model, we have 
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where τex and τih  are time constants for excitatory and inhibitory synapses, ex is  
short for excitatory, and ih  for inhibitory. If the neuron generates a spike, the 

conductance of excitatory and inhibitory synapses increase an amount of exq and ihq  

respectively. If the neuron does not generate spike at time t,  , ( )hex
x yg t , , ( )hih

x yg t , 

, ( )vex
x yg t  and , ( )vih

x yg t  decay with time constants τex and τih respectively. The 

conductance changes lead to different currents that are injected to neurons Nh(x, y) 
and Nv(x,y). The membrane potential ( , ) ( )h x yv t and ( , ) ( )v x yv t of neurons Nh(x, y) and 

Nv(x,y) are governed by the following equations. 
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where Eex and Eih are the reverse potential for excitatory and inhibitory synapses 
respectively, cm represents the capacitance of the membrane, gl represents the 
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conductance of the membrane, Aex is the membrane surface area connected to a 
excitatory synapse, Aih is the membrane surface area connected to an inhibitory 

synapse, ', '
hex
x yw represents excitatory synapse strength in matrix Wh, and 

', '
hih
x yw represents inhibitory synapse strength in matrix Wh. If the edge in the receptive 

field matches the pattern in Wh, the neuron Nh(x, y) receives a strong input current 
through the excitatory synapses and the membrane potential ( , ) ( )h x yv t  increases. 

When the potential reaches a threshold vth, the neuron Nh(x,y) generates a spike and 
moves into the refractory period for a time τref.  After the refractory period, the 
neuron receives inputs and prepares to generate another spike. By analogy, 

', '
vex
x yw represents excitatory synapse strength in matrix Wv, and ', '

vih
x yw represents 

synapse inhibitory strength in matrix Wv. If the edge in the receptive field matches the 
pattern in Wv, the neuron Nv(x, y) receives a strong input current through the 
excitatory synapses and generates spikes. The matrix pair of synapse strength 
distribution for Wh and Wv is determined by the following equations. 
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', '
vex
x yw and ,

vih
x yw have the same distribution as ', '

hex
x yw and ,

hih
x yw replacing hxδ and hyδ  

with vxδ and vyδ , where (x ,y) is the centre of receptive field, (x’,y’) is a neuron 

position within the receptive field, RRF is a radius of the receptive field, for horizontal 
line detection δhx>>δhy and for vertical line detection δvx<<δvy. The output spike train 
from the horizontal neuron array is represented by Sh(x,y)(t) and Sv(x,y)(t). The neuron 
No(x,y) in output layer receives spike trains from both the horizontal and vertical 
pathways, and the behaviours are governed by the following equations. 
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where the synapse strength matrix is determined by the following equations. If 
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', '
oih
x yw = 0. Let So(x,y) (t) represent a spike train generated by Neuron No(x,y) in the 

output layer. The firing rate for neuron No(x,y)  is calculated by the following 
expression. 

 ( , ) ( , )
1

( )
t

o x y o x y
t T

r S t
T −

= ∑       (8) 

By plotting this firing rate as an image with a colour bar, areas of horizontal and 
vertical lines are obtained. Suppose that pixel values of the input image are 
represented by I(x,y). Suppose that the output signals are regarded as feedback to filter 
out the attention area as follows. 

T(x,y)=I(x,y)ro(x,y)/rmax    (rmax =max(ro(x,y) |(x,y)∈all pixels in the image)) (9) 
The attention area image is obtained by a plot of image T(x,y). 

4   Simulation Results 

The network model was implemented in Matlab using a set of parameters for the 
network: vth = -60 mv. vreset = -70 mv. Eex= 0 mv. Eih= -75 mv. El= -70 mv. gl =1.0 
μs/mm2. cm=10 nF/mm2. τex=4 ms. τih=10 ms. Aih=0.028953 mm2. Aex=0.014103 mm2. 
τref = 6 ms for neurons in line detection layer. τref = 25 ms for output layer. Aih, 

Aex,
exq and ihq can be adjudged from a large range for example [0.0001,1]. These 

parameters are consistent with biological neurons [8]. Parameters for the receptive 
fields are set as follows. hxδ =20.  hyδ = 2. vxδ = 2. vyδ = 20. Δ=2. RFR =15. δ = 

30. RFoR =40. λ=24. 

The proposed spiking neural network is combined with the edge detection network 
model in [6]. If a visual image as shown in Fig.2 (A) presents to the edge detection 
network, edges of the image are reflected in the output neuron array in [6]. The spike 
trains from this neuron array are regarded as inputs for the proposed network in this 
paper. In our simulation, the firing rate map is recorded as shown in Fig.2 (B). 

 
  

 
 
 

 

 

 

 

 

Fig. 2. Simulation results for extraction of attention area 

A C E 

D FB 



 Simulation of Visual Attention Using Hierarchical Spiking Neural Networks 31 

The spike trains are transferred to horizontal and vertical line pathways according 
to the network architecture in Fig.1, the firing rates of the horizontal and vertical line 
neuron arrays are recorded as in Fig.2 (C) and (D). The spike trains from horizontal 
and vertical line neuron arrays are transferred to the output layer. The firing rates of 
the output neuron array are shown in Fig.2 (E). The output firing rates can be 
regarded as feedback signals to obtain the attention areas that are based on the key 
features of horizontal and vertical lines. The image corresponding to the attention area 
is obtained in Fig. 2 (F). It can be seen that the region around the house has been 
strengthened and other areas are ignored. 

5   Discussion 

Various receptive fields and hierarchical structures of spiking neurons enable a 
spiking neural network to perform very complicated computation tasks, learning tasks 
and intelligent behaviours in the human brain. This paper proposed a spiking neural 
network model that can perform visual attention based on image features of horizontal 
and vertical lines. Simulations show that the proposed network is able to obtain 
attention area based on the inherent horizontal and vertical lines, for example a house. 
Based on this principle, other more complicated image features can also be used in 
this attention mechanism to focus on more complicated objects. We will address this 
topic in further study. 
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