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Abstract. In this paper, we propose a saturation binary neuron model and use it 
to construct a Hopfield-type neural network called saturation binary neural 
network to solve the bipartite sub-graph problem. A large number of instances 
have been simulated to verify the proposed algorithm, with the simulation result 
showing that our algorithm finds the solution quality is superior to the 
compared algorithms. 
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1   Introduction 

The objective of the bipartite subgraph problem[1] is to find a bipartite subgraph with 
maximum number of edges of a given graph. It was proved by Garey, Johnson, and 
Stockmeyer [1], Karp [2], and Even and Shiloach [3] that the problem of finding a 
bipartite subgraph of a given graph with the maximum number of edges is NP-
complete. Thus, the efficient determination of “maximum” bipartite subgraphs is a 
question of both practical and theoretical interest. Because efficient algorithms for 
this NP-complete combinatorial optimal problem are unlikely to exist, the bipartite 
subgraph problem has been widely studied by many researchers on some special 
classes of graphs. An algorithm for solving the largest bipartite subgraphs in triangle-
free graph with maximum degree three has been propossed for practical purpose [4]. 
Grotschel and Pulleyblank [5] defined a class of weakly bipartite graphs. Barahona 
[6] characterized another class of weakly bipartite graphs. For solving such 
combinatorial optimal problems, Hopfield neural networks [7]-[11] constitute an 
important avenue. These networks contain many simple computing elements (or 
artificial neurons), which cooperatively traverse the energy surface to find a local or 
global minimum. The simplicity of the neurons makes it promising to build them in 
large numbers to achieve high computing speeds by way of massive parallelism. 
Using the Hopfield neural network, Lee, Funabiki and Takefuji [12] presented a 
parallel algorithm for bipartite subgraph problem. However with the Hopfield 
network, the state of the system is forced to converge to local minimum and the rate 
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to get the maximum bipartite subgraph is very low. Global search methods such as 
simulated annealing can be applied to such problem [13], but they are generally very 
slow [14]. No tractable algorithm is known for solving the bipartite subgraph 
problem. 

In this paper we propose a saturation binary neuron model and use it to construct a 
Hopfield-type neural network for efficiently solving the bipartite sub-graph problems. 
In the proposed saturation binary neuron model, once the neuron is in excitatory state, 
then its input potential is in positive saturation where the input potential can only be 
reduced but cannot be increased, and once the neuron is in inhibitory state, then its 
input potential is in negative saturation where the input potential can only be 
increased but cannot be reduced. Using the saturation binary neuron model, a 
saturation binary neural network is constructed to solve the bipartite subgraph 
problems. The simulation results show that the saturation binary neural network can 
find better solutions than the other method, for example the Lee et al.’s algorithm. 

2   Saturation Binary Neural Network 

In the proposed algorithm, a novel neuron updating rule is proposed. To avoid the 
neural network entering a local minimum stagnation, the neuron network is updated 
according to the state of the neuron. According to different states, the updating rule is 
different. In this section, the proposed saturation binary neural network is introduced. 

For solving the bipartite subgraph problem, the state of the neuron is binary, which 
is called binary neuron model. Note that the standard energy function of Hopfield 
network can be written as follows: 
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Where ωij is weight of a synaptic connection from jth neuron to the ith neuron, θi is the 
external input of neuron #i and is also called threshold. Vi, Vj is the output of the 
neuron which also called the state of the neuron. 

The Hopfield neural network can find the solution by seeking the local minimum of 
the energy function E using the motion equations of neurons. 
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In this paper, the output Vi is updated from ui using sigmoid function: 
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In the Hopfield neural network, the updating method of input potential Ui is especially 
important. In conventional neuron model, the input potential Ui is updated from the 
Eq. 4 or Eq. 5.  
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Where dttdUi /)(  derives from the energy function E based on the gradient descent 

method: 
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The Hopfield-type binary neural network is usually constructed using the above 
neuron model. In order to improve the global convergence quality and shorten the 
convergence time, we propose a new neuron model called saturation binary neuron 
model (SBNM) which consists of the following important ideas. 

(1). Once the neuron is in excitatory state (the output Vi=1), then the input potential 
is assumed to be in positive saturation. In the positive saturation, the input potential Ui 
can only be reduced but cannot be increased. 

 
For the case of Vi=1: 
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(2). Once the neuron is in inhibitory state (the output Vi=0), then the input potential 
is assumed to be in negative saturation. Then the input potential can only be increased 
but cannot be reduced. 

 
For the case of Vi=0 
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The above process can be presented in Fig. 1. The neuron update process can be set to 
three parts according to Eq. 7~Eq.10. 

Note that the input/output function in the McCulloch-Pitts neuron [15] or 
hysteresis McCulloch-Pitts neuron [16] can be used to update the output Vi. Using the 
above neuron model, we construct a Hopfield-type neural network called saturation 
binary neuron network (SBNN). The following procedure describes the synchronous 
parallel algorithm using the SBNN to solve a COP. Note that N is the number of 
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Fig. 1. The neuron state of the saturation binary neuron model 

neuron, targ_cost is the target total cost set by a user as an expected total cost and 
t_limit is maximum number of iteration step allowed by user. 

1. Set t=0 and set targ_cost, t_limit, and other constants. 
2. The initial value of Ui for i=1,…,N is randomized. 
3. Evaluate the current output Vi(t) for i=1,…,N. 
4. Check the network, if targ_cost is reached, then terminate this procedure. 
5. Increment t by 1. if t> t_limit, then terminate this procedure. 
6. For i=1,…,N 

a. Compute Eq. 6 to obtain dttdUi )(  

b. Update Ui(t+1), using the proposed saturation binary neuron model(Eq. 
7~Eq.10). 

7. Go to the step 3. 

3   Solving Biprtite Sub-graph Problems Using SBNN 

For an N-vertex M-edge graph G=(V, E), if the vertex set V can be partitioned into 
two subsets V1 and V2, such that each edge of G is incident to a vertex in V1 and to a 
vertex in V2, then the graph G is called bipartite graph, and be denoted by G=(V1, V2, 
E). Given a graph G=(V, E) with a vertex set V and an edge set E, the goal of bipartite 
sub-graph problem is to find a bipartite sub-graph with the maximum number of 
edges. In other words, the goal of bipartite sub-graph problem is to remove the 
minimum number of edges from a given graph such that the remaining graph is a 
bipartite graph. Consider a simple undirected graph composed of four vertices and 
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four edges as shown in Fig.2 (a). The graph is bipartite as long as one edge is 
removed. Fig.2 (b) shows a bipartite graph. A bipartite graph is usually shown with 
the two subsets as top and bottom rows of vertices, as in Fig.2 (b), or with the two 
subsets as left and right columns of vertices. 

An N-vertex bipartite sub-graph problem can be mapped onto a Hopfield neural 
network with N neurons [17]. Neuron #i (i=1,…,N) expresses the i-vertex, and the 

output ( 1=iy  or 0=iy ) of neuron #i (i=1,…,N) expresses that the i-vertex is 

partitioned into the subset V1 or V2, respectively. Thus the N-vertex bipartite sub-
graph problem can be mathematically transformed into the following optimization 
problem. 
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where dij is 1 if edge (i, j) exists in the given graph, 0 otherwise. The first term of Eq. 
8 is the number of edges connecting two vertices in the subset V1, and the second 
term is the number of edges in the subset V2. The number of the edges both in the 
subset V1 and V2 is smaller the number of the edges between the V1 and V2 is larger. 
Thus, we can remove the minimum number of edges defined by Eq. 8 to obtain a 
bipartite sub-graph from a given graph.  

When we follow the mapping procedure by Hopfield and Tank, the energy function 
for the bipartite sub-graph problem is given by  
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where A, B are parameters which are used to balance the two terms of Eq. 12. 

 

 
 

Fig. 2. (a) Graph is not bipartite. (b) Graph is bipartite. 
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Table 1. The simulation results 

No.vertex No.edges Lee et al.[12] Proposed algorithm 

50 61 52 53 

50 183 133 136 

50 305 203 205 

80 158 127 134 

80 474 325 329 

80 790 504 513 

100 247 196 207 

100 742 492 502 

100 1235 761 779 

150 558 402 423 

150 1676 1062 1076 

150 2790 1645 1693 

200 995 685 719 

200 2985 1838 1862 

200 4975 2886 2954 

250 1556 1060 1104 

250 4668 2809 2854 

250 7778 4435 4516 

300 2242 1486 1532 

300 6727 3987 4051 

300 11212 6393 6451 
 

4   Simulation Results 

To widely verify the proposed algorithm, we have tested the algorithm with a large 
number of randomly generated graphs [18] defined in terms of two parameters, n and 
p. The parameter n specifies the number of vertices in the graph; the parameter p, 
0<p<1, specifies the probability that any given pair of vertices constitutes an edge. In 
the experiment, up to 300-vertex graphs with different probability are used.  

To evaluate our results, we compared the results of Lee et al. with our results. For 
each of instances, 100 simulation runs were performed. Information on the test graphs 
as well as all results is shown in Table.1. The results that we recorded for each graph 
are the solutions in number of embedded edges, produced by the algorithm of Lee et 
al., and by the proposed algorithm. Table.1 shows that the proposed method can find 
better solutions than Lee et al.’s algorithm in all problems, although the computing 
time becomes longer. 
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5   Conclusion 

We have proposed a saturation binary neuron model and used it to construct a 
Hopfield-type neural network which is called saturation binary neural network 
(SBNN). The SBNN is used to solve the bipartite sub-graph problems. The simulation 
results show that SBNN is capable of finding better solutions than other methods. 
Also, it can be seen that the SBNN is problem independent and can be used to solve 
other combinatorial optimization problems.  
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