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Abstract. We consider estimation of relevance of attributes used for
classification This estimation takes into account the predictive capabil
ities of the attributes To this end, we are using Bayesian confirmation
measure The estimation is based on analysis of rule classifiers in classifi
cation tests The attribute relevance measure increases when more rules
involving this attribute suggest a correct decision, or when more rules
that do not involve this attribute suggest an incorrect decision in the
classification test; otherwise, the attribute relevance measure is decreas
ing This requirement is satisfied by a monotonic Bayesian confirmation
measure Usefulness of the presented measure is verified experimentally
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1 Introduction

There are at least two possible goals of learning from classification data One
common goal is the discovery of relations between values of the condition at
tributes and the classes (ie values of the decision attribute) A second, less
popular one, is the detection of attribute relevance, which involves identification
of attributes that are crucial for correct prediction

In this paper, we propose a method for eliciting useful information concerning
the attributes from analysis of predictive capacity of a set of decision rules
This information may be useful for finding relevant subsets of attributes, ie
subsets that, when fed to classifiers, improve the accuracy of classification At the
same time, the information may constitute good evaluation measure of individual
attributes The method that we present employs relevance measure that has the
Bayesian confirmation property

In practice, usefulness of subsets of attributes cannot be simply expressed
as a sum of the usefulness of single attributes As an illustration, consider two
identical attributes with a high (and equal to each other) individual relevance,
and a third one, independent of the two, of a lower individual relevance Now,
define a set consisting of the two identical, highly relevant attributes, and a set
consisting of one highly relevant and the less relevant one Owing to inevitable
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duplication of information, the set consisting of two identical attributes carries
potentially less information about the objects than the set consisting of two
different attributes In consequence, the set with two highly relevant attributes
cannot be evaluated higher than the set with one highly relevant and one less
relevant attribute In the presented approach the elicited information constitutes
a good trade off between the relevance of individual attributes and the relevance
of sets of attributes

The rest of the paper is organized as follows Section 2 presents related works
In Section 3, we describe the method for estimating attribute relevance from
decision rules In section 4, we present an experimental evaluation of the method
Final remarks and conclusions are contained in Section 5

2 Related Works

In the following review, we briefly describe some works that are related to our
proposal We start with general methods that explain how individual attribute
values contribute to predictions [I5JI6] These methods can be applied to any
classifier (and thus, also to a rule based one) in a uniform way All these meth
ods use basically the same approach, in which attribute value’s contribution is
defined as a difference between the model’s initial prediction and its average pre
diction across perturbations of the considered attribute Such an approach can
lead to some problems, explained and addressed in [16] Nevertheless, possibility
of application of these general methods to the evaluation of the contribution of
whole attributes (i e all values of an attribute) seems to be an open question
On the other hand, the approach presented in this paper can be generalized in
a way that allows to assess contribution of individual attribute values to pre
dictions (e g by binarization of attribute values) Moreover, interest in general
methods is well motivated in case of black box models In case of transparent
models, like decision rules, this motivation is less important Another method
that allows to evaluate importance of conditions in a set of decision rules (i e in
dividual attribute values) was presented in [I0] This method has a similar foun
dation (Shapley value) However, the evaluation of condition importance is made
independently from predictive performance of rules

An approach that permits to discover attributes that are important from clas
sifier performance perspective was proposed in the context of Random Forests [7]
In this approach, contribution of an attribute to the performance of the classi
fier is derived by comparing the performance of a forest learned on the original
data set to the performance of the forest that was learned on a data set with
randomly permuted values of the attribute

Moreover, measuring the relevance of rules has recently received much atten
tion Various quantitative measures of rule relevance (attractiveness) have been
proposed and studied The most commonly used measures of relevance include
support, confidence, lift and rule interest function (see e g [8I14] for a survey
on these measures) The proposed measures are, however, considered only with
respect to identification of the most useful rules and filtering out the least useful
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ones A common conclusion resulting from this research is that there is no sin
gle way for assessment of rule relevance that would work best on every real life
problem To qualify interestingness measures of decision rules, some desirable
properties have been required for them, in particular the property of Bayesian
confirmation [§] This one, in turn, should possess other desirable properties, like
special kinds of symmetry or monotonicity [9]

3 Attribute Relevance and Properties of Rules

We consider attribute relevance measures that satisfy the property of confir
mation These measures are taking into account interactions between attributes
represented by decision rules In this case, the property of confirmation is related
to quantification of the degree to which presence of an attribute in the premise
of a rule provides evidence for or against the conclusion of the rule The measure
increases when more rules involving an attribute suggest a correct decision, or
when more rules that do not involve the attribute suggest an incorrect decision,
otherwise it decreases

Let us first give some basic definitions A rule induced from a learning data
set L can be denoted as F — H, which reads as “if E, then H” A rule consists
of a condition part (called also the premise or the evidence) E, and a conclusion
(called also the prediction or the hypothesis) H Considering a finite set of condi
tion attributes A = {aq,az,...a,}, we can define the condition part of the rule
as a conjunction of elementary conditions on a particular subset of attributes:

E:eil/\eiz/\.../\eip, (1)

where {i1,42,...9p} € {1,2,...,n}, p < n, and e;, is an elementary condition
defined on the value set of attribute a;,, h € {i1,i2,...4,} (e g, a;, > 0.5)

The set of rules R induced from data set L can be applied to objects from L
or to objects from a testing set T A rule r = E — H, r € R, covers object x
(x € LoraxeT)if x is satisfying the condition part E We say that the rule
is correctly classifying x if it both covers x and z satisfies the decision part H
In other words, we say that rule r is true for object x if it classifies this object
correctly, and it is not true otherwise

By a; > E we denote the fact that E includes an elementary condition e;
involving attribute a;, i € {1,2,...n} An opposite fact will be denoted by
a; ¥ E Let us consider object = (x € L or € T), and set of rules R We use
the following notation throughout the paper:

a=|HA(a;>FE)| the number of rules that correctly classify z and involve
attribute a; in the condition part,

b=|HA(a; ¥ E)| the number of rules that correctly classify z and do not
involve attribute a; in the condition part,

¢ = |-H A (a; > E)| the number of rules that incorrectly classify = and
involve attribute a; in the condition part,

d=|-HA (a; % E)| the number of rules that incorrectly classify = and do
not involve attribute a; in the condition part
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Usually, we are more interested in how the induced rules are performing for a
fixed set of objects than for one fixed object Thus, the previously introduced
parameters can be summed over the given set of objects Nevertheless, in such a
case, we will keep the same notation for the sake of simplicity Observe that for
a fixed set of objects T', a is interpreted as the number of all rules that correctly
classify objects from T and involve attribute a; Interpretation of the remaining
parameters is analogous The values of a, b, ¢, and d can be also treated as
frequencies that may be used to estimate probabilities, e g Pr(H A (a; > E)) =
a/(a+b+c+d),or Pr(a;>FE)=(a+c)/(a+ b+ c+d)

Formally, an relevance measure c¢(H, (a; > E)) has the property of Bayesian
confirmation if and only if it satisfies the following conditions:

>0 if Pr(H|(a;>E)) > Pr(H),
c(H,(a;>E))=<=0 if Pr(H|(a;>FE))=Pr(H), (2)
<0 if Pr(Hl|(a;> E)) <Pr(H)

The conditions of definition (2)) thus equate the confirmation with an increase
of the probability of the hypothesis caused by the evidence while disconfirma
tion with a decrease of the probability of the hypothesis caused by the evidence
Finally, neutrality is identified in case of lack of influence of evidence on hypoth
esis Now, there are at least three logically equivalent ways to express the fact
that a; > F confirms H [I1I] in the context of the Kolmogorov theory of proba
bility [13] Namely: Pr(H|(a; > E)) > Pr(H), Pr(H|(a; > E)) > Pr(H|(a;  E)),
and Pr(H|(a; > E)) > Pr((a; > E)|-H) The second way is especially interesting
for our purposes It allows for a redefinition of the relevance measure satisfying
the Bayesian confirmation (2]) to the form of the following conditions:

>0 if Pr(H|(a;>FE)) > Pr(H|(a; ¥ E)),
c¢(H,(a;>E))=4¢=0 if Pr(H|(a;>F))="Pr(H|(a; ¥ E)), (3)
<0 if Pr(Hl|(a;>E)) <Pr(H|(a; ¥ E))

When probabilities are estimated in terms of frequencies, ([2) and (@) may be
expressed in terms of a, b, ¢, and d We use normalized confirmation measure
1, defined in [I1], since it has some desirable properties which are useful for
our application These properties guarantee that the measure handles properly
extreme situations (no positive examples or no counterexamples for the hypoth
esis) Measure ¢1, when applied to attribute confirmation, is defined as follows:

ad—bc :
at B ieig WG > plahe=0,
ad—bc : a b
c (H (a4 I>E)) — (a+c)(c+d) if a+tc > b+d Ae >0, (4)
I —a+ B, 0dzbe o gp a0 b g
(b+d)(c+d) a+c b+d -
ad—bc :
(a+b)(a+c) if a+c < b+d Na > O

where @ >0, 6 >0,and a+ =1
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4 Experiments

The purpose of the experiment was to select the most confirmatory attributes
and to demonstrate that classifiers constructed on these attributes are better
then the ones constructed on less confirmatory attributes In other words, first,
we wanted to check the distribution of attribute confirmation on different data
sets, and second, we wanted to show that the distribution is meaningful with
respect to the predictive performance of constructed classifiers The experimen
tal procedure was conceptually simple, but computationally expensive In the
main step of the procedure we estimated attribute confirmations by construct
ing multiple sets of rules on randomly selected subsets of the original objects
More precisely, we constructed bagging ensembles [45] with VC DomLEM rule
component classifiers [6]

4.1 Experimental Setup

The estimation of attribute confirmation ¢;(H, (a; > E)) has been made in three
distinct ways, depending on hypothesis H: Firstly, in single rule estimation
(SRE), we test if a single rule (in the ensemble) involving attribute a; assigns
objects correctly Secondly, in component classifiers estimation (CCE), we test if
the component classifier including rules that involve attribute a; assigns objects
correctly Finally, in ensemble estimation (EE), we test if the whole ensemble
composed of rules that involve attribute a; assigns objects correctly

The following assumptions have been made in all the experiments Values
of a, and 8 were set to 0.5 Such an assumption leads to a sensible trade off
between the confirmation and disconfirmation cases detected by the measure
The number of rule component classifiers in each of the ensembles was 10 To
get reliable estimates of confirmation the rules were constructed on training
data sets resulting from 10 fold cross validation For better reproducibility of
the results we repeated the cross validation 10 times

The data sets used in experiment were all real life data sets of miscellaneous
origin and nature, obtained from the UCI Repository [1I] The sets had been
created for scientific purposes and were used in different experiments, which
were, however, not necessarily related to experimental confirmation evaluation
All data sets were preprocessed in a way allowing their treatment in a general
dominance based rough set approach classification scheme [2/3] This scheme
allows to handle ordinal and non ordinal classification problems in a uniform
way by considering multiple realizations of original attributes As a result, the
number of continuous attributes in the preprocessed data sets doubled Discrete
attributes were binarized and the number of resulting binary attributes doubled
Consequently, the numbers of attributes specified in tables and figures is higher
than in original data sets

4.2 Experimental Results

For brevity of presentation, we present a chart of typical ¢; confirmation val
ues in Figure [l In most of the cases these values are clustered around zero
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Table 1. Basic characteristics of the real life data sets used in the experiments

d Short Nature of #Continuous #Discrete

Name Full Name Cond Attr Cond Attr Cond Attr 7#Objects
1 breast w Breast Cancer Wisconsin discrete 0 18 699
2 colic Horse Colic mixed 14 106 368
3 diabetes Pima Indians Diabetes continuous 16 0 768
4 heart statlog Statlog (Heart) mixed 16 36 270
5 ionosphere Ionosphere continuous 68 0 351
6 labor Labor Relations mixed 16 36 57
7 parkinsons Parkinsons continuous 44 0 195
8 promoters Promoter Gene Sequences discrete 0 456 106
9 spectf SPECTF Heart continuous 88 0 349
10 vote Congressional Voting Records discrete 0 32 435

(exceptions in this respect are data sets labor and promoters) This means
that most of the attributes do not confirm or disconfirm the correct classifica
tion It follows that only a small fraction of those present in the elementary
conditions of the rules turns out to be more useful than others

Kendall’s 7 correlation coefficients [12] were calculated in order to check the
impact of the distinct ways in which the values of ¢; were estimated Their values,
presented in Table 2] indicate clearly that the most similar are the subsets of
attributes identified by SRE and CCE This was expected because SRE and
CCE are more similar to each other than to EE EE results in significantly more
diversified sets of confirmatory attributes than the other two ways of estimation

Table 2. Kendall’s 7 coefficients between ranks of c¢; attribute confirmation values
estimated on different levels

SRE/ SSR/ CCE/
CCE EE EE

breast w 09216 08562 0 8301
colic 0 7808 0 5256 0 4927
diabetes 09216 08562 0 8301
heart statlog 0 8235 0 8190 0 7572
ionosphere 05237 03033 0 1128
labor 07896 0 5747 0 5928
parkinsons 0 8499 0 6892 0 7040
promoters 06960 0 4069 0 4200
spectf 08417 0 5441 0 5572
vote 09657 09335 09173

Data Set

The next step in our experiments consisted in checking whether the most
confirmatory attributes (i e , the attributes having highest values of ¢1) produce
better classifiers than the less confirmatory attributes In Table [B] we present
overall classification accuracy (OCA) of ensemble classifiers learned on the half
of most confirmatory attributes (1/2 MC) according to: SRE, CCE, and EE,
respectively In the same table we also present OCA of the classifier learned on
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Fig. 1. Values of ¢; confirmation measure single rule estimation on vote data set

the whole set of attributes (base) and OCA of the one learned on the half of the
least confirmatory attributes (1/2 LC) The best among classifiers is marked with
an asterisk The better of classifiers learned on the half of the most confirmatory
attributes and the rest of the attributes is marked by bold typeface

Results in Table [B] show that the half of the most confirmatory attributes,
according to SRE, almost always produces the best classifier in all cases it
outperforms the classifier learned on the rest of the attributes and in most cases
it outperforms the base classifier learned on all the attributes (with the excep
tion of: breast w, diabetes, and parkinsons) This result can be attributed,
partly, to the applied preprocessing of the data The information encoded by
each of the original attributes is rendered at least twice in the transformed data
sets Nevertheless, the results prove that the attributes identified as the most
confirmatory are crucial for high OCA in prediction

The results for CCE resemble the results obtained for SRE, although the
OCA of the classifiers learned from the most confirmatory attributes is lower
In accordance with this observation, base classifier is better than the others for
one additional data set: labor The results for EE show the same trend that
was observed for SRE and CCE Ensemble estimation of ¢; leads to subsets
of attributes that are worse in terms of predictive properties with respect to
these selected by component classifiers estimation and single rule estimation
The classifiers learned on the most confirmatory attributes are still better than
those learned on the rest of the attributes (with one exception: parkinsons data
set), but worse, in most of the cases, than the base classifiers
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Table 3. Overall classification accuracy of classifiers constructed on the most confir
matory and the least confirmatory attributes

Id Base

1 96.2 T0.31*
2 84.0 10.58
3 75.5 10.64%
4 81.3 71.00
5 92.9 70.85
6 87.0 72.38
7 87.6 T1.22%
8 90.3 72.95
9 90.5 10.94
10 93.2 10.72

SRE

1/2 MC 1/2 LC

96.1 70.26 00.0 10.00
85.4 T0.78* 68.5 T0.81
68.4 10.77 17.5 10.60
81.5 T1.34% 44.0 T1.73
93.9 10.37* 87.8 T0.84
87.9 T2.54*% 69.5 72.96
86.6 T1.58 83.4 £1.00
93.8 72.03* 51.3 72.39
91.2 10.94 86.6 71.38
94.1 10.81 20.7 £3.34

CCE

1/2 MC 1/2 LC

96.1 70.26 00.0 10.00
85.4 11.09 66.2 70.78
68.4 10.77 17.5 T0.60
81.5 11.04% 42.6 T1.68
93.0 10.84 87.7 F1.01
87.0 11.95 73.3 T1.72
86.4 T1.52 83.7 t1.38
93.5 T1.49 559 t2.67
91.4 T1.00* 86.1 +1.70
94.1 10.81 20.7 73.34

EE
1/2 LC

86.6 10.92
70.9 11.53
17.5 10.60
45.0 T1.66
87.5 10.70
80.5 12.65
86.8 10.64
82.0 71.63 73.6 71.89
90.8 1.03 88.6 11.47
94.5 10.68* 40.4 £3.79

1/2 MC

96.0 10.29
83.7 10.69
68.4 10.77
81.1 10.60
93.2 10.35
84.9 T2.11
86.2 T1.61

An otherwise interesting result was obtained for breast w data set, which
contains condition attributes that are monotonically correlated with the deci
sion attribute In our experiment, all the conditional attributes with value sets
ordered in the same direction as the order of the decision classes were identi
fied as the most confirmatory In result, the classifier learned on the rest of the
attributes was not able to make absolutely any correct prediction

5 Conclusions

In this paper we presented and evaluated rule based estimation methods of at
tribute relevance All these methods are based on computation of ¢; confirmation
measure, which had been proven to be theoretically superior to other, similar
measures Our evaluation complements these previous results by showing that
the measure is useful in the predictive perspective More precisely, we demon
strated, in experiment, that the attributes identified by this measure as the
most confirmatory are the ones that are crucial in constructing accurate classi
fiers Moreover, we showed that the attributes that are the most confirmatory
according to single rule estimation are the most useful in prediction This result
is concordant with the observation that this way of estimation is the most direct
(ie it is not dependent on the effects of aggregation of rules, which disturb the
other ways of estimation)
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