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Abstract. A rough set approach to mining incomplete data is presented
in this paper. Our main tool is an attribute-value pair block. A charac-
teristic set, a generalization of the elementary set well-known in rough
set theory, may be computed using such blocks. For incomplete data
sets three different types of global approximations: singleton, subset and
concept are defined. Additionally, for incomplete data sets a local ap-
proximation is defined as well.

1 Introduction

Many real-life data sets are affected by missing attribute vales. Mining such
incomplete data is very challenging. Recently we observe intensive activity of
the rough set community in this area [1–38].

In a rough set approach to mining incomplete data we may take into account
a source of incompleteness. If an attribute value was accidentally erased or is
unreadable, we may use the most cautious approach to missing attribute val-
ues and mine data using only specified attribute values. This type of missing
attribute values will be called lost and denoted by “?”. Mining incomplete data
affected by lost values was studied for the first time in [22]. In this paper two
algorithms for rule induction from such data were presented. The same data sets
were studied later, see, e.g., [36, 37].

Another type of missing attribute values may happen when a respondent
refuses to answer a question that seems to be irrelevant. For example, a patient
is tested for flu and one of the questions is a color of hair. This type of missing
attribute values will be called a “do not care” condition and denoted by “*”. The
first study of“do not care”conditions, again using rough set theory, was presented
in [6], where a method for rule induction in which missing attribute values were
replaced by all values from the domain of the attribute was introduced. “Do not
care” conditions were also studied later, see, e.g. [24, 25].

In a special case of the “do not care” condition, called an attribute-concept
value, and denoted by “−”, we know that the corresponding case belongs to a
specific concept X , and, as a result, we replace the missing attribute value by
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attribute values for all cases from the same concept X . A concept (class) is a set
of all cases classified (or diagnosed) the same way. For example, if for a patient
the value of an attribute Temperature is missing, this patient is sick with Flu, and
all remaining patients sick with Flu have Temperature values high then using the
interpretation of the missing attribute value as the attribute-concept value, we
will replace the missing attribute value with high. This approach was introduced
in [10].

An approach to mining incomplete data presented in this paper is based on the
idea of an attribute-value block. A characteristic set, defined by means of such
blocks, is a generalization of the elementary set, well-known in rough set theory
[39–41]. A characteristic relation, defined from characteristic sets, is, in turn, a
generalization of the indiscernibilty relation. As it was shown in [7], incomplete
data are described by three different types of approximations: singleton, subset
and concept. For rule induction from incomplete data it is the most natural to
use the MLEM2 (Modified Learning form Examples Module, version 2) since
this algorithm is also based on attribute-value pair blocks.

2 Rough Set Approaches to Missing Attribute Values

Our basic tool to analyze data sets is a block of an attribute-value pair. Let (a, v)
be an attribute-value pair. For complete data sets, i.e., data sets in which every
attribute value is specified, a block of (a, v), denoted by [(a, v)], is the set of all
cases x for which a(x) = v, where a(x) denotes the value of the attribute a for
the case x. For incomplete data sets the definition of a block of an attribute-value
pair is modified.

– If for an attribute a there exists a case x such that a(x) = ?, i.e., the corre-
sponding value is lost, then the case x should not be included in any blocks
[(a, v)] for all values v of attribute a,

– If for an attribute a there exists a case x such that the corresponding value is
a “do not care” condition, i.e., a(x) = ∗, then the case x should be included
in blocks [(a, v)] for all specified values v of attribute a.

– If for an attribute a there exists a case x such that the corresponding value
is an attribute-concept value, i.e., a(x) = −, then the corresponding case x
should be included in blocks [(a, v)] for all specified values v ∈ V (x, a) of
attribute a, where

V (x , a) = {a(y) | a(y) is specified , y ∈ U, d(y) = d(x)}.

For a case x ∈ U the characteristic set KB(x) is defined as the intersection of
the sets K(x, a), for all a ∈ B, where the set K(x, a) is defined in the following
way:

– If a(x) is specified, then K(x, a) is the block [(a, a(x)] of attribute a and its
value a(x),

– If a(x)) =? or a(x) = ∗ then the set K(x, a) = U ,
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– If a(x) = −, then the corresponding case x should be included in blocks
[(a, v)] for all known values v ∈ V (x, a) of attribute a. If V (x, a) is empty,
K(x, a) = U.

The characteristic relation R(B) is a relation on U defined for x, y ∈ U as follows

(x , y) ∈ R(B) if and only if y ∈ KB (x ).

The characteristic relation R(B) is reflexive but—in general—does not need to
be symmetric or transitive.

2.1 Global Approximations

Note that for incomplete data there is a few possible ways to define approxima-
tions [10, 42]. We will start from global approximations.

Let X be a concept, let B be a subset of the set A of all attributes, and
let R(B) be the characteristic relation of the incomplete decision table with
characteristic sets KB(x), where x ∈ U . A singleton B-lower approximation of
X is defined as follows:

BX = {x ∈ U | KB(x) ⊆ X}.
A singleton B-upper approximation of X is

BX = {x ∈ U | KB(x) ∩ X �= ∅}.
The second method of defining global lower and upper approximations for com-
plete decision tables uses another idea: lower and upper approximations are
unions of characteristic sets, subsets of U . There are two possibilities. Using the
first way, a subset B-lower approximation of X is defined as follows:

BX = ∪{KB(x) | x ∈ U, KB(x) ⊆ X}.
A subset B-upper approximation of X is

BX = ∪{KB(x) | x ∈ U, KB(x) ∩ X �= ∅}.
The second possibility is to modify the subset definition of lower and upper ap-
proximation by replacing the universe U from the subset definition by a concept
X . A concept B-lower approximation of the concept X is defined as follows:

BX = ∪{KB(x) | x ∈ X, KB(x) ⊆ X}.
Obviously, the subset B-lower approximation of X is the same set as the concept
B-lower approximation of X . A concept B-upper approximation of the concept
X is defined as follows:

BX = ∪{KB(x) | x ∈ X, KB(x) ∩ X �= ∅} =
= ∪{KB(x) | x ∈ X}.

Note that for complete decision tables, all three definitions of lower approxima-
tions, singleton, subset and concept, coalesce to the same definition. Also, for
complete decision tables, all three definitions of upper approximations coalesce
to the same definition.
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2.2 Local Approximations

An idea of local approximations was introduced in [20]. A set T of attribute-value
pairs, where all attributes belong to the set B and are distinct, will be called
a B-complex. A block of T , denoted by [T ], is the intersection of all blocks of
attribute-value pairs (a, v) from T . A B-local lower approximation of the concept
X is defined as follows

∪{[T ] | T is a B-complex of X , [T ] ⊆ X }.

A B-local upper approximation of the concept X is defined as the minimal set
containing X and defined in the following way

∪{[T ] | ∃ a family T of B-complexes of X with ∀ T ∈ T , [T ] ∩ X �= ∅}.

Note that a concept may have more than one local upper approximation [20].
For rule induction from incomplete data, using rough set approach, the most

natural is to use the MLEM2 data mining algorithm, for details see [43], since
MLEM2 is based on attribute-value pair block as well.

3 Conclusions

An idea of the attribute-value block is extremely useful. We may use it for
computing characteristic sets that are used for determining lower and upper ap-
proximations. Even more, the same idea is used in rule induction in the MLEM2
algorithm. Note that for completely specified data sets the characteristic relation
is reduced to the indiscernibility relation and all three type of global approxima-
tions are reduced to ordinary approximations, well-known from rough set theory.
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