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Preface

The 2011 International Conference on Artificial Intelligence and Computational
Intelligence (AICT 2011) was held during September 23-25, 2011 in Taiyuan,
China. AICI 2011 received 1,073 submissions from 20 countries and regions.
After rigorous reviews, 265 high-quality papers were selected for publication in
the AICI 2011 proceedings. The acceptance rate was 24%.

The aim of AICI 2011 was to bring together researchers working in many
different areas of artificial intelligence and computational intelligence to foster
the exchange of new ideas and promote international collaborations. In addition
to the large number of submitted papers and invited sessions, there were several
internationally well-known keynote speakers.

On behalf of the Organizing Committee, we thank Taiyuan University of
Technology for its sponsorship and logistics support. We also thank the mem-
bers of the Organizing Committee and the Program Committee for their hard
work. We are very grateful to the keynote speakers, session chairs, reviewers, and
student helpers. Last but not least, we thank all the authors and participants
for their great contributions that made this conference possible.

September 2011 Hepu Deng
Duogian Miao

Fu Lee Wang

Jingsheng Lei
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Optimization Model of Rotation Irrigation Channel
Distribution with GA and FS

Weizeng Gao, Zhou Yu, and Guoyi Miao

Henan Institute of Science and Technology, HeNan Xinxiang 43000, China

Abstract. Optimal water distribution in irrigation district (ID) is an important
method and countermeasure for reasonably restraining the water requirements,
effectively increasing the water supply, and actively protecting the ecological
environment etc. According to the genetic theory, it is essential to discarding the
traditional binary system coding for solving water distribution. Considering GA
sinking into the partial solution easily, a free search algorithm is introduced. It
extend the search space for algorithms, enhancing the quality of gene coding,
adjusting the discharge of canal , making every canal closed at the same time,
decreasing the discarding water of canal, reducing the time of manual work. It
has excellent theoretical and realistic effect on distributing water.

Keywords: Genetic algorithms, free search algorithms, the model of optimal
distributing.

1 Introduction

Water distribution in Channel is one of the important contents of irrigation scheduling.
Scientific and rational scheduling has greatly improving the utilization of irrigation
water, reducing the waste water. The optimization of irrigation water can be divided
into two models: one is aim at increasing benefits from irrigation water optimal
distribution [1]; the second [2-4] is aim at minimizing water loss of irrigation channels.
Influenced by cropping systems, rainfall, water irrigation, soil moisture, agricultural
crop price; it is difficult to put use the first model in irrigation area for requiring many
parameters that are confirmed hardly. In fact water distribution is confirmed by the
smallest water losses, the shortest time in most current irrigation area according to
actual situation. Being relatively simple, more convenient, few parameters required,
the second model is more convenient for expand in irrigation area.

Lv hongxing and Song songbai have been researching it deeply, its coding
according to binary system. It is inevitable to involve quantification error and
consider balance the length of coding .Just as taking frequency sample from scattering
continuous system would leading to lack fidelity, scattering continuous function
would not to be true to the original, it could not reflect to the feature of its problem,
because creating building blocks code is difficult. The longer of coding, the lesser of
quantification. This would slow down the degree of convergence. So using natural
coding, that is to say encoding the number of channel correspond to people thinking,
Considering GA sinking into the partial solution easily , free search algorithms is
introduced. It extend the search space for algorithms, enhancing the quality of gene

H. Deng et al. (Eds.): AICI 2011, CCIS 237, pp. 1-§, 2011.
© Springer-Verlag Berlin Heidelberg 2011



2 W. Gao, Z. Yu, and G. Miao

coding, adjusting the discharge of canal , making every canal close at the same time,
decreasing the discarding water of canal, reducing the time of manual work.

2 Setting the Mathematical Model for Water Distribution

The model is aimed at solving the optimal schedule for water distributionaccording to
the fixing quantity of flow, the changing times, and the different priority level.
Supposing the quantity of flow of superior channel that has N subordinate channels is
Q, the design flow and the actual flow in the subordinate channel is Qsj, Qj,
(j=1,2,...N) , in view of demand for practical water distribution and decreasing the
lose of water distribution in channel, variation of the actual flow would change
0.8~1.2 times to its design flow. T is rotation, tj, tlj. t2j Vj respectively stand for
the total time of water distribution, the beginning time, the ending time and
demanding water yield in the j subordinate channel, t2j - t1j = tj. The goal is to
decreasing the water loss in superior and subordinate channel for water distribution.
Objective function

Zl1=min(V_ +V_) (1)

Su

Vs~ Vg respectively stand for the total water loss in superior and subordinate
channel.

According to document [5-6]

‘/“l — AULUVU Qu (2)
‘ 100

A,. mu respectively stand for coefficient of water permeability and index number of
water permeability of the superior channel, Lu stands for the length of the superior
channel, V, stand for gross water requirements, Q, stands for the actual flow in
superior channel (m3/s).

N N
—mdj —mdj
2 SALLV, Q™) Y ALV,
Vo = —
M 100 100
N stands for the total number of channel, j stands for the ordinal number of the
channel, A;, mdj stand for coefficient of water permeability and index number of
water permeability of the subordinate channel. Lj stands for the length of the
subordinate channel, V;stand for gross water requirements in subordinate channel, Q;
stands for the actual flow in subordinate channel (m3/s).
According to 1, 2,3, we have the formula as follow :

3)

N .
min(4,L,V,0, ™ + le ALYVO™) @
=

100

Z, =min(V, +V_,)=
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A,. mu, V,. Lu. A;, mdj. Lj. Vjis constant value, according to Z1, it is
approximately considered that the more flow in channel, the less loss in gross water.
if you want to decreasing the loss of gross water, you must be increasing the flow of
water in channel.

The losing water in channel includes the transporting water loss and the
abandoning water loss. So decision-maker expects the less time of water distributing,
the good of results. The best result is all of channel will be closed at the same time.
This will be able save manpower as well as decreasing water loss in channel. Because
the parameter of channel is invariable, so the minimal time of water distributing is
that:

22 = min (max l‘zj—min tli) (5)
1< j<N 1< j<N
maxty; stands for the latest time of all channels, mint,; stands for the first time of all
channels. Every project for distributing water has its distributing time is that: maxt; -
mintzj
Suppose at the time of day t, the latest channel begin to distributing water. There are
k-1 channels still distributing water simultaneously. The latest finished time of k-1
channels is T2. So the goal of this function is to decreasing the time between these
channels.

Z, = min (Z (T, - t2j)) (6)

j=k

Summing the different distributing time between all channels, out goal is to find the
minimal time of all projects available.

N stands for the total number of subordinate channels, j stands for ordinal number
of channels.

3 The Qualification of Model

(1) restriction on rotating time: suppose the longest allowed time for distributing
water is T, the total time of all channels for distributing water in every project must
less than T.

(2) restriction on the discharge of superior channels: the total discharge of
subordinate channels must less than the discharge of superior channel at one time.

(3) restriction on the discharge of channels: the actual discharge of every channel
must less than the designing discharge.

(4) restriction on the discharge: the time multiply the discharge equals to the total
discharge of every channel, the extension of the discharge in every channel is 0.8~
1.2 times to its designing discharge.
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4 Structure to Genetic Algorithm for Distributing Water

(1) confirming the variable and every restriction for design-making, the variable
for design-making is Z1. Z2. Z3, restriction is mentioned above.

(2) set up the optimal model. According to objective, set up the function.

(3) set up chromosome code for every feasible solution, that is to describe the
function with chromosome coding.

(4) set up the way to decode chromosome code, that is to translating the
chromosome code to actual project for distributing water.

(5) set up the switch regulation from object function to individual fitness.

(6) set up the way for selective computation, crossover computation, mutational
computation and so on.

(7) set up the initial condition: terminal evolving generation , initial population
size, probability of crossover.

S The Realization of Genetic Algorithms for Distributing Water

The theory of genetic algorithms is similar to different problem, so does the
implement step. The difference is that men using different coding according to
dissimilar problem. It is hard or easy to implementing genetic algorithms determined
by the coding. The innovation in text is coding and mutation.

5.1 Coding

It is difficult to implement distributing water with binary system coding for having
many distributing channels, extremely long code. In addition, with binary system
coding to deal with problem is different to the way of men to solve problem. It will
add difficulty to design program. So, the sequence of distributing channel will be
taken to expressing the chromosome. Allele is n integer or n token.

Supposed the list files of type of the distributed channel is w1, assigning sequence
number to every distributed channel, this list number is w2.

W1: ( Vi Vo Vi . Vn)

)
w,= (1, 2, 3, . on
V-V, corresponding to 1 —n one by one, using this coding:
T:123456 ...... n
The project will be expressed with T. Starting from V,, taking turn V,, Vj,
....... V., channel will be completely distributed.

5.2 Decoding

According to every project for distributing water, suchas T: 1 2 3 4 5 6 ...... n,
distributing water to k preceding channels. Suppose any one distributed channel is
finished, checking in the discharge of k+1 channel, comparing the discharge of k+1
channel and the discharge in finished channel, if the former is larger, then distribute
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water to k+1 channel, or waiting for another finished channel, add two finished
channels discharge ,comparing again the discharge of k+1 channel and the sum
discharge in finished channel, if the former is larger, then distribute water to k+1
channel, or waiting for another finished channel. According to the theory, channel
will be distributed completely.

Without extra exterior information, the genetic algorithms will evaluate its
chromosome with fitness function.

5.3 Fitness Function

There are three parameters to construct fitness function: Z1. Z2. Z3. Taking the max
discharge will meet the satisfaction to Z1, Z2 is selected as fitness function (the small,
the good ). Z3 is reference fitness function. Z3 will be used on condition that two
project has the same value of Z2 (the small, the good).

In distributing water, there are many restriction that will be met in coding process
and decoding process expect rotation time and precedence level for distributing water.
When decoding the chromosome, if one restriction could not be met, f=72x2, if two
restriction could not be met, f=72x4, Not only enlarging the difference between
chromosome, The punishing computation will avail to convergence.

5.4 Design Gene Operator

Resembling to traditional gene algorithms, algorithms applied to this text is different
in gene computation and evolutional computation. Genome mutation applied to text is
multiplicity, not only including mutation between genome that is exchange the
position in every gene, and also mutation in genome that is change the discharge of
distributed channel.

(1) design crossover operator The request for crossover operator is that: we will
get two another practical project after crossing any pair distributing water project.

(2) design mutation operator A: Mutation in genome mutation has two functions
in genetic algorithms: one is to provide variety for keep another operator work, the
second is to act as search mutation. Mutation is always applying to single
chromosome. There are many Mutation has many kinds such as inverse mutation,
cross mutation, insert mutation. Inverse mutation is applied to the text. Inverse
mutation is that selecting two genes in chromosome randomly and change its position
one another. This will bring another new chromosome. For example, We will get T'x
from Tx by changing the position between the fourth gene and the eighth gene in
chromosome.

Tx=BCAIDEJHIIFG)
T'x=BCAIITHJEDIFG)

B: mutation in genome Every channel changes its discharge within its allowed
value. For any distributing water project, the key to problem-solving is to deal with
disperse random value. Free Search(FS) algorithms are highly adaptable to the value.

Penev and Littlefair put forward Free Search(FS) algorithms recently[7]. In world,
the animals such as horse or sheep has the innate qualities to looking for food. They
cooperate each other and keep touch with each other within seeking process. The
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animals has essential qualities : sense, mobile. Animal discern the road with sense in
mobile. In seeking process, individual animal will change its searching way with its
sense. It is similar to men to studying knowledge in world. In seeking process,
individual change its searching way according to experience and knowledge.
Individual could move to two directions: searching with little steps near to its position
and searching with large step in global area. It is the innovation and advantage of
Search algorithms. GA have the advantage of local searching, on the other hand , FS
is in global searching. So applying GA to get relatively project, changing the
discharge of channel with FS, we will get the best project for problem.

There are three ways for searching the discharge of channel: mutate at the same
direction(increasing or decreasing at the same time), mutate at the different
direction(the singular number increasing and the even number decreasing or the
singular number decreasing and the even number increasing), mutate at random.
Applying penalty function, searching form the designed discharge of channel,
Searching steps is 0.0001 times of its designed discharge of channel.

5.5 Termination Conditions

The max number of generation of mutation will be set. The difference between the
previous generation and the next generation in fitness value also will be set. The text
takes the max number of generation is 2000.

Table 1. The rotational irrigation schedule of lateral canals in Fengjiashan ID (No.11 Branch
Canal in North Main Channel)

Name of canal area/hm’  time/h Name of canal area/hm’ time/h
1 82.93 138 13 53.33 75
2 3393 47 14 213.33 281
3 102.33 132 15 26.13 36
4 112.53 98 16 183.3 267
5 34.13 48 17 35 47
6 96.67 161 18 23.67 33
7 46.07 65 19 171.2 264
New 7 74.27 102 20 201.33 333
8 62.73 98 New 20 36 49
9 28 40 21 109.33 171
10 60.53 89 22 338 51
11 52.6 94 23 7.93 11

12 103.33 155 24 47.87 76
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Table 2. The results of distributing water

Name Timing Timing upLasting Flow Name timing timing upLasting Flow
of canal begin (time/h) time rate of canalbegin (time/h) time rate
(time/h) (time/h) (m3/s) (time/h) (time/h) (m3/s)
1 0 141 141 0.196 13 241.131 317.161 76.630 0.196
2 0 49295 49295 0.191 14 0 281.857 281.857 0.199
0 126.612 126612 0.209 15 84.873 119.203 34.330 0.210
4 141 241.131 100.131 0.196 16 49.295 329 279.755 0.191
5 0 50.615 50.615 0.190 17 281.857 329 47.173 0.199
6 0 153.09 153.09 0210 18 224.449 256.102 31.653 0.209
7 0 67.248 67.248 0.193 19 50.615 329 278.385 0.190
New 7 126.612 224.449 97.837 0.209 20 0 329 329 0.202
8 67.248 168.638 101.390 0.193 New 20119.203 165.930 46.728 0.210
9 153.090 191.124 38.035 0.210 21 165.931 329 163.070 0.210
10 0 84.873 84873 0.210 22 280.506 329 48.494 0.210
11 191.124 280.506 89.382 0.210 23 317.767 329 1121 0.196
12 168.638 329 160.362 0.193 24 256.102 329 7290 0.209

6 Experiments Results

Citing the data ShanXi province FengliaShan irrigation area , It have a lot of branch
channel in No.11 Branch Canal in North Main Channel. It is managed in two
segment, one is called FaMen, the other is called ChengGuan. FaMen has branch
channels:26, its designed discharge is 1.8m3/s. Discharge in each subordinate channel
is 0.2m3/s. According to scheme for distributing water, rotation time is 14 d (336 h).
Area and time for each channel is mentioned above.

7 Conclusion

(1) According as the genetic theory, it is essential to discarding the traditional
binary system coding for solving water distribution. Being consistent with the way of
thinking of the problem, decimal system is adopted. Using seriation of the canal for
coding, it is enhancing the efficiency for coding and reducing the difficulty of
programmer. It also make the result come close more to practice.

(2) Considering GA sinking into the partial solution easily , free search algorithms
is introduced. It extend the search space for algorithms, enhancing the quality of gene
coding, adjusting the discharge of canal , making every canal close at the same time,
decreasing the discarding water of canal, reducing the time of manual work. It have
excellent theoretical and realistic effect on distributing water .
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Abstract. Evaluation measure of web site is an important tool for web mining
and information release. Fatherly, maintainability is a notable merit among the
evaluation. But, the measure which is able to stably attain standardized
maintainability is absent in present. In fact, the merit is just implied in the
search engines. When the spiders of search engine periodically visits web site to
find new information and information update, both updating history and interval
of web site page, which reflect the maintainability of web site, are recorded into
search engine cache. By comparing latest web caches with current web pages,
maintainability degree of web site can be calculated, and then maintainability of
a web site is obtained too. The paper presents a search engine based
maintainability evaluation measure of web site. Some experiments aim to test
the measure illustrate the evaluation result and performance are credible and
valuable.

Keywords: Web Site, Maintainability Evaluation, Search Engine.

1 Introduction

Web has spread to all over the world and becomes the most important media in
human daily life. Every day, innumerable news, advertisement, video and other
format information are continually released via web sites. If something wants to be
known, the best method is to put it on a web site. But, there are hundreds of millions
web sites on the web to be selected, how to select a suit web sites for information
release become an issue.

In e-commerce domain, maintainability is an important merit for the selection, but it
always is ignored or hardly attained. When a businessman selects web site to publish
his advertisements, he usually prefers to one which is well maintained. But, how do
they investigate the maintainability? Apparently, it is exhausted by repeatedly manual
visitation. Especially, when number of candidates is very big, manual work becomes
impossible to be carried out. Moreover, numerical maintainability evaluation is also
useful reference for services promotion of web sites themselves. Hence, it is in agenda
to design an automated maintainability evaluation measure.

In information retrieval domain, which is closely related to e-commerce, maintain-
ability evaluation measure is also important. Ranking of search results, which consider

H. Deng et al. (Eds.): AICI 2011, CCIS 237, pp. 9-Id, 2011.
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maintainability factor, will improve performance of search engines. By giving a search
result rank according to information source quality, search engine will better satisfy
user’s long-term information requirement for similar topic.

Maintainability of web site may be directly reflected by its information update
content volume and frequency. In other words, if web site’s information (included in
web pages) is updated sharply and frequently, it is regarded as being in good
maintains status. Then, to detect information updating of a web site becomes an
important precondition.

2 Design of the Evaluation Measure

In this paper, the evaluation of web site update mainly is implemented by a special
detector, i.e. search engine. In order to find out useful information, Information
Retrieval (IR) technology is developed by internet scientists in the last century.
Today, many search engines based IR, such as altvista, overture, Google, Yahoo and
so on, are available on the Web. Most of these search engines have smoothly visited
web site on the web and recorded their variation for a long time. Thus, we may take
use of search engines as detector to find out web site update.

There are two advantages to do so. Firstly, search engine has some effective
mechanism, such as DNS cache, scalability, polite crawl, etc, to reduce negative
affection. So detection will not disturb information services of web site. Secondly,
because it need not design a special web site detector but using search engine, the cost
of evaluation system is cut down obviously. Having detected update information, our
maintainability evaluation measure calculates update content volume and interval
respectively through comparison between web caches and current web pages. Finally,
the two values are synthesized together into a normalization value.

We propose a novel measure to evaluate maintainability of web site by calculating
its information update status, which is detected by search engine. The measure is
called search engine based maintainability evaluation measure of web site. It contains
three steps:

. Test if variance of web site occurs or not.
. Calculate content volume and interval of information update.
. Synthesize the two values together into a normalization value.

3 Implement of the Evaluation Measure

Update of a web site is measured on the basis of two factors, i.e. variance of web page
content and interval update. For example the more content are replaced, the sharper
update is considered, while the lesser interval of update, the frequenter update is.

Assume that evaluated web site is composed of text web pages. The whole process
of search engine based maintainability evaluation measure of web site is illustrated in
Fig. 1, it mainly includes following three steps.
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3.1 Test the Variance of Web Sit

Input home page URL of web site W waiting for evaluation into software system
which is designed based our measure. In order to test whether the information of

W is updated, two kinds of web page, i.e. current web page and latest web cache, are
respectively collected from internet.

i% Input web site URL

Attain key web pages
belong to the web site

Get the latest web
Step 1 caches from IR engine

Get the current web
pages from web site

test variance
of web pages

change

No change

Step 2 Calculating similarity Calculating the
of two classes web page| | update interval

synthesized the two values together into a
Step 3 normalization value

Fig. 1. The process of search engine based evaluation measure

1) Attain key web pages belong to web site. Start from home page of W , all of web
pages under W will be traversed. In this course, each web page URL on the web
directory sub tree is collected into a set, which is described as {u,,---} . For the reason
of simplicity, not all of web page but some key ones are considered, so a positive
integer m 1is set as threshold. As long as the number of words on a page exceeds m,
the page is looked as important as enough to be picked out. Finally, some web pages
are selected, whose URLs compose a set U ,U ={u,,---u,,---u,}, where n is total of

pages selected, 1<i<n . The bigger n is, the more precise following calculation
result is. On the other hand, a big n means long calculation time.

2) Get the latest web caches from search engine. As following mentioned (Related
Background), web caches of search engine record history information of web pages. So
a web caches set WC , where WC ={WC,,---,WC,---,WC } and WC, corresponding
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to u, in U , are downloaded. Treat the words in WC, as a sequence and use MD5
algorithm to calculate the signature of every web caches in WC . The signatures are put
into a set WC** in turn, here WC"™ = {(WC"* ...\ WCM* ... WC¥>}.

Function of query on cache of search engines is used to get cache pages. Most of
search engines provide such function. For example, Google has “cache” command. If
user import “cache:” plus a URL of a web cache into browser address bar, the page
cache will be presented. Please note that a WC, always can not be smoothly
downloaded by single time. There are three possible reasons. The first one is that the
web page corresponding to u, has been removed. The second one is that the web page
corresponding to u, is so new that search engine spiders have not recorded. The third
one is communication fault. So several times attempt should be done.

When WC is downloaded, some text pretreatment will be done. Stop words are
eliminated, following with word stemming. In succession, page WC, is represented

into vector of TF/IDF form, i.e. W—C, = {(tl,wcl’,),...,(tj,wcji),...,(tN,chi)} ,where

f;, is a key term which come from training corpus, N is dimension of vector,

I<j<N,w,, istheweightof 7, in WC,.
Extract the create time of WC, , namely "%, from web caches in turn, then form a set
(£ " " I WC, download fail, then let W—C, ={(1,,0),+,(1,,0), -,

(1,00}, WC"™ =-1, "“ =1, . 1, 1is the cycle time of search engine spider.

i cycle eycle

Usually ¢

cycle

is a constant and set by web site administrator.

3) Get current web pages from web site. Use U to download current web pages of
W . These pages compose a set WP, WP ={WP,,---, WP,,---, WP }. Like WC , the
signature set WPY of WP , WP ={WP" ... WP"?} and tf/idf vector

VW’: ={(,wp,,)s 5 (t,,wp, )5ty , wp,, ) } are gotten. If WP, is deleted, wp,, = 0.

Get current local system time ¢

4) Test the variance information of web site. If all of WC"™* = WP"™*

Then it is regarded that there is no variance information, and system goes to 3) after
a certain interval. Otherwise, information updating of U is regarded to already occur.

3.2 Calculate the Content Volume and Interval of Information Update

In this step, the maintainability of U is evaluated form two aspect, namely volume and
interval of information update. The former means how much information is updated,
and the later how long time is.

1) Calculating volume of information update. Use formula (1) to calculate d,, .

d = isim(ﬁ;,WTC:) (1)

U
i=1 'WC’MD 5 $WP’MD5

Where sim(ﬁi,v%:) is the similarity of VWD; andVITC: , calculated by formula (2):



Search Engine Based Maintainability Evaluation Measure of Web Site 13

I iwp,.jch,_,
sim(WP\WC,) = —2eo )

N

2 2

\’ 1Wp,,j X‘ ZIWCW’
J J=

2) Calculating interval of information update. Calculation of the average interval Tis
as following formula:

M=

n

T= Y (@, -1")/k 3)

cur

i=LWCHMPS ypMDS

k is the total of u.in U ,which WC** zWP"> 1<i<n.

3.3 Synthesized the Two Values Together into a Normalization Value

In this step, volume and interval of information update will be synthesized to value
M, 0<M <1, as follows:

M=oty -l o)
n T

Where 3,14 are respectively the weighof d,and T, f>0,y>0, f+y=1.

In order to improve the calculating precision, the whole process should be repeated
several times, and an average Normalization value corresponding to maintainability of
U is finally given to user.

Although the measure mainly process text web pages now, it can be easily extended
to multimedia web pages by using voice recognition techniques, image/ video
processing techniques. To extend it to multimedia web page, only two jobs should be
done. First, in step 1(mention in A), some suitable expresses for image or video will
take the place of TF/IDF vector. Another is to replace formula (2) by image or video
similarity calculation. Therefore, the measure will be still feasible.

4 Evaluation Experiments and Results

In this section, we build up software based on the measure to implement some experi-
ment missions. Two famous businesses web site and two university ones are selected
to the test. For the reason business benefit, the names of business portal are hidden.
The software is programmed with IDE VC++6.0, Winlnet API, and Google cache
pages. The measure is tested from two aspects, i.e. maintainability and performance.

4.1 Results for Goal 1: Maintainability

In this experiment, we deeply test the measure from two hands with respect to the
maintainability. On the one hand, we will compare maintainability degree of websites
to find out if they agree with humanity feeling. On the other hand, a specific web site
is picked out to analyses its maintainability changing tendency in a period time.
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1) Maintainability degree comparing between websites
At every test point, we implement our software at the last day of three month in
2011, and attained the result as table 1.

Table 1. Maintainability Degree Comparing.

website Jan. 31 Feb. 28 Mar. 31
bussiness websitel 0.33 0.41 0.36
bussiness website2 0.42 0.37 0.39
www.nwpu.edn.cn 0.23 0.04 0.27
www.afeu.cn 0.07 0.01 0.03

From the table we know that the maintainability of business websites is obviously
higher than education ones’ a lot. The result is consistent with fact.

2) Maintainability Changing Tendency Experiment

www.nwpu.edu.cn is selected to the tendency analysis from 2010 Oct. to 2011
Mar. The test points also are the last day of every month. Test result is illustrated in
Fig. 2.

0.35
0.3 L
0.25 /

0.15 A\

Oct Nov Dec Jan Feb Mar

Fig. 2. The maintainability changing tendency of www.nwpu.edu

From figure 2, we know that the maintainability form Oct to Jan is average, Feb is
the minimal and Mar is a value peak, the analysis about the tendency as following.
We know the time form Oct to Jan is normal time of the university, the information
updating is gently. Feb is Chinese traditional festival “spring festival” in 2011, all of
staff and students are in vacation, so that little information is updated. That means the
maintainability must be the lowest ebb. Since Mar is the first month of a new term,
much information is released in it.

In conclusion, maintainability changing tendency, which is attained with our
measure, is also rational.

4.2 Results for Goal 2: Performance

The calculating time is main performance merit of our measure. In this experiment,
we recorded the time exhaust in the evaluation, and the result is satisfied basically.
The average time is 22.6 min for a website including about 20 thousand pages, that is
benefited a lot form the using of multi-thread technique in the programming.
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According to farther exhaust analysis, the main time is spent on the TF/IDF vector
calculation. It is certainty that some optimized algorithm ought to be adopted in the
future. In addition, network traffic also affects performance directly. Another
interesting thing is that toward different website the time exhaust is very different
even if the occasion, network traffic, workload are coincide. We think it must be led
by the search policy of the engine.

5 Conclusion and Future Work

Form the evaluation result and performance attained in the experiment, we can draw a
conclusion the measure is credible and valuable. Our measure can improve
performance of search engines. It provides a new parameter, about information source
quality, to search engine result rank, which will better satisfy user’s long-term
information requirement for similar topic. Software based our measure may be
seamlessly embedded in search engine. But a flaw also ought to not be neglect,
namely its works depend on the performance of search engines. In the future day,
following works should be done.

Results of evaluation can directly supply references to advertisers before they
contract with a web site. Web site also can use this tool to evaluation its information
update rate in order to promote their services. So some commercial software based on
this measure will be gotten onto market. Now, our measure is mainly used to
evaluation text web page. But, today most of pages include various elements. So the
more type of web elements ought to be supported. This job is feasible and ought to be
done as soon as possible is next step work. The measure is also useful to other web
applications today and future day. To some degree, maintainability means novelty.
We may use similar measure to calculate how much the service shift which a web
services provide in a period of time. From the result, the novelty of services is very
clear. So using the thinking of this measure into Web service evaluation is a challenge
job to be implemented. Search engine and web site are the most foundational services
on the web, so our measure can be integrated into many applications.

6 Background and Related Work

In this section, we describe some knowledge about search engine technique, and
explain why it can get information of a web site and record web pages variance. Some
related work of web site evaluation will be introduced.

Each web page has many hyperlinks. Those hyperlinks link to other ones, which
also has hyperlinks. All hyperlinks compose a network which connects almost every
web page on the web. Spider system of search engine goes along the web to download
web pages into its database step by step. While user input some terms into search box
of search engine, web pages which include terms in database will be returned back.
Because web pages are not invariable, the database must be update in time, namely to
download modified web pages again. When web page database of search engine
is updated mainly bases two factors. One is that some new information is added and is
enough to cause search update. The other is that update period of spider system is
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reached. The update period can set by either web site or search engine. Usually,
overdue web pages are not immediately deleted and will be preserved for a time.
These web pages are called web cache, which save history of web pages variance.

There already exist many methods to evaluate web site. But most of them prefer to
permanence of web site self, such as speed of data transmission, security, navigation
efficiency, etc [1-2], and maintainability of web site often is ignored. After all,
essential function of web site is to release information. If information is updated
inopportunely, the web site is considered to unhealthy or under careless maintenance.
In a word, information update directly reflects maintainability of web site. Based on
the principle, we design a method to evaluate a web site.

As mentioned in the Part 1, web sites play an important role in e-commerce and IR,
so how to evaluate a web site is important. Many jobs have been done. But Most of
evaluation measures focus on performance or visitor action of web site, such as
usability, flux, click rate, navigation efficiency, security, data transmission speed, and
so on [3-5].

Differing from others, this measure evaluates maintainability of web sites by
calculating its information update status. Implementation mainly takes use of function
that searching engine periodically collects web pages on the web, so detector of
system need not to be redesigned and the cost is cut down notably.

Moreover, some favorable characters of search engine are inhered, for instance
high-performance, scalable, distributed, DNS cache, and so on. Although our method
mainly process text web pages now, it can be easily extended to multimedia web
pages by using voice recognition techniques, image/video processing techniques.
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Abstract. Modeling plant growth is important to further study on the plant
development process, especially for digital agriculture field. Virtual plant model
can help to observe the plant growth process and discover some recondite rules,
which could be constructed based on large numbers of experimental data during
the plant development. The growth model can be obtained after dealing with
experimental data, while the changes including topological structure and organ
morphology during the plant growth could be described using virtual
technology. Then the virtual plant development model can be expressed with
the information fusion and reconstruction method. The experimental results
showed that the presented model was feasible and effective on simulating plant
growth on computer, which also greatly demonstrated its valuable evidences in
predicting the plant growth rules under different environmental conditions.

Keywords: Virtual plant technology, Development model, Plant growth.

1 Introduction

After rapid development of computational information technology and its applications
in different areas such as digital agriculture, using the traditional or existing plant
growth models could hardly keep up with the modern agricultural development, while
the interested areas related to modern agriculture such as virtual plant technology has
been caught up great attraction by some native and foreign researchers. Owing to the
important position in the virtual agriculture and modern agricultural technology,
virtual plant technology and its applications in modern agriculture have been greatly
popularized. Researches in countries such as France and Netherlands constructed
virtual plant models of maize and cotton and so on, using L system or fractal method
or AMAP way according to plant development and experienced data, which could get
hold of the plant growth and development to some extent[1-4]. Due to studying on
this field a little later for Chinese researchers, who mostly concentrated on
construction methods and visualization of virtual plant of the main crop such as
soybean and rice plant and so on[5-8]. Though methods about how to model virtual
plant had been proposed by some researchers, such as L-system and its extension
theories, structural and functional model, and so on, by which it used to simulate
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morphological changes of plant, but the development process of plant can not be
really known because of simplifying the modeling so as to usually ignore the effect on
plant made by outer environment. Then how to construct the virtual plant
development model fitting to the growth law of botany is to be the interested problem
within this field. In addition, researches on virtual plant model are generally focused
on farm crop, while the crops in greenhouse have not been showed great interest by
researchers, especially it is hardly paid attention to how toconstruct the virtual plant
model in greenhouse based on the plant development law. Thus, studying on the main
crop cucumber in greenhouse as a case, this paper introduces such method as using
virtual plant technology to obtain the virtual cucumber model based on the existing
growth models, which will offer decision-making and theoretic guidance in modern
agricultural production and management.

2 Materials and Experiments

Generally, the experimental object is the Netherlands cucumber randomly selected
from modern greenhouse in jiangsu ruijing agricultural technology gardern. The
experiments operated in spring and autumn. During the period of cucumber began to
burgeon to mature randomly selected plants with similar growth to do the destructive
measure per week. Marking the data from spring and autumn as S; and S,. The S,
used to model construction and parameters estimation while S, used to model test.
Separated various organs in order to observe and measure. The parameters including
stem length, the number of internode of plants leaf area index, the fresh weight and
dry weight of organs. Then taking the average corresponding data as the observational
data. Using the electronic balance with the accuracy of 0.001g to measure the fresh
weight. Then they will be placed the oven in 120 “C for 30 minutes, then cool down
to 80 °C bake for 48 hours. After drying to constant weight measure the dry weight
of organs separately. Meteorological data collected from the local observatory.

3 Virtual Plant Technology

3.1 Growth Model Construction

Usually, it could describe the plant growth using the stem height index, while the
stem growth of plant is related to the change of inter-node, for the inter-node numbers
and their growth rate change with their growth age. Owing to the cucumber plant
development affected by temperature, it could use GDD(Accumulative Growing
Degree Day) as parameter to construct the dynamical simulation models of stem
height and growth age as well as leaf area index after the experimental observation
during the period of spring.

Then it could construct the model of stem height changing with the GDD with
SPSS(Statistical Program for Social Science) packet on computer. According to the
results from experimental observation, to get the simulation model, it would select
such curves as Growth curve, Exponential curve, Logistic curve and S curve as well
as other similar simulation modeling.
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3.2 Description Model of Plant Growth

Due to the morphologic and structural changes of cucumber since its burgeon time,
which including topological and morphological change of plant or organs. It could
convert the plant growth information to regulative visual graphic one in order to
reshape the plant development process on computer.

It could construct the dynamic model of organ growth changing with the GDD
with SPSS(Statistical Program for Social Science) packet on computer. According to
the experimental results, to get the simulation model, it would choose such curves as
Growth curve, Exponential curve, Logistic curve and S curve as well as other similar
simulation modeling. For example, if marking the morphology of inter-node organ as

y, the value of GDD is Xx still, f is the relationship between them, then it can
conclude the following function through experiments.

y=rf®) M

3.3 Data Processing

The data processing in relation to plant growth generally includes information fusion
and reconstruction. For the systematic change process during plant development, to
realize the visualization of plant growth on computer, it has to effectively complete
the information fusion between growth unit and organs class according to the
properties of plant growth in different stages. Then with the method or technology of
D-S theory and fuzzy one, it could combine and correlate the information of topologic
structure and organ morphology according to the description models of plant
development in order to get the growth information[6]. Furthermore, to simulate the
process of plant growth on computer, it has to reconstruct the information related to
plant growth with the method of virtual plant technology based on information fusion,
and it is important to express the plant development process in numerical information
so that it can transfer the abstract information of plant growth to concrete digital one.
While reappearing the plant growth course in reality, it has to combine the
information embodying in plant growth mechanism with that of topological structure
and organ morphology of plant when making morphological structure of plant based
on the theory of modeling virtual plant. Thus, it has to reconstruct correlated growth
information according to topological change rule of plant and morphological change
law of organs when simulating the change process of morphological structure of plant
on computer. Fig. 1 indicates the process of various kinds of information fusion and
reconstruction. On making the reconstructing information implying the law of plant
development and reappear on computer, the information reconstructing work mainly
includes both information mapping and information normalization process[8]. When
doing information mapping process, using morphological information including in the
parameter database of plant growth abstracted from experimental results based on the
existing morphological model of plant, the topological structure information of plant
and morphological information of organs should be mapped to the corresponding
geometric graphic information such as points, lines, surfaces, etc. based on graphic
technology, then the information could be organized and saved in some data
structures for later use. So far as information normalization process is concerned, it
generally deals with the geometric graphic information at various development stages
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of organs, and then the normalizing graphic database of organs can be constructed
based on such methods as Nurbs technology and graphic function models of organs.
In additional, not only the interaction between plant and outer environment, but also
the changes of topological structure, organ morphology, physiology as well as
ecology during the plant development are always correlated and reacted with one
another. To obtain the systematic information in relation to plant growth, it generally
has to connect plant growth information with environmental information.

‘ Data preprocess ‘

l

Growth unit Organ
construction structure
i i

[y

Information fusion and
reconstruction

l

Growth
information

4 k.

Graphic mapping Geometric translation

Geometric structure Organ database

Fig. 1. Diagram of data processing

3.4 Modeling Virtual Plant

Usually, topological structure of plant changes with plant sorts and its development
stages. In order to get the changing rule of the topological structure of plant, it has to
obtain the changing rule of the topological structure of plant that could indicate the
properties of different growth stages. For example, Fig. 2 shows the changing process
of the topological structure of plant. The topological structure of plant could be
illustrated in such terms as L-system, especially, the Open-L system method used to
modeling the plant growth in order to embody the correlation between plant growth
and outer environment[6]. Moreover, the morphological change of plant organ is
related with plant and organ sorts, and with organ development phases. The change of
organ morphology could be described by some geometric parameters of plant organ. In
view of similarities of the same kind of plant organ, the organ morphology could also
be described using the organ variables, thus, the change of every organ morphology
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could also be described by the corresponding organ variables. To get the topological
change rule of plant, according to the characteristics of plant growth at every
development stages, it should firstly obtain the correlation between morphology and
physiology through periodical experiment. Using growth parameters data-base
representing the changes of plant topologic structure and organ morphology during the
plant development, it could make some quantitative analysis of morphological change
of organs during their development, and then the morphological changing model is
concluded by the topological change rule of plant.

(- J

Fig. 2. Diagram of processing topological change of plant

To continuously simulate the plant growth process dynamically, it should construct
the digital models of virtual plant, which including both geometric model and
displaying one related to morphology of plant. On constructing the geometric model, it
has to use the database such as plant growth parameters and organ graphics based on
information reconstruction and rule of the topological change of plant. Furthermore,
the displaying model can be constructed by using the continuity of plant growth
process and combining models in relation to texture and shadow as well as light of
organs. Fig. 3 demonstrates the constructing diagram of digital of virtual plant.

Morphological models
construction

Y
plant topology and organ
morphology

Information
mapping
Information

normalizing Information of
geometric graphics

/
Graphic data-base
of organs

Y
Geometric models of plant topology
and organ morphology

[ e A T — = -

| Graphics drawing |
| function data-base |

I Model of texture and light
| and shadow

Y ===
Displaying model of plant topology Transfer
and organ morphology

Fig. 3. Diagram of modeling virtual plant process
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4 Simulation and Analysis

With Visual c++ as a developing tool, combining with the open graphic library which
provides some important database of main functions and utilization ones, this paper
developed the system on virtual plant growth. Taking both characteristics of plant
growth and influences of outer environment into account, the system could comprise
the dialog box of basic attributes configuration, which aims to modify such attributes
of organs as kinds of leaf and angle between leaf and stem, and so on, in the
meantime the outer environment variables could be got through loading files
containing meteoric data. After modifying some attributes and conditions of outer
environment, it would get such simulation results as in Fig. 4, which showed the
normal development of plant under suitable conditions. In terms of the plant
development, the morphological structure of plant, such as stem and leaf, always
changes conforming to some laws with the effects of outer environment including
temperature and fertilization and others suitable for the plant development.

S8 S S

Fig. 4. Simulation results of virtual plant development

5 Conclusions

Using the conventional growth models and modern computer and dealing tools, this
paper introduces the virtual plant modeling method, and applied in cucumber in
greenhouse as a case. Analyzing the change rule of plant topology and organ structure
after processing experimental results and information fusion, it presented the
morphological model of plant, then introduced the method of modeling virtual plant
based on information fusion for simulating the plant growth process conforming to the
law of botany. The description models about plant topology and organ morphology
could be expressed based virtual plant technology, then, the virtual models based on
information fusion and reconstruction could be constructed. From the simulation results,
it showed that the models of plant growth not only represent the botany law to some
extent, but it will propound important basis for further studying the effect of various
environmental factors on plant growth. Additionally, accounting for the complexity of
plant sorts and their morphological structure, the correlation between plant and outer
environment could be obtained depending on additional large experiments, such as
the law of change of geometric structure and physiologic characteristics under various
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environmental factors. Therefore, it has to consider lots of factors when applying the
method to specific plant, which could be the difficult problem in modeling virtual plant,
and would have to take much more time to settle down after continuous experimental
observation and accumulation of work.
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Abstract. Because the credit industry has a lot of bad debt problems, credit
assessment has become a very important topic in financial institutions. Recent
studies have shown that many algorithms in the fields of machine learning and
artificial intelligence are competitive to statistical methods for -credit
assessment. Random forests, one of the most popular ensemble learning
techniques, is introduced to the credit assessment problem in this paper. An
experimental evaluation of different methods is carried out on the public
dataset. The experimental results indicate that the random forests method
improves the performance obviously.

Keywords: Random forests, Ensemble learning, Credit assessment.

1 Introduction

With the growth in electronic commerce, the amount of trade conducted electronically
has grown extraordinarily and the credit industry has experienced two decades of
rapid growth with obvious increases in auto-financing and credit card debt. Recently,
everyone can be easy to apply for the credit cards in the fields of electronic
commerce. However, many financial institutions suffered heavy loss from a steady
increase of customers’ defaults on loans [1]. Thus, credit assessment has become an
increasingly important area for financial institutions.

Recently, many credit assessment methods have been widely studied in the areas of
statistics, machine learning and artificial intelligence. The advantages of credit
assessment include reducing the cost of credit analysis, enabling faster credit
decisions, predicting the credit card risk and freezing the credit usage. Numerous
statistical techniques have been used for improving the performance of credit
assessment. The linear discriminant analysis and the logistic regression are the two
most popular parametric statistical methods for credit assessment. In [2], linear
discriminant analysis is introduced as one of the first parametric statistical methods
for credit assessment. In [3], the logistic regression approach is used for credit
assessment to overcome the deficiencies of linear discriminant analysis in the
application of credit assessment. Because parametric statistical methods are of low
performance in the credit assessment, many algorithms in the fields of machine
learning and artificial intelligence are proposed for efficient credit card risk
prediction, such as Support Vector Machines (SVM) [4, 5], genetic programming
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[6, 7], artificial neural networks [8], k-nearest neighbor classifier [9], decision tree
[10, 11], etc.

Ensemble learning is learning algorithm that trains a set of component classifiers
and then combines their predictions to classify new patterns [12]. Ensemble learning
is one of the four current directions in machine learning and has attracted more and
more attention in the machine learning and data mining communities. Random forests
developed by Leo Breiman and Adele Cutler is an ensemble classifier that consists of
many decision trees and outputs the class that is the mode of the class's output by
individual trees [13, 14].

With the growth of the credit industry and the large loan portfolios under
management today, credit industry is actively developing more accurate credit
assessment methods. In this paper, the random forests, one of the most popular
ensemble learning techniques, is proposed to predict credit card risk. The experiments
are conducted on the public dataset. The experimental results indicate that the random
forests technique improves the performance obviously.

The remainder of the paper is organized as follows. In section 2 we will introduce
the random forests technique in detail for the sake of further discussion. In section 3
we will report the experimental evaluations. The conclusions are given in section 4.

2 Random Forests

Random forests is an ensemble of classification or regression trees, induced from
bootstrap samples of the training data, using random feature selection in the tree
induction process [13]. Fig. 1 presents a general architecture of random forests, where
n is the number of trees in random forests and yy, y;, ¥,, and y are class labels [15].

A/tree \ tree,,

ﬁ?wi

yl

Fig. 1. A schematic view of random forests

The strategy of random forests is to select randomly subsets to grow trees, each
tree being grown on a bootstrap sample of the training set. For example, bootstrap
sample S, contains m randomly drawn patterns with replacement from the original
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training sample and then a decision tree ¢ is built on the bootstrap sample S,. Then, the
random forests combines a collection of T classification or regression trees. For each
pattern, each individual tree votes for one class and the forests predicts the class that
has most votes, i.e. the pattern is classified into the class having the most votes over
all T trees in the forest. Random forests generally exhibits a substantial performance
improvement over the single tree classifier such as C4.5. It yields generalization error
rate that compares favorably to Adaboost, yet is more robust to noise [15, 16].
Compared with other ensemble classifiers, random forests has the advantages as
follows: the variance reduction achieved through averaging over learners and
randomized stages decreasing correlation between distinctive learners in the
ensemble.

3 Experimental Evaluation

3.1 Experimental Datasets

In this section, we present an experimental evaluation of the random forests technique
for the credit card risk prediction. We have employed a dataset from the UCI dataset
repository, i.e., the German credit dataset [17]. In the German credit dataset, the
number of patterns is 1000, the number of attributes to descript a German is 20 and
the number of classes is 2.

3.2 Performance Measures

To analyze the performance of classification, we adopt the Accuracy. As shown in
Table 1, four cases are considered as the result of classifier to the pattern [18].

Table 1. Cases of the classification for one class

Result of classifier

Class C
Belong Not belong
Belong TP FN
Real classification
Not belong FP N

Using these quantities, the performance of the classification can be evaluated in
terms of Accuracy.

TP + TN
Accuracy =——————— (1)
TP + 1N + FP + FN
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3.3 Results and Discussion

To evaluate the performance of the random forests technique, C4.5 and decisionstump
are used as benchmarks for comparison in the experiments. Performance is evaluated
by 10-fold cross validation. We split each dataset into ten parts. Then we use nine
parts for training and the remaining tenth for test. We conduct the training-test
procedure ten times and use the average of the ten performances as final result.

In the first experiment, we compare the random forests method with other popular
algorithms. The number of trees in random forests is set as 10.

M random forests B C4.5 M Decisionstump

0.73

Accuracy
e @
2 ~
— [\
T T

<
QG
T
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Fig. 2. Comparison of the Accuracy of prediction on German credit dataset

Figure 2 shows the prediction results of various techniques in terms of Accuracy value
on German credit dataset. The prediction Accuracy of random forests is 72.5%, which is
approximately 2.5% higher than that of decisionstump, 2.0% higher than that of C4.5.
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Fig. 3. Accuracy of the random forest on the German credit dataset

In the second experiment we investigate the dependence of the classification
accuracy with the number of trees in random forests. We adjust the number of trees in
random forests from 10 to 50 with step 10 respectively to create a wide range of
settings and analyze the sensitiveness of the performance of random forests to number
of trees. Figures 3 shows how the number of trees in the random forests affects the
performance of the prediction on the German credit dataset.
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4 Conclusion

Credit industry has been rapidly developed over past few years. Because the credit
industry has lots of bad debt problems, the credit assessment has become a very
important topic. This paper has applied the random forests approach to credit
assessment and reported a comparison study with other popular methods. The
experiment results indicate that the random forests method is an effective
classification tool for credit assessment.
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Abstract. In the dynamic decoupling fuzzy control system, if singular or
rectangle matrices are encountered in the state equation, the only way is to
consider the decoupling control over partial states of the system. This paper
presents a new conclusion with fewer parameters by virtue of generalized
inverse matrix and realized decoupling fuzzy control over the system with
multiple variables, which demonstrates good control effect.
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1 Introduction

In the study of nonlinear dynamic inverse, we can introduce nonlinear input to
counteract the influence of the nonlinear factors in the system and obtain the expected
linear dynamic model in the decoupling way. If the method of dynamic inverse and
that of fuzzy control are combined, then the joint method will possess advantages of
both. For convenience and without loss of generality, we take the linear multiple
variable system into account, but the conclusions obtained can also be applicable in

the nonlinear multiple variable system.
Let

X(t) = Ax(t) + Bu(t) o

be the state equation of the system.

If B can be invertible, then the decoupling control of the system can be realized.
But in most circumstances, B is a rectangle matrix, and thus what we can do is to
reduce (1) to a form of block, and then realize decoupling control over partial states of
the system through dynamic inverse method [1~3]. In this paper, we employ the
concept of generalized inverse of a singular or rectangle matrix to realize the
decoupling fuzzy control over the system (1) with multiple variables.
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2 Preliminaries

mxn

Let C" be the complex n-dimension vector space and C be the set of

mxn matrices and C ;rn><n ={AEC™", rank A=r}. Assume R(A)={yEC"™: y=Ax, x

eC"} is the range of Aand N(A)={xEC": Ax=0} is the null space of A. Let A"
denote the conjugate transpose matrix of a complex matrix A .

Definition 1[4]

LetAEC™",if X€C™"™ satisfies
AXA=A,
XAX=X,
(AX)'=AX,
(XA)'=XA.
then X is called Moore-Penrose generalized inverse of A, denoted by A*.

The four equations in definition 1 are called Moore-Penrose equations. Each equation
has some meaning and can be conveniently applied in practice[5,6]. For different
purpose, one usually considers X that partially satisfies the equations, which is
referred to as weak inverse.

Definition 2

Let ASC™"and A{i, j, ..., I}denote the set of all matrices X< C """ which satisfy
the i-th, j-th, ... and /-th Moore-Penrose equation. A matrix X€A{j, j,...,/ } is denoted

nxm

byX=A (inoeel) and is referred to as the {i, j,---,/} -inverse of A.

In this paper, we present a new result expressing the set A{1} (A W g grxm ), which
involves the fewest arbitrary parameters. With the expression, the decoupling fuzzy
control is more effective.

Lemma 1[7]
Let ASC™",b&C™ . Then the system of linear equations

Ax=0b ?)

is consistent if AA "V b = b forall AP
In this case, the general solution of (2) is
x=AYb+(1-AVA)y

where yE C" is arbitrary .

Lemma 2[7]

mxn

Let A€ C™", r>0. Then there exists a column full-rank matrix FEC """ and a row

full-rank matrix GE C 7" such that A=FG .
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Lemma 3[7]
IfAY €A1}, then RAA D)= R(A), NA ™ A)=N(A)and R(A " A)) = RA™ .

3 Applying Generalized Inverse of Matrix to Realize Decoupling
Fuzzy Control over the System

Theorem 1
Let EEC™" be an idempotent matrix . Then

1) Efand I - E are idempotent;

2) The eigenvalues of E are 0 are 1, and the multiplicity of 1 is rank E;
3) rank E = trace E;

4) E(I-E)=(I-E)E=0;

5) Ex=ux iff xER(E);

6) N(E)=R(I-E).

Proof
The proof of 1)~5) is straightforward by the definition of idempotency.

By 2) and the fact that the trace of every square matrix equals the sum of all its
characteristic values as a repeated root is calculated as many times as its multiplicity,
we can easily obtain 3).

6) is verified by applying Lemma 1 to the equation Ex = 0.

Theorem 2

Let the square matrix E has the full-rank decomposition £ = FG. Then E is
idempotent iff GF = L.

Proof
If GF = I, then we have

2_ —
(FG)’=FGFG=FG . 3

Conversely, since F is a column full-rank matrix, its {1}-inverse is its left inverse.
Similarly, G is a row full-rank matrix implies that its {1}-inverse is its right inverse.
Hence

FYPFr=66"=1.

Now It follows from (3) that GF=I by multiplying F @ on the left and G on the
right.

Theorem 3
Let A€ C™", A"V €A{1} be any fixed element and let FEC "™  M'e
C™m) pe ™ be any given matrices whose columns are a basis of N(A), N(A")

and R(A M A) respectively. Then the general solution of Moore-Penrose equation
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AXA =A
4)
is
_ 4 M
X=A""+FY+ PZM (5)
where YeC " 7z ™" are arbitrary, i.e.
A{1}={A" + FY + PZM: YeCc """, zec ™" ). (6)

Proof
It is obvious that AF = O, MA = O, and thus the right side of (5) satisfies (4), i.e. XE
A{1}. It follows from Lemma 3 and 6) in Theorem 1 that

R(I,— A" A) = N(A) and R((I,, — AA Py = N(A™.

By Lemma 2, there must exist unique matrices G, H, D such that FG =1,— A W A,

HM=1,-AA"  PD =" A.
Since these multiplications are idempotent, by Theorem 2,

GF=I DP=I MH=1.

(7
and
GP=0, DF=0
(3)
are obviously valid.
From (5), (7) and (8), it follows that
Y=Gx-A"), ZzZ=DXx-A")H. ©)

Now let X be an arbitrary element in A{1}. Substituting ¥ and Z in (9) into (5), we can
see that (5) is satisfied. Therefore, (5) is the general solution of (4).
In the system (1), if B is rectangle matrix, let

u®)=B" V(@) - Ax(1)]

where p® ¢ {1}, V(r) = x(r) 1 the state equation of the system. Choose V(¢) as

V(1) =K[x (1) —x(1)] (10)

where K is a diagonal matrix and c stands for instruction.
By (10), we have

x(1) = K[x, (1) = x(1)] (11)
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Hence the decoupling control is realized in the system with multiple variables. By
choosing the diagonal elements of the matrix K , the closed loop pole of the system
can be arbitrarily set.

By means of self-tuning method of fuzzy control rule with correct factors, a well-

behaved fuzzy controller can be designed by optimizing the correct factors,
proportion and integral factor. The dynamic performance of the system output will be
significantly improved by replacing the matrix K in (11) and adjusting fuzzy control
rules and optimizing the parameters involved in the fuzzy controller.
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Abstract. It has become clear that the traditional Poisson model of data net-
work traffic is insufficient for dimensioning and analyzing the performance of
real-life networks.Fractal models are more appropriate for simulating the self-
similar behavior of data traffic.To understand self-similarity on physical
grounds in a realistic network environment is important when developing effi-
cient and integrated network frameworks within which end-to-end QoS guaran-
tees are fully supported. OPNET features the Raw Packet Generator (RPG)
which contains several implementations of self-similar sources. This paper uses
fractal analysis to characterize increasingly bursty industrial control network
traffic. The goal is to develop a better understanding of the fractal nature of net-
work traffic, which in turn will lead to more efficiency and better quality of ser-
vices on industrial control network traffic. We present a comparison between
the different RPG models in OPNET Modeler.

Keywords: Industrial control network, Network traffic, Raw packet generator
(RPG), Optimized Network Engineering Tool (Opnet).

1 Introduction

Recently, the industrial network becomes an indispensable component among auto-
mated systems.Especially, as the systems are required to be more intelligent and flex-
ible, the systems should have more sensors, actuators, and controllers, often referred
to as field devices. In most cases, these field devices require some type of electrical
connection because they are distributed over a certain area. As the number of devices
in a system grows and the functions of the system need to be more intelligent,these
devices need to exchange the rapidly increasing amount of data among them. Conven-
tionally,these devices are connected with point-to-point or direct connections, where
each pair of devices requires at least one electrical cable. This approach is not suitable
any more for the system composed of many devices because the number of cables is
proportional to the square of the number of devices.As an alternative to the point-to-
point connections,many industrial networks have been adopted, which can accommo-
date various data with shared transmission medium. Because the industrial network
has more advantages than the point-to-point connection such as reduction of wiring
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and ease of maintenance,its application areas have grown to include various applica-
tions such as process automation system, automated manufacturing system, and au-
tomated material handling system [1,2].

Industrial control systems are highly distributed networks used for controlling op-
erations in water distribution and treatment plants, electric power systems, oil and gas
refineries, manufacturing facilities and chemical plants. Generally, an industrial com-
plex comprises two distinct networks: a process control network (PCN) containing
controllers, switches, actuators and low level control devices, and an enterprise
network incorporating high level supervisory nodes and corporate computers. PCN
includes supervisory control and data acquisition systems and distributed control sys-
tems. The main components of a PCN are the control server or master terminal unit,
remote terminal units, intelligent electronic devices, programmable logic controllers,
operator consoles or human machine interfaces, and data historians. A trusted network
(TN) architecture uses the existing standards, protocols, and hardware devices to ex-
tend the concept of trust to the network architecture. TNs provide important security
services such as user authentication, comprehensive network device admission con-
trol, enddevice health check, policybased access control and traffic filtering, auto-
mated remediation of noncompliant devices, and auditing. The Trusted Computing
Group (TCG) has promulgated industry standards for TNs. Several commercial TN
technologies have been developed, including Cisco TrustSec, Cisco leanAccess, and
Microsoft Network Access Protection. Cisco NAC is interoperable with Microsoft
NAP. Trusted Computing is an industry initiative headed by the Trusted Computing
Group. The main output of the group is a set of specications for a hardware chip (the
Trusted Platform Module) and surrounding software infrastructure like the TCG
Software Stack.

Industrial Ethernet is trending to be the principal infrastructure choice for mission-
critical industrial automation and control applications. Industrial Ethernet is built on the
same standards-based networking platform as enterprise Ethernet, which has long
reigned as the universal network solution. Industrial Ethernet connects the office with
the plant floor by utilizing a single cabling platform with Ethernet connectivity and IP
addressing. This convergence of open, standards-based Ethernet communications pro-
vides all the advantages of secure, seamless interoperability among manufacturing en-
terprise networks — from corporate offices to the shop floor — and enables Internet and
enterprise connectivity, anytime and anywhere. In addition to system integration and
interoperability, there are a host of other benefits to be gained from implementing a
complete, end-to-end Ethernet solution — from cabling and connectivity, to active
components and associated hardware. Key business benefits include lower overall Total
Cost of Ownership (TCO) and higher return on investment (ROI) resulting from real-
time visibility and flexibility, reduced network maintenance and administration costs
and labor, and greater physical and virtual network security. Industrial communications
and control networks are expected to operate consistently and reliably under extreme
conditions, such as electromagnetic interference (EMI), high operating temperatures,
ambient outdoor temperatures, power/voltage fluctuations, machine vibration, mechani-
cal hazards and more. Given these environmental risks, it is clear that the networked
communications systems in extreme environments must be exceptionally rugged
and durable. Any physical deterioration or electrical failure in key data transmission



36 S.-x. Zhou, J.-h. Han, and H. Tang

components can lead to unreliable network performance and safety issues, and may
ultimately lead to loss of critical data, costly downtime, or even catastrophic failure.

The networks, systems, software applications, and data of many enterprises and or-
ganizations form a critical foundation and essential structure for industrial network.
Without a reliable and functional network, the network control system is not secure.
There are three key components of control networks analysis are network architec-
ture, network protocols, and network performance analysis. The goal of a control
network is to provide a guaranteed quality of service such as deterministic time delays
and maximum throughput for real-time control applications. These networks target
various types of industrial automation and processing applications and are distin-
guished through static parameters such as data rate, message size, medium length,
supported topology, number of nodes, and dynamic parameters such as MAC me-
chanism, message connection type,interoperability, and interchangeability. In general,
data exchanged on an industrial network can be classified into two groups: real-time
and non-real-time data. Non-real-time data do not have stringent time limits on their
communication delays experienced during the data exchange. In contrast, real-time
data have very strict time limits and the data’s value is diminished greatly as the
communication delay grows larger. This real-time data can be further divided into
periodic and asynchronous data, depending on the periodic nature of the data genera-
tion. On many industrial networks, these data types are sharing a single network al-
though they have different requirements on communication.That is, the non-real-time
data need assurance of delivery without error and duplication, while the real-time data
are concerned mostly on the time taken to reach the destination.[2,3].

This paper uses fractal analysis to characterize increasingly bursty industrial
control Ethernet network.It examines how the fractal nature of network traffic is de-
veloped due to the workings of network protocols and applications. The goal is to
develop a better understanding of the fractal nature of network traffic, which in turn
will lead to more efficiency and better quality of services on ndustrial control Ethernet
network.In this paper we will study and compare the performance of an Ethernet
segment run with heavy-tail traffic and with exponential traffic. The performance
parameters considered here are link utilization and e2e delay. Our works are as fol-
lows:creation of the network model in opnet 14.5,running the simulation with differ-
ent ON-OFF models and plotting and comparing the results[4].

This paper is organized into six sections including this introduction. Section 2
gives introduction for Basic fractal traffic theory,and RPG model architecture in sec-
tion 3. Section 4 introduce RPG model model attributes. Experiments is presented in
Section 5. Finally, summary and conclusions are presented in Section 6.

2 Basic Fractal Traffic Theory

Traffic self-similarity has a root from two fractal processes: Fractional Brownian
Motion (FBM) and Fractional Gaussian Noise (FGN). The characteristics of FBM and
FGN are represented by a fractal spectrum with a Hurst parameter, which can be easi-
ly analyzed using wavelet transform. A self-similar phenomenon represents a process
displaying structural similarities across a wide range of scales of a specific dimension.
In other words, the reference structure is repeating itself over a wide range of scales
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and the statistics of the process do not change. However, these properties do not hold
indefinitely for real phenomena and at some point, this structure breaks down. Self-
similarity can therefore be associated with “fractals” which are objects with un-
changed appearances over different scales. A stochastic process is called fractal when
a number of relevant statistics exhibit scaling with related scaling exponents. Since
scaling leads mathematically to power-law relationships in the scaled quantities the
conclusion is therefore that the traffic shows fractal properties when several estimated
statistics exhibit power-law behaviour over a wide range of time scales [5]. A conti-
nuous-time stochastic process X(t) is considered to be statistical self-similar with
parameter H(0.5 < H < 1.0) if, for any real positive “a”, the process a"x(at) has the
same statistical properties as x(t). The parameter H is known as the Hurst parameter,
or the self-similarity meter, and it is a key measure of self-similarity. More precisely
H is a measure of the persistence of a statistical phenomenon and it is the measure of
the length of the long-range dependence of a stochastic process. A value of H=0.5
indicates the absence of long-range dependence. The closer H is to 1 the greater the
degree of persistence or long-range dependence. As a practical and effective method
to bring guaranteed QoS support to control networks, priority queueing has currently
become a popular research topic. However, there are many open issues concerned
with the quantitative network performance, such as expected queue length, overflow
probability, packet loss rate and so on. Our research is motivated by these issues,
which are of significant importance due to the fact that statistically bounded traffic
oriented performance evaluations lead directly into system and network design crite-
ria for future control networks. On the other hand, recent studies have shown that
existing packet switching networks experience selfsimilarity [6].It has also been
shown that the self-similar or long-range dependent stochastic process can better
model high-speed networks than Poisson or Poisson-based processes, due to the capa-
bility of being able to capture the fractional property of network traffic across a wide
range of time scales[7].

Traffic models are important to network performance analysis. They are required
to capture the statistical characteristics of real traffic efficiently and accurately. The
development of traffic modeling relies on the advances of traffic analysis. One of the
traffic models is derived from an On-Off queuing model. In this model, "On"
represents a busy data transmission period and "Off" represents silence with no data
transmission. Statistically, if "On-Off" periods are heavy-tailed, aggregating a large
number of these processes will result in long-range dependence. On the other hand,
self-similarity of a process is a property represented using its power spectrum. By
exploiting the power spectrum, a number of traffic models have been proposed. In
particular, the Haar wavelet has been used to analyze and to model network traffic in
recent years[8,11].

With traffic statistics that mathematically exhibit fractal characteristics: self-
similarity and long-range dependence. With these properties, data traffic shows high
peak-to-average bandwidth ratios and causes data networks inefficient. These prob-
lems make it difficult to predict, quantify,and control data traffic, in contrast to the
traditional Poisson-distributed traffic in telephone networks. In this thesis, two analyt-
ical methods are used to study fractal network traffic. They are second-order
self-similarity analysis and multifractal analysis. Using a number of experiments, the
following results towards characterizing and quantifying the network traffic processes
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have been achieved:First, self-similarity is an adaptability of traffic in networks.
Many factors are involved in creating this characteristic. A new view of this self-
similar traffic structure is provided. This view is an improvement over the theory used
in most current literature,which assumes that the traffic self-similarity is solely based
on the heavy-tailed file-size distribution. Second, the scaling region for traffic self-
similarity is divided into two timescale regimes: short-range dependence (SRD) and
long-range dependence (LRD).Experimental results show that the network transmis-
sion delay (RTT time) separates the two scaling regions. This gives us a physical
source of the periodicity in the observed traffic. Also, bandwidth, TCP window size,
and packet size have impacts on SRD. The statistical heavy-tailedness (Pareto shape
parameter) affects the structure of LRD. In addition, a formula to quantify traffic
burstiness is derived from the self-similarity property. Furthermore, studies of fractal
traffic with multifractal analysis have given more interesting and applicable results.
(1) At large timescales, increasing bandwidth does not improve throughput (or net-
work performance). The two factors affecting traffic throughput are network delay
and TCP window size. On the other hand, more simultaneous connections smooth
traffic, which could result in an improvement of network efficiency. (2) At small
timescales, traffic burstiness varies. In order to improve network efficiency, we need
to control bandwidth, TCP window size, and network delay to reduce traffic bursti-
ness. There are the tradeoffs from each other, but the effect is nonlinear. To apply this
prior knowledge from traffic analysis and to improve network efficiency, a notion of
the efficient bandwidth, EB, is derived to represent the fractal concentration set.
Above that bandwidth, traffic appears bursty and cannot be reduced by multiplexing.
But, below it, traffic is congested. An important finding is that the relationship be-
tween the bandwidth and the transfer delay is nonlinear.

The essential property of fractals is scale-invariant, and this property is often de-
scribed as self-similarity in the second order statistics. In the early 1990s, Leland and
Willinger et al. first reported the self-similar nature of network traffic. Before that
study, traffic engineering had been successful in adopting a Poisson traffic model in
traditional telephone networks. But, the new paradigm with fractal traffic has revolu-
tionized traffic modeling. Among a number of network traffic models, fractional
auto-regressive integrated moving average (FARIMA) and M/G/oo are two famous
examples. FARIMA captures both short-range and long-range dependence. It has
been successful in video traffic modeling. However, for generic network traffic,
FARIMA lacks connections with the network mechanisms, e.g., TCP and HTTP. It
also has a high computation complexity, which makes it difficult to use in practice.
On the other hand, the M/G/e0 model is based on the aggregation of general ON/OFF
processes.This model is directly related to the heavy-tailed property of traffic, e.g.,
network objects such as traffic connections and file sizes that are heavy-tailed. In
M/Glx, it is suggested that aggregating a large number of heavy-tailed processes
results in long-range dependence. In the more recent studies, wavelet theory has been
very popular in traffic analysis. A representation of traffic in wavelet domain requires
only a few parameters across the scaling regions, which in turn leads to the wavelet
traffic models including Independent Wavelet Model (IWM) and Multifractal
Wavelet Model MWM).
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3 RPG Model Architecture
There are three PRG models working on MAC layer and network layer in opnet The
following diagrams illustrate the underlying architecture of the RPG workstation node

models:

L RPG module

Ethernet MAC
Layer

IP Layer

Fig. 2. ppp_rpg_workstation Node Model

} RPG madule

IP Layer

Ethernet MAC
Layer

Fig. 3. Ethernet_rpg_wkstn Node Model

Each RPG node has an “rpg” module. The rpg module contains a dispatcher
process that spawns a child process, called a manager process, for each arrival process
used by the self-similar traffic source node. Each RPG node has an "rpg" module. The
rpg module contains a dispatcher process that spawns a child process, called a manag-
er process, for each arrival process used by the self-similar traffic source node. The
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module.rpg_dispatcher process dispatches an RPG manager process for each row
(arrival process) specified in the RPG Traffic Generation Parameters The ta-
ble.rpg_mgr process spawns traffic source child processes. Each child process
represents an independent traffic source. The type of child process generated (flow,
ON-OFF, etc.) depends on which arrival process is used, while the number of child
processes generated depends on the input parameters of that arrival process. The
rpg_flow process is used by flow-based arrival processes to generate the packets with-
in a flow. The rpg_onoff source traffic source child process is used for all ON-OFF
arrival The processes.rpg_source traffic source child process is used to generate pack-
ets in the Sup-FRP processes and to generate flows in the F-FSNDP processes[9,11].

4 RPG Model Model Attributes

All of the RPG nodes have an “RPG Traffic Generation Parameters” attribute that is
used to specify the characteristics of the self-similar traffic. A source can generate
self-similar traffic using one or more arrival processes. To use more than one arrival
process, specify each process in a separate row of the RPG Traffic Generation Para-
meters table.

Average arrival rate: defines the average arrival rate for the aggregate traffic that is
generated by all sources of the arrival process. The unit used for the arrival rate de-
pends upon the particular arrival process being used. The Sup-FRP process and all
three ON-OFF processes are defined in packets/sec, while the flow-based FSNDP
processes are defined in flows/sec.

Hurst parameter: defines the Hurst characteristic of the self-similar traffic source.
The Hurst characteristic determines the shape parameter for the Pareto distribution
and is one of three main indicators of the traffic’s self-similarity. Fractal Onset Time
Scale: the fractal onset time scale is used with the Hurst characteristic to determine
the location parameter for the Pareto distribution. Like the Hurst characteristic, the
fractal onset time scale is one of the main indicators of the traffic’s self-similarity.

Source activity ratio: defines the percentage of time that at least one of the inde-
pendent ON-OFF traffic sources is active. This attribute is not used for other traffic
sources (such as flow-based sources).

Peak-to-mean ratio: defines the ratio of peak traffic (that is, bursts) over the mean
traffic rate, which is defined in the average arrival rate attribute. The peak-to-mean
ratio attribute is used only with the ON-OFF arrival processes.

Average flow duration: defines the average duration of the flow for flow-based ar-
rival processes. This attribute is not used in other,non-flow-based, arrival
processes.Filter Window Height: defines the mean packet generation rate within a
flow. This attribute is used only with flow-based arrival processes.

Input sup-FRP parameters: this compound attribute is used to specify the Hurst and
fractal onset time scale parameters for the Sup-FRP process that is used as the flow
arrival process by the F-ESNDP processes (that is, the shot-noise processes with frac-
tal flow arrivals). The other arrival processes do not use this attribute.

Start time. This attribute is used to specify when the arrival process starts generat-
ing traffic. The default value of use global setting sets all of the arrival processes (for
every node in the network) to begin traffic generation at the time specified in the RPG
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start time simulation attribute. You can set a particular arrival process to start at a
different time by specifying the desired time in its start time attribute. [10,11]

5 Experiments

OPNET is an Object Oriented (OO) discrete-event network simulator allowing for the
modelling, implementation, simulation and performance analysis of communication
networks and distributed applications. OPNET Modeller 14.5 is the industry‘s leading
simulator specialised for network research and development. It allows to design and
study communication networks,devices, protocols and applications with greater flex-
ibility. It provides a graphical editor interface to build models for various network
entities from physical layer modulator to application processes. All the components
are modelled in an object-oriented approach which gives intuitive easy mapping to the
real systems. It gives a flexible platform to test new ideas and solutions with low cost.
OPNET is a simulator built on top of a discrete event system. It simulates the system
behaviour by modelling each event happening in the system and processes it by user-
defined processes. It uses a hierarchical strategy to organise all the models to build a
whole network. OPNET also provides programming tools to define any type of packet
format to be used in purpose-built protocols. Programming in OPNET includes the
following major tasks: Define protocol packet format, define the state transition ma-
chine for processes running the protocol, define process modules and transceiver
modules needed in each device node. It allows to finally define the network model by
connecting the device nodes together using user-defined link models.We devised a set
of Ethernet control network system model in opnet 14.5 simulation environment .We
used RPG model, and different distribution for packet size (Pareto, exponential).
From the simulations we see the differences between “old-fashioned” (exponential
distribution) and “new fashion”(heavy-tailed distribution) methods of modeling self
similarity network traffic. ExpON-PowOff model shows long periods with very small
delays while exponential shows small variations and PowON-ExpOff to PowON-
PowOff model shows somehow similar[11-15].

6 Conclusions

The main goal of this research work was to estimate the parameters of measured self
similar traffic for modeling in OPNET. We use fractal analysis to characterize increa-
singly bursty industrial control network traffic. Our research is motivated by these
issues, which are of significant importance due to the fact that statistically bounded
traffic oriented performance evaluations lead directly into system and network design
criteria for future control networks.Our goal is to develop a better understanding of
the fractal nature of network traffic, which in turn will lead to more efficiency and
better quality of services on industrial control network traffic.The future work is to
develope trusted industrial control Ethernet network based on understanding of the
self-smilarity in industrial control Ethernet.
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Abstract. Routing on the surface of a sphere is a very interesting new topic.
This paper presents a new discrete particle swarm algorithm, ENS-DPSO, to
solve the travelling salesman problems on a spherical surface. Differently from
previous approaches, ENS-DPSO redefines the path-relinking as velocity and
position updating operators, and the hybridization with expanding
neighborhood search (ENS) strategy is employed to improve the exploitation
capabilities of the method. After visual implementation of the experimental tool
in Java with 3D APIs, the effectiveness and efficiency of the proposed method
are tested on various instances of random points with promising results.

Keywords: Particle swarm optimization (PSO), Traveling salesman problem
(TSP), Routing on a sphere, Path-relinking, Expanding neighborhood search.

1 Introduction

Traveling Salesman Problem (TSP) is to find the shortest roundtrip of minimal total
cost visiting each given node exactly once. More formally, a TSP instance is given by
a fully connected graph G on a node set V={1,2,...m}, for some integer m, and by a
cost function assigning a cost dj; to the arc (i,j) , for any i, j in V. The TSP is one of the
most widely known combinatorial optimization problems, since it is simple to
describe and widely applicable but very difficult to solve, and actually, it is the NP-
complete problem. Whereas, the extreme intractability of TSP has still attracted great
interest from many researchers to attempted to develop new TSP-solving methods to
find the optimal solution or quasi-optimal solution within a reasonable time for a
given set of cities[1][2]. The harder is the problem researched on, the more significant
is the result obtained. Since the limitation of traditional mathematical method to solve
the large TSP instances, many intelligent methods based on evolutionary algorithms
have been developed to yield good solutions within a acceptable computational
time[2]. Particle swarm optimization (PSO) is a collaborative population based
evolutionary computation method inspired from flocking of birds or schooling of
fishes. Being simple in concept, easy in implementation and quick in convergence,
PSO has gained wide applications in a variety of fields successfully[3][4][5].
Although the developments of PSO have originally concentrated on optimization in
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continuous search spaces, some researchers proposed various discrete particle swarm
algorithms for solving different combinational problems, including TSPs[1][3][5].

Recently, route searching problems on the surfaces of 3D shapes has been drawn
much attention[6][7][8]. Ugur [8] introduced a simple and effective method for TSP
on the surface of a sphere, called SphereTSP problem, and the method was test by
using GA with 2-opt for various instances. Sphere is one of the most common ball-
shaped objects, and it is the thermodynamically most stable shape with the lowest
overall surface energy. Sphere has some unique features such as low friction, rotating
around any axis, with the smallest surface area. So, TSP on a sphere has a wide range
of utilizes in science and engineering.

Inspired from both Marinakis[5] and Ugur[8], this paper introduces a method for
calculating the shortest path between any two points on the spherical surface. Then, a
hybrid particle swarm optimization algorithm with expanding neighborhood search
(ENS) strategy is presented to solve the travelling salesman problems on the surfaces
of a sphere, in which path-relinking strategy is used to update velocities and positions
of particles in the swarm. After visual implementation of the experimental tool in Java
with 3D APIs, the effectiveness and the performance of the proposed method are test
on many sets of random points on a unit sphere.

2 Description of the TSP on a Sphere

TSP on a sphere, called SphereTSP, is a special case of the TSP on 3D objects. In this
problem, a salesman or particle must visit n cities having coordinates on the spherical
surface exactly once, return to the starting city with the shortest distance (minimize
the total travel cost).

2.1 Representation of a Point on a Spherical Surface

On a sphere, involving to several related terminologies, a great circle is the
intersection a plane and a sphere where the plane also passes through the center of the
sphere, and consequently divides it into two equal parts. Great circles through the two
poles are called lines (or meridians) of longitude, and circles on the sphere that are
parallel to the equator are lines of latitude as shown in Fig.1(a).

(a) Z (b)

() £

LI
= E greal circle

mieridians longitide

Fig. 1. (a) A sphere, (b) of coordinates, and (c) its shortest distance between two points on the
spherical surface
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The shortest path between two points on the spherical surface, called a geodesic, is
along the segment of the great circle[9]. Every meridian of longitude is exactly half a
great circle. The parallels of latitude are smaller circles except for the equator. A
sphere all the points satisfying the following lie on a sphere of radius, r, centered at
the origin (0,0,0) as a function, x2+y2+22:r2, of three space coordinates (x,y,z).

The curvature of the curve of intersection is the sectional curvature. For the sphere
each normal section through a given point will be a circle of the same radius, the
radius of the sphere. It means that every point on the sphere will be an umbilical
point. The Cartesian description for positions along the path of a curve can be
parametrized via using the following vector point (r, 8, ¢) transformation [9] such that

x=rsinfcosg
y=rsin@sing,0<p<2rand 0<O<rx (1)

z=rcosf

2.2 Calculation of Shortest Distances Matrix

For any two points on the surface of a sphere there is a great circle through the two
points. The minor arc of a great circle between two points is the shortest surface-path
between them. The length of the minor arc of great circle is taken as the distance of
two points on a surface of a sphere, namely shortest distance. The great circles are the
geodesics of the sphere[9]. On a spherical surface, shortest distnace (geodesics)
between any pair of two points is along the arc of a great circle as shown in Fig.1(c).
So, it can be used the value of angle € in radians between two points. Given n points
on a sphere, then the shortest arc length, dj;, i,j=1...n, between two points (p;, p;), can
be calculated by using the following equation:
XYY g,

X
d; =arcos( o ), i,j=1--,n )

Since distance from any point p; to point p; is the same as the distance from point p; to
point p; on the sphere, so, n*n symmetric distance matrix D=[d;] which gives the
geodesics between all pairs of points on the spherical surface can be easily calculated
by employing the Eq.(2).

3 Proposed Method

3.1 Particle Swarm Optimization (PSO) Algorithm

PSO is a swarm based evolutionary computation method and has applied to many
fields in science and engineering[3][5][10]. It is initialized with a swarm of random
solutions and this initial swarm evolves over generations to find optimum. In PSO,
each particle i is represented by a position x;; and a velocity v, which enables them to
fly through a d-dimensional problem space (j=1...d). The update of the position of a
particle is performed by using its previous position information and its current
velocity. Each particle knows its personal best position (pbest;;) so far and the best
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position achieved in the group (global best, gbest) among all personal bests. The basic
equations for particle positions and velocities update are

{Vij () =wv, (=1 +cn(pbest,(t—1)—x,(t =1))+c,n,(gbest; (1 = 1) — x, (1 = 1)) ;
' ' (3

x,; (1) = x,;,(t =1) + v, (?)

Where o is inertia weight, acceleration factors ¢; and ¢, are nonnegative constants in
the interval [0, 1), and r; and r, are two random numbers drawn from [0, 1). PSO
algorithm updates the particles’ positions and velocities iteratively with time step ¢
until a stopping criterion is met.

3.2 Velocities and Positions Updating by Path Relinking

Path-relinking (PR) was originally suggested [5] as an approach to integrate
intensification and diversification strategies in the context of Tabu search. This
approach generates new solutions by exploring trajectories that connect high-quality
solutions, by starting from an starting particle, and generating a path in the
neighbourhood space that leads toward the target particle [11][12]. To generate the
desired paths, the roles of starting and target particles can be interchangeable. Each
particle can also be induced to move simultaneously toward the other as a way of
generating combinations.

A particle in PSO can either follow its own way, or go back to its previous
optimum, or go towards to the global optimum. Thus, in the hybrid method when the
particles decides their next positions, a PR strategy is applied where the current
particle plays the role of the starting particle and the best particle of the swarm or the
current best particle plays the role of the target solution. The trajectories between the
two particles are explored by simple swapping of the two points of the starting
particle until the starting solution becomes equal to the target solution. If in some step
of the PR strategy a new best solution, either of the particle or of the whole swarm, is
found then the current best particle is replaced with the new on and the algorithm
continues. An example of path-relinking operator is illustrated as shown in Fig.2.

Start particle Rotation  — Swap-left —
[1l2]3[af5]e]>[a]5]6f1[2[3[>[4af6[5[1[2]3]
Swap-left
[4]2]e]s]1[3]€[4af6efa[s[1]3]€[4]6]5]2[1]3]
Target particle Swap-right L Swap-right L

Fig. 2. An example of path-relinking operator

3.3 Expanding Neighborhood Search (ENS)

The hybridizations with local search strategies are often adopted by researchers in
order to improve the exploration capability of many heuristic algorithms. On basis of
CRLSM, Circle Restricted Local Search Moves strategy[12], Hansen[13] proposed a
Expanding Neighborhood Search (ENS) strategy to use a larger neighborhood to
escape from a local minimum to a better one. The method starts with a given size of
neighborhood (the radius of the circle). Inside this neighborhood, a number of
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different local search strategies are applied until all the possible trial moves have been
explored and the solution can not further be improved in this neighborhood.
Subsequently, the neighborhood is expanded by increasing its size by a percentage
and, again, the same procedure is repeated until the stopping criterion is activated the
algorithm has reached the maximum number of iterations, then the algorithm
terminates with the current solution. An example of ENS strategy is illustrated in
Fig.3 adopted from Ref[12], and its pseudocode is rewritten as following:

/[Algorithm: ENS-Expanding Neighborhood Search
Initial size of neighborhood, f= A/2, the cost of the pending deletion edges, A, B
Do while (@ > e or f < A + B) // the quality of the solution, c
m = 1// index for the local search methods, m
Call first local search strategy
If w< e then // a prespecified threshold number, e, b,
STOP with the current solution
Else
Do while (m < M,) // the number of local search strategy, M,
If w< by or a local optimum is found then
Change local search method
m=m+1
If w< e then
STOP with the current solution
Endif
Endif
Enddo
Endif
f=f* (1+h) // the expanding rate of neighborhood, %, default /0%
Update b and e
Enddo

*A+4B no passible
improvement in cost

Fig. 3. An example of Expanding Neighborhood Search strategy[10]
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3.4 Discrete PSO for Solving SphereTSP

Since the original PSO was applicable to continuous optimization problems, in last
years several modifications of the algorithm known as Discrete PSOs have been
proposed by many researchers and effectively applied with some discrete
optimization problems. In this subsection, a new algorithm based on discrete PSO is
proposed that incorporate extending neighborhood search strategy into and utilizes a
feedback procedure in order to extend the exploration abilities of the discrete PSO.
The proposed algorithm initially defines the probabilities associated with each
velocity for particles, where pry, pr,, pr; correspond, respectively, to the likelihood
that the particle follows its own way, goes toward the bet previous position and goes
toward the best solution so far. Then, the algorithm proceeds modifying the particle’s
position according to the velocity operator randomly chosen. Finally, the probabilities
are updated. At the beginning, a high probability is set to pr;, and low values are
assigned to pr, and pr;. The goal is to allow that individualistic moves occur more
frequently in the first iterations[1][3]. During the execution this situation is being
modified and at the final iterations, pr; has the highest value. The idea is to intensify
the search in good regions of the search space in the final iterations. Thus, the general
framework of the algorithm for Sphere TSP problem is described as follows:

/[Algorithm: ENS-DPSO for SphereTSP
Setup initial parameters
Input the size of the swarm, m
Generate randomly the initial particles
Define initial probabilities, pry, pr,, prs
Do While (the maximum iterations or a stop criterion is not met)
For each particle p;
Evaluate the fitness(p;)
Update the personal optimum, pbest;
Apply ENS
Endfor
Update the global solution, gbest
For each particle p;
Update velocity of particle p; using PR operators
Update position of particle p; using PR operators
Endfor
Update probabilities:
pri=pr1*0.95, pr,= pry*1.01, pr;=100% — (pry+pr,)
Enddo
Return the best particle (the shortest tour)

4 Computational Experiments

To test the effectiveness and efficiency of the proposed algorithm, the visualization
experimental tool for TSPs on a sphere benefited from Ugur’s demo[8] reusable
online, is designed in Java with 3D APIs, which are application programming
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interfaces used for writing 3D graphics applications in geometric rendering and
visually present all the sphere, points and route of the problems. The system provides
some functions to allow user to interactively specify a new sphere, select a test data or
add random points on a surface of the sphere, set parameters for the algorithm, and to
look at the found optimal route in a 3D view as shown in Fig.4.

—lof x|

Tramsparency: ) On & O | Lines About
PS0 Aigorithims:
Ganeration Sae
1000
Swarm Sire y
Probabdmies: i

Pra |0.95

Pz [oos

pra [005

Find Fooute
Tow
Sphere
Fasdiis | 1 X
Poaeds | 300

Aadd Pots

Hamave
Prev || Hea

Rosst

Cosrent point: 0032115557 00220474 F0O0I0F

Fig. 4. Main interface of the experimental tools for SphereTSPs

In the experiment, initial parameters for ENS-DPSO algorithm are set to their
default values as previous literature suggested, path-relinking with 3-opt exchanges
selected, the initial probabilities pr=0.95, pr,=pr;=0.05. Several sets of random
instances, e.g., n = 10, 20, 30, 50, 100, 200, ---, 800 points, are respectively placed on
a unit sphere. Each instance is run for 1000 iterations and independently 30
replications are conducted for each instance. Since the optimum solutions for random
instances are unknown, the proposed method is able to find the best optimum for each
one. The statistical average routes and standard deviation among 30 replications for
each instance are recorded to evaluate the performance of the proposed algorithm. In
replication trials for some low-dimension instances, such as n <300 points, the
optimum routes are frequently obtained from the algorithm. For larger scale problems,
however, n >500 points, the algorithm cost more computational time. As the density
of points is increasing, the found best routes and the average routes are grow just as
expected, while the average shortest arc length between two points decreases.
Computational experiments have shown that the proposed algorithm is not only
highly effective, but also can find closer sub-optimal route with high frequency for all
the tested instances.

The experimental tool also allows users to visually understand the problem and
examine the quality of the solution. The solid mode (transparency off) of the system
permits examination of the route by interactive rotation of the sphere. Fox example,
all cities and the optimal routes found by using ENS-PSO method for 20 points and
150 points are shown in Fig.5(a), (c), (b) and (d), and after rotating the tour on other
of the spherical surfaces can be seen in Fig.5(e) and (f), respectively.
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(a) 20 points, transparency on (b) 150 points, transparency on

(c) 20 points, transparency off ~ (d) 150 points, transparency off

(e) 20 points, transparency off, after rotating (f) 150 points, transparency off, after rotating

Fig. 5. Tours found by ENS-DPSO for two random points on the surface of unit sphere

5 Conclusions

The research has scientific significance and practical value, since a sphere is one of
the most common ball-shaped objects in nature. In this work a simple and efficient
method to search the optimum route on a spherical surface has been proposed by
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exploring the shortest arc of a great circle. Then, by employing path-relinking strategy
as velocity and position updating operators, a new discrete PSO algorithm has been
proposed by cooperating ENS local search strategy into the approach to solve the
travelling salesman problems on the surfaces of a sphere. After implementation in
Java with 3D APIs, various sets of random points are used to test the efficiency and
the effectiveness of the proposed algorithm with satisfactory results.

The future study should investigate the comparison the proposed algorithm with
other heuristic methods, and further develop an effective hybrid method base on
swarm intelligence to solve the generalized TSP on a sphere in order to meet the
practical needs of a wide range of engineering applications.
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Abstract. An algorithm of object-oriented program comprehension and
description is proposed in this paper. This methodology represents the program
structure in visual form. Firstly, the code is analyzed. With the code analysis of
compiling technique, knowledge related to the program structure can be
concluded. Secondly, the knowledge is conducted for abstraction and inference.
Lastly, software and algorithmic model are reconstructed. Program
comprehension penetrates into algorithm structure analysis under function-
level.

Keywords: Program comprehension, program analysis, information extraction,
visual representation.

1 Introduction

Program comprehension is the procedure that analyses the code with computer
technology automatically and gets the information about it [1][2]. It can review
software documentation, such as software structure and algorithm description, with
this information.Technical staff can understand the software effectively with the result
of program comprehension.

There are some aspects need to be improved for existing tools of source program
analysis,such as the speed, the output document stratified, algorithm description,
context description [5][14][16]. An algorithm of object-oriented program
comprehension and description is proposed in this paper. Basic approaches is: Firstly,
the code is analyzed. With the code analysis of compiling technique, knowledge
related to the program structure can be concluded. Secondly, the knowledge is
conducted for abstraction and inference. Lastly, software and algorithmic model are
reconstructed.[13]. These processes are shown in figure 1.
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source code program analysis H information extraction }—»

lexical analysis

information abstraction H Restructured software

Structural structure description

information of algorithm description
program

Fig. 1. Basic process of program comprehension

2 Regular Expression and Lexical Analysis

Regular expression is a special character string, composed by common characters and
special characters (meta-characters). A series of character string construe regular
expression and match target character string, according to specified grammar rules.
This method can locate the target string quickly.

Meta-characters includ: “*” matches 0 or multi-pattern; “+” matches 1 or multi-
pattern; “?” matches O or 1 pattern; “.” matches any character except carriage return;
“-” specifies range; “\”” matches escaped meta characters; “[]” matches a character set.
That matches any character of the parentheses. If the first character is "/", it matches
the negative mode [7].

Regular expression can match the target character string from code and get verbal
messages at the lexical analysis. For example, regular expression of single-line
comments is “//.*\n”; regular expression of multi-line comments is “/\*(\sl.)*?\*/”,
“\s” matches the character of space, backspace, tabulator, linefeed and return. The
code of the algorithm is as follow:

Algorithm NOTE (P)

Global: 1lid - index of P[0,...,m-1]
Input: P[O0,...,m] - program array
Output: token - expression signature
begin

CHP[lld++] ;

while (C=SpacelJC=BackspacelJC=TablJC=EnterJC="'/")
{ if(C='/")
{ C<—P[11d++] ;
if(c='/")
{ while(C#Enter){CeP[lid++];}
token—signature of note;}
else if(C='*")
{ notes<l;
while (notes#0)
{ C<—P[11d++] ;
if(C=r*")
{ CeP[lid++]1;
if(C='/") {notes=0; }else{lid--;}}

}
token—signature of notes;}
else{token~signature of '/';1lid--;}

}
else{C~P[lid++];}
}
return token;
end
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Lexical analysis matches the reserved word, special symbol and the identifier
(variable, function and so on) accurately. Specific method is to design a lexical
analyzer that is called by syntax analyzer. Lexical analyzer returns the lexical sign to
syntax analysis procedure. At the beginning of lexical analysis, we must define a key
vocabulary table to store key words of procedures language. Because there are various
key words in source code, this table will be added dynamically. The steps of lexical
analysis are:

(1) Neglect space, carriage return, and other analogical characters;
(2) Match words and special symbol;

(3) Query the table and match key words;

(4) Return lexical sign;

The structure of lexical sign [6]is:
struct Token{int syn;//expression code string text;//expression content};

3 Syntax Analysis and Semantic Analysis

Sub-analysis processes for each grammar rule are designed. The syntax analyzer
chooses corresponding sub-analysis process, according to the lexical sign returned by
the lexical analysis. In order to understand source code context, the syntax analyzer
must be own semantic analysis, such as it have to review all the types in source code.
According to c/c++ grammar, grammar rules of syntax analyzer are [8][9][10]:

<STMT>—<INCLUDE>|<CLASS>I<STRUCT>I<TYPEDEF>I...

The grammar of class definition is composed by key word, class name, inheritance
and content.

<CLASS>—classsNAME><INHERIT><DEFINE>;

< INHERIT >—¢l:<PARENTS>

<PARENTS>—public<NAME>|<NAME>I<PARENTS>,public<NAME>
[<PARENTS>,<NAME>|...

Class members have their own access control permissions, default permission is
private.

<DEFINE>—¢l{<MEMBER>}
<MEMBER>—¢l<MEMBER><ACCESS PERMISSION>
[<MEMBER><DATA MEMBER>I<MEMBER><MEMBER FUNCTION>
[<MEMBER><CLASS>I<MEMBER><STRUCT>|...
<ACCESS PERMISSION>—public:l...
<DATA MEMBER>—<PREFIX><TYPE><NAME><VALUE>
<MEMBER FUNCTION>—
<PREFIX><TYPE><NAME>(<PARAMETER LIST>)<REALIZE>
<PARAMETER LIST>—
el<TYPE><NAME>I<PARAMETER LIST>,<TYPE><NAME>
<PREFIX>—¢l<PREFIX>constli<PREFIX>externl<PREFIX>staticl. ..

The grammar of function realization is composed by sequential control structure, loop
control structure and branch control structure.
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<REALIZE>—{<CONTROL STRUCTURE>}
<CONTROL STRUCTURE>—>
glkCONTROL STRUCTURE><SEQUENTIAL CONTROL STRUCTURE>
I<CONTROL STRUCTURE><LOOP CONTROL STRUCTURE>
I<CONTROL STRUCTURE>< BRANCH CONTROL STRUCTURE>
<SEQUENTIAL CONTROL STRUCTURE>—>
<EXPRESSION><CONTROL STRUCTURE>
<LOOP CONTROL STRUCTURE>—
while(<EXPRESSION>){<CONTROL STRUCTURE>}
lfor(<EXPRESSION>){<CONTROL STRUCTURE>}I...
<BRANCH CONTROL STRUCTURE>—>
if(<EXPRESSION>){<CONTROL STRUCTURE>}
else{<CONTROL STRUCTURE>}
lswitch(<EXPRESSION>){<CASE CONTROL STRUCTURE >}I...
<CASE CONTROL STRUCTURE >—
gl<CASE CONTROL STRUCTURE >
case< EXPRESSION >:<CONTROL STRUCTURE>
I<CASE CONTROL STRUCTURE >deault:<CONTROL STRUCTURE>
<EXPRESSION>—<DEFINE>/<OPERATION>

Variable identifier is character string, whose first character must be a letter or
underscore, and else characters must be composed by letter or figure.

<NAME>—<BEGIN><END>

<BEGIN>—AI...|Zlal...lz|_
<END>—¢l<END>AI...I<KEND>ZI<END>al...l<END>zI<END>_I<END>0I...
<TYPE>—voidlintlstringlvectorl...l<TYPE>*I<TYPE>&I<TYPE>[]I...

Because the parsing is complex, here just list the part of grammar. The algorithm is as
follow:

Algorithm PARSER(P)

Input: P[O0,...,m] - program array
Output: null
begin

for i=0 to m-1
{ flag-True;
token—~SCANER (P) ;
while (flag=True)
{ if (syn€#include) {PARSER_INCLUDE (P) ;}
else if(syn€class) {PARSER_CLASS(P);}
else if (syn€realization) {PARSER_REALIZE(P);}...
13

end
SCANER is the lexical analyzer; PARSER_INCLUDE, PARSER_CLASS and
PARSER_REALIZ are the sub-analysis processes of Syntax analyzer. Syntax

analyzer chooses the sub-analysis processes, according to the value of syn. Such as
algorithm of function realization analysis is:
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Algorithm PARSER_REALIZE (P)

Input: P[0,...,m] - program array
Output: ControlStructure*
begin

flag-True;

token—~SCANER (P) ;

while (flag=True)

{ 1if(syn€ if”Jsyn€ else”
Usyn€vswitch”|syn€“case”|Jsyn€E default”)

{ BCebranch condition;SCSLePARSER_REALIZE(P) ;
add BC and SCSL into a controlStructure;
add this controlStructure into the
controlStructure list;}

else if (syn€“while”syn€“for”|Jsyne“do-while")

{ LCeloop condition;SCSLePARSER_REALIZE(P) ;
add LC and SCSL into a controlStructure;
add this controlStructure into the
controlStructure list;}

else{ DEeexpression;add DE into a controlStructure;
add this controlStructure into the
controlStructure list;}
}

end

4 Information Description

Information description is divided into structure description and algorithm
description. The description of structure adopts the type of class diagram; the
description of algorithm adopts the type of N-S diagram. It needs to get the coordinate
and size of the primitive graphics, the nesting and location relationship among
themselves. It has to calculate the information(includes:coordinate and size)of its sub
primitive graphics, before calculating the information of the primitive graphic. the
algorithm of calculate the graphic size.

Algorithm CALCULATE_SIZE(C)
Input: C - ControlStructure
Output: size - the size of C
begin
SCethe sub controlStructure list of C
for i=0 to the size of SC-1
{ P[1]=CALCULATE_SIZE(SCI[i]);}
return sizeecalculation(P) ;
end

5 Experimental Result of the Algorithm

According to above methods, we devise a system of program comprehension. the
result of an instance is shown in figure 3 and figure 4.
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Fig. 3. A program comprehension instance

fiifndef  FILEREPORT
fidefine  FILEREPORT

class FILEREPORT
{

public:
FILEREPORT();
FILEREPORT(char *p);
~FILEREPORT();

void put(char *p).

void put(char *p.int a,int b);

void putnum(int i,char #p);

M

void CheckDC(HDC h,char *p);
llshow

void SetDevice(HDC h,int x,int y);
void Output(char *p.int a,int b);

Class FILEREPORT

- fp FILE®
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Fig. 4. Contrast between source code and result

57



58

H. Gu and D. Lin

Choose representative software from the open source, to test the prototype

system of program comprehension. The result and reality of the software are in
agreement. The test result is shown in table 1.

Table 1. Test result of prototype system

Class (structure) information quantity Function information quantity

code number | Analysis time data member | member function | Sequence Structure | loop structure | branch structure

code | accurate | code | accurate | code | accurate | code | accurate | code | accurate

5000 <5sec 174 171 175 175 1025 1023 53 53 144 144

Iw <10sec 354 354 1158 1158 3078 3078 80 80 507 507

Sw <5min 629 620 437 436 3798 3787 163 163 631 630

20w <10min 2023 2014 7523 7521 23465 | 23459 496 496 2466 | 2466
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Abstract. Based on the principle of simulated annealing algorithm and applying
annealing model, this paper systematically analyzed the extended applied
algorithm and its examples of Nondeterministic polynomial (NP) decision
problem, evaluated the setting of the important parameters and the processes,
and realized the global optimum solution for NP application. The results of the
experiments tested under .NET confirm that SA algorithm can jump out from
the trap of local optimum and find global optimum solution for combinatorial
optimization. Meanwhile, optimization algorithm is competitive comparing
with other local searching algorithm.

Keywords: Simulated Annealing(SA), Metropolis Arithmetic, Nondeterministic
Polynomial(NP), Cooling Schedule Formatting.

1 Introduction

SA algorithm was proposed at the earliest by Metropolis etc. (1953), and successfully
applied to combinatorial optimization problem in 1983 by S.Kirkpatrick, C.D.Gelatt
and M.P.Vecchi from IBM Thomas J. Watson Research Centre.[1][2]It is especially
effective for complete combinatorial optimization problem. It is derived from a
physical phenomenon of solid annealing process. After metal object is heated to a
certain temperature, it is cooled down at specific speed. Slow cooling makes most of
metal atoms reach the lowest energy point.. This can’t be realized by means of
quenching. Based on the similarity between annealing process and general
combinatorial optimization problem, Local optimal solution can probably avoid being
trapped in local minimum and get global optimum.

The rest of this paper is organized as follows. In section 2, the principle of SA
algorithm and related theories are given. The procedure analysis appears in Section 3.
In section 4, an example of extended SA algorithm was tested under .NET
environment. Key parameters and operations of the algorithm are described and

H. Deng et al. (Eds.): AICI 2011, CCIS 237, pp. 60-63, 2011.
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researched in details in Section 5. NP realized in Section 6. Finally, the conclusions are
given in Section 7.

2 Principle of SA Algorithm

2.1 Background of SA Algorithm

SA is originated from metallurgical terminology of annealing. Annealing is aimed to
increase the size of crystal particle and reduce the defects existing in crystal lattice by
means of specific cooling speed after the material being heatied. The atom of the
material stayed before at the position with local minimum internal energy.
Temperature rising leads to the atom leaving the position it was with increased energy
and moving randomly. The slow cooling speed by annealing can get crystal structure
with low energy and minimize the probability of defective lattice[3].

2.2 Metropolis Criterion

Metropolis etc. proposed Importance Sampling in 1953, i.e., accepting new state by
probability [4]. Specifically speaking, at temperature t, current state i produce a new
state j, the energy for each state is E; and E; respectively. If E<E;, then accepting new
state as current; otherwise, if probability

przexp[—(Ej—Ei)/kt]. (D

is greater than the random number between [0,1], still accepting new state as current.
If equation is not, then keep i as current, k is Boltzmann constant.

This kind of sampling can accept the new state having great energy difference from
the current state at high temperature, but just accept the new state with small energy
difference from the current state at low temperature. And when the temperature tends
to zero, it can’t accept new state with higher energy than the current [5]. This
accepted criterion is generally called Metropolis criterion. (The system will tend to a
steady distribution state after a certain times of iteration).

2.3 NP Decision

For a decision problem, if there exist a polynomial function g(x) and a verification
algorithm A meeting with that it is the sufficient and necessary condition for making I
is the “Yes’ example of the decision problem, i.e., there exist a character string ‘s’
expressed as the feasible solution of I, the scale of it is 1(s)=O(g(1(I))), among of them,
1(I) is the scale of I, and the calculation time for that algorithm A verified that S is
‘yes’ answer of example I, then this decision problem is called nondeterministic
polynomial, abbreviated as NP.
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2.4 TSP Corresponding Decision Problem

Using once permutation of n cities (iyy gy oen... , i,) to express a business man
departed from city i; and passed sequentially by i,,...in, and returned to i; again,
according to such a path, decision problem is: for given z, if there exist a permutation
of n cities

W: (i], iz, ...... N ln) . (2)
Which makes
fm=3d, <z 3)
= Liyl

Among, i, /=i,

One of the permutations meeting with the equation is called feasible solution of
corresponding decision problem. The calculation time of verification algorithm is
n+1, and the scale for the example 1(I) is at least 2n(n-1)+2+log, | p | , Among,

p=nllid |d,#0i#j} @)
Is the TSP example for any one city of n cities.
Its solution is W= (i}, i5 ,...... ,i,) ,apermutationof (1, 2, ..., n) ,the scale

of the character string does not exceed

n

> (log,(i+1)))+2n < 3n+nlog,n. ©)

i=1

It can be decided that TSP belong to NP by verifying calculation time of the
algorithm and judging the scale of feasible solution of the example.

2.5 Principle of SA Algorithm

SA algorithm, based on the similarity between practical annealing process and solving
process for decision problem, corresponding the solution and objective function to the
micro state and its energy, departing from a certain initial solution, by using of
amount of transformation, finally find the relative optimum solution of combinatorial
optimization for given control parameters. Furthermore, with the decreasing of the
control parameters, by repeating execution of Metropolis algorithm, the global
optimum solution can be obtained. SA algorithm is a general optimization algorithm,
and it has been currently applied in engineering extensively [6].

3 SA Algorithm Procedure Analysis

Standard SA algorithm procedure can be described as the following:

Step 1. For given initial temperature, produce a initial state randomly, let k=0
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Step 2. Repeat:
) Repeat produce a new state; s; =Genete(s) ; If,

min{l, exp[—(C(Sj —C(s)]} = random[0,1]. (6)

s=s; .Until meeting with sampling stability criterion.

© Annealing f;,; = update(t;) , let k=k+1, until meeting with algorithm ending
criterion.

Step 3. Output result.

4 TSP Annealing Model

To TSP problem, the main principle of SA is to adopt random walking in
neighborhood structure (random selecting points), by use of Metropolis sampling
criterion, to make random walking gradually converge to local optimum solution.
That is to iterate current solution to repeat process of produce new solution—
calculating objective function difference---accept or discard, with the gradual
attenuation of value t, to find the current solution as approximate optimum solution
when algorithm ending. This is a heuristic random searching process based on Monte
Carlo iteration.

Solution space: Solution space W is the all path of visiting each city thoroughly
exact one time. Solution can be expressed as { (7, 7z,**** 5 B A FAR FORERIRIE , 1
FZENREAE , I,1s a permutation of 1,2,...... Jn, representing departing from city i,
passing by cities i, ...... , in sequentially, and returning to city i;. Initial solution can
be selected as (1, ...... , ).

Objective function: objective function is the total length of the paths for visiting all
cities (cost function);

PGt =2.0d,d ) ™

Required optimum path is the corresponding path when objective function getting the
minimum value.

Cooling parameters, region structure and new solution generator, accepted criterion
and random number generator (Metropolis algorithm) constitute the three support of
the algorithm. Cooling schedule should prescribe the following parameters:

(a) .initial value #, of controlling parameter t

(b) . attenuation function of controlling parameter t

(c) . length of markov chain(i.e. for every random walking, the times of iteration
after which it could tend to a quasi equilibrium distribution, i.e., a local convergence
solution)

(d) . selection for ending conditions



64

5

SA algorithm includes 3 functions and 2 criterions, i.e., state generation function,
state accepted function, temperature update function, inner cycle ending criterion and
outer cycle ending criterion. The design of these links will decide the performance of
SA algorithm. In addition, initial temperature selection has a great influence to the

A. Wang and Y. Duan

//cooling parameter

#define TIMES 500 //Searching times in solution space
at the same temperature

#define T 10000 //initial temperature

#define DecayScale 0.95 // Temperature Attenuation
factor (f(t)=t*DecayScale)

//Obtain a new solution, i.e.,a new route.
void GetNewRoute (int*pos)
{ int x1=0; int x2=0;

for (;x1==x2;)

{ xl=rand()%Count; x2=rand()%Count; }
int temp=pos[x1];
pos([xl]=pos([x2]; pos[x2]=temp; }

// accept new solution or not

Bool IsAcceptNewRoute (double newResult,double
oldResult,double t)

{ double _r=newResult-oldResult;
double p=::rand()%100;
double pp=(p/100.00);
if(£<=0.00000000000001)

t+=0.00001;
if(_r<0| |pp<exp(-_r/(t)))
{ return true; }
else
{ return false; } }

Setting of Key Parameters and Operations

algorithm.

State generation function: designing for state generation function (neighborhood
region function) is to ensure that produced candidate solution distribute in whole
solution space[7], which is commonly random variables generated by a probability

distribution function.
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State accepted function: commonly given by way of probability. Designing state
accepted function obey the following principles.

At fixed temperature, the probability accepting candidate solutions which make the
objective function decrease should be greater than the ones which increase objective
function.

With the decrease of the temperature, the probability for accepting solutions which
make objective function increase should decrease gradually. With the temperature
tending to zero, only the solution which make objective function decrease can be
accepted.

Test shows that the higher initial temperature, the higher the probability obtaining
high quality solution. But calculation time will increase. Therefore, decision of initial
temperature depend on test result, and should be adjusted certain times. Compromise
should be considered between optimization quality and efficiency.

Temperature update function: used in outer cycle to modify temperature value. At
present, in the theory of inhomogeneous SA algorithm convergency, temperature
update can adopt function f,=a/log(k+k,), but the temperature descends very slowly.
In rapid SA algorithm, update function is #=p/(1+k), but the drop of temperature must
match with state generation function as to ensure getting global optimum under
reliable convergence. Generally, the more the candidate solution produced under
different temperatures, the faster the temperature descends [8].

Inner cycle ending criterion, or Metropolis sampling stability criterion is used to
decide producing candidate solution (state) numbers at different temperature. In the
theory of inhomogeneous SA algorithm, due to only one or few amount of candidate
solution being produced at one temperature, there does not exist the problem of
selecting inner cycle ending criterion. But in the theory of homogeneous SA
algorithm, convergence condition requires that candidate solution numbers produced
at every temperature tend to infinite to make corresponding markov chain reach
steady probability distribution. Obviously, it is impossible to be realized in practical
algorithm application. Common-used sampling criterion include: (a). verify if average
value of objective function is steady. (b). change of objective value is small for
continuous calculation steps. (c). to sample at certain steps[9]. In addition, it can be
adopted to use refuse times as a index to get the rule of controlling iteration steps.
This article applied refuse times.

Outer cycle ending criterion: used to decide when algorithm ends. Setting final
value of the temperature is a method[10]. If final value is reached and optimal value
of objective function keeps unchanged at certain continuous steps, then optimizing
ends.

Due to the control function of cooling schedule, the time complexity for SA
algorithm is O(kLmt(n)), k is iteration times, Lm is the longest one in k Marcov
chains, t(n) is the polynomial function of problem scale n, which shows that
reasonable selection for cooling schedule is the premise of algorithm application.

6 Example and Analysis

SA algorithm optimizer for TSP was tested under .NET environment. City node is
stored in input file, output is the result. The optimum path obtained is showed in Fig. 1.
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Fig. 2. Example of a extended SA algorithm

7 Conclusion

The feature of SA algorithm, which can avoid being trapped in local minimum, is
significant for dealing with NP optimization for there existing more local minimum.
Having more space, accepting new solution according to Metropolis criterion, not
only accepting optimized solution, but also accepting worsen solution within some
limitation [11], all these are nature difference between SA algorithm and local
searching algorithm. SA algorithm can jump out from the trap of local optimum by
change of temperature parameter in algorithm, and furthermore, can find global
optimum solution for combinatorial optimization. It has the characteristics of
simplicity and generality. From the view of time complexity, the average time
complexity of local searching algorithm use polynomial of problem scale n as
boundary, which is unknown under the worst condition. So, to most combinatorial
optimization problems, SA algorithm is superior to local searching algorithm. But
there are still some parameters needed to be adjusted, some rules to be matched. It
needs large amount of numerical simulation calculation to be executed in order to
select better parameter matching among the results.
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Abstract. Premature convergence and low converging speed are the distinct
weaknesses of the genetic algorithms. a new algorithm called ECCA (ecological
competition coevolutionary algorithm) is proposed for multiobjective
optimization problems, in which the competition is considered to be in
important position. In the algorithms, each objective corresponds to a
population. At each generation, these populations compete among themselves.
An ecological population density competition equation is used for reference to
describe the relation between multiple objectives and to direct the adjustment
over the relation at individual and population levels. The proposed approach
store the Pareto optimal point obtained along the evolutionary process into
external set, enforcing a more uniform distribution of such vectors along the
Pareto front. The experiment results show the high efficiency of the improved
Genetic Algorithms based on this model in solving premature convergence and
accelerating the convergence.

Keywords: Competitive coevolutionary genetic algorithm, Pareto optimal
point, multiobjective optimization problems.

1 Introduction

This solution of a real problem involved in multiobjective optimization (MO) must
satisfy all optimization objectives simultaneously, and in general the solution is a set of
indeterminacy points. The task of MO is to estimate the distribution of this solution set,
then to find the satisfying solutions in it. General MO contain a set of n decision
variables, a set of k objective functions, and a set of m constraints. In this case,
objective functions and constraints respectively become functions of the decision
variables. If the goal of multiobjective optimization problems is to maximize the
objective functions of the y vector, then (1):

maximize y =f(x)=(f,(x),--,f;(x), - f, (x)),
subject e(x)=(e,(x), -, fj x), £, (x)<0 M

Where xz(xl’ X2, .,Xn) EX? y= (Yh Ya2,.. ~’Yk) €Y.
In (1), x is called a decision variable vector and y is called an objective function
vector. The decision variable space is denoted by X and the objective function space is

H. Deng et al. (Eds.): AICI 2011, CCIS 237, pp. 68-73, 2011.
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denoted by Y. The constraint condition e(x)<0 determines the set of feasible solutions.
The set of solutions of multiobjective optimization problems consist of all decision
vectors for which the corresponding objective vectors cannot be improved in any
dimension without degradation in another [1]. Differently from Single-objective
Optimization Problems (SOPs), multiobjective optimization problems have a set of
solutions known as the Pareto optimal set. This solution set is generally called non-
dominated solutions and is optimal in the sense that no other solutions are superior to
them in the search space when all objectives are considered.

The set of objectives forms a space where points in the space represent individual
solutions. The goal of course is to find the best or optimal solutions to the optimization
problem at hand. Pareto optimality defines how to determine the set of optimal
solutions. A solution is Pareto-optimal if no other solution can improve one objective
function without a simultaneous deterioration of at least one of the other objectives. A
set of such solutions is called the Pareto-optimal front.

Evolutionary algorithms (EA’s) seem to be particularly suited for this task because
they process a set of solutions in parallel, possibly exploiting similarities of solutions
by recombination. Some researchers suggest that multiobjective search and
optimization might be a problem area where EA’s do better than other blind search
strategies [2].

First, they can be applied when one has only limited knowledge about the problem
being solved. Second, evolutionary computation is less susceptible to becoming
trapped by local optima. This is because evolutionary algorithms maintain a population
of alternative solutions and strike a balance between exploiting regions of the search
space that have previously produced fit individuals and continuing to explore
uncharted territory. Third, evolutionary computation can be applied in the context of
noisy or non-stationary objective functions.

At the same time, difficulties can and do arise in applying the traditional
computational models of evolution to multiobjective optimization problem. There are
two primary reasons traditional evolutionary algorithms have difficulties with these
types of problems. First, the population of individuals evolved by these algorithms
has a strong tendency to converge because an increasing number of trials are allocated
to observed regions of the solution space with above average fitness. This is a major
disadvantage when solving multimodal function optimization problems where the
solution needs to provide more information than the location of a single peak or
valley [3]. This strong convergence property also precludes the long-term
preservation of coadapted subcomponents required for solving covering problems or
utilizing the divide-and-conquer strategy, because any but the strongest individual
will ultimately be eliminated. Second, individuals evolved by traditional evolutionary
algorithms typically represent complete solutions and are evaluated in isolation. Since
interactions between population members are not modeled, even if population
diversity were somehow preserved, the evolutionary model would have to be
extended to enable coadaptive behavior to emerge [4].

To avoid this phenomenon, we proposed a multiobjective coevolutionary genetic
algorithm (ECCA) for multiobjective optimization. Individual evolution is based on
its fitness in genetic algorithm, but its living environment and relationship with other
part aren't envolved. Coevolution is the process of mutual adaptation of two or more
populations. The computational study of coevolution initiated by Hillis gave birth to
competitive coevolutionary algorithms. His main motivation of the work reported
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here was precisely to take advantage of some coevolutionary concept [5]. In 1994,
Paredis introduced Coevolutionary Genetic Algorithms (CGAs) [6]. In contrast with
the typical all-at-once fitness evaluation of Genetic Algorithms (GAs), CGAs employ
a partial but continuous fitness evaluation. Furthermore, the power of CGAs was
demonstrated on various applications such as classification, process control, and
constraint satisfaction. In addition to this, a number of symbiotic applications have
been developed.

The major concern of this paper is to introduce the idea of competitive coevolution
into multiobjective optimization. A multiobjective competitive coevolutionary genetic
algorithm is proposed and implemented based on this idea to search the Pareto front
effectively and reduce the runtime. At each generation, the proposed approach store
the Pareto optimal point obtained along the evolutionary process into external set,
enforcing a more uniform distribution of such vectors along the Pareto front. We then
describe multiobjective optimization problems and a typical test functions that we use
to judge the performance of the ECCA. Empirical results from the ECCA runs are
presented and compared to previously published results.

The paper is organized as follows. Section 2 gives the ecological population
competition mode and the proposed algorithm. In Section 3, he results of simulation
are presented. The conclusions are given in Section 4.

2 The Proposed Algorithm

In collaborative evolution individual's self-status, living environment and competition
with other individuals affect individual's self-evolution [7]. Lotka-Volterra
competition equation as the theoretical model of population competition is introduced
to describe populations' cooperation. Given two populations N, N,, the cooperation
between them can be formulated as follows (2) and (3):

dN, K,—N,—a,N,
=pN, | L1 27’2
a0 ‘[ K, 2
dn, K,-N,—a, N
=rN 2 2 2171 3
dt 2[ K, J 3)

Where K;, K, are the living environment loads of population N;, N, without
competition to each other, and 1y, 1, are individual's maximum increasing rates. a,,, a,;
are competition coefficients, a;; represents the suppression effect of individuals of
population N; from individuals of population N;j. In community comprising » different
populations, competition equation can be formulated as follows (4):

Ki_Ni_[ZH: alejj
j=1

a7 K,

“)
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It’s the cooperation model based on ecological population density. W e could exploit
this model to describe the relation of multiple objectives. Because the relation of
multiple objectives is just collaborative coexistence, and it finally is stable.

Exploiting (4), we proposed a ECCA algorithm based on ecological cooperation.
The primary design goal of the proposed approach is to produce a reasonably good
approximation of the true Pareto front of a problem. The proposed algorithm using
dynamical equation of population competition at ecology to describe the complex,
nonlinear relations of multiple objectives and to adjust the relation on individual and
population levels simultaneously.

In our algorithms, each objective corresponds to a population. At each generation,
these populations compete among themselves. An ecological population density
competition equation is used for reference to describe the relation between multiple
objectives and to direct the adjustment over the relation at individual and population
levels. Moreover, t he proposed approach store the Pareto optimal point obtained
along the evolutionary process into external set, enforcing a more uniform distribution
of such vectors along the Pareto front.

The basic idea of algorithm is as follows:

1. Each objective corresponds to a population;

2. In one iterative step, evolution process and cooperation process must be
executed; the evolutionary process adopts GA's genetic operations, while the
cooperation process adopts (4) to compute population density and to adjust the scales
of populations. The scale of population is formulated as (5):

Ni(t+1)=N;()+dNy/dt 5

If the increasing of population N; is positive, randomly generated dN;/dt
individuals join population N; for enlarging the scale of N;.

If the increasing of population N; is negative, according to the fitness of population
N;, dNy/dt individuals with minimal fitness are deleted. The scale of population is
reduced.

As a complete unit, ECCA pseudo code description is given here:

Stepl: Initialize a null set as external set
Step2: for all objective functions fi(x)
Initialize a random population N; corresponding to fi(x)
endfor
Step3: while (terminative condition is NOT satisfied)
for all populations N;
(A) Compute all of the Pareto optimal points P; in population N;
(B) Store P; into external set
(C) General genetic operations are performed
(D) Computing dN/dt using (4)
(E) Determine next generation's scale of population N; using (5)
endfor
endwhile.
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3 Results of Simulation

To validate our approach, we used the methodology normally adopted in the
evolutionary multiobjective optimization literature [8]. We performed quantitative
comparisons (adopting three metrics) with respect to three MOEAs that are
representative of the state-of-the-art in the are: the microGA for multiobjective
optimization [9], the Pareto Archived Evolution Strategy (PAES) [10] and the
Nondominated Sorting Genetic Algorithm II (NSGA-II) [11]. For our comparative
study, we implemented for three following metrics:

1. Spacing (SP): This metric was proposed by Schott [12] as a way of measuring
the range (distance) variance of neighboring vectors in the Pareto front known. This
metric is defined as (6):

SPz\/ lli(c_i—d,.)z ©)

n—1%4

Where d, = min,-(zl"zl\f,,i _f‘f )i, j=12,...,n , m is the number of objectives, d

is the mean of all d;, and n is the number of vectors in the Pareto front found by the
algorithm being evaluated. A value of zero for this metric indicates all the
nondominated solutions found are equidistantly spaced.

2. Generational Distance (GD): The concept of generational distance was
introduced by Van Veldhuizen & Lamont [13] as a way of estimating how far are the
elements in the Pareto front produced by our algorithm from those in the true Pareto
front of the problem. This metric is defined as (7):

JEmd?
GD =Y"0 (7

n

where n is the number of nondominated vectors found by the algorithm being
analyzed and d; is the Euclidean distance (measured in objective space) between each
of these and the nearest member of the true Pareto front. It should be clear that a value
of GD=0 indicates that all the elements generated are in the true Pareto front of the
problem. Therefore, any other value will indicate how “far” we are from the global
Pareto front of our problem..

3. Error Ratio (ER): This metric was proposed by Van Veldhuizen [14] to indicate
the percentage of solutions (from the nondominated vectors found so far) that are not
members of the true Pareto optimal set as (8):

n
_ e
n

ER (3
where 7 is the number of vectors in the current set of nondominated vectors available;
e;= 0 if vector i is a member of the Pareto optimal set, and e;=1 otherwise. It should
then be clear that ER=0 indicates an ideal behavior, since it would mean that all the
vectors generated by our MEA belong to the Pareto optimal set of the problem. This
metric addresses the third issue from the list previously provided.
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We test the performance of ECCA on test function defined as follows (9):
Minmize f (x,,x,) = x,
Minimize f,(x,,x,)=(1.0+10.0x) -
©)

1.0 -— 2 - ! sin( 74x,)
1.0 +10.0x 1.0 + 10.0x

0.1<x,x,<1.0

To compute the nondominated front for the ECCA, we did the following. For each
ECCA run, we collected all the Pareto optimal point into external nondominated set
corresponding to the individuals evaluated during the run.

In this example, our approach used: popsizey, = 100, popsiz€exema =30. Table 1
shows the values of the metrics for each of the MOEAs compared.

As noted in the literature [15], comparing multiobjective optimization algorithms
against each other can be difficult. One would like an algorithm to minimize the
distance to the Pareto optimal front and provide uniform coverage of the Pareto
optimal front for a wide range of values. Thus, comparisons become multiobjective
optimization problems themselves: is an algorithm that finds a handful of Pareto
optimal solutions better than an algorithm that finds a wide, uniform distribution of
near Pareto optimal solutions? With this in mind we present the experimental results
according to different algorithms shown in Table 1.

Table 1. Results of Simulation

M%(})E_ A MicroGA | PAES | NSGAII
best 0.46 0.42 0.02 0.00
median 0.61 0.77 0.07 0.02
ER worst 0.68 0.98 0.15 0.08
average 0.60 0.75 0.07 0.03

std. dev. 0.061 0.145 0.030 0.021
best 0.0003 0.0008 | 0.0001 | 0.0007
median 0.001 0.0089 | 0.0006 | 0.0008
GD worst 0.042 0.238 0.0659 | 0.0009
average | 0.0049 0.0681 | 0.0066 | 0.0008
std.dev. 0.009 0.086 0.016 0.000
best 0.006 0.017 0.007 0.006
median 0.012 0.042 0.014 0.008
SP worst 0.379 1.539 0.624 0.086
average 0.039 0.356 0.054 0.01
std.dev. 0.073 0.507 0.141 0.014
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From Table 1, we can see that the NSGA-II had the best overall performance. It is
also clear that the microGA presented the worst performance for this test function.
Based on the values of the ER and SC metrics, we can conclude that our approach had
problems to reach the true Pareto front of this problem. Note however, that the values
of GD and SP indicate that our approach converged very closely to the true Pareto
front and that it achieved a good distribution of solutions. PAES had a good
performance regarding closeness to the true Pareto front, but its performance was not
so good regarding uniform distribution of solutions.

4 Conclusion

The solution of multiobjective optimization problem is a set of indeterminacy points,
and the task of multiobjective optimization is to estimate the distribution of this
solution set, then to find the satisfying solution in it [16]. Many methods solving
multiobjective optimization using genetic algorithm have been proposed in recent
twenty years. But these approaches tend to work negatively, causing that the
population converges to small number of solutions due to the random genetic drift
[17]. To avoid this phenomenon, a competitive coevolutionary genetic algorithm
(ECCA) for multiobjective optimization is proposed. The primary design goal of the
proposed approach is to produce a reasonably good approximation of the true Pareto
front of a problem. In the algorithms, each objective corresponds to a population. At
each generation, these populations compete among themselves. An ecological
population density competition equation is used for reference to describe the relation
between multiple objectives and to direct the adjustment over the relation at
individual and population levels.

The proposed approach was validated using typical test function taken from the
specialized literature. Our comparative study showed that the proposed approach is
competitive with respect three other algorithms that are representative of the state-of-
the-art in evolutionary multiobjective optimization. More work, and more
comparisons is need to determine the general properties of ECCA, and how they can
be adapted or improved.
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Abstract. The Kerberos protocol has promoted the development of new
techniques to support various kinds of distributed applications. However, the
secret-key management is security core in the whole system. Using symmetric
encryption algorithm Rijndael of AES (Advanced Encryption Standard), all
secret-keys of the client were encrypted by the secret-key of the authentication
server and stored in the database. The secret-key of the authentication server
was protected by distributing its shares to the router, Ticket-granting Server
(TGS) and the Web server. The authentication server did not store its secret-key
in system, when the system needed this secret-key, the authentication server
could synthesize it by distributed shares. Security analysis shows that this
secret-key management has fault-tolerant and no-information leakage; it also
defends collusive attack and cracking the secret-key attack.

Keywords: The secret-key, Kerberos protocol, Rijndael encryption algorithm,
fault-tolerant.

1 Introduction

The Kerberos protocol developed by MIT has been widely used in the security
authentication service for users and network connection. It bases on symmetric
encryption algorithm, the communication uses share-secret-key, and these share-
secret-keys of clients and server are stored into the database. Once the intruder
unauthorized accesses the database, all secret-keys can be leaked, there is no security
to speak of the whole system. The paper [1] extends an ideal functionality for
symmetric and public-key encryption proposed in previous work by a mechanism for
key derivation. Ke Jia etc [2] propose the public key encryption algorithm based on
braid groups to improve Kerberos protocol. Liu ke-long etc [3] present an improved
way using Yaksha security system of ElGamal Public Key algorithm based on the
original protocol framework to overcome the Kerberos’ limitations. All these methods
have extended public key algorithm based on symmetric encryption algorithm, it
makes key management more complex and system speed slower. In this paper, we put
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60972078; the Gansu Provincial Natural Science Foundation of China under Grant No.
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H. Deng et al. (Eds.): AICI 2011, CCIS 237, pp. 76-83, 2011.
© Springer-Verlag Berlin Heidelberg 2011



Secure Secret-Key Management of Kerberos Service 77

forward scheme to protect the secret-keys of the client’s users based on symmetric
encryption algorithm Rijndael of AES, all secret-keys except the identity (ID) of users
are encrypted by the secret-key of the authentication server and stored in the database.
The secret-key of the authentication server is protected by distributing its shares to the
router (or the gateway), Ticket-granting Server (TGS) and the Web server.

The remainder of this work is organized as follows. In section 2 we describe the
Kerberos protocol. In Section 3 we present a scheme to protect the secret-key of the
users. In section 4 point out a scheme to protect the secret-key of the authentication
server. In section 5 we present the correctness proof of this scheme. In section 6 we
finish security analysis about our method. The conclusion is presented in section 7.

2 The Kerberos Protocol

In the distributed environment, in order to protect user information and server
resources, we require that client systems authenticate themselves to the server, but
trust the client system concerning the identity of its user. We describe the Kerberos
protocol [4-6] (as shown in Fig. 1); it includes the gateway, Authentication Server
(AS), Ticket-granting Server (TGS), web server. Authentication Server keeps a
database containing the secret-keys of the users and the router and TGS. The client
and the Server can communicate each other based on TCP/IP protocol.

Client: Requires gaining access to Web server in the distributed environment.
AS: Authenticates servers to the client.

TGS: Grants service-granting ticket to the client.

Web server: Stores resource and data for the web users.

Kerberos

/" Client <—>9
! Userl \ \g

Authentication
Server (AS)

i User2 ]

\&

Ticket-granting
Server (TGS)

Web server

Fig. 1. The architecture about the Kerberos protocol
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If the client requests to access Web server, this server will authenticate the client.
Similarly, if Web server requests to access client, this client authenticates web server.

3 Protecting the Secret-Key of the Users

All secret-keys of the users, the secret-keys of TGS and the router are encrypted by
the secret-key of the authentication server based on AES encryption algorithm.
Unencrypted users’ ID and their encrypted secret-key, unencrypted TGSs’ ID and its
encrypted secret-key, unencrypted router’s ID and its encrypted secret-key are stored
in the database; this database table is showed in Table 1 as follows.

Table 1. Encrypted secret-key OF database table

Primary key Encrypted secret-key Index
TGS_id kR ok ok k Rk Rk K 7
Router_id sk Rk skkkokokok Rk 2
Userl _id s sk st st s sk st st s sk st sk et sk 3
User2 id s sk st st s sk st s sk st sk skt sk ]
UserN _id s st st s sk st st sk sk kst skok otk N+2

When the system needs a secret-key, first it searches the ID of this secret-key in
this database table, and then decrypt this encrypted secret-key with the secret-key of
the authentication server. Of course, the security of the secret-key of the
authentication server is a key and core of security of entire system, thus, we put
forward that the shares of the secret-key of the authentication server are distributed to
store in the router (or the gateway), Ticket-granting Server (TGS) and the Web server,
and the authentication server does not save its secret-key, when the authentication
server needs this secret-key, it can be synthesized by these shares, and the
authentication server throws away it after it is used.

4 Protecting Secret-Key of the Authentication Server

4.1 Generating Pre-datum of the Shares

Referring to the paper [7-8], we divide the secret-key of the authentication server into
three shares, they are stored in four share servers, these four share servers are the
authentication server, the router, Ticket-granting Server (TGS) and the Web server.
The secret-key of the authentication server can be synthesized by three shares of three
servers which are selected from four servers, the shares are designed for two groups to
increase fault tolerance. The authentication server produces pre-datum of the share
before these shares are generated. Table 2 shows these pre-datum which are belong to
four share servers, d;; and d,; are pre-datum which shall generate the shares of the
authentication server, and they each belong to group 1 and group 2, di, and d,; are
pre-datum which shall generate the shares of the router, and they each belong to group
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1 and group 2, di; and d,; are pre-datum which shall generate the shares of TGS, and
they each belong to group 1 and group 2, d;; and d,; are pre-datum which shall
generate the shares of the Web server, and they each belong to group 1 and group 2.
These pre-datum can compound: d=d;+ dj,+ d3 = da1+ dpo+ do3.

Table 2. The pre-datum of the share belong to share server

Group number Authentication server Router TGS Web server
Group 1 dp dp dis dis
Group 2 dy dy dy das

Compounding 1: d=d;+ d;+ d;3
Compounding 2: d=d,;+ dor+ dos

4.2 The Method of Distributing Shares

Referring to the paper [9-10], the method of distributing shares is presented the
follow.

1) Choosing a polynomial:

3k
f(x)=kEOakx 0

2) Generating 4 random numbers X, (i=0,1,...,3), and computing:

S k
fx)= 3 ax
k=0
3) When i=0, taking d,= f(x,) as the pre-datum of synthesizing share of
the authentication server.
4) When i=1,2,3, using LaGrange formula to computer:

f(x)—Z(f(X)Z - @)
Letx0f<o>—z(f<x>§ — ®

5) Taking m (m=1,2) group pre-datum of the shares:

‘/il

d, = f(x;)), ——— (=123 @)

j=1, 3 X j
6) Computing pre-datum d of the shares:
3
d=dy+) d,

i=1

)
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7) Then the authentication server distributes pre-datum d,,; (m=1,2; i=1,2,3)
of the shares to the share severs.

4.3 Generating the Shares of Share Servers

We adopt the computational infeasibility of discrete logarithms to generate the shares
of share servers. Table 3 shows the group of these shares S,; (m=1, 2; i=I, 2, 3).
When any one share server loses its shares, we can adopt the remaining three share
servers to synthesize the secret-key, and the system can continuously work. When any
two share severs are attacked, any information of the secret-key can not be leaked.

Table 3. The key share of 3 server-from-4 server

Group number Authentication server Router TGS Web server
Group 1 Si Si2 Si3 Si3
Group 2 Sy Sy Sy Sy

The whole system chooses two big prime number p and q.

1) The authentication server selects an integer X €[l,p—1] and computes:

v, = p* modg (6)

2) The authentication server broadcasts yk to the share severs.
3) The share severs compute own shares:

dmi
Smi = yk mOd q (m=1, 2;i=1, 2, 3) )

4.4 Synthesizing the Secret-Key of the Authentication Server

When the authentication server needs its secret-key, it selects one group shares whose
numbers are ml, m2, m3 (m=1, 2) from three of the four servers, and then synthesize
the secret-key as follows.

1) The authentication server computes:

— dO
SO =y, mod ¢ ®

2) When the authentication server receives the shares of share server, it

3
synthesizes its secret-key: Secret-Key=3S5, HS i 9)
i=1
The left figure in Fig. 2 shows that the authentication server uses the first group
shares to synthesize the secret-key based on the authentication server, the router and
TGS. The right figure in Fig. 2 shows same result based on the authentication server,
the router and the Web server.

3
Where, Secret-Key =S, H S

i=1
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Fig. 2. Synthesizing the secret-key by first group shares

The left figure in Fig. 3 shows that the authentication server uses the second group
shares to synthesize the secret-key based on the router, TGS and the Web server. The
right figure in Fig. 3 shows same result based on the authentication server, TGS and

3
the Web server. Where, Secret-Key=S, H S,
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Fig. 3. Synthesizing the secret-key by the second group shares
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5 Correctness Proof

Let d,; and d;;(m, [=1, 2; i=1, 2, 3) as two group pre-datum, their shares are S,,; and
Si. K, and K); are synthesized secret-key based on two group shares.

3 3
Because 4 =d, + dei =d,+ Zdﬁ , thus

i=1 i=1

3 3 do"'idmi
K, :SOHSmi: )’ZO moquy,’f’"" modg =y, @ modg = y; mod ¢
i=1

i=1

3 3 o+ d,
dO dli — i=
K, :SOHS,i =y moquyk modg =y, “ modg = y! mod ¢
i=1 i=1
Therefore, K, = K, .

6 Security Analysis

The security of this secret-key management of Kerberos service can be attributed to
four factors:

1) Fault-tolerant

According to equation (7) and (9), when one share sever loses its shares, the system
can continuously work.

2) No-information leakage

Because equation (6), (7) and (8) base on the computational infeasibility of discrete

logarithms, only y, = p™ modg and S, =y kd"“' mod g can reflect the information
of the secret-key, it is impossible that using y, and S, to compute d, and X,

namely, attacker can not obtain any information of d . andx, from filched § . and

Vi -

3) Defending collusive attack

If three ones of four share severs perform collusive attack, they can select one group
shares whose share numbers are sequential after they are arrayed again, but J and

d

entropy H(d, | d

key is randomly selected in [1, p-1], therefore, collusive attack can not finish.

4) Resisting cracking the secret-key attack

Rijndael encryption algorithm uses secure S-boxes as nonlinear components [9, 10];
it supports on-the-fly subkey computation for encrypting. The operations used by
Rijndael are among the easiest to defend against power and timing attacks. The use of
masking techniques to provide Rijndael with some defense against these attacks does
not cause significant performance degradation. So it highly resists cracking the secret-
key attack.

(1= 1,2,3 ) are random and irrelative, and conditional information

mi

)=H(d,), in addition, participating X, in synthesizing the secret-

mi
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7 Conclusion

The secret-key management is security core in the Kerberos protocol; it is also a hot
research field of information security. In this paper, we adopt encryption algorithm
Rijndael of AES, distributing shares of the secret-key and synthesizing the secret-key,
to protect effectively the secret-key. This technology makes the whole system to have
fault-tolerant and no-information leakage, and also defends collusive attack and
cracking the secret-key attack.
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Abstract. At present, the watershed hydrology model in semiarid and semi-
humid areas do less work whether in foreign or in our country, therefore
studying on the hydrology simulation in semiarid and semi-humid area is very
important. This paper focuses on the principle and the structure of Shuangchao
hydrological model, which was applied to simulate 5 historical floods of
Zhangfeng Reservoir in Shanxi, and the results show the model is very suitable
for this basin. Finally, the author puts forward some suggestions for future
improvement of Shuangchao hydrological model in the future.

Keywords: Flood forecasting, Shuangchao Hydrological Model, semiarid and
semi-humid.

1 Introduction

Hydrological phenomenon of the nature is a complex process, which is interacted
with multiple factors, and because of its formation mechanism is not entirely clear,
hydrological model becomes into a very important tool for studying the complex
hydrological phenomenon and hydrological forecasting. The generation of
hydrological model is the inevitable result in studying the law of the hydrological
cycle. Hydrological model belongs to mathematical model, it uses mathematical
methods to describe and simulate the process of the hydrological cycles, explains
some experience laws by physics, expresses by a series of rigorous mathematical
equations, and at last integrates all hydrological together to form the water balance
calculation system of the basin[1-2].

The forecasting is an important part of the hydrological work, in the past few
decades, it has great development and has accumulates wealth of experience.
Especially recently, with computers, networks, remote sensing, geographic
information technology applying in the hydrological forecasting, the progress of
hydrological forecasting has new development. However, in the development work of
in hydrological model, there are so much works doing in the south humid areas, and
calculation methods are more mature, while the work in semi-dry areas has done less.
Whether foreign or domestic hydrological models, when they are used in semiarid and
semi-humid areas, there exist problems such as unknowing the flood courses, low

H. Deng et al. (Eds.): AICI 2011, CCIS 237, pp. 84-B1, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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prediction accuracy, which can not be good for the drought, water diversion,
mountain hazards control, water environment manage and hydrology projects
optimize to provide technical services.

Semi-dry areas of our country are mainly distributed in north, northeast and central
and eastern Tibetan Plateau, and the semi-dry areas accounting for about 52% land
area in China, therefore, it has very important in studying of the semi-dry areas’
hydrological situation and it is very significant to establish the region hydrological
model.

In this paper, the author mainly studies the application of Shuangchao hydrological
model at Zhangfeng Reservoir in Shanxi. Through the analysis of the model, the
author is going to further explore the rainfall runoff characteristics in the semiarid and
semi-humid area, and proposed recommendations of the model for future
development.

2 Shuangchao Hydrological Model

In the semiarid and semi-humid area, because of less precipitation, the soil often in
the status of lacking water, and its runoff producing and confluence process
characteristics are different with the humid areas. The high intensity short time
rainfall will excess to generate surface runoff after long time drought, and the volume
of the water infiltration is not so much at this time. The infiltration front is often
difficult to reach the less permeable layer, upper water will not exceed and has no
lateral flow of water, and thus it can not produce interflow. When it happened to the
rainfall or the behind of the long period precipitation after long time rain, the
interflow will appear since the above aquitard interface layer exceed holding water.
According to the semiarid and semi-humid area runoff mechanism, Senior Engineer
Wang Yinjie,whom works in Hydrology and Water Resources Survey Bureau of
Shanxi Province, bring forward the Shuangchao hydrological model. In this model,
excess infiltration will produce surface runoff; excess holding will produce interflow
and underground runoff. The Shuangchao model is drawn on the design ideas by the
Shanbei hydrological model, Xin'anjiang hydrological model, Janpan Tank model, the
United States Sacramento model and other models [3-4].

Shuangchao runoff model thinks that: as soon as the rainfall intensity exceeds
infiltration capacity, then it becomes the surface runoff, which is an integral part of
the runoff, but not all. The precipitation, which penetrates into the unsaturated zone or
the influence layer, will move along with the interface of the layered media when it
reaches to water holding capacity and forms the gravity water. And when
encountering with gully or foot of the river slope or slopes of the saturated zone, it
will escape and form interflow, which its proportion in total runoff is determined by
the characteristics of the precipitation and land surface in the basin. The structure of
the model is designed according to the physical mechanism of three kinds of water
and includes five components: fictitious infinitesimal infiltration, watershed
distribution of the infiltration capacity, surface runoff, interflow and groundwater
runoff, soil evaporation and soil moisture.
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The basin confluence runoff model is taken advantage of hysteresis Nash model,
and is used water storage balance and discharge equation to solve the differential
equation of Nash model, s(t)curves, and period confluence curve. River confluence
model is adopted by diffusion simulations method, which is the hydraulic linear
analytical solution of diffusion wave for the Saint-Venant equations. It can be used
for the channel which the bottom width is B, the average water depth is D, the wide-
shallow water surface down is SW and the channel is wide-shallow prism and without
water seepage fill.

Shuangchao hydrological model structure is shown in Figure 1 [5-11].
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Fig. 1. Shuangchao hydrological model flow chart

3 Engineering Background and Application

3.1 Engineering Background

Zhangfeng Reservoir is located in Village Qinhe River in Zhengzhuang town Qinshui
County of Jincheng City, Shanxi Province, and the distance to the Jincheng City is
90km. The reservoir control drainage area is 4990km’, the total capacity of the
reservoir is 394 million m’, it is a large scale hydro project which undertaking the
main object of water supply to urban living and industrial, and the secondary object is
flood control, power generation and other utilization task. The hydro project is built
up by the dam, diversion tunnel, spillway, water supply power tunnel and headwork
pumping station and other components. The average annual precipitation in the basin
is between 550 ~ 583.9mm, and the precipitation proportion in flood season (June to
September) is 67 to 74%of the total annual. The average annual evaporation is 1517
to 1827.8mm, and the designed years average runoff is 479 million m’, annual
average flow is 15.2m’s.
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Zhangfeng reservoir engineering started to build on November 17, and the main
project, that is the weir dam, began to build in June 2005.The dam is clay slope core
rock fill dam, the maximum height is 72.2m, normal water level is 759m. Cofferdam
High 23.24m, crest elevation of 725.24m, the design flood standard of once in 10
years, and the corresponding high flood water level is 724.04m.

Hydrological flood forecasting station network of Zhangfeng reservoir includes: 4
hydrological station such as Kongjiapo,Feiling,Youfang,Zhangfeng and 19 telemetry
rainfall station between Feiling and Zhangfeng. Among the 23 telemetry station,
Dajiang, Weizhai and Longqu observe both the water level and flow.

3.2 Application of Shuangchao Model in Zhangfeng Reservoir

The flood forecast program of Zhangfeng reservoir is as follows: according to the
river inflow course of the Feiling hydrological station and the interval precipitation
between Feiling and Zhangfeng, and river confluence runoff model, basin rainfall
runoff and confluence model to calculate the flood process of the Zhangfeng
reservoir. The method utilizes sub-unit,sub-perion and sub-water to calculate runoff
and confluence process of every unit of the basin. The runoff model uses Shuangchao
model, the basin confluence model uses Nash model and the river confluence uses
diffusion simulation to compute. In order to better control the every tributary’s
rainfall runoff, the every tributary is thought as a unit. Thus the basin of Zhangfeng is
divided into 9 units and every unit calculates lonely. Basin unit is shown in Figure 2
and Table 1.

4 Chang

f1 Redviver

— “GKongjispor
Lin . . ™ Qivyman Comnty Zhi

Fig. 2. Forecasting unit of Zhangfeng reservoir
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Table 1. Unit area and rainfall station tables of Zhangfeng reservoir

Unit (Akzza) riv:reccct)ir(l)frlluzfnce Sectiigngg;m&l;) Rainfall station

I 162 Weizhai 41.6 Jiaokouhe,Liyuan

11 491 Weizhai 0 Lizhuang,Feiling,Jishi,Taozhai
m 262 Weizhai 0 Shangzhai,Liangma

I\ 358 Weizhai 0 Wang village,Du willage

\4 219 Dajiang 0 Duanyu,Dajiang

VI 195 Dajiang 0 Weizhai,Wang river

il 130 Zhangfeng 0 Dajiang,Gudui

Vi 177 Longqu 28. Zhaigeda,Guanyin temple
IX 313 Longqu 0 Wei and Tan village,Longqu

We choose 10 typical historical floods in 7 years of Zhangfeng reservoir, 1988,
1992, 1993, 1996, 2001, 2003, and 2005. And the former 5 historical flood are used to
calibrate the parameters of the model, the last 5 flood data are used to test model
accuracy. Runoff depth forecast error is 20% of the measured, and when it is less than
3mm, the take 3mm as the error. The parameters of Shuangchao hydrologic model are
list below from table 2 to table 4.And the last five runoff flood forecasting pass rate is

80% "2, The assessment of the flood results is in table 5.

Table 2. Parameters of runoff for each unit

Lateral Critical
Hydraulic o e Infiltration discharge .
. .. Diffusivity . rainfall
Unit conductivity curve index share . .
kr - intensity
ks b coefficient
5 a0
I 10 65 5 0.04 0.05
I 10 65 5 0.04 0.05
I 6 50 5 0.04 0.05
v 6 50 5 0.04 0.05
A% 10 80 5 0.04 0.05
VI 6 50 5 0.04 0.05
VI 50 5 0.04 0.05
Vi 20 100 5 0.12 0.1
X 15 100 5 0.12 0.1
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Table 3. Parameters of basin confluence
Unit I o m v v vi v v X
Displacement delay
time © 3 3 3 3 3 3 3 3 3
Planarization delay
Surface time kr 3 5 3 4 3 3 3 3 4
n 1 1 1 1 1 1 1 1 1
Displacement delay
time T 4 4 4 4 4 4 4 4 4
) Planarization delay
interflow time kr 77 71 71 71 1 1 1 1
n 2 2 2 2 2 2 2 2 2

Table 4. Parameters of river course confluence

. Outlet of unit I ~ Weizhai to  Outlet of unit  Dajiang to
River course

to Weizhai Dajiang VIl to Longqu Zhangfeng
Diffusion coefficientp 200 200 200 200
Flood velocity u 1.5 1.5 1.2 L.5
River length L( m) 41.6 20.2 28.6 17.6

Table 5. Assessment results of Zhangfeng reservoir historical flood

No. Flood Runoff depth Error All];)wable Fitness
Measured Calculation fror Or not
1 19930805 8.4 10.7 23 3 v
2 19960731 459 43.6 -2.3 9.2 \/
3 20010728 5.7 4.0 -1.8 3 \/
4 20030827 21.6 24.5 2.9 4.3 v
5 20050921 114 222 10.8 3 X
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Fig 3 and Fig 4 show two large flood event course simulations of historical flood.
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4 Conclusion

The core of Shuangchao hydrological model structure is to use runoff theory combined
by infiltration curve and basin infiltration distribution curve, and simulate the exceed
surface water. In this paper, five historical floods were predicted using Shuangchao
hydrological model and the accuracy of forecasting results were very ideal, so we can
see that the model has great applicability in Zhangfeng reservoir. However, as a
relatively new hydrological model using in semiarid and semi-humid area, Shuangchao
model is not perfect in some respects and it needs adjust in some place.

The model assumes that infiltration capacity distribution curve has the same
distribution at any point in time; this generalization can not reflect changes in the
basin excavated wetland distribution of infiltration capacity. Therefore this
assumption is too simple and can not reflect the variation of the infiltration capacity;
we can try to consider soil moisture changes in the model so that to improve the
simulation accuracy. At the same time, considering to analysis with other
hydrological models and use different models to simulate different reservoirs’ flood in
order to get the reasonable hydrological model in Shanxi semiarid and semi-humid
area future.
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The Design of Withstand Test Simulation System Based
on Resonant Principle
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Abstract. Before the electric power equipments are in operation,the maintenance
department of power system need to conduct a withstand test to them. The
withstand test simulation system is based on the basic principle of withstand test.
Through the operators’ visual build to the power modules,the software can
simulate digitally and calculate automatically for the test.So,researchers were
able to manage the withstand test visually. It maks them to manage the work of
withstand test more effectively.

Keywords: Electric power equipment, Withstand test, Visual build to the power
modules, Digital simulation.

1 Introduction

Withstand test based on the resonant principle is the main mean to excute withstand
tests for many electric power equipments, especially for cables. The operator need
formulate a test plan according to the test equipment before the test. But in the actual
work, the plan need a large amount of calculation and higher theoretical
level.Beacause it can’t transform the mode of connection flexibly, this will greatly
influence the working efficiency.

In this system, the operator selects the variable-frequency power, the excitation
transformer from the library of test equipment,and lap the resonator reactors manually
to generate a complete resonant withstand-testing circuit. By digital simulation,
operators can get the electrical information of the circuit and every electrical device
very clearly before the test.So,they can manage the work of withstand test more
effectively and easily.

2 Establishment of Electrical Model

The Modeling of withstand test circuit is the principal question of digital simulation.
There are two fashions of series resonance including frequency modulation and
reactance modulation. The fashion of reactance modulation uses the Reactor that can
regulate core air gap .It regulates reactance to keep power frequency. The fashion of
frequency modulation uses combination of fixed Reactor .It regulates the frequency of
variable-frequency power sources to keep resonance. Then, the testing appears high

H. Deng et al. (Eds.): AICI 2011, CCIS 237, pp. 92-B9, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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voltage to come true the goal of withstand voltage test. Comparing to the fashion of
reactance modulation, the fashion of frequency modulation has so many advantages,
such as minute extension, light weight, high quality faction ,easy and simple to handle,
and so on, so it is widely applicable [1]. Therefore, this article uses the withstand
voltage test circuit of frequency modulation as the electrical model. The circuit diagram
of withstand test circuit of frequency modulation is shown in Figure 1.

3¢ L., L.

Fig. 1. The equivalent diagram of withstand test circuit

E—Variable-frequency power; T—EXxcitation transformer; L—Resonant reactor;
Cl1—Compensation and voltage division capacitance; Cx—Equivalent capacitor of the
product to be tested

The voltage between capacitor is:

Uc = IsXc = UsXc | \|R* + (X, - Xc¢)’ 6))

Among them, Is: Total current of the circuit, Us: Output voltage of the excitation
transformer, Xc :Total capacitance of the compensatory capacitor and the equivalent
capacitor of the product to be tested, X, : Total impedance of the resonator reactors,

R : Total resistor of the circuit

If X, = X, the series resonance occurs, and Uc achieve maximum, At this time :
1/27xfC =2rfL )
U.=U,X_IR 3)
The resonant frequency can be obtained as follows:

f=1/27\LC “)

The resonant current of circuit is:

Is=Us/A[R*+(X,-X) =U, /R (5
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When the resistance of products to be tested is ignored, the current of products to be
tested is:

Ic =Uc/ Xc =wCUc =2x fCUc (6)

When the withstand test does not consider the effects of corona on the circuit,the
quality factor Q is:

Q=~L/C/R=wL/R=1/wCR ™
Then:
Uc = QUs @®)

Namely ,the voltage of the product to be tested is the Q times excitation voltage. So

we have achieved the purpose of conducting the withstand test to the large-capacity
product with a small-capacity transformer [2].

3 The Design of the System

3.1 The Platform of the Development

The VB Language is concise, has a strong versatility,and don't need programmers to
write much code to describe the appearance and location of interface element. With the
simple drawing function and other comprehensive function, VB can satisfy the
requirements of the research. So we choose Visual Basic 6.0 as the development tool.
And we choose Microsoft Office Access as the backend database. Traditional database
interfaces Open Database Connection (ODBC) has problems of slow storage
and complicated configuration. ActiveX Data Objects (ADO) is the good choice to
connection backend database dynamically, to realize fast and efficient data exchanges
and to improve the speed of the system [3].

3.2 General Design Thought

The system laps a complete circuit by inputing the test voltage and the capacitance of
product, choosing the excitation transformer, the variable-frequency power and
combining reactors manually.Among these,the core part is combining reactors
manually. According to the parameters and combinations of the reactor, the system
should compute the total inductance, resistance and the allowed-maximum current and
voltage automatically.After running,the software should calculate the resonant
frequency , the quality factor and the voltage and current of the components based on
the parameters of the circuit.If the result exceed its allow ratings , the system will give
alarms.When the total current is too high, it should have the function of adding parallel
resonant branch to reduce the current [4]. The design flow chart shows in Fig 2.
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Lap Resonant Reactor
Manually

'

Run

v

Calculation of Electrical
Yes Parameters

\ 4

No

Save Results

Generate Test Report (Word Format)

A
End

Fig. 2. The design flow chart

3.3 The Design of the Main Interface of the System

The sites of the variable-frequency power and the excitation transformer are fixed in
the withstand test,so the system should lap them in advance. The Resonator reactor and
the compensatory capacitor are decided by the lap of the circuit. The capacitive test
sample can be replaced by the equivalent capacitance.

In order to improve the management level of the conductors to the withstand test
better, a simple, friendly main interface is the first issue to be considered. Through the
use of “Line”, “Circle” and other functions and methods in the Form's Resize event, we
have designed the main interface as shown in Figure 3. It is notable that the parameters
of the functions cannot be the fixed value.Then,we use “Me.ScaleWidth * n”as the
ones[5].
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Fig. 3. The main interface of the system
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3.4 The Design of Combining the Resonant Reactors

e

It is the core part of the system. According to the parameters and combinations of the
reactor, the system should compute the total inductance, resistance and the

allowed-maximum current and voltage automatically.

This section includes the table of available reactors, the table of the selected reactors
and the lap preview. Lap preview can realize the function of visualization control to the

resonant reactors.The design interface chart shows in Figure 4.
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Fig. 4. The interface of combining the resonant reactors

In the lap of reactors, "1" indicates the reactor are in series, "2" indicates the reactor
are in parallel. And series’s priority is higher than the parallel’s in computing.Firstly,
judging whether the series connection or not, and then making a numerical tag. Finally,
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judging the parallel connection and count the number of branch.The calculation logic
diagram shows in Figure 5.

v

Traversal Every

Reactor

Be
Marked?

Series
Connection?

Calculate and Mark on Calculate and Record the Number of
Corresponding Position Branch

v

Output The Total Iinductance
And Resistance

Fig. 5. The logic diagram of the Reactor parameters’ calculation

4 Simulation

Following is a simulation example of a 110kV cable withstand voltage test provided by
a power supply company.

4.1 The Parameters and the Plan of the Test

1) The parameters of the cable are as follows.

Table 1. Parameters of Cable

Type Length Design of Capacitance  Test Voltage

YJLWO03—64/110kV 5.47 km 0.146pF/km 128kV
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2) The selection and connection of the resonant reactors are as follows.

Table 2. Parameters of Reactors

Rating Voltage Rating Currunt Inductance Resistance
130kV 5A 125H 180Q2
130kV 5A 125H 180Q2
130kV 5A 125H 180Q2
230kV 4A 238.81H 700Q2
230kV 4A 193.87H 700Q2
230kV 4A 193.12H 700Q

Note:The relationship of the reactors is parallel

4.2 The Simulation of the Test

1) The manual lap of resonant reactors

Select 6 reactors from the the test equipment Library.And the combination between
them is “2”, that is parallel. Click the "Preview"to see the connection of the reactors
visually.The screenshot shows in Figure 6.
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Fig. 6. The screenshot of the manual lap of resonant reactors

2) The result of the simulation
After inputting all kinds of electrical device’s parameters and running,the parameters
needed should show on the circuit.After saving the test record,a test report is generated
as WORD form dynamically.The screenshot of the result shows in Figure 7.
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Fig. 7. The screenshot of the result

5 Conclusion

The simulation system of the withstand test has a very friendly interface ,simple
operation and is easy to use. The site personnels can master it After a simple
training. The system alse has the function of saving the test record and displaying the
previous test record.This will help the conductors manage the withstand test
better.Beacause its design platform is very intuitive,it will be more conducive to
maintenance of the system later.

The design principle of the system is entirely based on theoretical calculation, the
withstand test in practice may also consider some environmental factors,such as the
corona impacting on the quality factor. These questions will remain to be further
research work.
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Improving Depth-First Search Algorithm of VLSI Wire
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Abstract. A depth-first search (DFS) algorithm requires much less memory
than breadth-first search (BFS) one. However, the former doesn’t guarantee to
find the shortest path in the VLSI (Very Large Integration Circuits) wire routing
when the latter does. To remedy the shortcoming of DFS, this paper attempts to
improve the DFS algorithm for VLSI wire routing by introducing a method of
pruning and iterative deepening. This method guarantees to find all of the
existing shortest paths with the same length in the VLSI wire routing to provide
the wire routing designers more options for optimal designs.

Keywords: Depth-first search, Pruning, Iterative deepening, Wire routing,
Shortest paths.

1 Introduction

Wire routing is a computation intensive task in the physical design of integrated
circuits. With increasing chip sizes and a proportionate increase in circuit densities, the
number of nets on a chip has increased tremendously. Typically, during the physical
design of a VLSI (Very Large Integration Circuits) chip, it almost becomes mandatory
to run the routing algorithm repeatedly in search of an optimal solution. [1]

Traditionally, routing is done in two stages of global routing and detailed routing
sequentially [2, 3]. In the two stage routers, the global router abstracts the details of
the routing architecture and performs routing on a coarser architecture. Then, the
detailed router refines the routing done by the global router in each channel.

Lee [4] introduced an algorithm for routing a two terminal net on a grid in 1961.
Since then, the basic algorithm has been improved for both speed and memory
requirements. Lee’s algorithm and its various improved versions form the class of
maze routing algorithms.[5]

As noted in [6], the algorithm of Rat in a Maze does not guarantee to find a
shortest path from maze entrance to exit. However, the problem of finding a shortest

* The work was supported by the Natural Science Foundation of Fujian Province
(N0.2009J05142), the Talents Foundation (No0.0220826788) and the Scientific &
Technological Development Foundation (No.2011-xq-24) of Fuzhou University.
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path in a maze arises in the VLSI wire routing, too. To minimize signal delay, we
wish to route the wire through a shortest path.

The algorithm of Rat in a Maze in [6] is essentially a DFS algorithm. To overcome
the shortcoming of DFS algorithm, this paper focuses on improving the DFS
algorithm for VLSI wire routing so as to achieve better wiring quality by simplifying
the paths and therefore to reduce manufacturing costs and to increase the reliability.
Our objective is to find all of the existing different shortest paths with the same
length.

2 DFS Algorithm Improvement

2.1 Weakness of DFS Algorithm

The first path to the end traversed by a BFS algorithm is always the shortest one. A
DFS algorithm requires much less memory than BFS one. However, the former
doesn’t guarantee to find the shortest path in the VLSI wire routing but the latter does.

Assuming figure 1 is a searching tree after optimizing the depth (A is the start
position and F is the end position).There are various paths from the start to the end.
Among them there is only one shortest path. The following are all possible cases:
A->B->D (not a solution), A>B->E->F (not an optimal solution),A>C—>E->F (not
an optimal solution),A->C->F(the optimal solution). To overcome the blindness of
DFS algorithm, the constraints of pruning and iterative deepening are added.

A)
B 1C)
o'
(F)

Fig. 1. An example of DFS

2.2 Pruning and Iterative Deepening

Pruning is a technique in machine learning that reduces the size of decision trees by
removing sections of the tree that provide little power to classify instances. The dual
goals of pruning are reduced complexity of the final classifier as well as better
predictive accuracy by the reduction of over fitting and removal of sections of a
classifier that may be based on noisy or erroneous data. [7]

Iterative deepening depth-first search (IDDFS) is a state space search strategy in
which a depth-limited search is run repeatedly, increasing the depth limit with each
iteration until it reaches d, the depth of the shallowest goal state. On each iteration,
IDDFS visits the nodes in the search tree in the same order as DFS, but the
cumulative order in which nodes are first visited, assuming no pruning, is effectively
breadth-first. [8,9]
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2.3 Measures Taken

Pruning can be used to improving the DFS algorithm so that the wire routing can be
implemented with great efficiency and speed.

1. Variable minStep reprents the shortest distance from a start to the end
temporarily. minStep is initialized as a very big integer and dynamically changes in
the course of search amongvarious existing paths with different lengths between a
start and the end. Variable dep reprents the distance from a start to the current grid. If
dep>=minStep and the current grid is not the end, the search should backtrack rather
than proceed. The reason is that the current path is not one of the shortest paths in this
case.

2.dis[ ][ ] is a two dimensional array. dis[x][y] represents the shortest distance
from the start to the present grid temporarily. (nx,ny) is the neighbor of (x,y). If
dis[x][y]+1>dis[nx][ny], the search should also backtrack rather than proceed. The
reason is the same as in the case 1 above.

3. matDis [ ][ ] 1is a two dimensional array. matDis[x][y] represents the
Manhattan distance [10] from the current grid (x,y) to the end (ex,ey), i.e. lx - ex| + ly
- eyl. It is the shortest distance between these two grids if there is no obstacle. If
dep+matDis[x][y]>minStep, the search should backtrack rather than proceed too. The
reason is that the distance of the current path is greater than the previous minimum
distance minStep.

Pruning can dramatically shorten the search time in an ordinary situation.
However, the longest distance from a start to the end is n’-1 in a matrix nxn. The
large depth leads to the great search space. Even if the above pruning method is taken,
the time complexity is still very large in the worst case.

Iterative deepening works by running depth-first search repeatedly with a growing
constraint on how deep to explore the tree. This gives a search that is effectively
breadth-first with the low memory requirements of DFS.

Except for pruning, constraint can be added to the distance dep between a start and
the current grid. The increment of the distance dep with an initial value is one in a
cyclic search. What’s the range of the distance dep? It’s between the Manhattan
distance matDis[sx][sy] and the longest distance from a start to the end. The
repetition can be broken in advance if all shortest paths with the same length are
found.

3 C++ Implementation

3.1 Design

The methodology of top-down modular is adopted to design the program. There are
three basic aspects on the problem: input the maze, find all paths, and output all paths.
A fourth module “Welcome” that displays the function of the program is also
desirable. While this module is not directly related to the problem at hand, the use of
such a module enhances the user-friendliness of the program. A fifth module
“CalculateMemory” that calculates the memory is necessary here.
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3.2 Program Plan

The design phase has already pointed out the need for five program modules. A root
(or main) module invokes five modules in the following sequence: welcome module,
input module, find all paths module, output module and calculate memory module.

A C++ program is designed by following the modular structure in Figure 2. Each
program module is coded as a function. The root module is coded as the function
“main”; “Welcome”, “InputMaze”, “FindAllPaths”, “DFS”, “CheckBound”,
“ShowAllPaths”, “ShowOnePath” and “CalculateMemory” modules are implemented
through different functions.

main

Welcome InputMaze FindAllPaths ShowAllPaths CalculateMemory
DFS ShowOnePath
CheckBound

Fig. 2. Modular structure

3.3 Program Development

Function “Welcome” explains the function of the whole C++ program. Function
“InputMaze” informs the user that the input is expected as a matrix of “0”s and “#”s
besides a start and the end. The size of the matrix is determined first, so the number of
rows and the number of columns of a matrix are needed before an input begins. It
needs to be determined whether the matrix is to be provided by rows or by columns.
In our experiement, the matrix is inputted by rows, and the input process is
implemented by importing the input data from a text file called “in.txt”.

The idea of IDDEFS is embodied in the function “FindAllPaths™. At first, the bool
flag found is initialized with false. Then a cycle embedded the recursive subroutine
DFS begins. The cyclic vabiable i with an increment of one represents the depth
limited by IDDEFS. It is between the Manhattan distance matDis[sx][sy] and the
longest distance from a start to the end. The repetition can be terminated ahead when
all shortest paths with the same length are found.

The following figure 3 details the recursive function “DFS”. The four function
parameters represent sequentially the horizontal coordinate, & the vertical coordinate,
the distance from the start to the current grid, and the depth limited by IDDFS. The
function returns in the following three conditions of pruning. 1. The depth of the
current position is greater than the depth controlled; 2. The depth of the current
position is greater than the previous minimum length when traversing from the start to
the end; 3. The sum of the depth and the Manhattan distance of the current grid is
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larger than the depth controlled. Otherwise, the minimum depth of the current grid is
updated dynamically.

If the present position is the end, then a path is found. The bool flag found is
changed to true. The current depth is exactly the shortest distance from a start to the
end. To construct a shortest path between the start and the end, traversal begins from
the end to the start. The movement is from the present position to its neighbor labeled
one less. Such a neighbor must exist as each grid’s label is one more than that of at
least one of its neighbors. While back to start, coordinates of a shortest path are
reserved in a vector. The vector is added to another two dimensional vector
representing all shortest paths. The current recursive function returns to the upper one.

If the present position is not the end, its east, south, west or north neighbor is
checked sequentially. If the neighbor is within the bound and is not blocked and the
depth of the current position after one increment is not larger than the depth of the
neighbor, the next step procedes. The visited label of the neighbor is marked.
Coordinates of the neighbor are reserved in the matrix of the path. The recursive
function “DFS” is called after the depth of the current position is increased by one.
This means that the recursive search continues from the neighbor. The label of visited
the neighbor is cancelled before the traversal backtracks.

The function “Checkbound” is used to judge whether a position is within the
reasonable bound or not. It is called by the recursive function “DFS”. The details of
the functions “ShowAllPaths”, “ShowOnePath” and “CalculateMemory” are omitted
here. The effect of these functions will be illustrated in next section.

F#finds all shortest paths
//coordinates,current depth,depth controlled by I1DDFS
void Circuit::DFS(int x,int y,int dep,int curDep)
{
if{dep>minStep || dep>curbDep) Jfpruning 1 & 2
return ;
if{matDpis[x][y]+dep>curDep) //pruning 3
return ;
dis[x][y]=dep; //minimum depth
if(mat[x][y]=="E")
{
found=true;
minStep=curDep;

vector<ipair> OnePath; //vector of one shortest path

for{int i=dep-1 ;i»=8 ;i--)
OnePath.push_back{res[i]);

OnePath.push_back{mp{sx,sy)});

path_push_back{OnePath); /#all shortest paths
return ;
H
for(int i=8 ;i<4 ;i++) //possible direction
¢
int nx=x+dx[i];
int ny=y+dy[i];
/fcheck bound,not visited,dep+1<{=dis[nxz][ny]
if{CheckBound{nx,ny} && tvisited[nx][ny] && dep+1<{=dis[nx][ny])
{
visited[nx][ny]=true; //visited
res[dep]=np(nx,ny); //reserve coordinates
DFS{nx,ny,dep+1,curDep); //recursive calling
visited[nx][ny]=False; //cancell label visited before backtacking

Fig. 3. The recursive function DFS
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4 Algorithm Complexity and Experimental Results

4.1 Algorithm Complexity

For analysis of the algorithm complexity, the worst case is introduced when there is
no obstacle in the maze at all. From interior (i.e. non-boundary) positions of the maze,
four moves are possible: east, south, west or north. From positions on the boundary of
the maze, either two or three moves are possible. However, if the present position is
not the end, it is marked ‘“visited” so as to prevent the search from returning here.
Thus, the count of moves should be one less. The upper bound for the recursive
function “DFS” is O(aZ") for a maze of nxn matrix theoretically (2<a<3). The actual
upper bound should be less than O(a”") owing to the limit of pruning and iterative
deepening. The more obstacles there are, the less the complexity of the recursive
function “DFS” is. The reason is that the count of moves decreases with the increase
of obstacles.

4.2 Experimental Results

Figure 4 is partial data of the output about a random maze of 17x17 matrix. The
figure shows that the length of shortest paths is 38 and there are 160 different paths
from the start to the end in all. Then the coordinates and the map of these paths are
output respectively. Only one of them is shown below. The data of other 159 paths are
omitted here due to the limit of the paper. The next is the final map of these 160 paths
overlapped. The last are the total running time and the memory occupied.

The amount of the shortest paths with the same length, running time and memory
consumed of the program vary greatly with the size of the maze and the distribution
of obstacles. The worst case occurs when there is not any obstacle in the maze at all.
Table 1 displays part of the statistic data of the worst case. The table shows that paths,
time and memory rise sharply along with the increase of the size of the maze.

Table 1. Partial statistic data of worst case

N

n paths time(ms) M(elg;(;ry (2;:2211)
2 2 0 326 16
3 6 0 326 64
4 20 15 327 256
5 70 15 330 1024
6 252 62 345 4096
7 924 218 412 16384
8 3432 734 701 65536
9 12870 2859 1934 262144
10 48620 11734 7163 1048576
11 184756 49625 29194 4194304

12 705432 211391 121572 16777216
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FEPILLIIEEEI IS ITEREF I T T I EEFFIEE TP PP I EEEE A I P ISFIPREFIPISI T
This program uses the inmproved Depth-First-Search algorithm to
find all shortest paths from the start point to the end point.

FEPILLIIIEEI TSI T IR EF LI T I I EEEF I EEF PP I ITE I EE RSP I PR EFIPISA T

Enter the row size of gird:

Enter the column of gird:

Enter wiring gird

$ :the start point

E :the end point

8 :the place we can traverse

# :the obstacle

The length of shortest path{s) is 38_
There are 160 path{s} from 'S' to 'E*
path 1 (coordinates):

00

01

02

83

0 u

0s

06

16

17

18

0s

09

818

118

111

2 11

2 12

3 12

3 13

413

5 13

6 13

7 13

7 14

8 14

8 15

9 15

10 15

10 16

11 16

12 16

13 16

13 15

13 14

14 1n

15 1n

15 15

15 16

16 16

path 1 (map):

s 1 2 3 L H 6 3 18 11 12 @ 8 3 8 8 3

8 8 8 8 8 it 7 8 2 it 13 14 8 it it 8 a

8 8 3 8 8 3 3 3 3 8 3 15 16 8 8 3 a

8 8 8 it 8 8 8 8 8 8 8 it 17 18 8 8 it

a a a a 3 a a 3 3 a a a 3 19 B a a

8 3 3 3 3 3 8 8 3 8 8 3 8 28 B 3 a

a 3 a a 3 a a a a 3 a 3 a 21 8 a 3

8 3 8 8 8 3 3 8 8 8 3 3 8 22 23 9 a

a a a a a a a 3 a a 3 3 a 3 24 25 @

8 3 3 3 3 3 3 3 3 3 8 8 8 8 3 26 #

8 8 8 it 8 8 8 8 8 it 8 8 8 8 it 27 28
8 8 8 3 8 8 3 3 3 3 3 8 8 8 8 3 29
8 3 3 3 8 8 8 8 8 8 8 3 8 8 3 8 kL]
a a 3 a a a a a a 3 3 a a 3 33 32 AN
8 3 8 8 8 8 8 3 3 8 8 8 3 8 s # 3

a a a a 3 a a 3 a a a a 3 a & 36 37
8 8 8 8 3 8 8 3 8 8 8 8 8 8 8 3 E

The final map :

s 1 2 3 u 5 ] it i 11 12 13 14 # 8 8 it

8 8 8 8 8 3 7 8 9 3 13 14 15 # 3 8 a

8 8 3 8 8 3 3 3 3 8 3 15 16 17 @ 3 a

a a a 3 a a a a a a a 3 17 18 8 a 3

8 8 8 8 3 8 8 3 3 8 8 8 3 19 8 a

8 it it it it it 8 8 it 8 8 it 8 28 21 # a

8 3 8 8 3 8 8 8 8 3 8 3 8 21 22 23 W

8 3 8 8 8 3 3 8 8 8 3 3 8 22 23 24 @8

a a a a a a a 3 a a 3 3 a 3 24 25 @

8 3 3 3 3 3 3 3 3 3 8 8 8 8 3 26 #

8 8 8 it 8 8 8 8 8 it 8 8 8 8 it 27 28
a a a 3 a a 3 3 3 3 3 a a a a 3 29
8 3 3 3 8 8 8 8 8 8 8 3 8 8 3 31 38
a a 3 a a a a a a 3 3 a a 3 33 332 N
8 3 8 8 8 8 8 3 3 8 8 8 3 8 3 ° 3

8 8 8 8 it 8 8 it 8 8 8 8 it 8 35 36 37
a a a a 3 a a 3 a a a a a a a 3 E

The total running time is 181 ms
The total memory is 373 KB

Fig. 4. Partial output data about a random maze of 17x17 matrix
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5 Conclusion

In order to find all shortest paths with the same length in the VLSI wire routing, the
depth-first search algorithm is improved with the method of pruning and iterative
deepening, providing wire routing designers various options to optimize their designs.
Therefore, a C++ program is developed to implement the enhancing DFS algorithm.
Further, the satisfactory experimental results of running the C++ program are
presented. This new method guarantees to find all existing shortest paths with the
same length in the VLSI wire routing with only moderate computer memory
consumption.

Nevertheless, more refinement work of the aforementioned enhanced DFS
algorithm is needed. The upper bound of the algorithm complexity is O(a”™) for a
maze of nxn matrix theoretically (2<a<3). Even if experimental results show that the
actual upper bound is far less than O(a™"), the algorithm needs further better before its
practical application. Future work includes the improvement of the efficiency of the
algorithm and further reducing the computer memory consumption.
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The Forecast of Our Private Car Ownership with
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Abstract. The data of our private car ownership in recent years has been
analyzed, a strong trend of exponential growth has been found in this data, and
the GM (1,1) model for this data has been established in this paper.The result is
given to show that the precision of the model is high, and is used to forecast the
future of the private car ownership.

Keywords: Car, Grey GM (1,1) model, forecast.

1 Introduction

With the continuous development of China's economy and per capita income levels
rising, and national implementation of the "car to the countryside “and other related
incentives for the auto consumption policy, car is no longer a distant luxury, but
gradually into the ordinary family, became the transport of ordinary people, private
car ownership in China has entered a high growth era. But with the rapid growth of
private car ownership, solving the urban construction, environmental protection,
traffic congestion and other problems become more difficult, in order to make these
issues are more properly addressed, we need analyze the forecast of private car
ownership, so as to provide more accurate data for countries to develop policies and
measures.

According to the data on China's private car ownership in 1995-2007, with time as
the X-axis ,with the data of the national private car ownership as Y-axis, we making
the curve ,from which we can see that the data of private car ownership increased
with the growth of time, and showed a certain trend of exponential growth. Therefore,
this paper argues that we can establish a model with the data of private car ownership,
and give the prediction by the model. Because of the small amount and the trend of
exponential growth of the data, using the traditional statistical methods are difficult to
analyze and research. The GM (1,1) model proposed by Mr. Deng Julong to deal with
the data which has the features of "less samples, poor information" , is usually able to
obtain high accuracy. Thus, we use GM (1,1) model to simulate them.

H. Deng et al. (Eds.): AICI 2011, CCIS 237, pp. 108-[[12, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. The data of China's private car ownership in 1995-2007

2 The GM(1,1) Model

The GM(1,1) model applied in many areas since it was introduced by professor Deng.
As this model needs fewer samples and the computation is simple, it has superiority
than the traditional estimate method.

Theorem: Let x'* = {X(O) D, x? ), -, x¥ (n)} be nonnegative pre-smooth
series and x = {x(l) M, xV(2),---, xV (n)}be the AGO series of x'” . We call
x© (k)+ az“) (ky=b k=23,.. grey differential equation, and

O
dx o _ . . . ) _ T.
+ax"’ =b whitened differential equation. & =(a,b) is the parameter of

dt
the equation.
x?(2) -z7(2) 1
(0) 1)
x(3 -z273) 1
Let Y = ‘()andBZ () .
x(n) -z%(n) 1
Then, 1) From to the method of least square, we have & = (B TB)_1 B'Y ;
2)The continuous solution of the equation is
b\ s b
XV =| xP M) —= e+ =,
a a
3) The discrete solution of the equation
b\ s b
isx (k) = [x(l) ) ——je 4= k=23,
a a

4)The original valueis X (k+1) =2V (k+1) -2V (k) k=12,....
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3 The Forecast of Our Private Car Ownership

The data of private car ownership from the "National Statistical Yearbook" is as
follows. (Unit: million volume).

Table 1. The data of China's private car ownership in 1995-2007

Years | 1995 1996 1997 1998 1999 2000 2001

data 249.96 | 289.67 | 358.36 | 423.65 | 533.88 | 625.33 | 770.78

Years | 2002 2003 2004 2005 2006 2007 2008

data 968.98 | 1219.23 | 1481.66 | 1848.07 | 2333.32 | 2876.22 | 3501.39

We use GM(1,1)model to simulate the data from 1995 to 2005 by MATLAB. And
the model is as follow.

xV (k) =1172.78¢"**"*" _9228.47 k=23,.. (1)

The simulated value and relative error is in the following table.

Table 2. The simulated value and relative error

years Car Simulated relative years Car Simulated relative
ownership value error (%) ownership value error (%)

1996 289.67 273.33 5.64 2003 1219.23 1184.56 2.84

1997 358.36 337.02 5.95 2004 1481.66 1460.63 1.42

1998 423.65 415.57 1.91 2005 1848.07 1801.04 2.54

1999 533.88 512.42 4.02 2006 2333.32 2220.79 4.82
2000 625.33 631.84 -1.04 2007 2876.22 2738.36 4.79
2001 770.78 779.10 -1.08 2008 3501.39 3376.54 3.57
2002 968.98 960.67 0.86
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From the data of tables 2, we have that: the simulation precision of the GM (1, 1)
model is high, which is higher than 94%. We predict the ownership from 2006 to
2008 by the model, and we can see the prediction precision is also high, which is
more than 95%. Thus, the model is effective and feasible.

In order to obtain more accurate forecasting results, following the Grey's "new
information first " principle, we use the data from 1999 to 2008 to model a new
GM(1,1) model as follow:

x" (k) = 2653.86¢"*'**" —2119.98 k=23,.. (2)

The simulated value and relative error is in the following table.

Table 3. The simulated value and relative error

years | Car Simulated | relative years | Car Simulated | relative

ownership | value error (%) ownership | value error (%)
2000 | 625.33 633.22 -1.26 2005 | 1848.07 1845.94 0.12
2001 | 770.78 784.31 -1.76 2006 | 2333.32 2286.39 2.01
2002 | 968.98 971.45 -0.26 2007 | 2876.22 2831.93 1.54
2003 | 1219.23 1203.24 1.31 2008 | 3501.39 3507.64 -0.18
2004 | 1481.66 1490.34 -0.59

Thus, the simulated error of the new model according to the "new information first "
principle is reduced greatly and the simulation precision has reached 97%. Therefore,
we adopt this model of private car ownership in China were forecast to reach better
results. According to this model , we get the result of prediction: the ownership in 2010
is 5381.22 million volume; and in 2015 is 15687.1 million volume. This shows that
China's private car ownership will have a fast growth in the co