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Preface

This volume contains 85 out of 179 papers presented at the 5th International
Conference on Convergence and Hybrid Information Technology (ICHIT) held
during September 22–24, 2011, at the Legend Hotel (Yuseong) in Daejeon, Ko-
rea. ICHIT is a series of scientific events spanning the last six years, placing a
special emphasis on new theoretical inspirations and hybrid solutions to complex
problems with real-world application. It investigates the meeting points between
a number of areas related to IT research, such as communications and network-
ing, security and safety systems, pattern recognition and information retrieval,
data mining and knowledge discovery, as well as soft computing and intelligent
systems, to mention a few domains represented this year.

We received 467 paper submissions from over 20 countries. Each paper was
reviewed by at least two chairs or Program Committee members. Author con-
tributions were considered for inclusion into one of two volumes of proceedings:
volume one published by Springer within the Lecture Notes in Computer Science
series and volume two also published by Springer within the Communications in
Computer and Information Science series. The LNCS volume with 323 papers
submitted, and an acceptance ratio below 30%, contains the more scientifically
oriented papers, while the CCIS volume with 144 papers submitted, and an
acceptance ratio below 60%, contains the more technically oriented papers.

We would like to thank all authors and reviewers for their work and excellent
contributions. We are very grateful to Miyagi Hayao for accepting our invitation
to deliver the keynote talk. We would also like to acknowledge the following or-
ganizations and sponsoring institutions: SERC (Security Engineering Research
Center), IWIT (Institute of Webcasting, Internet Television and Telecommunica-
tion), KIAS (Korea Information Assurance Society), and KIISE (Korea Institute
of Information Science and Engineering).

July 2011 Geuk Lee
Daniel Howard
Dominik Ślȩzak
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Abstract. P2P technology is widely used for distributing contents. The P2P 
applications increase the load of ISP on handling massive and unpredictable 
P2P traffic. By the way, P2P itself provides very good performance on receiver-
side when it receive large-sized files from multi-points. Furthermore, the usage 
of P2P technology is enhanced its area on multimedia streaming. Nowadays, the 
volume of multimedia is tends to be massive and need high performance of 
network. In the case of server-client model, there are definitely limitations on 
accommodating a number of users. In this paper, we present architecture for 
providing P2P-based streaming services and framework model for client agent. 

Keywords: P2P, streaming, architecture, client framework. 

1   Introduction 

Since P2P technology has been emerged, the volume of P2P traffic has increased up 
to more than 40% of total Internet traffic. According to the Internet Study 2008/2009 
[1] that is published by ipoque, it said that web and streaming traffic is taking over 
P2P traffic for video contents. It also says that P2P data is still major traffic in all 
regions [2]. P2P traffic burden ISP on handling massive and unpredictable traffic and 
contents are shared without copyright protections. The most part of P2P traffic is for 
video including movie, anime and TV. P2P is efficient on distributing massive 
volume of data for large number of participants. The throughput of P2P network 
increases proportionally to the number of peers. Nowadays, the volume of contents 
tends to be bigger because the quality of video gets higher and the size of contents are 
larger. Hence, we think that P2P-based streaming solution is good for providing high 
density multimedia streaming for large number of subscribers. 

In this paper, we present some related works that provide streaming services using 
P2P technologies. In chapter 3 and 4, we describe our architecture of P2P-based 
streaming services and framework model for P2P-based streaming client. We also 
issue future works to be done for enhance performances and new features with some 
conclusion remarks in chapter 5.  
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2   Related Works 

There are several attempts to provide streaming services over P2P overlay network 
such as coolstreaming[3], goalbit[4][5] and afreeca[6]. There are two main 
classification based on the architecture of overlay network creation; Tree-based 
model, mesh-based model and hybrid model. 

2.1   CoolStreaming 

CoolStreaming[3] divides MPEG stream into N sub-streams and transmit them as a 
unit of MOB. In the point of streaming, it constructs virtual parent-child relationship 
among peers. In the case of poor performance with specific peers, it releases the 
relation and makes another partnership with other peer.  

CoolStreaming 
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Fig. 1. P2P Service model of CoolStreaming 

Different from BitTorrents[7], this approach maintain some kind of partnership 
with the other peer for receiving and sending sub-stream. Each peer receives all sub-
streams from different peers and each sub-stream data is transmitted within parent-
child relationship. 

2.2   GoalBit 

GoalBit[4] has a similar characteristics with BitTorrent on distributing contents data 
to other peers. This is differ from on providing enhanced QoS on using PSQA(Pseudo 
Subjective Quality Assessment) for monitoring QoS parameters on providing HD live 
media contents. GoalBit does not create any hierarchical relationship on constructing 
overlay network and this mean that all peers have same position within the overlay 
network. 

2.3   Afreeca 

Afreeca[5] is one of most popular application in korea that provide multimedia 
streaming services using tree-type hierarchy. It has unique structures that service  
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Fig. 2. P2P Service model of Afreeca 

provider’s server is located within the hierarchy. We think this is for monitoring the 
stream contents and for providing network stability. 

When a node gets out from its parent node, it seems to seek another parent by 
requesting to service provider’s server. 

3   Architectural Model for P2P-Based Streaming Service 

We designed architectural model for providing P2P-based streaming service as show 
figure 3. In our architecture, we modeled after the BitTorrent structure. All 
participating peers are organized with mesh-structure and have no hierarchical 
relationship with the other peer.  

 

Fig. 3. Architectural model for P2P-based streaming service 

The tracker server maintains whole participating peer’s information that includes 
the address of peer. The channel server maintains information for channel 
descriptions such as channel owner, session information and overlay network-ID.  
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In this architecture, all multimedia stream exchanged among peers is treated as just 
data. Therefore, we don’t care what kinds of codecs are used for encoding the 
contents. This may leads to lack of considerations on multimedia characteristics, but 
this gives flexibilities on codec dependencies. 

 

Fig. 4. Overall behavior of P2P streaming service 

When a P2P client wants to provide streaming session, it register to channel server 
by let it know the information about the session. On receiving the request, the channel 
server allocate overlay network id to the client and notify to the tracker server about 
newly allocate overlay network id. After that, P2P client that wants to initiate 
streaming session access to tracker server in order to create P2P overlay network. In 
this procedure, tracker server checks some credentials whether the client has authority 
on creating the overlay network.  

When a P2P client wants to watch some specific channel session after selecting 
from channel server, it access the overlay network by using overlay network id that is 
contained from the channel server. When channel server lists up channels, it also 
provide overlay network id for each channel. 

On receiving overlay network join request from peers, the tracker server responds 
with peer list for the specified overlay network. By using this peer-list, a client access 
every peer for retrieving buffermap that indicates what fragmented data it has. If there  
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are any fragment that it interests, it request that. Different from file sharing services, 
the buffermap negotiations are processed with one peer repeatedly, because of the 
characteristics of streaming service.  

4   Framework for PREP (P2p-Based stREaming Player) Client 

The P2P-based streaming client is capable of transmitting media data that is received 
from other peer at the same time. Following figure 5 shows the framework of our 
P2P-based streaming client. 

 

Fig. 5. Framework model for PREP client 

4.1   Channel Server and Tracker Server Communication  

Since the client should be able to create streaming session, it should have 
functionalities for communicating with channel server. It also should be able to create 
and access overlay network through interaction with tracker server. On designing 
interface between client and channel/tracker server, XML is used for describing 
information and HTTP is used for delivering such information.  

4.2   Channel Server and Tracker Server Communication  

PREP Agent functions takes role of invocation of overlay network activity such as 
join and leave. This functions control other underlying functions to organize the 
behavior of P2P-based media distribution. Because one client can join multiple 
overlay networks, there can be multiple agent instances. In other words, one agent 
instance takes charge of one overlay network. When Prep agent invoked, it access 
tracker server in order to retrieve the list of peers. After receiving the list of peers, it 
begins to access each peers for querying fragments that it needs.  

4.3   Buffer and Buffermap Managements  

Different from file sharing using P2P, the size of sharing data is relatively small and 
there’s no need to save all received stream. Hence, we adapted ring type buffermap 
over temporary file system.  
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On using ring-type buffermap and buffer storage, it is crucial to keep 
synchronization and data validity. If there is some fragment to be negotiated to 
exchange but overwritten, it will break the protocol and make it more complex. In 
order to avoid such situation, we have reserved enough empty buffer space. When it 
notifies it’s buffermap to the other peer, it does not provide its current full buffermap 
state but provide subset of them begin with latest one.  

4.4   Interface between GUI and PREP Agent  

When a client is acting as a streaming server that generates multimedia stream, prep 
agent receives media data from player through UDP. If the size of received stream 
exceeds the pre-configured fragment size, it notifies to the buffer manager and set the 
flag of the bitmap. In order to make it easy to modify user interface, we have divided 
GUI and prep agent, and they does not share any memory spaces but interact with 
local socket interface. 

4.5   PREP Peer-to-Peer Communication  

On retrieving fragmented data from other peers, there are two ways; pull-type and 
push-type. In case of pull-type, client peer requests buffermap of server peer and then 
request fragmented data that it has not. On the other hand, in case of push-type, each 
peer makes some kind of relationship such as parent-child model. In the latter case, it 
can receive fragmented data without the requesting process. Both approaches have 
each pros and cons. In order to simplify the behavior of peer, we implemented a pull-
type communications among peers as a first step. When a peer is connected to the 
other peer, it request buffermap and check its availability. If it has interest on specific 
fragmented data, it sends requests to retrieve them. Unlikely from P2P file sharing, 
buffermap of peers keeps changing because it receives streaming data from other peer 
at the same time. Hence, when a peer received all fragments what it wants, it re-
request to the other peer for refreshing peer’s buffermap. At the same time, it 
connects to another peer for retrieving another fragment. If it decides that currently 
connected peer does not have what it wants, it then disconnects and release used 
resources. 
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5   Conclusions 

In this paper, we have presented architecture for multimedia streaming through using 
P2P technology and framework model for P2P-based streaming client. In the next 
steps, we will extend the protocol in order to add partnership concept for exchanging 
media data. The pull-type approach provide simplicity for implementing streaming 
services, but need some enhancements for providing stable streaming. To improve 
performance, we have planned to make it share internal memory spaces on media data 
that is exchanged with other peers.  
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Abstract. Existing hybrid MAC in wireless sensor networks (WSNs) is to 
combine TDMA and CSMA MAC techniques to adapt sensor nodes into the 
environment from low contention state to high contention state. It operates in 
pure CSMA mode when the traffic requirement is comparably low in WSN. On 
the other hand, as the sensor data is generated in high rate, hybrid MAC is 
shifted to TDMA-based operation. The main advantage of pure TDMA is no 
collision among nodes with pre-allocation of each time slot. Every time slot is 
allocated to nodes in need and it is owned only by pre-allocated node. Non-
owner node may not use any other time slots that are not allocated to it. We 
propose new time slot assignment method to assign every empty slot to nodes 
which are not in need currently. Even though they are not in need now, the 
sensor nodes may get more data to send in some time later. In that case, if more 
time slots were allocated to nodes in advance, the owner nodes can get empty 
slots to send without contention resulting of reduction in collision and increase 
in overall traffic throughput. 

Keywords: Sensor Network, MAC protocol, Time slot. 

1   Introduction 

CSMA/CA is widely used multiple access method in Wireless Sensor Networks 
(WSNs). It is popular because of its simplicity (doesn’t need specific hardware) and 
cheap implementation cost. But, network performance can be reduced when the data 
traffic has been increased. 

To improve weakness of CSMA/CA, research on hybrid MAC has been proposed. 
They combine CSMA with other multiple access method like TDMA or FDMA. A 
hybrid MAC that combines CSMA with TDMA needs time slot assignment algorithm 
to assign time slot to the nodes in a network. But, existing slot assignment algorithms 
have several problems to be applied instantly to WSN.  
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2   Related Work 

In this section we briefly overview the MAC layer protocols that have been proposed 
for WSNs. S-MAC[1] and T-MAC[2] are hybrid CSMA and TDMA MAC protocol 
each other. They employ local sleep-wake schedules to coordinate packet exchanges 
and reduce idle listening. The use of RTS/CTS control packet makes up for the hidden 
terminal problem and failures of the clock synchronization. However, This RTS/CTS 
method INIT high overhead, because RTS/CTS packet size is bigger than WSN’s 
packet size.  

B-MAC[3] achieves LPL(Low Power Listening)[4]. B-MAC periodically wakes up 
after a sampling interval and check whether channel is active or not. If channel is 
detected to be active, the node stays awake to receive the data. In other case, the node 
turn in sleep mode. This MAC protocol has scalability problem. 

Z-MAC[5] is a hybrid MAC of TDMA and CSMA MAC protocols. This MAC uses 
DRAND[6] time slot assignment algorithm. Z-MAC gives transmission priority to 
nodes. Transmission priority determined by current slot. Slot owner has shorter back-
off period than non-owner. This transmission priority can reduce the collision among 
nodes in a network. And, To solve hidden terminal problem, Z-MAC use ECN 
message. This message prevent data transmission between two hop distance neighbor 
at the same time. 

HyMAC[7] is a hybrid MAC of TDMA / FDMA MAC protocols. This MAC 
protocol need specific hardware that can support multi-channel transmission (like 
CC2420 Radio chip [8]). The nodes in a network get different frequency and time slot 
to avoid collision. This MAC protocol can transmits data at the same time through 
separate frequencies. So, HyMAC can get high throughput and low end to end delay. 
Existing method needs specific hardware (can support multi-channel transmission) 
and reduces the network performance under high contention state.  

To alleviate this weakness, we proposed a new time slot assignment algorithm. This 
algorithm doesn’t need any kind of specific hardware and can improve network 
performances under high contention state. 

3   Algorithm Design 

3.1   Non-priority Mechanism 

Nodes in a network have their neighbor information. This information is used as 
neighbor list to get responses from all the neighbor nodes. 

Time slot assignment algorithm consists of 3 states as shown in figure 1: INIT, 
WAIT_ALL_RESP and NORMAL. Each node changes the state following according 
to message flows. Figure 2 describe message flow used in our algorithm. 

1) INIT state 

Node state transition starts from INIT state. Nodes in INIT state try to get timeslot 
for exclusive usage for themselves. Nodes calculate their own candidate timeslot 
position in a distributed manner to avoid excessive collision of SLOT_REQ messages 
emitted from many nodes at the same time, nodes in INIT state issue SLOT_REQ 
message with random delays each other.  



10 J. Kim, J. Min, and Y. Kwon 

 

 

Fig. 1. Slot Assignment State Transition Diagram 

2) WAIT_ALL_RESP state 

After transmitting SLOT_REQ message, a node goes to the WAIT_ALL_RESP 
state. Only when a node receives the positive response messages (SLOT_RESP_POS 
messages) from all the neighbors, the candidate timeslot is changed to the fixed 
timeslot for the requesting node. Nodes maintain a neighbor list so to know if all the 
neighbors responded to their SLOT_REQ message positively. If SLOT_RESP_NEG 
(negative response) message is received, nodes go to the INIT state. If all the 
neighbors grant the SLOT_REQ message with positive response, the node goes to the 
NORMAL state.  

3) NORMAL state 

The NORMAL state means that a node took its own fixed timeslot for 
transmission. Nodes start to sense, collect and transmit the data using the allocated 
timeslot. Even when other nodes are not in the NORMAL state yet, because they 
operate in CSMA/CA manner until they get their own fixed timeslot, all the nodes can 
send/receive data. 

 

Fig. 2. Message Flow 
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The above state description is same as in the existing hybrid algorithms. Our 
algorithm is different from the existing ones in that all the timeslots in an active 
period are allocated to the nodes in a network. It means that even though nodes are 
not in need now, the sensor nodes hold extra timeslots in advance preparing for more 
heavy data transmission afterwards. Figure 3 shows the difference in the allocation of 
timeslots 

3.2   Priority Mechanism 

Many slots was assigned nearby sink when apply priority to slot assignment. Few slot 
is assigned if faraway sink node. Nearby sink node occurs bottle neck effect if many 
data is entered. So limited slot assign nearby sink node. It make reduce degradation of 
network by bottleneck effect. 

 

Fig. 3. Slot Assignment Example 

3.2.1   Allocation Rule 
Sink node broadcast search message in the network. Use this message, sink node 
obtain network path information and allocate time slot to node in network. Sink node 
calculate maximum allocation slot follow path information and [Equation 1]. 

 

Fig. 4. Slot Assignment Example 
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(1)

In the case of lack of time slots in frame, a node who have more childe node has more 
priority. So, high priority node has more time slot than low priority node. 

For example, In [Figure 4] node 1 and 2 need two time slots. But total number of 
slots what can allocated are 3. So, follow allocation rule, node 2 has two time slots 
and node 1 has one time slot. 

3.3   Summary 

The above state description is same as in the existing hybrid algorithms. Our 
algorithm is different from the existing ones in that all the timeslots in an active 
period are allocated to the nodes in a network. It means that even though nodes are 
not in need now, the sensor nodes hold extra timeslots in advance preparing for more 
heavy data transmission afterwards. [Figure 3] shows the difference in the allocation 
of timeslots 

 

Fig. 5. Algorithm Compare 

4   Simulation Results 

In this chapter, we evaluate priority and non-priority slot assignment method through 
simulation. We compare throughput and end-to-end delay. [Table 1] shows simulation 
parameters. 

Table 1. Simulation Parameters 

Node Number 25 
Packet size 1 Kbyte 

Area 100x100m 
Time Slot size 30msec 
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Table 2. Throughput Result 
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Fig. 6. Throughput Result 

Figure 6 shows the comparison of network throughput. A Packet size used in the 
simulation is 1 Kbyte. A PPS (Packets per Second) value was changed from 1 PPS to 
8 PPS. Up to 3 PPS, the proposed algorithm doesn’t show much improvement in the 
words of network throughput. But the traffic is getting heavy, it shows evident better 
throughput. Table 1 shows the improvement of proposed algorithm. 

Table 3. End-to-End Delay Result 
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Fig. 7. End-to-End Delay 
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Figure 7 represent end-to-end delay. The traffic is getting heavy, it shows evident 
lower end-to-end delay. Table 2 shows this evidence. 

5   Conclusion 

In this paper, we proposed a new time slot assignment algorithm that assigns multiple 
time slots to one node in a frame. This algorithm leads high throughput, low end-to-
end delay and small average queue size under high contention state. 

The data rate in wireless sensor networks is comparatively lower than in the 
traditional other networks. But more and more, the applications requiring high data 
rate are being merged into the WSN. With high throughput and low end-to-end delay 
performances, the new proposed hybrid MAC can be one option to adopt those future 
applications in the WSN. 
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Abstract. Nowadays, by increasing the network traffic in the IMS, the role of 
Network Management System (NMS) is very important because of limited 
network resource. It can perform two kinds of routing ways with the capability 
of static or dynamic routing. In the IMS network, network traffic is very fickle, 
therefore, a dynamic routing way is more efficient than static routing one 
because it can make the flow of traffic changeful among nodes in the IMS. In 
this paper, we suggest a management function of NMS, applying a dynamic 
routing algorithm in order to manage IMS nodes. Finally, we apply the 
algorithm by deploying a PoC service, one of the prominent application 
services in the IMS. 

Keywords: PoC, IMS, SIP, NMS, SNMP. 

1   Introduction 

By increasing network traffic, we need to manage this traffic because of limited 
resource. The IP Multimedia Subsystem (IMS) is an architectural framework for 
delivering IP multimedia service. As proposed by the 3GPP, the IMS is not intended 
to standardize applications but rather to aid the access of multimedia and voice 
applications from wireless and wire-line terminals. The IMS is able to manage 
network traffic by controlling IMS nodes. Additionally, network traffic of the IMS 
increases steadily, so the IMS need to manage network traffic related the IMS nodes. 
The IMS nodes are called Call Session Control Function (CSCF) that controls session 
establishment [1]. If a CSCF is overloaded, it might have some problems such as 
traffic jam and system down. In order to solve these problems, the IMS need to apply 
the routing algorithm that is able to control CSCFs. Because the traffic of the IMS is 
very fickle, it is desirable to make the NMS control the traffic flow among IMS 
nodes. Therefore we study a dynamic routing algorithm which is much more efficient 
than a static routing algorithm to manage the IMS nodes. In this paper, we suggest a 
dynamic routing algorithm to manage traffic among CSCFs. Also, we show the 
scenario that uses Push to talk over Cellular (PoC), one of application services, by 
applying the proposed algorithm. In section 2, we explain related works such as the 
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structure of the IMS, PoC and routing way in the IMS. And in section 3, we show the 
process of dynamic routing algorithm by deploying the service of PoC. 

2   Related Works 

2.1   The Structure of PoC Service and the IMS  

PoC is a walkie-talkie type of service. Users press (and hold) a button when they want 
to say something, but they do not start speaking until their terminal tells them to do 
so. There are several incompatible PoC specifications at present. Most of them are not 
based on the IMS, but consist of proprietary solutions implemented by a single 
vendor. As a result these PoC solutions generally cannot interoperate with equipment 
from other vendors. This situation prompted Open Mobile Alliance (OMA) to create 
the PoC working group to start working on the OMA PoC service. OMA’s PoC 
service is based on the IMS. 

The reason for PoC service deployment in the IMS is that PoC server itself does 
not need to handle such as SIP signaling routing, discovery and address resolution 
services, Session Initiation Protocol (SIP) compression, Authentication Authorization 
Accounting (AAA), QoS control, and so on.  

The fig 1 describes the functional entities and reference interfaces that are involved 
in the support of the PoC services. And the PoC architecture also uses the XML 
Document Manager (XDM) to manage XML documents like group list, access 
control lists, presence lists and URI lists which are created by the user and stored by 
the service provider by means of specific XML documents [5]. 

The IMS specifies a SIP-based common interface so called ISC by which 
applications hosted on the SIP, Parlay/OSA and CAMLE application servers are able 
to interact with the S-CSCF node in the IMS core network. The ISC interface 
implements filters for subscribers that have been stored in the AAA. It compares the 
filters with the incoming the SIP message and determines which application services 
should be invoked [3]. Trigger points in initial Filter Criteria (iFC) are matched with 
information in the initial the SIP request (a specific the SIP header, to decision which 
application server are to be included in the SIP chain). There is an another advantage 
of PoC service by embedding the PoC client into both the mobile phones and PC that 
users could not only talk by cellular access but also by a fixed connection with wild 
coverage area. Another importance of PoC service needed to be mentioned about is 
media control for session. Session control and other signaling are based on SIP, while 
voice traffic is carried through a RTP/RTCP based streaming bearer. Among them 
SIP is used for session set up and RTP/RTCP are used for voice data transfer and flow 
control, respectively. As PoC is a half-duplex communication, its under-control 
implementation is owed to Tagged Binary Core Protocol (TBCP) or Media Burst 
Acknowledgement Protocol (MBCP) used to arbitrate request from the PoC clients 
for the right to send media.  

The IMS has been developed to realize real-time or non-real-time multimedia 
service in the mobile environment. The service object of the IMS provides synthetic 
multimedia services using IP protocol such as voice, video and data services. 
Additionally, the IMS has advantages that are easy in service developments and  
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Fig. 1. Related PoC Architecture in OMA 2.0 

modifications. The IMS can also is easy to interlock with various 3rd party 
applications that are based on efficient session management. It enables mobile 
operator to support the structure based on Session Initiation Protocol (SIP) such as 
session management, security, mobility, Quality of Service (QoS) and charging. Fig 2 
shows the simplification of the IMS structure. Protocols for the definition of the IMS 
interfaces are Diameter and SIP. 

 

Fig. 2. The Simplification of the IMS Structure 

In the IMS network, CSCFs process their related signal. The CSCFs based on SIP 
implement basic functions to control multimedia session with infra-system, and are 
divided into P(Proxy)-CSCF, I(Interrogating)-CSCF, S(Serving)-CSCF by depending 
on their role. The P-CSCF is the first point of contact between the UE (User  
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Equipment) and the IMS network. From the SIP point of view the P-CSCF is acting 
as an outbound/inbound SIP Proxy server [2]. The P-CSCF performs the role of either 
Proxy or User Agents that is defined in the IETF RFC 3261. The I-CSCF is a SIP 
proxy located at the edge of an administrative domain. The address of the I-CSCF is 
listed in the Domain Name System (DNS) records of the domain. When the P-CSCF 
follows SIP procedures to find the next SIP hop for a particular message the CSCF 
obtains the address of an I-CSCF of the destination domain. In order to discover P-
CSCF, 3GPP is presenting method using Dynamic Host Configuration Protocol 
(DHCP) or gets address through PDP context. The I-CSCF retrieves user location 
information and routes the SIP request to the appropriate S-CSCF. The S-CSCF is the 
central node of the signaling plane. The S-CSCF is essentially a SIP server, but it 
performs session control as well. In addition to the S-CSCF also acts as a SIP 
registrar. Also, one of the S-CSCF’s main functions is to provide SIP routing services. 
And profile information, authentication and related location information data of a 
subscriber are stored in Home Subscriber Server (HSS). 

Network Management System (NMS) is used to monitor and administer network 
resources. Effective planning for a NMS requires that a number of network 
management tasks be performed. NMS should discover the network inventory, 
monitor the health and status of devices and provide alerts to conditions that impact 
system performance. NMS systems make use of various protocols for the purpose 
they serve. SNMP protocol allows them to simply gather the information from the 
various devices down the network hierarchy. NMS software is responsible for 
identification of a problem, the exact source(s) of the problem, and solving them. 
NMS systems not only are responsible for the detection of faults, but also for 
collecting device statistics over a period of time. A NMS may include a library of 
previous network statistics along with problems and solutions that were successful in 
the past—useful if faults recur. NMS software can then search its library for the best 
possible method to resolve a particular problem. Network elements or devices are 
managed by the NMS, so these devices are used to be called as managed devices. 
Device management includes Faults, Accounting, Configuration, Performance, and 
Security (FCAPS) management.  

2.2   A Dynamic Routing Algorithm in the IMS 

In typical SNMP use, one or more administrative computers called managers have the 
task of monitoring or managing a group of hosts or devices on a computer network. 
Each managed system executes, at all times, a software component called an agent 
which reports information via SNMP to the manager. Essentially, SNMP agents 
expose management data on the managed systems as variables. The protocol also 
permits active management tasks, such as modifying and applying a new 
configuration through remote modification of these variables. The variables 
accessible via SNMP are organized in hierarchies. These hierarchies, and other 
metadata, are described by Management Information Base (MIB) [4]. 
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Fig. 3. The Structure of the NMS in the IMS 

Fig 3 shows dynamic SIP message flow using network management system 
(NMS). When there are many S-CSCF (a, b, c) in the NMS, NMS notifies routing 
address to I-CSCF and selects suitable S-CSCF (a or b or c). The NMS includes 
information such as performance of CSCF, routing algorithm and so on. There are 
many kinds of the way about information of the performance but in this paper, we 
consider the following information: 

-System down  
-CPU Utilization (Tc) 
-Memory Utilization (Tm) 
-Throughput: coefficient of utilization of process 
-Response Time 

Using the above mentioned information, the manager can select more efficient and 
better CSCF using the dynamic routing algorithm. 

3   An Implementation for Dynamic Routing in a Test Bed 

Fig 4 shows the dynamic routing algorithm, using information of MIB such as Tc, Tm 
and response time and so on. A NMS periodically gets the information of performance 
from CSCF agent. Basically SNMP based manager can get the performance related 
information from the agent periodically to perform the monitoring function. So the 
period value for monitoring can depend on the performance of CSCF’s agent. So, 
NMS administrator should condignly adjust monitoring per. 

When there are numerous CSCFs, it is possible to change the routing information 
in CSCF’s agent using SNMP Set message by analyzing the monitoring information 
related to CSCFs. Additionally, when the utilization(CPU and memory) is exceeded 
to limited value (Tm, Tc), CSCF’s agent must notify manager of Trap message. And 
then the manager can store the received Trap message in Log_DB. In order to analyze 
the performance information of CSCFs, the manager must perform the following four 
steps [6]: 
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Fig. 4. Dynamic Routing Algorithm of CSCF 

• Step 1: The manager obtains a list of CSCFs by using the management information 
from each CSCF and initializes/updates the agent information after performing SNMP 
Get-Operation to agents. The information includes CSCF ID, Type, IP address and 
state information of CSCF which are shown in Table 1. The CSCF_ID field indicates 
the ID of CSCF and the CSCF_Class field denotes the type of CSCF (e.g., P-CSCF, I-
CSCF, and S-CSCF). The CSCF_Name field is the name of CSCF and the IP field 
indicates the IP address of CSCF. The Port_Num field means the port number of 
CSCF and the Status field represents the operation status of CSCF. The SysUpTime 
field is represented as the time that goes by an activated state of CSCF. The 
Description field means the characteristics of CSCF. 

Table 1. MIB of the CSCF 

 

• Step2: The manager extracts the performance information from the agent. In this 
processing, the manager should go through authentication. If the manager successes 
with authentication, it can get the performance information from agent. But if the 
manager fails to authentication, it receives the Trap message from the agent. The 
manager looks up the information about a present running process by using 
hrSWRunPerfCPU and hrSWRunPerfMem field value. However, the manager needs 
whole of CPU utilization rate and memory utilization rate of CSCFs for the dynamic 
routing of SIP message. Therefore, the structure of performance information in the 
database of manager is shown in Table 2. The PerfCPU field is the information about 
hrSWRunPerfCPU and the PerfMem field indicates the information about 
hrSWRunPerfMem(mib refer). The CPU_Util field means a CPU utilization rate of 
CSCF and the Mem_Util field denotes a memory utilization rate of CSCF. The 
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Throughput field indicates the information about a processing rate and the Delaytime 
field means the information about transmission delay time. 

Table 2. Performance Information 

 

• Step3: In this step, the manager analyzes the performance of each CSCF. After 
finishing the step 2, the manager can preserve the performance information about 
CSCFs in the management database. The manager decides the priority order for SIP 
routing among CSCFs. And then, it renews and modifies the priority information in 
the management database which is depicted in Table 3. The Priority field indicates 
the information about routing priority order and the OperStatus field means state 
information (e.g., active, standby). 

Table 3. Priority-based Routing Information 

 

• Step4: The manager selects the best CSCF for performing a dynamic routing among 
CSCFs. After finishing the step 3, the manager decides a CSCF with the highest 
priority field and configures the best CSCF using Set-Request message. Additionally, 
if the CSCF exceeds the defined value of agent's threshold (Tm, Tc), it notifies the 
manager of the Trap message that is stored into Log_Db. The Log_ID field means ID 
information of the Trap message and the TrapType field indicates the type 
information of Trap message. The TrapInfo field denotes the detail information about 
Trap message and Timestamp field means the information about the creation date and 
the creation time of Trap message. 

Fig 5 presents the GUI of NMS manager and S-CSCF including PoC enabler. 
Every CSCF is implemented in Java language using JAIN SIP 1.2, and the experiment 
is tested in the environment of 100Mbps LAN. To get the performance information, 
the administrator should add the IP address of the CSCF’s agent. SNMP OID is the 
unique identifier for collecting performance information. CPU Utilization shows a 
coefficient of utilization about CPU, and Memory Utilization shows a coefficient of 
utilization about memory. CSCF Information includes various information such as 
CSCF Agent’s IP, sysName, sysDesc (H/W and S/W information), sysUpDown(server 
operation), hrSystemUptime(recent initiation time), CPUUtilization, Memory_ 
Utilization and so on. Fig 6 shows the GUI S-CSCF including presence enabler. 
Additionally, S-CSCF includes information of registered users. Users can access to S-
CSCF (or presence enabler) by set dynamic routing algorithm after session 
establishment. 
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Fig. 5. The GUI of NMS and S-CSCF including PoC Enabler 

4   Conclusions 

In this paper, we suggest the dynamic routing algorithm to manage network traffic 
among CSCFs using SNMP. We show the process of dynamic routing algorithm by 
deploying the service of presence service. Later, we will create the enhanced 
algorithm which is combined in the management functions such as Accounting, 
Configuration, and Security. Additionally, we should evaluate the performance in 
order to optimize the dynamic routing algorithm.  
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Abstract. This paper describes an Agent-based InterNetworking Platform 
(AINP) which has a hierarchical infrastructure for internetworking with 
guaranteed Quality of Service in a high-speed network. The AINP system 
intelligently controls and manages the AINP network through network-oriented 
agents due to its policy which is periodically updated using the user/network-
state information. In this approach, for implementing network-oriented agents 
and agent-based communications in intelligent AINP infrastructure, a Common 
Information Model is used which is the international standardization of object-
oriented modeling. Extensible Markup Language is used for encapsulation and 
the HyperText Transfer Protocol is used for transference of user/network-state 
information. We concluded that the AINP was robust and suitable for an 
intelligent network management system in a high-speed network. 

Keywords: xDSL, Network Management, Quality of Service, Agent-based 
Network, Network Convergence. 

1   Introduction 

For the purpose of guaranteeing the service quality of high-speed networks such as x-
Digital Subscriber Lines (xDSL), a fair amount of attention has been focused on 
Service Level Agreements (SLAs) which ensure Quality of Service (QoS) to 
guarantee the quality of a user-access network [1, 2, 3]. Especially, user demand for 
various higher-quality services requires intelligent network management systems 
controlling QoS and collecting network information automatically. Hence the access 
network takes on an important role in providing the user with network connectivity 
[4, 5, 6]. One effective user-help service is an agent service that prepares setup 
information or executes exchanges on behalf of user applications in Internet Protocol 
(IP) networks [7, 8]. Earlier agent-based management systems [9~12] play a simple 
role in monitoring the user-network environment through user agents on client-server 
internetworking. Hence most of these techniques are not suitable for internetworking 
of guaranteed QoS in a high-speed network having a large number of subscribers 
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[7~12]. In this paper, to supply users with various advanced services effectively and 
automatically in the environment of a high-speed access network, we proposed an 
Agent-based InterNetworking Platform (AINP) for internetworking with guaranteed 
QoS between a user-access network and a public network. The proposed AINP 
system uses an internetworking platform which intelligently controls and manages 
network-oriented agents. Conclusively, the AINP management system can provide 
users with efficient network connectivity of guaranteed QoS for supporting value-
added services in a high-speed network. 

2   Agent Based InterNetworking Platform 

2.1   Agent Based InterNetworking Platform Infrastructure 

Fig. 1 shows that the proposed AINP consists of layered management servers which 
hierarchically control and manage the AINP network through their own network-
oriented agents. AINP management servers consist of a Central Management Server 
(CMS) at the top and Local Management Servers (LMS) at each layered point. Agents 
are differentiated into user agents, LMS agents, and CMS agents, and are used for 
either collecting user/network-state information from users and LMSs or transferring 
a new policy up to each LMS at a layered point. The agent-based data flow seignior in 
the AINP management system is summarized as follows. 

First, each end-point LMS collects user-state information through each user agent 
with which the LMS connects locally. The user/network-state information is 
transferred up to a CMS through each LMS agent after LMSs located at each layered 
network add their network information to user-state information. The CMS at the top 
point builds up and updates the policy of AINP network management, which is 
transferred to each LMS at the nearest lower point thorough a CMS agent. Finally, 
this policy is propagated to each end-point LMS through LMSs and their agents 
located at each layer of the network. In this process, each LMS at each network layer 
reflects the CMS’s policy of AINP internetworking for guaranteeing the QoS of each 
corresponding network. Finally, each end-point LMS updates and allocates the user-
network environment again due to the policy transferred from the corresponding LMS 
at the upper level. The internetworking in AINP is periodically accomplished since 
the state information is transferred and collected periodically through the user or LMS 
agents. Each end-point LMS periodically controls and manages user-access networks 
belonging to the local area due to user information. There are two kinds of user 
information: one is user-profile information for user-access authentication and 
admission, and the other is user-state information, distinguished from static data and 
dynamic data, for guaranteeing the QoS of the user-access network. Each end-point 
LMS provides a user’s network with differential QoS due to the grade of the user’s 
class recorded in user-state information itself. If a user connects with the 
corresponding end-point LMS through its agent, the LMS assigns itself network 
resources to the user-access network after computing the priority grade of the user. 
Table 1 shows weighted priority due to the user class. Note that each end-point LMS 
provides each user with different services due to a different user class. This is to 
guarantee constant bandwidth for each user and allocate the network resources of  
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Fig. 1. Hierarchical management server 

Table 1. Example of priority grade due to user class / service weight 

User Class 
Class 

Weight
Used  

Service
Service 
Weight

Service 
Quality1

Weighted 
Service 
Quality 

Weighted 
priority 
order 

100 Business 1st class 1 streaming 1 70 70 2 
101 Business 2nd class 0.9 FTP 0.7 70 77.7 3 
102 Personal 1st (premium) 0.8 mail 0.9 60 75 1 
103 Personnal 2nd (economy) 0.7 HTTP 0.8 80 114 4 

such network bandwidth and network delay. Thus each LMS reflects and allocates the 
policy of CMS such as routing path, surrounding network and bandwidth information, 
traffic blocking, limited number of users, and so on. 

For guaranteed QoS in an AINP system with the hierarchical structure, the transfer 
process of user state information can be accomplished in the following 5 steps. 

1)  Step 1: Once a user logs on, a user requests an authentication through its agent in 
order to connect to its own access network which belongs to a corresponding 
LMS. Thus the LMS recognizes the user agent as a managing target and permits 
the network-connectivity request to the user through its own agent. For the 
internetworking of the user-access network between the user agent and the LMS 
agent, user profile data and user static data are used. Tables 2 and 3 show the 
attributes used for the user-access service. 

2)  Step 2: Since a lot of user-state information is transferred to the corresponding 
LMS either periodically or aperiodically, this might be caused by data loss due to 
network delay. In addition, the load of LMSs on the AINP network should also 
increase. Therefore, to reduce the loads on the AINP network and LMSs, user data 
is collected and transferred in a circle rotation by sequential order which is 
distinguished with aria code allocated according to the localization of LMSs. For 
example, let us assume that the update period is 3-minute, and the area codes 
with the local interval 1 min between each area are A(01), B(02) and C(03). The 
update period of each end-point LMS is 4 minutes for area A, 5 minutes for area 
B, and 6 minutes for area C, since each update period is obtained by adding the 
local interval to the update period. In this case, this load balance by time division 

                                                           
1 Refer to Service of Quality in Table 2. 
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multiplexing (TDM) is propagated from LMSs at upper level to the CMS at the top 
level. As a result, the bottleneck state of each LMS can be eliminated using the 
TDM method. However, the synchronization of each LMS for data load balancing 
by TDM should be done first. 

Table 2. Attributes of user profiles 

Attribute Data type2 Description 
UniqueIdentifier string User ID 
Password string Password of user account 
ClassType unit32 The service-type regulation (Family Premium, Family 

Economy, Single Premium, Single Economy) 
NumberOfAccount unit32 Maximum number of accounts issuable including one’s 

own (if single, 1) 
IsMaster unit32 In the case of Family-type service, whether another 

lower account can be created or not 
ServiceLocation string Classified into home, office, and so on. 
DependentMaster string Indicates Master account of Family-type service. If one is 

not a Master, service profile is not modifiable (Use SELF if 
it is Master, while use Master account ID if lower account) 

 

Table 3. Static attributes of user agent 

Attributes 
Data 
Type2 Description 

SessionID string Give personal ID to check effectiveness 

AreaCode uint32 Collect and process information in sequence by area code and 
local code number that are given. 

CurrentMode uint32 ① Active : Regardless of server’s intention, it transfers information 
periodically. After synchronization between time and server is 
executed, the information is transferred periodically according to 
the property received from the server agent. The data reliability is 
low, but it can be transferred without any requests from the server. 

② Passive : Transfer information only at the request of server. High 
reliability of data. Efficient. Easy to determine the state of user with 
accuracy.  

AvailablePort uint32 Port number for connection to local management server. 

UpdateInterval uint32 Transfer user information to local management server, once 
values of TimeStamp and UpdateInterval are added. 

BusinessCategory uint32 User class(Business, Ordinary). Standard for priority in 
allocating bandwidth or process. 

ServiceCategory uint32 Service class(Premium, Economy). Standard for service quality. 

PreferredServiceLoc string Item to provide same service, in spite of the modification of 
location, with user’s own IP address which represent the 
current location of service connection.  

ServiceProfile string Service profile for personalized service of user (reference value 
of user service profile). 

                                                           
2 Refer to Table 4. 
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Table 4. Data type 

Built in 
data type 

Description 
Built in data 

type 
Description 

uint8 Unsigned 8-bit integer string UCS-2 string
sint8 Signed 8-bit integer boolean Boolean

uint16 Unsigned 16-bit integer real32 IEEE 4-byte floating-point 
sint16 Signed 16-bit integer real64 IEEE 8-byte floating-point 
uint32 Unsigned 32-bit integer datetime A string containing a date-time 
sint32 Signed 32-bit integer <classname> ref Strongly typed reference 
uint64 Unsigned 64-bit integer char16 16-bit UCS-2 character 
sint64 Signed 64-bit integer 

 

Table 5. Dyanmic attributes of user agent 

Attributes 
Data 

Type2 Description 

TimeStamp datetime Point of time data is transferred by user agent (units in seconds) 
UniqueIdentifier string Identifier to make a service profile of user 

Bandwidth[BW]
(units in kbps)

uint32 BW allocated by network management server for current user  

Download-Speed uint32 Current download speed is determined by the delay of the first 
byte and the second byte when receiving data (units in kbps). 
The accuracy is low, but used for the reduction in network line 
load, and to receive user state information.

Delay uint32 Network delay (units in milliseconds), 
Throughput uint32 Processing rate (units in kbps). The processing rate of data : 

Throughput = Total File Size / Response Time (unit per msec) 
ServiceQuality uint32 Shows how well the current transmission speed is guaranteed : 

(current transmission speed/transmission speed defined in SLA) * 100 

 
 
4)  Step 4: Whenever the top-level CMS sets up a new policy for updating AINP 

internetworking, the new policy is hierarchically downloaded up to LMSs at end 
point Thus each LMS that exists hierarchically at each level allocates individually 
the corresponding local-network policy reflecting new policy of the CMS for the 
internetworking of guaranteed QoS itself. Finally, each end-point LMS reflects 
updated policy of LMS at the upper level, and readjusts the user bandwidth again 
according to a Red Pin List3 where the grade of the user-service class is recorded. 
As this is a type of pooling method, it is used to prevent competition between users 
when allocating additional bandwidth. The end-point LMS, for reflecting the next 
policy of CMS, records user-state information that belongs to low grades of the 
user-service class after reflecting the policy of CMS internetworking. 

5)  Step 5: Once the user terminates the service, it is excluded from the AINP's 
managing target. 

                                                           
3 For computing the service quality of the user, the AINP system uses not only the speed 

determined by SLA but also the grade of the user-service class. If a resultant service quality is 
lower than that of SLA standard, the corresponding end-point LMS is called Red Pin itself. 
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2.2   Agent Based InterNetworking Protocol 

In order to guarantee QoS for AINP internetworking, the static/dynamic state 
information about the user and network environment is required through user agents 
and LMS agents on AINP network. Static data is the fixed information given in the 
first communication between the user agent and LMS at the lowest level. Dynamic 
data is the frequently-updating information which has the state of a user who is 
receiving the service. The static state information is transferred through the LMS 
agent after the LMS encapsulates the static factors into a form of XML in the HTTP 
header according to the request of the user agent connection [8]. The attributes of user 
static factor are shown in Table 3. In this table, Session ID, Area Code, Available Port 
and Update Interval are due to the updated policy of the user profile. Also, Business 
Category, Service Category, Preferred Service Location and Service Profile are the 
static attributes for monitoring the user network state in real-time. Since each static 
attribute can have its own weight, the LMS can classify and distribute the network-
service quality of each user according to a weighted-sum value per user. Specifically, 
the service profile is the attribute related to user on demand.  

3   Implementation of Agent-Based Internetworking Platform 

3.1   AINP System Structure and Implementation 

Collecting information through an agent is simple but to process it is a little more 
detailed and hierarchical, as shown in Fig. 2. In Step 1~ Step 4 explained in Section 2, 
for communication of the state information between agents, the Common Information 
Model (CIM) operation [14]~[16], called a CIM client, encodes the attributes in the 
HTTP header after encapsulating the user state data as static/dynamic attributes with 
XML [13], as described in Tables 3 and 4. The proposed scheme takes a method of 
allocating the network resources by each area and entrusting the management of 
network resources to LMS. Hence, even though there is a little time margin in 
collecting information, no delay occurs in management because the established policy 
is reflected immediately after processing the collected data, in view of management. 

 

Fig. 2. Process of AINP management system using LMS and CMS 
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3.2   Common Information Model Implementation 

To reduce the server load, the AINP system is distributing data to LMSs that exist 
hierarchically on the AINP network. For balancing the data load in the proposed 
AINP system, the user data is processed according to the user's physical location and 
the user-service (connection) class as follows: 

1)  The user information is classified due to the user physical location which is 
distinguished with an area code. The end-point LMS collects and processes the 
data within the local area. 

2) After connecting to the user-access network due to the user's physical location, end-
point LMS determines the priority of service quality by the grade of the user-service 
class. Here the local network bandwidth of each area is allocated according to the 
network policy of the CMS. 

 

Fig. 3. Expanded model (that which is proposed in this paper is expressed in gray where the 
field name of the classes not directly related are excluded) of CIM Schema V2.7 [14]  

The user data, which is the static/dynamic state information processed in the 
statistics by time, is passed over from the LMS at the lowest level to the LMS at a 
higher level. All of LMSs and CMS in the AINP system periodically update the user 
data, and CMS sets up a policy about the entire network. Finally, CMS downloads 
this policy to all LMSs for the networking QoS, and each LMS takes charge of its 
area's own networking control according to the policy. Fig. 3 shows the extended 
model of the proposed AINP system which is implemented using CIM schema. The 
CIM is being created and distributed from Distributed Management Task Force [16]. 
In this figure, it is proposed that the Person object is inherited out of the USER 
schema and expanded. In addition, the user state information is represented by an 
attribute adding the user profile information which is dependent on the Person object. 
This attribute is defined as a static behavior and a dynamic behavior. 
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4   Conclusion / Expected Effect 

In this paper, we proposed an AINP which has a hierarchical infrastructure for 
internetworking with a guaranteed QoS. In this approach, AINP network is 
intelligently controlled and managed through network-oriented agents that exist in 
user terminals and layered-management servers, individually. To implement AINP, 
we used CIM for object-oriented modeling [14-16]. For encapsulation and 
transference of network-state information, XML and HTTP were used, respectively. 
The main advantage of the proposed system was the flexibility and scalability able to 
expand and reduce depending on the density of subscribers. 
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Abstract. Enhanced 9-1-1 (E9-1-1) Service is a public safety feature that 
allows customers to report an emergency or request emergency assistance by 
dialing the 3-digit telephone number “9-1-1.” Emergency calls originated in this 
manner are then routed to the appropriate Public Safety Answering Point 
(PSAP) based on the location from which the call was originated. In this paper, 
we are intended to analyze the structure of system to efficiently provide 
emergency service using SIP protocol-based internet telephone under IP 
network environment, and the assessment of its performance. 

Keywords: VoIP, Emergency services, IP network. 

1   Introduction 

Voice of IP (VoIP) technology provides voice service as well as data service via 
Internet. It has been a promising technology as Internet grows fast and the 
requirements are increasing. Recently, several protocols have been created to allow 
telephone calls to be made over IP networks, notably, SIP and H.323. Due to 
introducing SIP and H.323, There are many changes at internet telephony service. 
Internet telephony enables a wealth of new service possibility.  

Enhanced 9-1-1 (E9-1-1) Service is a public safety feature that allows customers to 
report an emergency or request emergency assistance by dialing the 3-digit telephone 
number “9-1-1.” Emergency calls originated in this manner are then routed to the 
appropriate Public Safety Answering Point (PSAP) based on the location from which 
the call was originated. Depending on the municipal requirements and procedures, a 
PSAP may transfer the call to the proper public safety agency (e.g., police, fire, 
emergency medical service), collect and relay emergency information to the proper 
agency, or dispatch Emergency Service personnel directly for one or more 
participating agencies. 

Because VoIP customers may be fixed, nomadic, or fully mobile, there are a 
number of challenges associated with providing E9-1-1 Service to VoIP customers. 
As for wireless callers, identification of a nomadic or mobile VoIP caller’s location is 
critical to routing 9-1-1 calls to the appropriate PSAP, as well as facilitating the 
dispatch of emergency personnel to the caller’s location without having to rely on the 
caller to provide the location information. 
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As the public adopts VoIP, E9-1-1 calls will increasingly originate from VoIP 
users. Some VoIP telecommunications service provider networks, however, are not 
natively compatible with the existing E9-1-1 infrastructure. 

This paper is intended to analyze the structure of system to efficiently provide 
emergency service using SIP protocol-based internet telephone under IP network 
environment, and the assessment of VoIP emergency call vs PSTN emergency call. 

2   Requirements of Emergency System for IP-Base Network 

Figure 1 illustrates the functional elements and signaling interfaces used to support 
the i3 solution. The acronyms used to label elements in the diagram are defined in the 
NENA Master Glossary of this standard.  

Several new functions are introduced in the i3 solution that assists in: 

- Determination and validation of location information, 
- Routing emergency calls to the appropriate interconnection point with the existing 

infrastructure, 
- Providing the interconnection for the IP domain with the existing network 

elements and databases needed to support delivery of location information to the 
PSAP. 

The IP domain “cloud” in the figure represents the collective set of IP domains, 
including multiple private and public service provider domains, from which 
emergency calls might originate, and through which emergency calls are 
interconnected with the existing emergency services infrastructure that is shown on 
the right-hand side of the diagram. 

 

Fig. 1. VoIP Architecture for E9-1-1 service (NENA i3) 
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2.1   Requirements for Location Information to Support IP-Based Emergency 
Services 

• Location Determination and Acquisition 

DA1– The access network shall provide a mechanism for determination and 
acquisition of location information, and support queries for location.  

DA2 – The location estimate used shall be that associated with the physically 
(wire, fiber, air) connected network.  

DA3 – Location may be requested at any time. Location information must be 
associated with the device at the time the location is requested. 

• Location Representation 

Rep1– Location information may be provided by-value or by-reference; the form 
is subject to the nature of the request.  

Rep2 – Location determination and acquisition mechanisms must support  
all location information fields defined within a PIDF-LO. This location 
information will include a civic location and/or geographic co-ordinates/geodetic 
shapes.  

Rep3 – Location acquisition mechanisms must allow for easy backwards 
compatibility as the representation of location information evolves.  

Rep4 – All representations of location shall include the ability to carry altitude 
and/or floor designation. This requirement does not imply altitude and/or floor 
designation is always used or supplied. 

3   Consideration on VoIP Emergency Call in Korea 

In Korea, since 2007 a standard was developed in order to support the emergency call 
service.  

The main contents of the developed standard for fixed VoIP service is as  
follows.  

- Emergency Number dialing 

- Location information acquirement  

- Location information Management  

- The caller location information acquisition at PSAP 

- Routing scheme of the emergency call. 

In Korea, figure 2 shows the E-911 service architecture for VoIP.  
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Fig. 2. VoIP Architecture for E9-1-1 service in Korea 

Emergency call procedure is as follows. 

(1) VoIP User dialing 119 

(2) The internet telephone provider inserts 1989AABB into 119 number front.  

(3) 1989AABB is routing code for emergency service 

(4) The location information of user is delivered by the corresponding gateway 
which is close in the basis.  

(5) The location information of user on the internet telephone provider gateway 
forwards PSTN exchange. 

(6) In the PSTN gate way switch analysis routing code for the emergency call 
and forwards special exchange for emergency call. 

(7) Special exchange forwards emergency call to PSAP 

4   Design of Emergency System for IP-Base Network 

To cope with the tendency of evolving into an IP network environment in the future, 
this paper is intended to design the module using constituent elements for the 
proposed telephone emergency service as well as the detailed module for emergency 
service under an IP-based network environment.  
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Figure 3 shows architecture for emergency system based on IP network and  
figure 4 shows components of emergency system. 

 
 

�

Fig. 3. Architecture for Emergency Service based on IP Network 

 

�

Fig. 4. Component of Emergency Service System based on IP Network 
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�

Fig. 5. State Machine of UA 

 

�

Fig. 6. State Machine of PSAP 

To achieve this, at first, the internet telephone that supports emergency service was 
embodied to enable internet telephone emergency service. The most important point 
in such designed terminal is that the location information of the terminal, that is, the 
address information of the caller is directly transmitted by the terminal to a 
PSAP(Public Safety Answering Point). For this reason, the PSAP does not need to 
request address information to DB, based on the telephone number of the existing 
caller where the service is improved from the existing sound-oriented mode to a 
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variety of contents such as sound, character, image, and image conference. As a 
result, a more prompt and efficient emergency service is being realized. Furthermore, 
HELD client module was embodied to request the location information of the 
terminal to the location information server using HELD protocol. The terminal is 
designed and embodied so that it can store the location information of a terminal 
using HELD client module upon booting. The test result has proven that the location 
information of the terminal has been correctly received from the location information 
server. 

Secondly, the location information server that stores and manages the location 
information of the terminal was designed and embodied. In the location information 
server, the HELD server module has been embodied such that it provides a response 
once the terminal requests the location information of a terminal using HELD 
protocol. In addition, as a method of automatically securing the location according to 
the mobility of a terminal, it was designed and embodied such that the location of a 
terminal could be secured when the terminal is transferred in an Ethernet environment 
using DHCP and SNMP protocols. All the modules embodied have been proven to be 
satisfactory as shown by the test results.  

Thirdly, ECRF(Emergency Call Routing Function) server has been designed and 
embodied so as to enable the terminal to be connected with the nearest PSAP(Public 
Safety Answering Point). On this ECRF(Emergency Call Routing Function) server, 
LoST server module is mounted, where the terminal provides the information of 
emergency service available in the relevant territory and the URL information of 
Public Safety Answering Point (PSAP) that handles such emergency service.  

Lastly, ESRP(Emergency Service Routing Proxy) server that treats emergency call 
and PSAP(Public Safety Answering Point) that receives emergency call were 
designed and embodied. This PSAP provides the function that indicates on the map 
screen the location information delivered from the terminal. By conducting the 
relevant test, it was proven that the emergency call generated from the caller has been 
connected to PSAP.  

5   Comparison of Emergency Call Connection Time 

Comparison and analysis on the time to take for call delivery was attempted between 
two methods, which are, inquiring the location information of the caller from PSAP 
provided in existing PSTN method and directly delivering the location information of 
the caller from an IP network environment. The result shows that it took 29.41ms for 
the call of the existing system to be connected, while it only took 1.04ms for the call 
to be connected when the terminal directly delivers the location information. That is, 
in the case of the latter, it was found out to have shortened the time by 28.37ms when 
compared with the existing system.  

The proposed system discussed up to now is IP-base network that is to be initiated 
by the government in the future. In coping with the environment being evolved into a 
network, it is intended to suggest the structure of the system that enables to provide a 
more efficient emergency call service under an IP network environment. Such system 
could be utilized as an excellent candidate technology for the domestic National 
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Emergency Management Agency and other Public Safety Answering Point (PSAP) to 
provide emergency services.  
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Abstract. The Internet has been getting popular to access by today’s life. For 
that, we need to construct a novel model of Internet architecture in a simpler 
and better way. The present paper talks about a new approach towards future 
services. This paper tries to build hybrid architecture by combining Joint 
Directors of Laboratory (JDL) model and SENSEI architecture. This hybrid 
model recommends data fusion process for Entity of Interest (EOI) based 
architecture. The EOI based fusion model has supported internet connectivity 
over things. The EOI has consisted user and machine (objects) in the domain of 
application. Thus, the proposed novel model will be applicable to all present 
and future applications domain ranging from energy sectors to the food sectors.  

Keywords: Future Internet Architecture, JDL, EOI, Sensor Fusion.  

1   Introduction 

The Machine-to-Machine communication is likely to be nondeterministic, 
autonomous but interoperable and event driven depending upon the context and 
environment. The communications have to be evolutionary in nature for the scope of 
the communication will always be ever increasing. New participating entities will be 
introduced and thus interfaces will have to evolve. Future environment and contexts 
and their interfaces systems will also be dynamic in nature. Machine-to-Machine 
communication will facilitate information flow. The information generated will be 
huge and it will have to be processed for knowledge generation. The FI model is 
expected to be an intelligent abstraction of the information scattered all around the 
world. Presently information is available through the traditional web pages of the 
servers. The future network will make an attempt to make each EOI to be a part of  
the system for the Future Internet. The EOI will consist of all human beings as well as 
objects of interest in the domain. Presently, there are so many machine systems as 
well as human knowledge systems working in isolation, as well as controlled by each 
other. They communicate and negotiate with each other. Thus, each system will give 
the best solutions in terms of its benefits and efficiency. In modern world the 
importance of decision support systems cannot be ruled out. Future Internet Decision 
System (FIDS) will play a critical role for all types of decision support systems 
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actively triggering vital steps for decision making in the respective domain. The 
current systems are highly motivated from the functional Joint Directors of 
Laboratory (JDL) and Data fusion process Model [3].  

The information hungry entities are attempting to grab these resources to make a 
compatible Future Internet Decision System (FIDS). Thus, the Future services are 
processing the object of interest to confirm object identification, situation and threat 
assessments concerning the respective Future Information resources. The machine to 
machine communication schemes are driven by a dynamic environment of the real 
sensors world which provides a meaningful Information retrieval system. 

In the following sections we described related work, the design of novel services 
based internet architecture and its methodological schemes. We finally conclude the 
paper with more information processing, resources.  

2   Related Work 

The future internet architecture is expected to be an intelligent abstraction of 
information which is scattered all around the world. The M-to-M communication 
system is the combination of multiple sensors interactions and thus the emerging 
technology of data fusion has to be incorporated in the Decision Support System 
(DSS). Multi sensor data fusion is an emerging technology which is currently applied 
in range of systems throughout the world. Applications such as medicine treatment, 
surgery, battlefield applications and many more are being assisted by the Data Fusion 
Process for DSS. The DSS is, thus, a critical impending factor to decide the actions.  

2.1   JDL Model: A Revised View 

The JDL model is a highly acclaimed model used in various levels for object 
identification, assessment of the situation, threat assessment and overall process 
refinement. The fusion of information in Future Internet System Architecture and JDL 
model will make system self capable for identification and assessing the overall 
situation awareness concerning the entities and resources. The process refinement 
action of data traverses from level 0 to level 4. In starting at level 0, the data is in raw 
format, which needs to be pre-processed to make it’s utilization of further higher 
levels of data fusion. Level one is associated with object identification of the 
concerned system. The level two represents aggregation and situation assessment. 
Moreover, the aggregation is the concept of depicting similar sets of entities under 
some domain attributes constraints. The data fusion engine operates on positional and 
identity based two approaches at level 1. The identity fusion is the most important 
step, which is an input to the further higher levels of JDL model. It is an identity 
fusion which drives the situational awareness program of the level 2 and further 
impact assessment of level 3[2]. 

2.2   SENSEI Model: A Revised View 

The SENSEI [3] has developed architecture which is corresponding technological 
building blocks of Future Internet services for smart environments. The Future 
Internet networks are trying to bridge the gaps between the real-world resources and 
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digital resources. The Digital Resources (DR) is the representations of the sensors, 
actuators, and processing elements. In the real world resources consists of Objects of 
Interest (OoI) which are representations of people, places and things [3]. 

The resources are providing associate information with the respective entities and 
attributes. Thus, the SENSEI system can decipher the required resources for the entity 
level requests. The SENSEI model clearly states that real world entities will be 
different from the system resources and the software that is implementing it.  

The Future Internet model will assist the mapping of data from real world user to 
the real world resources. These resources will be handled by the appropriate resource 
hosts which will communicate with the resource end point (REP) manager. A REP is 
a software process, which represents an interaction of end point for a physical 
resource [4]. 

There are multiple scenarios for the interaction of real world entities to the actual 
resource requested. With the help of web resources user can associate with real-time 
world entities for sensors or actuators information. The association request is simple 
requests where literal translations can be done to achieve the valid information for the 
query or a semantic dictionary approach. The abstractions query has matched through 
various available resources. Future Internet (FI) system schemes are trying to validate 
the cause of the request by the requesting real world entity and classified into normal, 
real and threatening requests. 

3   Fusion Architecture of Internet Services 

The identification of the real world entities of people, place or things must be done to 
create a repository of real world entities. The goal of this paper is to present a novel 
fusion architectural model of Future Internet for M-to M communication system.  The 
fusion architectural model has inspired by taking advantage of the JDL model view of 
the data in the FI architectures. Most of the assessment techniques in the level 2 of the 
JDL domain are based on inference engine. The inference engine can be data driven 
as well as goal driven. The JDL model has implemented at the access layers of the 
resource hosts to identification of real world entities [9]. The valid relationships 
between resource seekers entities and resource hosts have analyzed to find the 
aggregation of similar resource hosts.  

The JDL model focuses on the identification of the capability, opportunity and 
intent of the system objects [4]. It’s allow the identification of the object, allow 
finding the similar sets of activities (aggregation), assess the current situations that 
can be normal situations or any threatening situations as well as suggest any overall 
refinements approaches. However, the SENSEI approach is used in real-world objects 
and real-world resources. It creates resource hosts and resource access points between 
Objects of Interests and resource hosts. Here, the resource hosts can be sensors and 
actuators for the information flow. 

The JDL model has layered approach towards the modeling of resources. The 
incorporation of JDL model in Future Internet (FI) architecture is important for 
identification and awareness stability of FI resource hosts. The FI resources are 
classified as normal and critical resources. The real-world entities of people, places or 
things have identified. The real world entities has classified with respect to their 
attributes. The common attributes categorizations are help to identification of resource 
seekers entities. The JDL model need to implement at the access layers of the 
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resource hosts known as Resource Access Points which help to identify the real world 
entities and the demanded digital resources. The entities aggregation, similar resource 
hosts and value assessments regarding valid relationships between real world entities 
and resource hosts. 

 

Fig. 1. Fusion Architecture of Future Services 

Let us classify the real world objects in to a potential and viable threat matrix with 
respect to the resource hosts as per Level 3 concepts. Threats to the resource hosts 
may include destruction of sensors/actuators or any intention of destroying data of 
other sensors/actuators using some malicious code. The Real World Objects (RWO) 
will be computed on the three parameters. They are Capability, Opportunity and 
Intent values. The capability of the RWO has evaluated on the basis of pre-historic 
databases regarding the RWO and its context. This opportunity has evaluated on the 
basis of loop holes that can exist at Resource Hosts and Intent values. It is derived 
from the place of request where RWOP has been originated. 

Moreover, in future there are trillions of sensor nodes distributed all over the world 
will also act as a resource based schemes. A resource host is available in a definite 
geographical area to maintain a repository of the active sensor nodes in its area of 
responsibility. Anytime sensor nodes can be added to the respective sensor resource 
hosts. The real world entities have mapped to the real world sensors through their 
sensor hosts. These sensor hosts are communicating through an interface of FI to 
maintain the passage of data and commands from FI users to the FI resource hosts. 
The real-world entities have dynamically associated with the type of sensors/ 
actuators. A classification of real world objects have maintained beforehand to the 
type of sensors/actuators available in the FI architecture. Any new resources or entity 
formed in the FI view and atomically clustered in to mapping of these entities to the 
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one or more resource hosts and then to the sensors. The coupled with object of 
interest identification, situation and threat assessments of M-to-M communication is 
driven by a dynamic environment of the real-world sensors to provide a meaningful 
Information retrieval. However, the novel M-to-M communication model are ready to 
support all thinkable application domains ranging from food sectors to energy, 
transport, mobility and logistics, health care, media content, utilities and environment. 
These services are intelligently gathering information to the Future Internet Users. 

 

Fig. 2. Entity of Interest Based Fusion Model 

The Fig. 2 has explained RWO properties of a threat to the resource hosts. The 
RWO which possesses all three properties transforms itself from potential threat to 
viable threat. This viable threat cannot be ignored and has to be neutralised [7]. The 
current level 3 shall take the notice of our COA (Course of Action) [7] in case of 
detection of RWO and their activities by means of decision sets. In the figure 2 
depicts three levels of the future prediction. Level one is associated with RWO 
identification and Resource Host identification, Level two is associated with 
aggregation of resource hosts and Level three consists of safety and threat evaluation 
of RWO's. In addition to the above points Hypothesis Manager will predict the further 
movement of the RWO. In case of threats to resource hosts it will generate 
alarm/alerts which will help the system to negotiate the threatening RWO. Thus, The 
RWO side is directly proportional to vulnerability of resource hosts.  

4   Discussion and Future Works 

The idea behind in this paper is to demonstrate the importance of JDL model and 
SENSEI approach in to the Future Internet architecture. JDL based solution required 
identification of key attributes from sensors/RWO. It’s maintained a unique mapping 
of resources hosts of RWO to make the FI threat free. The Future Internet architecture 



44 G. Tripathi, D. Singh, and K.K. Loo 

is a complex scenario of actual embedded sensors/actuators in to resource hosts. With 
powerful resource hosts Real World Objects (RWO) has strong accessing techniques. 
Thus, the intentions of RWO must be deciphered before its access into the Resource 
Hosts. For that, we have designed a strong Algorithm-1 for FI architecture and the 
following characteristics to get the hint of scenario of the upcoming events related to 
RWO. 

 
Algorithm 1 

Threat_Assesment (RWO) 
begin 
// Level one 

R <- Indetify_RWO(RWO) 
H <- Indentify_Resource_Host(RWO) 
//Level Two 
A<- Aggregate_Resource_Host(R,H) 
Threat<- Hypothesis_Manager(A) 
//Level Three 
Capability <- Threat_capability(Threat) 
Intension  <- Threat_intension(Threat) 
Oportunity <- Threat_opportunity(Threat) 
if (Capability==1 and Intension==1 and Opportunity ==1) 
then Threat = viable 
else Threat = potential 
if (Threat == viable) 
then Alarm/Alert(RWO) 
end 

Capability: The capability of any RWO is identified by all the possible actions that it 
can take at any given point of time. While interacting with access points to the 
Resource hosts identification of the RWO and its originating location is important. 
The past behaviour, if any, must be matched so as to ascertain the credibility of 
accessing the resources. 

Intention: Normally this attribute is associated with humans. Thus, RWO does not 
have intentions but the humans which are associated with those RWO have the 
intentions. Intentions can be friendly as well as hostile [7]. Some decision sets 
regarding the intention of the RWO must be matched with previously history of RWO 
accessing the Resource Hosts. This shall be resolved by an Inference Engine at the 
end of Digital Resource Hosts. 

Opportunity: An opportunity is anything which can incite the resource to claim its 
objective [7]. The opportunity for any RWO exists as long as the vulnerability in the 
system (Resource Hosts to be attacked) exists in any form. 

The future work is a prototype implementation in the form of Traffic Monitoring 
System. The traffic entities are the resource seekers and Traffic Monitoring server 
will be the resource hosts. This particular model has implemented at the interface end 
of the resource seekers and resource hosts. It does prove the system in actual scenario. 
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Capability, Opportunity and Intention of traffic entities has evaluated at the interface 
end. Thus, to identify the friendly, hostile intention of the resource seekers as well as 
can be extended to other Machine-Machine communication channels. 

5   Conclusions 

The idea behind in this paper is to demonstrate the importance of fusion approach to 
the Future Internet services. We have described JDL based solution to identification 
of key attributes from sensors/RWO to maintain a unique mapping of resources hosts 
to RWO to make the FI threat free. Future Internet is a complex scenario of actual 
sensors/ actuators embedded in to resource hosts. With powerful resource hosts Real 
World Objects (RWO) have strong accessing techniques. Thus, the intentions of 
RWO must be deciphered before its access in to the Resource Hosts so as to make the 
FI architecture strong enough to get the hint of scenario of the upcoming events 
related to RWO. The application of JDL model at the resource access points (RAP) 
where RWO tries to access the Resource hosts is not only identify the RWO 
capability but also their intentions to access the resource hosts. The malicious 
intentions have classified as a threat to the resources hosts as well as sensors and 
actuators connected with them to neutralize. 
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Abstract. Requirements of IPv6 over Low Power WPAN (6LoWPAN) are 
energy conservation and low protocol complexity. Incorporating the desirable 
features, potential-field-based routing known as ALFA (autonomous load-
balancing field-based any cast routing) achieves autonomous load-balancing 
and efficient path-length provisioning with little control overhead in a wireless 
mesh network (WMN), which is a hub-and-spoke type network similarly to 
6LoWPAN. In this paper, we provide the protocol architecture of ALFA for 
6LoWPAN to consider energy consumption. Distinct from the case of ALFA in 
a WMN, when the energy level of a sensor node declines to a threshold, the 
exchange of its potential information holds and its energy shortage is reported 
to a sink node. 

Keywords: IPv6 over Low Power WPAN (6LoWPAN), potential-field-based 
routing, energy conservation. 

1   Introduction 

We expect that trillions of devices are connected with each other and form large- 
scale networks in the future. With the name of "Internet of Things", industry and 
research communities have developed such kinds of networks. The Internet of Things 
is nondeterministic and autonomous, but it is interoperable and event driven 
depending on contexts and environments. This kind of system includes evolutional 
characteristics for dynamic new environments of various objects and contexts. To 
support a lot of devices, IPv6 over Low Power WPAN (6LoWPAN) [1] has  
been proposed. In the Internet of Things based on 6LoWPAN, all things have IP 
addresses and those require no high level of energy. To deliver messages in the 
Internet of Things, a routing protocol should select energy-efficient paths with low 
complexity. 

For wireless mesh networks (WMNs) constructed by mesh nodes and mesh 
gateways, ALFA (autonomous load-balancing field-based anycast routing) [2] has 
been proposed to achieve autonomous load-balancing and efficient path-length 
provisioning utilizing only local information. Here, we can consider an application of 
ALFA in 6LoWPAN. Because 6LoWPAN is a hub-and-spoke type network 



 Potential Field Based Routing for IPv6 over Low Power WPAN 47 

 

consisting of sensor nodes and sink nodes, ALFA is suitably adaptable with a little 
modification. In this paper, we describe how to implement ALFA in 6LoWPAN. 

The rest of the paper is as follows. In section 2, we review current routing system 
in a Linux kernel because we propose to implement ALFA on the top of embedded 
Linux. Additionally, we explain the basic of ALFA. Section 3 describes the system 
architecture of ALFA for 6LoWPAN. Finally, section 4 concludes the paper. 

2   System Background 

In this section, we state Linux kernel architecture, which is used for 6LoWPAN. 
Furthermore, we provide the key idea of ALFA and consideration of it for 
6LoWPAN. 

2.1   Routing Operation in a Linux Kernel 

The modern networking architecture is classified into two routing functionalities: 
packet forwarding and packet routing [3]. Packet forwarding is the procedure of 
receiving a packet, referring a forwarding table, and transmitting the packet to its 
destination stated in the table. Meanwhile, packet routing is the procedure of 
constructing the forwarding table. Each node locally processes forwarding and 
exchanges information to make a routing decision with the help of a routing protocol. 
The forwarding table indicates the direction of a one-hop packet transmission and the 
routing table contains next hop information to reach designated destinations.  

In current operation systems (OSs), packet forwarding is manipulated in  
Kernel space and routing is conducted in User space by a daemon program as shown 
in Fig.1. The forwarding table is placed in the kernel and referred by the routing table. 
After the kernel receives a packet, it refers to the routing table, and it transmits the 
packet to its next-hop node through a corresponding network interface. Here, the 
routing table is constituted by an implemented routing protocol on the top of a routing 
daemon. 

The separation of forwarding and routing with the placement of forwarding inside 
the kernel and routing in User space [3] make routing processing more efficient. 
Inside the kernel, forwarding helps a packet rapidly traverses a node. 

For reference, the routing process requires complex CPU/memory intensive tasks. 
To minimize the loads in the kernel, the routing is implemented outside the kernel. 
This system architecture enables to develop routing functions with no modification of 
the OS kernel. 

2.2   Review of ALFA 

By inspiration of nature, ALFA is developed to combine geographic routing and 
back-pressure routing. ALFA is based on Poisson's equation. Similarly to the motion 
of a charge in an electrostatic potential field, ALFA forwards a packet to the lowest-
energy path through mesh nodes towards a mesh gateway on the direction of the 
steepest gradient field. The formulation of ALFA is as follows: 
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Fig. 1. An example of IPv6 routing architecture in OS kernel 
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Here, node v  has m  one-hop neighbors. By a few iteration of (1) in each node, every 
node has a converged potential value. Then, a routing decision for uplink is to select a 
one-hop neighbor with the lowest potential towards a mesh gateway: 
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According to the tuning parameterα , the behavior of ALFA is determined. In a low 
value of α , ALFA acts as geographic routing. Whereas in a high value of α , ALFA 
operates as back-pressure routing. Therefore, we can manipulate a routing behavior 
considering a network characteristic. With the help of a finite element method (FEM) 
and a local equilibrium method (LEM), ALFA utilizes only one-hop local information 
so that the routing control overhead is )1(O . 

3   System Architecture 

In this section, we design our system as shown in Fig. 2. We refer our system as 
ALFA-S (sensor networks) system. Similar to conventional routing architectures, we  
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Fig. 2. The overview of AFLA-S system 

implement ALFA-S system in two space levels: user space and kernel space. User 
space consists of Hello Sending Module, ALFA-S Solver Module, Neighbor 
Information Module, Hello Receiving Module, Update Module, Data Monitoring 
Module, Source Learning Module, and Data Sending Module. In addition, kernel 
space contains Kernel Routing Engine with Backward Path Routing Engine and 
ALFA-S Routing Table. We classify these modules of ALFA-S system into data 
entity and functional entity. (Fig. 3) To enable ALFA-S system, we modify a protocol 
stack of 6LoWPAN represented in Fig. 4. Here, a 'hello' message contains location, 
potential, and energy state information. The energy state information is represented by 
0 or 1. The value of 0 implies energy shortage, whereas that of 1 is normal energy 
condition. When a one-hop neighbor has the value of 0, a node does not consider the 
potential value of the energy-insufficient node. Furthermore, this information is 
forwarded to a sink and thus a manager takes an action. 

ALFA-S system focuses on anycast uplink routing for data gathering from sensor 
nodes to a sink node. To support downlink and unicast routing, ALFA-S system 
operates as follows: for downlink traffic from a sink node to a sensor node, ALFA-S 
system adopts source-learning based forwarding. In other words, the utilized paths of 
packets for uplink are recorded in sensor nodes and sink nodes; and packets for 
downlink exploit reverse-paths of recent uplink routing. In ALFA-S system, Source 
Learning Module is responsible for manipulating downlink routing. Source Learning 
Module maps the source and previous-hop addresses of a packet in an uplink-path 
into the destination and the next-hop addresses for a downlink-path. This downlink 
routing scheme can properly adapt to network traffic conditions referring to the recent  
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Fig. 4. The protocol stack for ALFA-S system 
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uplink routing path information. Furthermore, it requires little control overheads 
similarly to source routing. This scheme is also relevant to a previously suggested 
approach [4], which underscores that source routing is a well-compromised method 
for downlink routing overcoming on-demand routing and proactive routing. On the 
other hand, insufficient uplink traffic can prevent rapid adaptive load balancing, e.g. 
in cases of IPTV and other one-way traffic. To solve this generic problem, Source 
Learning Module in each sensor node periodically generates an uplink-refresh 
message towards a sink node for an updated-downlink path. 

For unicast routing, we propose the incorporation of uplink and downlink routing 
schemes. Uplink routing refers to many-to-one or many-to-few communications from 
sensor nodes to sink nodes, and downlink routing means vice versa. Unicast routing is 
for one-to-one communication. If a sensor node receives a packet, which has the 
external network prefix of a destination, the node forwards the packet with the same 
policy of uplink routing. In a while, if a sensor node receives a packet, which has the 
internal network prefix of a destination with the same network prefix of the node, the 
node refers to its routing table managed by Source Learning Module, and delivers it 
based on the downlink routing policy of ALFA-S system. When there is no matching 
information for downlink of a unicast packet, a node forwards the packet to its default 
next hop node (gateway). The iteration of this process helps eventually find an 
appropriate path because every sensor node sends a packet to a sink node at least 
once; there always exists a path of downlink for each sensor node. 

3.1   Data Entity 

Data entity manages data storage for ALFA-S system. ALFA-S system includes 
Neighbor Information List and ALFA-S Routing Table to perform routing as other 
systems. 

Neighbor Information List contains IP addresses, location information, and 
potential values, energy-state of one-hop neighbors of a node. Neighbor Information 
List is referred by ALFA-S Solver Module to calculate a potential of the node. Update 
Module deals with information for data entity. After a node receives a 'hello' message 
from its one-hop neighbors, Update Module renews current Neighbor Information 
List. In the case of a 'hello' message receiving from a new node, Update Module 
reflects the new node in its one-hop neighbor list. If a node receives no 'hello' 
message from a node, which is included in a current one-hop neighbor list, for pre-
defined period, ut , it removes the non-existent node in its one-hop neighbor list. 

On the other hand, ALFA-S Routing Table includes the list of next forwarding 
candidates with IP addresses, for uplink and downlink routing. Here, we state the next 
forwarding nodes as default gateways because the subnet of a final destination is 
normally not matched with that of a source node in 6LoWPAN due to the aim of 
Internet access. Update Module refreshes default gateways for an uplink packet as 
reported from ALFA-S Routing Table of a node; so does Source Learning Module for 
a downlink packet. Source Learning Module continuously updates and records the 
source and the previous-hop-node addresses of an uplink packet. ALFA-S Routing 
Table is referenced by Data Sending Module for packet forwarding of a node. 
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3.2   Functional Entity 

Functional entity is composed of Hello Sending Thread, Hello Receiving Thread, 
Data Sending Thread, and Data Monitoring Thread. 

First, Hello Sending Thread consists of Hello Sending Module and ALFA-S Solver 
Module, and it is iterated every t second. Hello Sending Module of a node acquires 
the potential value of a node from ALFA-S Solver Module, and broadcasts 'hello' 
message to one-hop neighbors every t second.  

The 'hello' message contains the IP address, location information, potential value, 
and energy state of the node, which are used for potential calculation in other nodes to 
decide routing paths. ALFA-S Solver Module obtains the potential of a node based on 
(1). For this purpose, ALFA-S Solver Module refers to Neighbor Information List to 
extract the location, potential, and energy state information of the one-hop neighbors 
of the node. During this process, it examines the possibility of potential calculation. In 
order to operate (1), there should be sufficient neighbors to form at least one triangle. 
For the case of insufficient neighbors, Virtual Node Generator helps provide a 
solution for calculation with virtual nodes as mentioned in [5]. To get the queue 
length of a node, ALFA-S Solver Module uses Queue Extractor. Queue Extractor 
operates its own system algorithm to obtain queue information because normal 
commercial sensor devices provide no device driver which can directly extract queue 
length information. For reference, a sink node in ALFA-S system does not run ALFA-
S Solver Module because it should have its pre-defined fixed potential. 

Second, Hello Receiving Thread is divided into Hello Receiving Module and 
Update Module. The thread runs every ||/ nh Kt  where ht  represents the operating 

cycle of Hello Sending Thread and || nK  describes the number of one-hop neighbors. 

Hello Receiving Module delivers the information of a one-hop neighbor to Update 
Module after receiving a 'hello' message. Inside the thread, Update Module refreshes 
Neighbor Information List based on the information from Hello Receiving Module. If 
the appearance or disappearance of a node occurs, Update Module informs Neighbor 
Information List to update it. Further, it decides the next forwarding node by (2) and 
reports it to ALFA-S Routing Table. 

Third, Data Sending Thread takes in charge of sending a data packet referring to 
information from ALFA-S Routing Table. Data Sending Thread is executed for both 
uplink and downlink data packets. 

Finally, Data Monitoring Thread includes Data Monitoring Module and Source 
Learning Module. When Data Monitoring Module deals with data packets, Source 
Learning Module drives the source and previous-hop addresses of a packet for source-
learning based forwarding of downlink and unicast routing. Subsequently, the source 
and previous-hop addresses are mapped to a destination and next-hop addresses for 
downlink and unicast routing.  

In a conventional IP header, there is no previous hop IP address. To enable source-
learning based forwarding, ALFA-S system utilizes Reverse Address Resolution 
Protocol (RARP) referencing a previous hop MAC address. By this process, Source 
Learning Module maintains a forwarding information base (FIB) at every sensor node 
and sink node. Source Learning Module also conveys the FIB to ALFA-S Routing 
Table. To provide an appropriate path for downlink routing, Source Learning Module 
continuously monitors the update state of the FIB. If there is an idle period of uplink 
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traffic for a pre-defined period, it , Source Learning Module calls Data Sending 

Module to send a uplink-refresh message to a sink. 

4   Conclusions 

In this paper, we introduce the system architecture of ALFA for 6LoWPAN, which 
finds the shortest-path consuming low-energy in each sensor node. We describe 
practical implementation detail of ALFA for 6LoWPAN. As an additional function, 
ALFA in 6LoWPAN reacts to the energy-level of a sensor node.  

In future work, we will consider the mobile-capability of our scheme and 
implement it in a practical test-bed. Furthermore, we will provide specific design 
guidelines for real applications such as a ubiquitous health care system, an 
emergence-notification system, and other sensor based systems.  
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Abstract. Wireless mesh networks (WMNs) is bringing wide popularity as a 
flexible and cost-effective access in wireless network technology. Many 
researchers had done their wireless mesh network experiments through 
simulations. The simulation results and real world implementation results have 
big differences. In this paper, we have set up the testbed in our lab. Our 
experiment is based on IEEE 802.11s draft 4.0. In our experiment, we select the 
best path with the help of modified air time metric for both reactive and 
proactive path discovery. In this paper, we have evaluated the throughput 
results of different data packet size for UDP transmission protocols. 

Keywords: IEEE 802.11s, HWMP, Airtime link metric, UDP, Packet size. 

1   Introduction 

WMNs are emerging as a low cost and flexible wireless network technology with 
self-organizing infrastructure [1]. Wireless mesh network have been applied feasibly 
to the areas such as, in military, rural area, building automation etc.   

Most of the proposals results are evaluated through simulation or analytically. 
However, simulation and analytical results are not as good as real implementation 
results. WMNs real implementation results are very hard to be found because 802.11s 
do not have final draft [2]. This had motivated us to implement WMNs according to 
the current status of IEEE 802.11s draft 4.0. In this paper, we mentioned the overview 
of IEEE 802.11s draft in section 2. We defined about test-bed implementation details 
in section 3. In the section 4, we have discussed the performance analysis and in the 
section 5 conclude the article.  

2   Overview of IEEE 802.11s (WMNs) 

In this section, we discuss about the overview of the IEEE 802.11s WMNs features. 
Our implementation is based on the unofficial 802.11s draft 4.0 [3], which is available 
by the time of our implementation.  
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In wireless mesh network, mesh point (MP) is the base of the network. The mesh 
point plays many roles in the network such as becoming the portal, access point, and 
simple mesh point [4]. A MP that acts as the portal is connected to the wired network 
and it provides internet connectivity to its network members. Each network has one or 
more mesh portals and each MP can select its portal according to its connectivity to 
the portals [5]. Mobile stations can also connect to portal through the WMN. The 
stations are not aware of the mesh features and the MP shall works as the proxy for 
the stations’ connections [6].  

The hybrid wireless mesh protocol (HWMP) is the default path selection algorithm 
for wireless mesh network [7].The HWMP is combination of both reactive and 
proactive routing protocol. Therefore, the HWMP holds flexibility of both on-demand 
route discoveries for connection between network members and proactive tree 
formation for the connections to the portal [8]. Mesh portal is connected with wired 
Ethernet and works as the root [9]. All other MPs connected with each other through 
the root. The HWMP tree connects all MPs with the help of root (Mesh Portal) [10]. 

The IEEE 802.11s draft defines default airtime link metric for the best path 
selection. Other metrics can also be used for path selection. The formula for Airtime 
Link Metric is shown in equation (1).  
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Where o  is a constant value, tB  is the test frame length r is the transmission rate (in 

Mbps) and pte  is the data loss ratio [5]. 

Some researcher has proposed some modified metric for path calculation. In our 
work, we had used another metric and detailed information about it is discussed in the 
next section. 

3   Test-Bed Implementation 

In this paper, we have implemented 802.11s prototype with the help of existing 
hardware (desktop PCs and laptops with Atheros chipset based wireless NICs). The 
implementation specifications for the stations are described below. Ubuntu Linux 
operating system with kernel 2.6 had been used for the MPs. We have used Multiband 
Atheros Driver for Wi-Fi (Madwifi) driver [10] to create several virtual access point 
(VAP). We have used jperf [11] java based software for the throughput result. The 
Jperf is a graphical user interface using Iperf, which allows us to calculate the 
throughput results. 

3.1   Network Topology 

All the stations had been placed in the same room without any physical separation. 
Only the mesh portal is connected to the wired LAN. The position of each station is 
shown in Fig. 1.  
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Fig. 1. Real-time network process 

We had made a simple test with 4 PCs having the mesh features and two laptops 
act as the legacy stations without mesh features. One of the PCs was set as the mesh 
portal point (MPP), three other PCs as mesh access point (MAP) and the laptops as 
Mobile stations.  

3.2   HWMP Specification 

The hybrid wireless mesh protocol (HWMP) is default routing protocol used in 
WMNs.  The HWMP is a combination of proactive and reactive routing protocols.  

Once the mesh software is started, mesh portal will start to form the tree for the 
mesh network. The tree is formed based on the metric value or the radio quality of 
each link. Since the mobile station is not part of the mesh network, it was identified as 
a proxy station connected to the mesh access point A.  The mesh portal gains 
information about the path metric by broadcasting the path request frames to all mesh 
access points within the mesh network. All the MAPs will then reply to the request 
and paths between the stations and the portal are formed [9].  

The reactive routing is triggered by the mesh software after the proactive tree is 
formed, so that the path formation can be observed. The formation of reactive  
paths for this test is very similar to the formation of proactive paths. Path request 
frames will be unicast to all MAPs that it can detect and the Maps will reply to the 
request. 

3.2.1   Path Request (PREQ) and Path Reply (PREP) Operation 
The main function of this frame is to let all the stations that it passed by to learn about 
the next hop MAC address when the destination MAC address is given. The operation 
of PREQ is shown in Fig. 2(A) by assuming that a mesh STA A initiated the path 
formation. The PREQ is assumed to past through two intermediate stations before 
reaching the destination. 

The operation is similar to the PREQ where the destination station will reply to the 
originator station. The operation is shown in Fig. 2(B). When the PREP frame reaches 
the originator station, a bidirectional path is formed.  
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Fig. 2. Path request and path reply for path selection 

3.3   Metric Methodology 

Research has been done by Rosario G. Garroppo et al [1] stating that the default 
airtime link metric causes the metric value to change too often and they had proposed 
their own metric formula. The test done in our lab is using the exact metric formula. 

The formula is shown in equation 2, where S is the signal strength and rε is the 

error rate.  
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Fig. 3. Path metric between nodes 

In the case of multiple paths, the best path shall be chosen. This is done by 
comparing the metric values of the path. In Fig. 3 we can easily see that all path 
metric values from Mobile1 to Mobile2.  
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Different metric values are shown in below.  

1. Mobile 1 – Mesh 2 – Mesh 4- Mobile 2 = 30   
2. Mobile 1-Mesh 2-Mesh 1- Mesh 4 – Mobile 2 = 20 
3. Mobile 1 – Mesh 2 – Mesh 3 – Mesh 4 – Mobile 2 = 30 

The lowest path metric value Between Mobile 1 to mobile 2 is Mobile 1-Mesh 2-
Mesh 1- Mesh 4 – Mobile 2 = 20. The final best path selection is shown in Fig. 4. 

 

Fig. 4. Best path selection 

4   Performance Analyses 

In this section, we have defined an example of our test based. In our testbed, we use 4 
PCs and 2 laptops as stations. Each system has been assigned a unique name, and IP 
address. Every system has its own MAC address. We can see the details in table 1. 

Table 1. Networks computer information (ID, IP address, MAC Address) 

Name  IP Address MAC Address 

Mesh 1 (MPP) 192.168.1.1 00:24:73:1E:D7:BD 

Mesh 2 (MAP) 192.168.1.16 00:24:73:1E:EB:3F 
Mesh 3 (MAP) 192.168.1.5 00:24:73:1E:D6:6D 

Mesh 4 (MAP) 192.168.1.10 00:24:73:1E:D7:4D 

Mobile 1 (Station) 192.168.1.30 74:F0:6D:32:1B:1F 

Mobile 2 (Station) 192.168.1.25 74:F0:6D:31:23:A6 

 
 

During implementation, a mesh portal point (Mesh1), three mesh points (Mesh2, 
Mesh3 & Mesh4), and two mobile stations (Mobile1 and Mobile2) had been used. 
The tree was created after the initialization (Mesh1- Mesh2- Mesh4 and Mesh1-
Mesh3). The application required to get the MAC address of mobile1 and Mobile2, 
whose IP address is known. The mobile1 has broadcast path request (PREQ) message, 
which received by Mesh4. This node unicast PREQ to final destination the mesh 
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portal point (MPP). The message frame was thus sent to Mesh2 which forwards it to 
Mesh1. Mesh1 has information about all mobile stations of the network and replies to 
mobile2 MAC address. After Path creation between Mobile1 to Mobile2 starts the 
communication. 

The experiment had been done according to the experimental scenario defined 
below. We had made settings and parameters for UDP test were defined. The 
experiment had been initialized with UDP test. We had used some common settings 
for different packet sizes. In table 2 has shown the common parameters of experiment. 

Table 2. Common settings for different data packets 

Transport Protocol UDP 
UDP Bandwidth 200 kbps 
Buffer size 41 kbytes 
Number of data transmission 
for each trail 

10 

Number of trails 3 

The UDP bandwidth had been set to 200 Kbits/sec at the client side thus the client 
will constantly send out data frames at the stated speed. The bandwidth of the path is 
determined by the datagram ratio where higher datagram ratio means a lower path 
bandwidth with a maximum bandwidth of 200 Kbits/sec if no data is loss. For 
experiment we had used several datagram sizes (100 bytes, 200 bytes, 300 bytes, 400 
bytes, 500 bytes, 1000 bytes, 1500 bytes, 2000 bytes, 2500 bytes and 3000 bytes). We 
have defined the common buffer size for experiment is 41 kbytes. The buffer size is 
the just buffer which packets are received in, and limits the maximum receivable data 
packets size. We have fixed 10 common transmission times for every trails. We did 
every packet size test to 3 times trails. In table 3 is shown average throughput result of 
different packet size after experiment. We can easily find 200 bytes data packets 
throughput result is best result in all packet size. During 200 bytes packets size data 
loss is very less and data transmission is very high. Within 100 to 500 bytes packet 
loss ratio and time variation are very less.  

Table 3. Average throughput results of different UDP data packets 

Datagra
m size 
(bytes) 

Bandwidth 
(Kbits/sec) 

Jitters 
(ms) 

Data Loss Rate  
(Loss/Total) 
(percentage) 

Number 
of 

Frames 
100 196 0.805 492/25001 (2%) 25001 
200 198 1.158 125/12501 (1%) 12501 
300 196 0.338   168/8335 (2%) 8335 
400 193 0.906  224/6251 (3.6%) 6251 
500   187 15.659  273/5001 (5.5%) 5001 
1000   172 25.525  327/2501 (13%) 2501 
1500   185 9.365  122/1668 (7.3%) 1668 
2000   163 37.998  228/ 1251 (18%) 1251 
2500   183 21.084  83/1001 (8.3%) 1001 
3000   192 7.702    34/835 (4.1%) 835 
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The result shows that jitters and datagram loss ratio increases with increasing 
datagram size. The jitters or packet delay variation increased sharply when the 
datagram size exceeds the maximum size allowable. This causes the high latency as 
shown by the jitters. Surprisingly, the performance of the network depends on the 
frame size and not the number of frames. 

In Fig. 5 shown average throughput results of different UDP data grams and Fig. 6 
is shown the average jitter (packet delay variation time) value of each datagram size. 
Packet jitter is expressed as an average of the deviation from the network. 100 to 200 
datagram packets packet delay time is very less compare to 500 to 1000 datagram 
packets.  

 

Fig. 5. Average throughput of UDP datagram 

 

Fig. 6. Average jitters of UDP datagram 

5   Conclusion 

This paper presented an experimental throughput analysis of different data packet size 
for UDP transmission. Most of researcher did the wireless mesh network throughput 
analysis through the simulation. The simulation analysis is easier to be used but the 
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result is often less reliable compared to real implementation. Therefore, a real 
implementation test is assumed to be able to provide a more reliable result.  

Our testbed is constructed based on the IEEE 802.11s draft 4.0. The network 
formed consisted of four PCs and two laptops. In our experiment, the best path 
selection is done by using the modified air time metric which is claimed to be able to 
reduce the PREQ and RREQ frames flooding.  In our experiment, the non-mesh 
stations information are stored through the proxy mechanisms in HWMP tree table 
whenever HWMP tree is available in the network. 

In our experiment, we had shown the throughput results and packet delay variation 
on different datagram sizes. We had found the performance of the network depends 
on the frame size and not the number of frames in UDP transmission. 
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Abstract. As more wireless devices are being connected to the Inter-
net, data traffic is growing and expected to increase beyond wireless
network’s capacity in near future. Considering radio spectrum is limited,
the efficient way to support increasing data traffic in cellular networks
such as mobile WiMAX, operating in license band, is using WiFi network
operating in license exempt band. By employing WiFi, mobile WiMAX
network can offload some traffic to WiFi networks. In terms of admission
control and Quality of Service (QoS) control, WiFi employs simple strat-
egy as compared with cellular network. However, when WiFi is used for
traffic offloading of cellular networks, cellular users’ QoS should be con-
tinuously guaranteed in the WiFi networks. Therefore, clear interworking
scenarios and control procedures between WiFi and WiMAX should be
defined. In this paper, we present two most prospective collaborative
heterogeneous interworking scenarios between WiFi and WiMAX, and
collaborative heterogeneous architecture and protocols are proposed. Ef-
ficient and easy handover scheme in the overlay collaborative heteroge-
neous network interworking is also proposed and its benefits are verified
with simulations.

Keywords: 4G, IMT-Advanced, IEEE 802.11, IEEE 802.16, WiFi,
WiMAX, Heterogeneous Network.

1 Introduction

Several recent studies have pointed out there will be explosive growth in mobile
data demand driven by compelling communication capable devices such as smart
phones, notebook computers, netbooks and tablets. Globally, mobile data traffic
will double every year through 2013, increasing 66 times between 2008 and 2013.
Mobile data traffic will grow at a Compound Annual Growth Rate (CAGR) of
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G. Lee, D. Howard, and D. Śl ↪ezak (Eds.): ICHIT 2011, CCIS 206, pp. 62–69, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Cooperative Heterogeneous Network Interworking 63

131 % between 2008 and 2013, reaching over 2 exabytes per month by 2013
[1]. Therefore, a critical challenge for future broadband wireless networks, such
as mobile WiMAX, is to provide significantly enhanced capacity to meet this
exponential growth in demand. Also, future networks must drastically reduce
cost/bit, while adding new services [2]. Heterogeneous networks interworking, so
called multiple radio access technology (Multi-RAT) operation, represents a dis-
ruptive approach towards capacity enhancements and cost/bit decrease, which
efficiently utilizes all spectral resources in the system [3]. In addition, other met-
rics such as client quality of service(QoS), coverage etc., can also be enhanced
with the heterogeneous networks interworking.

Mobile WiMAX 2.0 based on IEEE 802.16m [4] is selected as one of IMT-
Advanced technologies, also known as 4G, by ITU-R in October 2010. Mobile
WiMAX is expected to provide enhanced broadband packet data services as a
future broadband wireless network. WiFi, based on IEEE 802.11 technology [5],
is getting more popular than ever, thanks to its simple and easy deployment
and excellent data packet processing performance. As other future broadband
wireless networks, mobile WiMAX needs to be further enhanced to provide sig-
nificantly enhanced capacity and reduce cost/bit drastically. In order to provide
such capabilities, collaborative heterogeneous network operation, that is Multi-
RAT operation with other wireless systems working in license exempt band, such
as WiFi, is required.

Primary goals of collaborative Multi-RAT operation are: 1. network capacity
increase, 2. cost/bit decrease. Because WiFi based on IEEE 802.11 wireless ac-
cess technology employs license exempt spectrum, WiFi is one of the best candi-
dates for collaborative heterogeneous network interworking with the broadband
wireless networks like mobile WiMAX based on IEEE 802.16 wireless access tech-
nology. When WiFi is used collaboratively with the broadband wireless networks
within a cell of the broadband wireless network in a overlay network manner,
there exists two benefits: 1. the cellular network can offload some data traffic
to WiFi and 2. heterogeneous mobile station (MS) can utilize more bandwidth
yielding higher throughput. Therefore, mobile WiMAX’s collaborative Multi-
RAT operation with WiFi can achieve the both primary goals.

In this paper, we present prospective collaborative Multi-RAT operation sce-
narios between WiFi and WiMAX and collaborative Multi-RAT architecture
and protocols are proposed. The remaining part of the paper is organized as
follows. In Section 2, two prospective collaborative Multi-RAT operation sce-
narios are discuss. We propose Multi-RAT protocol architecture of Multi-RAT
network components and functions of the Virtualization layer which plays key
role for collaborative Multi-RAT operation. In Section 3, Multi-RAT protocols
are proposed and discussed including proposed timer based Multi-RAT handvoer
scheme. In Section 4, performance of the proposed HetNet handover scheme is
evaluated by simulation and its advantages are discussed. Finally, we conclude
the paper in Section 5.
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2 Multi-RAT Scenarios and Protocol Architecture

2.1 Multi-RAT Scenarios

Fig. 1 (a) illustrates two prospective scenarios of cooperative Multi-RAT opera-
tion between WiFi and WiMAX. From the perspective of the WiMAX network,
because the MS is redirected to use WiFi link to offload WiMAX BS’s traffic
or to achieve better throughput, the WiMAX network is responsible to guaran-
tee QoS of the WiMAX MSs which use WiFi link for the sake of WiMAX BS.
Therefore, WiMAX BS establishes and maintains control connections with Het-
Net APs, which are new type of APs providing cooperative Multi-RAT services,
to meet the required QoS levels of WiMAX networks. In this paper, two coop-
erative scenarios for WiMAX and WiFi multi radio operation (HetNet Type I
and HetNet Type II) are defined and protocol architecture for HetNet devices
and detailed HetNet protocols are proposed and evaluated.

The scenarios of HetNet Type I and HetNet Type II are:

� HetNet Type I: In this scenario, HetNet AP, which is a multi mode device
with Ethernet, WiFi and WiMAX and it offloads traffic of WiMAX networks
by providing WiFi link to MSs. MSs are able to increase its throughput by
utilizing HetNet AP with good link quality. HetNet AP’s call admission
control and QoS control should be controlled by the WiMAX BS through
WiMAX link. In this scenario, HetNet AP performs like a WiMAX femtocell
BS with over the air control link with the BS.

� HetNet Type II: HetNet AP performs like a relay node which receives the
data from the WiMAX BS and relays the data to the MS through WiFi link.
In this case, cooperating HetNet AP is selected based on the link quality
between the BS and the HetNet AP and between HetNet AP and the MS.
The MS can receive data from the BS in multiple paths: direct link from the
BS and indirect link via WiFi.

2.2 Multi-RAT Protocol Architecture

In order for the NetNet devices (HetNet AP Type I, HetNet AP Type II and
HetNet MS) to cooperatively operate with WiMAX and WiFi, devices have
to support multiple access network interfaces, such as IEEE 802.3, IEEE 802.11
and IEEE 802.16. For seamless services across different access network interfaces,
there should be Virtualization layer, which is also called 2.5 layer because it can
be located between layer 2 (data link layer) and layer 3 (network layer). Proto-
col architecture for HetNet AP Type I, Type II and HetNet MS are shown in
Fig. 1 (b). Virtualization layer is located above Medium Access Control (MAC)
layer and manages different interfaces. The Virtualization layer is similar to the
Media Independent Handover (MIH) function defined in IEEE 802.21 in terms
of its location and some handover related functions. However, the Virtualiza-
tion layer in this paper has more cooperative Multi-RAT interworking functions
than MIH. Some of such functions are: 1. Data encapsulation and decapsulation
between access network technologies. 2. QoS and admission control procedure
across access network technologies.
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Fig. 1. Interworking example and protocol architecture of heterogeneous network in-
terworking

3 Multi-RAT Protocols

Multi-RAT protocols for cooperative heterogeneous network interworking be-
tween IEEE 802.11 and IEEE 802.16 networks are provided in this section. In
the design of Multi-RAT protocols, in order to minimize the impact on the ex-
isting standard, existing control messages and procedures are reused.

3.1 HetNet AP Type I

Fig. 2 (a) shows control procedures to establish a session, deliver data and termi-
nate the session when HetNet AP Type I is involved. When traffic to the HetNet
MS arrives at the HetNet AP Type I through IEEE 802.3, the Virtualization
layer notifies the IEEE 802.16 BS of the packet arrival by initiating service flow
creation procedure with the IEEE 802.16 BS. When the IEEE 802.16 BS receives
the service flow creation request, it initiates a service flow creation procedure
with the HetNet MS in order to create the same service flow as the one with the
HetNet AP Type I. After finishing the service flow creation between the HetNet
AP Type I and the IEEE 802.16 BS and between the IEEE 802.16 BS and the
HetNet MS, IEEE 802.11 QoS parameters are mapped to the established service
flow. In this way, QoS in the HetNet AP Type I is controlled by the IEEE 802.16
BS. The received data packet is first formatted in IEEE 802.16 packet format fol-
lowing the QoS parameters established through the service flow creation. Then,
with the involvement of Virtualization of HetNet AP Type I, IEEE 802.11 MAC
encapsulates the IEEE 802.16 data into IEEE 802.11 packet. The encapsulated
IEEE 802.11 packet is delivered to the HetNet MS over IEEE 802.11 link. After
delivering the data over IEEE 802.11 link, the service flow can be terminated.
The service flow can be normally terminated by the HetNet AP Type I because
the HetNet AP Type I knows when data transmission ends. As we can see from
this example, IEEE 802.16 BS can control QoS of data transmitted from HetNet
AP Type I to HetNet MS by establishing same QoS parameters with HetNet
AP Type I as the one the IEEE 802.16 BS would establish with the HetNet MS
through the IEEE 802.16 service flow creation procedure. Uplink procedure is
similar to the downlink procedure except that the HetNet MS initiates service
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Fig. 2. Cooperative Heterogeneous Network Interworking between IEEE 802.11 and
IEEE 802.16: Downlink

flow creation and termination procedures because it is aware when traffic starts
and ends.

3.2 HetNet AP Type II

Fig. 2 (b) shows control procedures to establish a session, deliver data and termi-
nate the session when HetNet AP Type II is involved. In downlink of this case,
traffic to the HetNet MS arrives at the IEEE 802.16 BS because the HetNet
AP Type II performs like a relay node using WiFi link. In order to notify the
HetNet MS of new packet arrival and also notify HetNet AP Type II of packet
relay, the IEEE 802.16 BS establishes service flows with the HetNet MS and the
HetNet AP Type II with a same service flow identification (SFID) which makes
the HetNet MS possible to combine received packets from the IEEE 802.16 BS
and HetNet AP Type II over IEEE 802.11 link. After the service flow establish-
ment, the HetNet AP Type II and the HetNet MS can map QoS parameters of
IEEE 802.11 link to the ones established with the IEEE 802.16 BS during the
service flow creation. The IEEE 802.16 BS now can transmit downlink packet
data using direct link and ralay link via the HetNet AP Type II to the HetNet
MS. The HetNet AP Type II relays the received packet from the IEEE 802.16
BS using the IEEE 802.11 link to the HetNet MS. The HetNet MS is able to
combine received packets directly from the IEEE 802.16 BS and indirectly via
the HetNet AP Type II. After transmission of downlink data, the IEEE 802.16
BS initiates the service flow termination procedure with both the HetNet MS
and the HetNet AP Type II. Uplink procedure is similar to the downlink proce-
dure except that the HetNet MS initiates service flow creation and termination
procedures because it is aware when traffic starts and ends.
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Fig. 3. Handover schemes: normal handover, overlay heterogeneous handover. Timer
based handover scheme can prevent MSs’ frequent handover between WiFi and
WiMAX.

3.3 Timer Based HetNet Handover

In Multi-RAT operation, especially under overlay configuration, mobility man-
agement should be designed differently from typical handover protocol [6]. In case
of normal handover between homogeneous cells, if the received signal strength
indication (RSSI) from the serving BS is below a certain value, handover proce-
dure is triggered [7]. If the received signal from the handover target BS is above
a certain value, the MS performs handover to the target BS as shown in Fig. 3.
In the Fig. 3, at time tp, RSSI of the serving BS gets worse than the handover
preparation threshold and at time th, RSSI of the target BS gets better than
the handover execution threshold and the MS performs handover to the target
BS. However, in case of Multi-RAT handover, new handover trigger conditions
are required. Even though HetNet MSs enter into coverage area of HetNet AP
which can provide better services, the received signal from the serving BS, usu-
ally macro cell BS, might be still good enough not to trigger handover procedure.
Therefore, RSSI from the HetNet AP should trigger handover procedure. There
is another parameter we should consider. Because frequent handover between
HetNet AP and macro BS might be caused due to HetNet MSs’ mobility, MSs’
mobility should be considered. Therefore, we propose HetNet handover timer
based handover scheme which can prevent HetNet MSs from performing fre-
quent handovers between macro BS and overlaid HetNet AP. When the signal
quality of the HetNet target AP gets better than the HetNet handover prepa-
ration threshold, the HetNet MS starts HetNet handover timer. If the HetNet
MS still resides in the target HetNet AP coverage area, after expiration of the
HetNet handover timer, it performs handover. In this way, HetNet MSs’ fre-
quent handover between HetNet AP and macro BS can be prevented. Since
HetNet handover timer depends on moving speed, it can be optimally selected
considering HetNet MS’s moving speed.

4 Performance Evaluation of the Proposed Timer Based
HetNet Handover Scheme

In this section, performance of the proposed HetNet handover timer based han-
dover scheme is evaluated with simlations and its benefits are discussed.
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Fig. 4. Network topology for performance evaluation

4.1 Evaluation Network Topology

Network topology to be used to show the benefits of using the proposed Het-
Net handover timer based handover scheme is shown in Fig. 4. Within a macro
cell (IEEE 802.16), HetNet cells are located. For simplicity, one HetNet cell is
shown in Fig. 4. It is assumed that there are enough number of HetNet cells
which can cover a coverage area of macro cell. However, in order to see the ef-
fects of HetNet MSs’ mobility in relation to handover, i.e., sojourn time in a
small HetNet cell, when a HetNet MS moves out of one HetNet cell, it performs
handover to a large macro cell. MS’s movement is measured in every second and
marked with circles. Fig. 4 shows the trace of 5 HetNet MSs moving at random
speed for 1000 seconds.

4.2 Mobility Model and MSs’ Mobility

We consider the motion of one MS around the service area of a cell randomly. Its
initial speed (in km/h) and direction (in degrees) are generated with a uniform
distribution of U[10,80] and U[0,360], respectively. The MS will change its speed
and direction after a certain amount of time with an exponential distribution,
with a mean value of 10 seconds. The new speed is uniformly generated with
U[10,80] if the current speed is below 10 km/h; otherwise, it is obtained using
U[v-10,v+10], where v is the current speed. The new direction is obtained from
a Gaussian distribution with the mean as the current direction, and a standard
deviation of 40 degrees. HetNet MSs are grouped into three classes: low mobile
class (0km/h 30km/h), medium speed class (30km/h 80km/h) and high speed
class (80km/h 150km/h).

4.3 Sojourn Time of Different Speed Class

In order to see the distribution of HetNet MS while moving within its coverage
area of WiFi small cell and WiMAX large cell, 500 HetNet MSs per mobility class
is simulated. 500 HetNet MSs initiate movement within a certain WiFi small cell
at random at the same time and move around per the employed mobility model.
As we can see from the results shown in Fig. 5, as speed increases, HetNet
MS population decreases faster. Many users in the WiFi small cell hand over
to the WiMAX large cell and finally moving out to other WiMAX large cells.
The sojourn time of HetNet MSs in a WiFi cell gets smaller as mobile’s moving
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Fig. 5. Number of users in WiFi cells and a WiMAX large cell. 500 users initiate
mobility within a certain WiFi cell at time 0.

speed increases. Therefore, we can find some optimal value which can reduce
unnecessary handover to a WiFi cell so that HetNet MSs can receive services for
a long time without experiencing handover interruption.

5 Conclusion

In this paper, two most prospective collaborative WiFi and WiMAX heteroge-
neous interworking scenarios are presented and Multi-RAT interworking archi-
tecture and protocols are proposed. The proposed architecture and protocols
are designed in order to minimize the impact on the existing architecture and
protocols by reusing the existing control messages and procedures. We also pro-
posed the simple and efficient heterogeneous network handover scheme in overlay
network considering MSs’ mobility classes. We showed the advantages of using
the proposed scheme with the simulation. In the simulation, we defined mobility
model and users are classified in three classes depending on their moving speed.
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Abstract. We re-render a black-and-white picture as a pencil drawing by 
overlapping pencil textures along the flow of the picture. The pencil textures are 
generated by overlapping pencil stroke textures captured from real strokes. An 
input picture is segmented into iso-tonal regions, each of which is textured in a 
direction determined by an algorithm for detecting smooth and feature-sensitive 
flow on the picture. Finally, we add contours and feature lines to emphasize 
salient shapes in the scene. We present several images that show the degree of 
realism which can be achieved. 

Keywords: non-photorealistic rendering, pencil drawing. 

1   Introduction 

In NPR, pencil drawing is recognized as one of the important techniques for depicting 
objects. The pencil drawing in fine arts has a very wide range of applications, from 
rough sketches to detailed illustrations. There are three important aspects of a pencil 
drawing: shading, line and hatching [1]. The shading, which we will call tone, 
represents the intensity of light coming from part of a scene. Lines, in the form of 
contours and feature lines, emphasize salient shape information. Hatching consists of 
series of parallel or orthogonal pencil strokes drawn close together and its pattern 
produces the characteristic appearance of a pencil drawing. Our aim is to process a 
black-and-white picture in order to produce a pencil drawing that possesses these 
three aspects. 

There have been many attempts to develop non-photorealistic rendering techniques 
which mimic pencil drawings. Existing methods are largely based on one of four 
approaches: modeling individual strokes, using line integral convolution filters, tonal 
mapping, and physical modeling. In stroke-based schemes, brush-strokes are created 
along a direction field derived from an image. Originally designed to mimic painting 
techniques, this approach can be extended to similar media. For instance, Salisbury et 
al. [3] modeled pen-and-ink illustration, Matsui et al. [12] produced crayon effects by 
overlapping textures, and Murakami et al. [13] explored the effects produced by a 
range of media, including pastels, charcoal and crayons.  But stroke-based schemes 
are not a good match with the hatching patterns seen in monochrome pencil drawings. 
Line integral convolution (LIC) [2] is a technique that can be used to visualize vector 
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fields as textures, and thus offers a way of producing hatching.  Mao et al. [8] 
pioneered this application of LIC. They segment an image into a number of regions, 
each of which is then rendered with strokes in a uniform direction; but this uniformity 
is not very realistic. Li and Huang [9] got around this problem by using gradient 
vectors and edges to determine stroke directions.  This gives more variety, but is 
unable to express tonal details. Yamamoto et al. [10] added contours and paper 
surface effects, and also showed how to overlap textures to match the intensities of 
different regions of an image.  But this scheme still suffers from the lack of realistic 
pencil strokes, detailed shading, and contours. Schemes based on tonal maps build 
textures with different tones to represent variations in intensity. They can achieve 
accurate shading and attractive hatching, and also reproduce feature lines such as 
contours. However, the input to most of these schemes must be in 3D; and many of 
them are also designed to run in real time, which limits their sophistication. In the 
present context, the most relevant work is probably that of Lake et al. [6] and Lee et 
al. [14], who rendered triangular meshes with various tones produced by overlapping 
a simple pencil texture; but this initial texture is fixed. At the other extreme, in terms 
of computation time, are techniques that involve modeling the physical processes of 
pencil drawing. This gives a realistic result, but is difficult for a user to control, as 
well as being slow.  A typical contribution is that of Sousa and Buchanan [4], who 
constructed a physically-based model of a graphite pencil drawing on paper, and used 
it to render scenes represented in 3D.  They went on [5] to model the action of 
blenders and erasers.  

The availability of 3D data naturally assists the rendering process, but the ability to 
re-render a photograph is arguably more useful. We therefore focus on the creation of 
pencil drawings from photographs. Our scheme, outlined in Fig. 1, consists of the 
following steps: First, we create a set of pencil textures from overlapping strokes. An 
input image is segmented into several isotonal regions and the flow in the input image 
is then analyzed. A pencil texture is applied to the region multiple times. The region 
of the brightest tone is rendered for one time, while the region of the darkest tone is 
rendered for $n$ times, where $n$ denotes the levels of tones. The direction of flow is 
exploited in applying textures to the regions. In a subsequent process, the edges are 
found in the image, and then a stroke-based method is used to draw contours and 
feature lines. 

The distinctive features of our scheme are as follows: 

1. Applying a pencil texture according to the tone for multiple times re-renders an 
input image as a pencil drawing of smooth tone and convincing hatching 
patterns. 

2. Deriving the drawing direction from the smooth tangent flow in the image 
improves the hatching effect. 

3. Adding contours and feature lines conveys the most significant shape 
information with greater clarity. 

This paper is organized as follows. We suggest the algorithm of generating pencil 
textures in Section 2. In Section 3, we propose how the drawing directions are 
estimated. We explain the pencil drawing scheme in Section 4. We show results and 
give discussions in Section 5. Finally, we make a conclusion and propose future 
works in Section 6. 
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Fig. 1. An overview of our pencil drawing algorithm. Block A and B are explained in Sec. 2, C 
and E in Sec. 4, D in Sec. 3. 

2   Generating Pencil Textures 

The first step in generating pencil textures is to capture real pencil strokes as shown in 
the top row of Fig. 2. The pencil strokes are generated by varying types of pencils, 
thickness of the tips, and pressures. We then overlap individual pencil strokes to  
build pencil textures with different tones and hatching patterns as shown in the middle 
row of Fig. 2. The bottom row of Fig. 2 shows the details of the generated pencil 
textures.  

Lake et al. [6] created a texture map expressing a range of tones by combining 
several pencil textures in both parallel and orthogonal directions. Tone is determined 
only by the density of the strokes, and darker tones are created by strokes which are 
orthogonal. Praun et al. [7] vary the tone by increasing the density of strokes without 
overlapping textures. Lee et al. [14] generated different tones by overlapping a stroke 
texture using a decrement model:  

 ).0.1( where , '
staabtt

cccccc −=−= μ  
(1)

The variables ct and ct’ respectively are the current and updated texture tones. cs’ is 
the tone of the capture stroke used in generating a pencil texture, and μb is used to 
control the rate of darkening as textures are overlapped. 

An important distinctive point of our approach is that we do not present a spectrum 
of pencil textures of different tones. We create pencil drawings of various tones by 
overlapping a pencil texture multiple times. This strategy allows us to re-render an  
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Fig. 2. Generating pencil textures: (Top row) pencil stroke textures, (Bottom row) generated 
pencil textures 

image into a pencil drawing whose tone is smoothly changing. By using different 
pencil textures, we can create pencil drawings of different appearances from an input 
image. 

We modified Eq. (1) in [14] to build different pencil textures from a pencil stroke 
texture, as follows: 

,))0.1(0.1( 0
k

bk cc −−= μ  (2)

where ck is the tone of a texture generated by k overlapping applications of a pencil 
stroke texture whose tone is c0. The parameter μb also plays a role in controlling the 
tone of the resulting textures, and μb can be determined as follows: 
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3   Estimating Drawing Directions 

The direction of stroke textures must (i) be defined for all the pixels in an image, (ii) 
be smooth, and (iii) preserve the features of the objects in the scene. In previous 
schemes for converting images to pencil drawings, drawing directions were 
determined by users [3, 8, 10, 11, 16], from gradient fields [9], or from the contours 
of objects [12]. We surveyed filter-based edge extraction schemes across several areas 
of NPR, and decided to use edge tangent flow (ETF) [15]. ETF extracts edges using a 
DoG (difference of Gaussians) filters and creates a feature-preserving tangent vector 
fields which fulfills our requirements. However, the basic ETF scheme only derives 
tangent on pixels close to feature edges. We resolved this limitation by propagating 
the tangent vectors across the image using the following procedure, which is 
summarized in Fig. 3. 
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Fig. 3. Estimating drawing directions: (a) an iso-tonal region segmented from an image; (b) its 
tangent vectors estimated using ETF (blue vectors); (c) drawing directions (red vectors); (d) all 
the drawing directions in an image 

Step 1. Sort the pixels in the image into two groups: P = { p0, ..., pn } consists of 
those pixels whose tangent t(p) are determined by ETF, and Q = { q0, ..., qm } are 
those pixels with undefined tangent. Note that $t(pi ), pi ∈ P, is non-zero, and t(qj), qj 
� �Q, is zero. 

Step 2. Approximate the boundary of Q as a group of pixels qk which have pi ∈ P 
as one of their eight neighborhoods. 

Step 3. Compute a tangent vector at each qk as the sum of the tangent vectors at the 
neighbor pixels of qk . 

Step 4. If a non-zero tangent vector is assigned at qk , qk is moved from Q to P. 
Step 5. Repeat steps 2 to 4 until tangent vectors are defined at all the pixels of the 

image. 

4   Applying Pencil Textures 

We apply a pencil texture to an image along the direction of flow estimated in Section 
3. Suppose we segment an image into n isotonal regions, where 1st region is the 
darkest and n-th region is the brightest. We denote an accumulated isotonal region as 
a set of isotonal regions whose tone is brighter than a specific isotonal region. The i-th 
isotonal region, for example, denotes a set of isotonal regions between i-th and n-th 
region. A pencil texture is applied for n times. i-th accumulated isotonal region is 
drawn at i-th application. Therefore, a region of k-th tone is drawn for k times. At  
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each drawing, the directions for each pixel are different, since the pixel is covered 
with a pencil texture which is drawn along the flow at a sampled pixel. A pencil 
texture is drawn using the following procedures: 

 

Step 1. For i-th drawing, draw a pixel from those belong to the regions between i-
th and n-th tone. 

Step 2. Sample a pixel in the target region and apply our pencil texture at the pixel 
along the direction of flow on the pixel. Therefore, any pixels that lie inside the range 
of the texture are drawn by the texture. 

Step 3. Repeat steps 1 and 2 until all the pixels in the regions between i-th and n-th 
tone are covered with pencil textures. 

Step 4. Apply the decrement model in Eq. (1) in [14] to any pixel that is covered 
by more than twice. Fig. 4 shows the results of each step.  

 

 

Fig. 4. Procedures of applying pencil textures on an image segmented into 40 isotonal regions: 
(1st row) an accumulated iso-tonal region; (2nd row) the pencil drawing images at each step 
(scaled in 10%) (3rd row) the regions inside the red box in column (b) are shown (scaled in 
50%) 

5   Implementation and Results 

We implemented our algorithm on a PC with an Intel Pentium QuadCoreTM Q6600 
CPU and 4GByte of memory. The programming environment was Visual Studio 2008 
with the OpenGL libraries. The grayscale pictures to test our algorithm are in Fig. 5, 
and the resolutions of the input pictures and the computation times are given in Fig. 5. 
These times include estimating drawing directions, applying pencil textures and 
drawing contours and feature lines; but they exclude the time for generating pencil 
textures, which takes several seconds. The results shown in Fig. 5 were generated 
using several pencil textures. The result images in original size are presented in the 
accompanying image files.  

Our scheme generates reasonably convincing pencil drawings in a straightforward 
way. However, to apply pencil textures is a matter of concern. Good results are 
obtained on the images containing areas of similar textures, which naturally favor the  
 

5th 15th 25th 35th 40th  
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Fig. 5. Pencil re-rendered images 

use of a tonal map. But our algorithm has no mechanism to aggregate small-sized 
features, and thus the pencil effect is so fine as to become almost invisible in a very 
detailed image. 

6   Conclusion and Future Work 

We have presented a scheme for re-rendering pictures as pencil drawings. Our scheme 
overlaps a pencil texture for multiple times along the direction of flow in the image. 
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An image is segmented into several isotonal regions. In the image, the direction in 
which the texture is to be drawn is determined using a feature-sensitive analysis of 
flow. Our scheme also draws contours and feature lines which convey the salient 
features of objects more effectively.  

Urgent future work is to use GPU programming to increase speed. Another 
challenge is to improve our scheme to render detailed and unorganized textures in a 
bolder manner. We also plan to extend our scheme to mimic drawings produced with 
colored pencils and to video. 
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Abstract. Observing colour robustly in images captured with off-the-
shelf cameras can be a challenge. Particularly if the observation is
conducted over a long time, while encountering light changes. Factors
playing into using this colour information directly for quantitative rea-
soning: unknown processing in the camera’s firm ware, unpredictable
variations in illumination conditions, and colour descriptors possibly not
comparable with those of other devices. The research presented outlines
an approach based on standard compliant colour management as spec-
ified by the International Colour Consortium (ICC). Initially, a device
is characterised, resulting in an ICC profile for the starting conditions.
Software tracks the changes of a number of coloured objects in the scene.
With these changes a colour corrective transformation is fused into the
ICC profile, compensating for the colour shift induced over time. An ICC
profile transformation yields device independent CIE LAB colour space
information. This paper describes background and process of the colour
correction – including profile adaptation without process interruption –
along with validation experiments conducted.

Keywords: Colour Management, ICC Profiles, Dynamic Adaptation,
Colour Correction, Colour Fidelity, Camera.

1 Introduction

Many technical systems involving camera based image capturing operating within
not fully controlled light situations. These may have to identify colour coded
markers, perform industrial identification or classification (e. g. quality control),
etc. A commonality in these scenarios: They demand online or near real-time
video image processing, are used in indoor and/or outdoor environments with
usually slowly changing conditions, and are built using relatively cheap commod-
ity colour cameras (web camera type devices).

A common approach to solve the problem of normalising the camera’s colour
input is colour constancy [1]. Colour constancy algorithms usually infer light
properties (such as white and possibly black point), and correct for them. Addi-
tionally, colour channels are mostly scaled to normalise the device’s gamut size.
These operations are applied directly to the device specific colour spaces (e. g.
RGB), disregarding individual device capturing characteristics.

G. Lee, D. Howard, and D. Śl ↪ezak (Eds.): ICHIT 2011, CCIS 206, pp. 78–87, 2011.
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Contrary to this, the industry has adopted colour management [2], which
aims at controlled conversions between colour representations of devices, while
retaining colour fidelity as far as possible. This is conducted by obtaining colour
chatracteristics for in- and output devices (ICC profiles [3]). These profiles are
used to convert between a device dependent input or output space and an inter-
mediate profile connection space (PCS).

This paper presents research aiming to make colour based reasoning in long
time observations more robust, while tolerating changes in the scene’s illumina-
tion. Such changes are induced by nature (time of day, overcast or clear, blue
sky) and artificial sources (incandescent or fluorescent lamps). Applying the
techniques outlined can yield (at no additional effort) colour information in a
colour space much more suitable for colour based reasoning than the commonly
available camera encodings.

The following Sect. 2 introduces colour space encodings and colour adaptation
mechanisms. Sect. 3 then describes the core of this research: how colour manage-
ment techniques can be applied to correct for colour shifts when the illumination
changes with time. Lastly, validation results from applying these new techniques
are summarised in Sect. 4.

2 Colour Adaptation Approach

Colour adaptation is a (normalising) colour transformation, applied to an indi-
vidual colour represented in a specific colour space, resulting in a colour of the
same colour space. Firstly, this section introduces different concepts of colour
representations (Sect. 2.1). This is important in understanding the concepts of
colour management (Sect. 2.2), and extending them for dynamically changing
environments (Sect. 2.3).

2.1 Colour Spaces

Besides actual colour space encoding (e. g. bit depth, number formatting, chan-
nel order), colour spaces can be represented in different ways. Some of these
representations may include the number of channels (e. g. RGB vs. CMYK),
additive/subtractive encoding (e. g. RGB vs. CMYK)), coordinate system (e. g.
Cartesian RGB vs. cylindrical HSV), etc. All colour spaces discussed here can
be represented as an n-tuple for n colour encoding components.

Important concepts for this paper are device dependent and device independent
colour spaces, as well as perceptually linearised colour spaces:

Device dependent colour spaces constitute the native colour representation of
a physical device. These contain the direct reading obtained from a device, or a
value encoded for screen output. Device dependent spaces are largely influenced
by physical factors, such as pigments used in the sensor, paper or pigments
(used in ink) of a printer, colouring of a display’s light emitting cells, etc. Due to
physical difference in devices (even production differences among identical mod-
els), colour tuples of such colour spaces do vary. Therefore, dependent colour
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descriptions are only meaningful for one specific device under one specific con-
dition (illumination of scene, paper in printer). Commonly encountered device
dependent spaces are for example RGB, CMYK and YUV.

Device independent colour spaces are based on independently defined stan-
dards, usually in terms of spectral descriptions. Therefore, independent colour
representation is meaningful regardless of physical device involved. They are in-
tended as a vehicle to communicate or compare colour robustly. By principle, no
colour representation for a normal capturing device can be obtained in a device
independent colour space. Such family of standards is established by the Interna-
tional Commission on Illumination (CIE). All CIE colour spaces are derived from
CIE XYZ, which is defined on the basis of standardised human eye responses.
The most notable of these is CIE L∗a∗b∗ (or CIE LAB) [4]. Another promi-
nent device independent colour space is sRGB, which is however encumbered by
problems outside the scope of this paper.

Perceptually linearised colour spaces take a complimentary approach in their
representation. The values in device colour are commonly defined in terms of
values representing a level in a physical system. These values tend to be far from
proportional to human perception. To improve usability, colour spaces reflecting
perceptual linear scaling of colour representation have been derived. In these
representations similar distances (ΔE) within the colour space reflect similar
visual differences to the human eye. Notable perceptually linearised colour spaces
are CIE’s L∗a∗b∗ and L∗u∗v∗.

The before mentioned PCS is either in CIE LAB or CIE XYZ format. As
CIE LAB is derived from CIE XYZ, all profiles are interoperable with each other
through the PCS. L∗a∗b∗ is particularly useful for colour correction, as colour
transformations on a linear space become easier. For colour based reasoning it
is very suitable as well: One the one hand due to the linear nature (differential
operations are independent of the locations within the colour space), and on
the other hand as absolute values can be used independently of the device type
used (camera, display, printer, etc.). Lastly, L∗a∗b∗ is an opponent colour space,
in which chromaticity is split into two orthogonal components (red–green vs.
blue–yellow axis), while the third is the lightness component. This pair-wise
orthogonal system is very convenient for quantitative reasoning on colour.

2.2 Colour Management

The primary goal of colour management is to obtain a good match of colour
appearance across colour devices; for example, a video should appear the same
colour on a computer monitor, a TV screen and on a printed frame of video.
Colour management tries to achieve the same appearance on all of these devices,
provided the devices are capable of delivering the needed colour intensities. Han-
dling of colour on computers is complicated, given the wide variety and near
infinite combinations of video cards, displays, printers, ink and cameras. Join
each input and output device individually leads to unmanageable numbers of
conversion pairings. Colour management implemented by means of ICC profiles
can bring some order. These profiles describe a conversion between PCS and the
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device dependent colour space. Therefore, per device and conditions only one
profile is needed, and conversion pipelines are passing through the independent,
canonical PCS.

ICC input profiles (e. g. for cameras, scanners) are derived through a charac-
terisation process. A target consisting of many coloured patches is captured (see
example in Fig. 4). The device independent colours of the patches are precisely
known (e. g. through individual measurement with a spectrophotometer), and
device colour is obtained from the captured image. The profiling process deter-
mines transformation tables used by a colour management module for colour
conversion between device space and PCS. Output profiles are derived similarly,
only that known colour tuples are sent to the device, and the actual output (e. g.
on screen or paper) are photometrically measured. The derived transformation
tables are encoded within the standardised ICC profile format (see Sect. 3.3).

2.3 Static vs. Dynamic Chromatic Adaptation

Colour management workflows are commonly used in “static” environments.
These do not encounter changes in conditions invalidating the ICC profile for the
case. Within such environments the input profile for the camera is determined
initially, and then applied to each frame captured during operation (see top of
Fig. 1).

 capture scene 

 track 
 colour 
 samples (1) 

 detect 
 colour 
 shift (2) 

 derive 
 compensation 
 transformation (3) 

 current 
 ICC 
 profile 

 current 
 scene 

 use ICC profile 
 to transform 
 scene to LAB 

 current 
 scene 

 continue? 

 continue? 

 significant 
 difference? 

 adapt 
 ICC profile (4) 

 perform colour based 
 "payload tasks" on image 

 retrieves 
 scene images 
 on request 
 at intervals 

 current 
 ICC 
 profile 

 init ial calibration, 
 later on update 
 from dynamic 
 adaptation 

[yes]

[yes]

[yes]

Fig. 1. Colour managed image processing (top) and ICC profile adaptation process
(bottom)

Unfortunately not all environments are that stable, and classic colour man-
agement approaches are not applicable. Such situations either demand to resort
to alternative approaches (e. g. colour constancy) or to modify the process as
described in the following section.
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3 Dynamic Colour Correction

A camera ICC profile becomes unsuitable upon changes in the illumination con-
ditions of a scene. Ideally, the ICC profile in use can be replaced by an alternative
suitable for the current conditions, and processing continues without disruptive
re-characterisation. Common environments often expose slow changes compared
to the frequency of image acquisition. Therefore, the ICC profile needs to be
updated seldom, and a (current) ICC profile can be seen as an initial approxi-
mation of the L∗a∗b∗ PCS. Upon this approximation, a decoupled process can
compute a corrective colour transformation without the need of real-time capa-
bility. This transformation can be used to update an ICC profile, which then can
be“injected”back into the real-time image processing loop, ready for application
to subsequent frames (see bottom of Fig. 1).

3.1 Gathering Colour Information

A full device characterisation (ICC profiling) is very disruptive (capturing of
complete test chart with extensive table computation). We were seeking alterna-
tive approaches to gather information useful for a limited process to just update
a profile. A sufficient number of data points in colour space needs to be gath-
ered, that can be used to relate a previously known to a current colour value.
Increasing number and accuracy of these data points increases the potential for
computing a suitable colour correction.

In many applications it is possible to gather a number of colour samples:
For example black and white points using approaches from colour constancy,
plus a few stable colour samples. These might result from existing “payload”
tasks in the processing loop (e. g. tracking of coloured objects), or using other
techniques. Collection of such colour information is a topic of very application
specific further research. A number of about six colour samples (of reasonable
accuracy) can already be sufficient for the approaches discussed here.

3.2 Compensating for Colour Shifts

To compensate for distortions or shifts in colour space, a “distortion model” for
the deformation has to be established, which then can be parameterised for a
corrective transformation. A series of experiments under controlled laboratory
conditions (14 illuminants, incl. incandescent, fluorescent and LED illuminants,
under different brightnesses, and a variety of colour filters) was set up to analyse
these distortions. As scene content a colour test chart suitable for photography
was used (Christophe Métairie Photographie DigitaL TargeT 003) to have precise
knowledge of all colours. All scenes were captured with fixed settings (automatic
exposure/adaptation modes off). The images were transformed to L∗a∗b∗ PCS
colours using an ICC profile obtained from one condition declared as reference
(a fluorescent illuminant). Colour perception errors encountered in the charts
patches (due to use of an unsuitable ICC profile) are qualitatively visualised
in L∗a∗b∗ space of Fig. 2 (left). See the Ph.D. thesis of Kloss [5] for further
information of the test series.
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Fig. 2. Shift vector field of the 285 colour patches relative to ICC profiled reference
conditions in L∗a∗b∗ colour space. Uncorrected colour appearance (left) and corrected
appearance (right). For a less bright fluorescent illuminant (top) and a similarly bright
incandescent illuminant (bottom).

It proved to be difficult to determine general deformation models from this. As
a solution, the common engineering approach was used: Firstly apply a Taylor
series approximation up to the linear term (affine transformation). A verification
for the suitability of corrective linear transformations on a L∗a∗b∗ PCS has been
conducted by porting colour constancy algorithms to L∗a∗b∗ space [5].

A 3-D linear vector field regression [6] was used to derive the affine trans-
formation from over-defined data (see Sect. 3.1), as an affine transformation in
R

3 only requires four pairs of data points. Additional data points are useful to
reduce the overall error induced by noisy measurements. The affine transforma-
tions were computed from two sets of data points: A highly over-defined case
(using all 285 available colour patches), and a slightly over-defined case (using
only six: white, black, a medium saturated red, green, blue and yellow).

3.3 Integrated in Colour Management

Look-up tables for the processing elements are the “active ingredients” of an
ICC profile. These can be per-channel look-up tables (1-D LUTss: “A” and “B”
curves), as well as multi-dimensional colour look-up-tables (CLUT: commonly
used for camera input profiles in 3-D to 3-D). Other elements (“M” curves and
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matrix) are only used for simpler (and less capable) matrix profiles. Such unused
elements are disabled (set to a default identity transform). Fig. 3 shows the
typical transformation chain (unused elements faded to grey) [3]. The CLUT
at the “heart” of the chain contains the main transformation data for mapping
complex device-to-PCS relationships. For good quality profiles it often consists
of 173 3-tuples.

Fig. 3. Chain of processing elements for a transformation from device colour space to
PCS (for three or more colour channels)

The affine transformation needs to be applied to the whole colour space, so all
(equally spaced) CLUT tuples are updated to fit the corrected transformation.
So, every tuple element from the CLUT is extracted, “B” curve transformation
are applied, and the corrective affine transformation is applied afterwards. To
update the CLUT, an inverse“B”curve transformation is applied to the adapted
colour tuple, and the result replaces the original colour tuple in the CLUT. This
new ICC profile provides a convenient one-step colour correction process, as the
affine transformation has been “smeltered” into it.

3.4 Capturing Workflow

In a practical workflow, determining a corrective affine transformation (Sect. 3.2)
and updating the ICC profile can be performed in a detached adaptation process
(see Fig. 1, bottom). This way the commonly static chromatic adaptation using
ICC based colour management has been upgraded to be capable for dynamic
chromatic adaptation (see Sect. 2.3). The process needs“boot strapping”through
an initial full device characterisation for a good quality starting ICC profile.
This of course depends on a working approach to track colour samples for the
compensation transformation (Sect. 3.1).

4 Results

Resulting colour samples after correction through an affine transformation
(Sect. 3.2) are plotted in L∗a∗b∗ space for all 285 colour samples of the test
chart. The relative colour error for each colour patch before (left) and after the
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Fig. 4. Appearance of the 285 colour patches with the reference profile applied (top
row), and corrected using the corrected profile (centre row) for four different illumi-
nants. For comparison the image taken under the reference illuminant (bottom). The
first and third illuminant are less bright, the first and second under slightly “colder”
light, the third with a similar colour temperature, and the last slightly “warmer” (also
the only incandescent, all others fluorescent).

application (right) of the corrective transformation is qualitatively apparent from
Fig. 2. Resulting images are shown directly in Fig. 4.

Furthermore, a more quantitative evaluation has been performed. It was con-
ducted by computing the Euclidean colour errors ΔE∗

ab in L∗a∗b∗ space for all
285 patches of the used test target. L∗a∗b∗ is scaled in a way that a Euclidean
distance ΔE∗

ab = 1 is just identifiable by a human observer. To establish a lower
bound, the same deviations have been computed after applying a white point
correction (using a Bradford transformation) only. Such a white point correction
can be seen as representative for common colour constancy approaches as well.
Table 1 charts these results, averaged over all 13 illumination cases (excluding
the reference conditions). It is evident from the figures, visible improvements of
a magnitude of 3–4 ΔE∗

ab have been achieved over white point correction only
(colour constancy).

Finally, practical usability of this colour correction approach was evaluated
through two test cases. The first one employs a priori knowledge of specific
colours re-occurring in a scene (problem domain of robot soccer [7]). Card stock
used for markup of the robots (five colours) and the colour of the field and
field markings (black and white) were easily identifiable for tracking. In this
case (the more likely) illumination intensity changes were analysed rather than
changes in illuminant. A light level variation also influences colour saturation,
and potentially also alters slightly the camera’s capturing characteristics.
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Table 1. Averages and standard deviations of colour patch deviation after corrective
affine transformation

Transformation avg. ΔE∗
ab

White point correction only 11.4 (5.6)
Affine transformation in L∗a∗b∗ (285 patches) 7.0 (3.7)

Affine transformation in L∗a∗b∗ (6 patches) 8.0 (4.3)

We found the usable range of light intensities to be more than doubled,
while maintaining a working system. Also classifier training using a genetic al-
gorithm was improved when using colour corrected imagery. Lastly, switching
to a∗b∗-chromaticity (chromaticity channels of L∗a∗b∗) from previously used rg-
chromaticity showed some advantages in training and classification.

Another practical test case was conducted using long time (approx. 9 h) ob-
servations of a scenes using a static perspective, while applying continuous cor-
rection of the ICC profile [5]. The scene was subject to significant changes during
the day’s light cycle. In this case no a priori knowledge was used to track colour
changes (see Sect. 3.1). As an alternative, each frame was segmented into 192
square segments. Average colours for each of these segments were tracked, while
those exhibiting an“excessive”relative change were discarded (usually indicating
local scene changes). The colour samples were correlated with their counterparts
from earlier frames to compute the affine transformation through regression.
Results from applying this largely over-defined regression problem showed that
some improvement could be recorded, but correction results were not good under
all conditions. Such simple approaches for scene segmentation are not sufficient,
and further research needs to be conducted.

5 Conclusion

We have built a system that perceives colour – and does that as precisely as
possible – while adapting to light changes, when encountering common natural
and artificial light sources. It obtains device independent and visually linear
colour descriptors (in CIE LAB colour space). The motivation for using this
colour space is driven by its beneficial properties for analysing and comparing
colours. Therefore, we have also based the time adaptive colour correction process
to operate on this colour space.

By applying this technique, practical colour correction is departing from “tin-
kering” on unsuitable, device dependent, highly non-linear device colour spaces
towards generally accepted operations, founded on colour science. Using ICC pro-
files furthermore enables applications to rely on standard compliant procedure,
using a long time industry accepted approach. Processing can take advantage of
one of many efficient implementations of colour management engines available
(commercially as well as in open source). Colour corrected processing therefore
can become easy to implement without major modification of current approach.
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The approach introduced has been successfully verified by means of various
qualitative and quantitative analyses. Adaptive colour correction discussed con-
sider the additional factor “time,” which can be used to extract further input
data as opposed to colour constancy, which only bases corrections on one image
at a time. As a hypothesis for this technique, changes in light conditions occur
comparatively slow relative to the rate at which images captured can be used
to track physical changes in the scene. This difference in rates can be used to
offload the slower ICC profile adaptation to a separate process, while applying
ICC profile correction in real-time.

Future work includes the application of the discussed colour correction ap-
proach in further real world systems. Along with this, application specific data
collection techniques need to be developed, employing domain specific knowledge
to identify suitable objects for colour tracking.
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Abstract. This paper presents a novel method for the segmentation of breast 
masses on a mammography. Accurate segmentation is an important task for the 
correct detection of lesions and its characterization in computer-aided diagnosis 
systems. Many popular methods exist, of which most of them rely on statistical 
analysis. Similar to other methods, we propose a graph theoretic image 
segmentation technique to segment the breast masses automatically. This 
method consists of two main steps. First we introduce a thresholding method to 
obtain the rough region of the masses by eliminating all other artifacts. Then, on 
the basis of this rough region, the graph cuts method was applied to extract the 
masses from the mammography. The results were evaluated by an expert 
radiologist and we compared our proposed method with the level set algorithm, 
which shows the highest success rate. In contrast, we experiment our method on 
two different databases: DDSM and MiniMIAS. Experimental results show that 
the proposed method has the potential to detect the masses correctly and is 
useful for CAD systems.   

Keywords: Segmentation, Mammogram, Graph Cuts. 

1   Introduction 

Breast cancer is the second most major health problem in developed countries. 
According to the latest study from NCI (U.S.National Cancer Institute) more than 
207,090 new cases were reported and about 39,840 were the death statistics in 2010. 
Nearly 1.4 million US women have a family history of breast cancer [1, 2]. As there is 
no effective method for its prevention, the diagnosis of breast cancer in its early stage 
of development has become very crucial for the prevention of cancer. Computer-aided 
diagnosis (CAD) systems play an important role in earlier diagnosis of breast cancer. 
Another method such as a biopsy is used for detection of breast cancer, where the 
patient undergoes a surgical procedure. Many CAD based systems were used by the 
radiologist for the diagnosis of breast masses. The limitation of these systems is 
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mainly at breast mass detection [3]. Therefore, accurate segmentation of a breast mass 
is an important step for the diagnosis of breast cancer in mammography. Breast mass 
is a localized swelling, which is described by its characteristics. An accurate contour 
extraction of the actual mass which enables to distinguish between lesion and the 
normal tissues. Usually these boundaries are of varying size and shape. Because of 
this, breast  mass segmentation  is  a  challenging  task. Several methods have been 
proposed for the segmentation of the masses from mammograms. The most common 
approaches are region based method and edge based method. The purpose of the 
region based method is to identify the region based on some predefined conditions. 
The conditions can vary from pixel intensities to texture features. Kostas Haris et.al 
[4] proposed a hybrid multidimensional segmentation technique which combines edge 
and region based through the morphological algorithms of watersheds to segment the 
mass region. Enmin.et.al [5] proposed an automated segmentation method which 
combines edge gradient, pixel intensities as well as shape. Enmin Song et.al [6] used a 
hybrid approach to segment the mass based on template matching and dynamic 
programming. Arnau Oliver et.al [7] develop a method which automatically estimates 
the density of a breast based on a statistical approach. Eltonsy et.al [8] proposed the 
detection of masses by identifying the presence of concentric layers with 
morphological characteristics and lower relative incidence in the breast region. The 
method performs well in identifying malignant masses. A fuzzy based region growing 
method that considers uncertainty present around the boundary was suggested by 
Guliato et.al [9]. This method has an accuracy of classifying the masses and tumor as 
benign or malignant with an accuracy of 0.8 for sensitivity and 0.9 for specificity. 
Zhang et.al [10] used the whole mammograms instead of manually selecting the 
regions for growing. The pixels with local maximum gray level are considered as 
seeds, from which many candidate objects are grow using the modified region 
growing algorithm, which acquired an accuracy of 90%.  The main challenges in mass 
segmentation are masses may in contact with surrounding breast tissues which can 
have similar intensity values. Chu et.al [26] proposed a graph based segmentation 
algorithm in which region growing were represented by a growing tree whose root is 
selected as the seed. Leaves which have the ability to grow in the connected area.  
The author concludes that the new graph based segmentation has closer match with 
the radiologist outlines. Considering an image as graph and partition them to a 
different group is a tedious task. Shi.et.al [11] proposed a normalized cut which 
focuses on global impression of the image data rather than local features. This method 
was tested on real and synthetic images which satisfy the extraction of big pictures of 
a scene. Edge based mass detection limits the researchers due to the difficulty in 
extracting the boundaries between the masses. Typically algorithm works on detecting 
the edges and grouping into contours. This can be done based on filtering and active 
contour models. Petricks et.al [12] introduced a new  approach for segmenting the 
masses from a digitized mammogram using adaptive density weighted contrast 
enhancement filter based on Laplacian-Gaussian edge detection. Initially the image is 
filtered globally and then segments the image with Laplacian Gaussian edge 
detection. A set of 84 images was considered in this experiment. By avoiding the 
filtering techniques, Hong [13] introduced ISO-level contour map, in which region 
forms a dense quasi-concentric pattern of contours. The structure of the image was 
analyzed using the inclusion tree that is a hierarchical relationship between contours. 
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This method is applicable for detecting breast region, pectoral muscle and dense 
mass. An automated method for segmenting the mass was introduced by Jiazheng Shi 
et.al [14]. The method was based on level set algorithm and introduced two types of 
image features related to the presence of microcalcification. For the classification 
purpose they used linear discriminate analysis with a stepwise feature selection, and 
achieved a view based Az value 0.83. Dynamic programming is an optimization 
algorithm. Timp et.al [15] introduced an automated segmentation techniques based on 
dynamic programming. This method achieves a success rate of 99.9% to obtain a 
close contours. They compared with region growing and the discrete contour model. 
The mean overlap percentage of dynamic programming was 69% where as in the case 
of region growing and discrete contour model was 60% and 58 %. Mass segmentation 
is still an important field. Although many algorithms exist, still we need to improve 
the accuracy of extraction. The proposed method employed the fact that the 
boundaries of the mass are detected more precisely. This method relies on contrast 
enhancement followed by binary threshold and finally the graph theoretic image 
segmentation techniques to segment the mass. To establish the advantage of this 
method, we evaluated its performance on the standardized image database using 
AOM and CM coefficient. We compare our test results with those obtained using 
level set. The proposed method has been evaluated using two globally available 
databases: Mini-Mammographic Image Analysis Society database [23] and Digital 
Database of Screening Mammography [24]. Section 2 describes the proposed 
segmentation method. Experimental results were validated in Section 3. Finally 
conclusions are given in Section 4. 

2   Methods 

The proposed method of breast mass segmentation mainly consists of three groups of 
operations; noise removal to enhance the quality of the image, thresholding to obtain 
preliminary mask and segmenting the mass using graph cuts. Figure.1 shows an 
overview of the proposed method. 

 

Fig. 1. The flow pipeline of proposed mass segmentation 

2.1   Noise Removal 

The extraction of mass can be influenced by noise, causing mass contour to be 
discontinuous. Because of this reason, it is necessary to suppress the noise. The 
Gaussian filter algorithm is applied in our case to reduce the image noise, as 
expressed in Eq.1. 
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The variable x and y are the distance from the origin in both vertical and horizontal 
axis; σ is the standard deviation of the Gaussian distribution. Mammogram images 
usually contain artifacts such as markers and labels. These artifacts can mislead the 
segmentation process. To avoid this, [16] [17] used connected component labeling 
algorithm to find the largest region, in the breast region from the filtered image. This 
approach is excellent for finding non-connected objects in images. Each image is 
represented by an array of image elements. The algorithm assigns labels to the black 
image elements in such a way that adjacent black image pixels are grouped by the 
same label. An example for artifacts removal from a mammogram images is shown in 
Figure.2. Figs 2a and 2b are the two images, and results of the CCL algorithm as 
shown in Figs 2c and 2d.  

 

Fig. 2. Artifacts removal 

2.2   Obtaining Preliminary Mask 

To obtain the rough region of the breast mass, it must satisfy certain conditions. 
Select only the masses from the region of interest, i.e. The breast lesions. For images 
like mammogram there will be always abrupt changes in the intensity peak values. 
Threshold values that are too low or too high may lead to miss classifying of the mass 
area, figure 3. This happens because of the different types of tissue densities. 
Mudigonda et.al[18] used multilevel thresholding by varying levels of intensities to 
generate the contour. We found that good multilevel thresholding values lies between 
at 0.71 ≤ T ≤ 0.81. The above parameter value chosen based on the observation of the 
histogram, as explained later on seed selection. 

 

Fig. 3. (a) Original image b) low threshold c) medium threshold d) high threshold 
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2.3   Segmentation with Graph Cuts 

A graph cuts framework for object segmentation was introduced by Boykov et.al [19]. 
Graph cuts have the ability to solve a wide range of problems in computer vision, 
which includes image segmentation by maintaining a global minimum energy 
function. This method considers the image as a weighted undirected graph G= {V, E, 
W}, where V and E are defined as a set of vertices and edges, and W is the edge 
weight. There are two special designated nodes S and T which represents the 
foreground and the background.  The algorithm needs a set of sample for object S and 
sample of the background object as T. Neighboring pixels are connected by edges. 
Two kinds of links are defined t-links and n-links. Edges between pixels are called n-
links and t-links are used to connect pixels to designated nodes. The goal is to choose 
the appropriate seed region and an edge weight, so that we can have the best cut that 
would give an optimal segmentation with minimum energy value. We introduced a 
semi automatic threshold method in order to choose the seed regions.  

Seed selection  

In order to choose the seed region automatically, we introduced thresholding method. 
The output of thresholding method is a binary segmentation (S,T),where the 
foreground  region corresponds to S which contains all breast rough mass and T 
contains the background region. Since the background is equal to the non mass 
region, we consider background seed equal to the background mask of the image. 
Estimating the foreground seed points are more challenging due to the presence of the 
pectoral muscles and other irregular microcalcifications which are not the part of the 
lesion. In our implementation after several trials we found the threshold range which 
can preserve the breast mass and remove pectoral muscles and all other small 
microcalcifications.  We applied morphological operator for discarding all other 
irrelevant regions from the image based on the area of size. The resultant masses were 
considered as a foreground seed point for the segmentation purpose. The 
implementation of the graph cuts algorithm as introduced by Boykov et.al [19], the 
cost function introduced for the segmentation is in Eq.2. 

                                         boundaryregiont EEE +=                                               (2) 

Where regionE  assumes the penalties for assigning the pixels to “object” or 

“background”. And boundaryE  is the smoothing term evaluates the penalties for 

assigning two neighboring pixels to different regions. These two terms repeated with 
λ which specifies the importance of region properties and λ must be ≥ 0. Thus  
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Once the graph was constructed based on the corrected weight function. A min-
cut/max flow optimization algorithm is applied to the graph. We used the graph cuts 
algorithm from Boykov and Kolmogorov [20]. Since mammogram masses have high 
intensity values, directed edge weight would be the excellent approach to cuts from 
brighter region of darker tissue in the background. Defined as 
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The edge weight considered for the segmentation of the region term as(Eq.5) ,where I is the 

original image, μ is the mean and σ  >0. 
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3   Experimental Results 

The proposed method was tested on a set of 90 images randomly chosen for the 
experiment from MiniMIAS and DDSM databases. Our algorithm has successfully 
detected the masses. The result produced by our proposed method was verified under 
the supervision of radiologist. Fig.4 shows some examples of detected masses from 
the two databases. In order to provide a comparison we compare our test result with a 
level set algorithm, be considered as a popular algorithm for image segmentation. The 
results show that our approach has very close matching with ground truth image, 
where as in the case of the level set algorithm was over segmented. We evaluated the 
performance of the segmentation by considering two quantitative measures. First 
quantitative measures are area overlap measures (AOM) [21] and the second one is 
combined measures (CM) which calculates the level of agreement. For each of the 
segmented masses we calculated the area overlap measures and combined measures.  

 

Fig. 4. Performance comparison of different segmentation algorithm column (1) original, (2) 
Graph Cuts and (3) Level set 

If  I p  < Iq 

If  I p  > Iq 
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Where As denotes the area of segmented mass by the algorithm and Ag   is the ground 
truth image provided by the radiologist. The combined measure is the combination of 
under segmentation, over segmentation and the area overlap measure. 
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Which shows the performance level of the graph cuts approach is higher than the 
level set method. The max average value of AOM and CM obtained for graph cuts is 
0.962 and 0.985.  The results are shown in Table.1. The limitation of the graph cuts 
approach is that they are very sensitive to the seed selection. Another graph theoretic 
segmentation approach was the isoperimetric graph partition approach proposed by 
Grady and Schwartz [25]. The advantages of the graph cut approach over 
isoperimetric graph partition are that graph cuts are applicable to ND where as in the 
case of ISO which limits to 2D images. 

Table 1. Performance Measures AOM, CM 

Method AOM (Max) CM (Max) 

Proposed  0.962 0.985 
Level set 0.945 0.961 

4   Conclusion 

This paper presents a method to detect and segment the masses from the 
mammography. A hybrid method based on graph cuts has been developed for the 
segmentation. This method consistently performs well in most of the cases. An initial 
seed selection method based on histogram analysis was inherited. Subsequently, the 
graph cuts approach is used to segment the mass region of the mammogram. The 
proposed method demonstrates that graph cuts based mass segmentation provides an 
informative tool for the analysis of mammogram images. Finally, as a future work we 
will consider more samples and consider new algorithms for the extraction of the 
masses from mammography images. 
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Abstract. In this paper an inexpensive, low-power and scalable location system 
for mobile objects under indoor environments, ScaleLoc, is proposed and its 
performance is evaluated by simulation. IEEE 802.15.4a (Chirp spread 
spectrum) protocol is adopted and the location of a target is determined with 
trilateration. As the number of mobile objects increases, the performance may 
deteriorate due to communication collisions. For graceful degradation and 
system scalability, an arbitration scheme is adopted. Sufficient information for 
localization such as the node-ids and locations of reference nodes is supplied by 
arbitration nodes. 

Keywords: RTLS, location estimation, simulation, discrete event system. 

1   Introduction 

Location-Based Service (LBS) has been used in a variety of contexts, such as object 
tracking, entertainment, work, etc. RTLS’s (Real-Time Locating System) may use 
diverse technologies according to the requirements and environment [1], [2], [3], [4], 
[5]. Several methods such as Time of Arrival (ToA), Time Difference of Arrival 
(TDoA), Angle of Arrival (AoA), Two Way Ranging (TWR), Symmetrical Double 
Sided Tow Way Ranging (SDS-TWR), etc. are used for ranging [6]. Location of 
target object can be calculated by using triangulation, trilateration based on the 
measured ranging information. Each RTLS has the pros and cons. GPS is one of the 
most frequently used techniques for localization, but it cannot be used for indoor 
applications. Furthermore, some communication link is needed to monitor the 
locations of objects in a control center. 

In this paper, ScaleLoc is developed for real-time monitoring the locations of 
mobile targets scattered in an (indoor) service area. The system is required to be 
inexpensive, low-power and scalable. Sensor network technology is suitable for these 
requirements. IEEE 802.15.4a protocol defines the protocol and compatible 
interconnection for data communication devices using low-data-rate, low-power and 
low-complexity, short-range Radio Frequency (RF) transmissions in a Wireless 
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Personal Area Network (WPAN) [7]. So, TWR of IEEE 802.15.4a protocol is used 
for ranging. Location of a target node is determined with trilateration. Since at least 
three distances are needed for this scheme and multiple distances cannot be measured 
at the same time, it is crucial to limit the time interval between consecutive ranging 
for a mobile object. As the number of objects increases, the probability of 
communication collision increases. IEEE 802.15.4a protocol provides CSMA-CA 
scheme. Devices must wait for a random back-off time if a channel isn’t free, i.e. 
when a carrier is sensed. So localization error may be affected by neighboring nodes 
when target nodes move. For graceful degradation and system scalability, an 
arbitration scheme is adopted to ScaleLoc. Sufficient information for localization such 
as the node-ids and locations of reference nodes is supplied by arbitration nodes. 

This paper is composed of the following. Chapter 2 explains the architecture, 
arbitration and operation procedure of ScaleLoc. The method for measuring the 
performance and simulation result is given in chapter 3. Lastly, Chapter 4 draws the 
conclusion of this study. 

2   ScaleLoc 

In this section, a geographical architecture of ScaleLoc for scalability is suggested, 
considering channel management and interference from neighboring cells. Micro-cell 
and macro-cell are defined, and then the system may be constructed by arranging 
macro-cells repetitively as needed to cover the service area. The proposed arbitration 
procedure and operation procedure is explained. 

2.1   Macro-cell and Micro-cell 

The micro-cell is the basic module of ScaleLoc. In a micro-cell, four reference nodes 
(r-node) for localization of mobile target nodes(t-node) are placed at each corners. At 
the center of the micro-cell, an arbitration node (a-node) is located. Two channels 
called measurement channel (m-channel) and arbitration channel (a-channel)  
respectively, are allocated to a micro-cell. With this channel scheme, arbitration and 
ranging operations can be performed independently without any intervention. 

The macro-cell is a two dimensional array of micro-cells as shown in Fig. 1. In a 
macro-cell, distinct channels are allocated to each micro-cell to reduce interference. 
This prevents any node of a neighbor cell from using the same communication 
channel. ScaleLoc may be constructed by arranging macro-cells repetitively as shown 
in Fig. 1. As a result, every micro-cell or macro-cell may be considered to be 
independent and this makes ScaleLoc scalable. The size of a macro-cell (the number 
of micro-cells in a macro-cell) depends on the number of available channels. For 
example, a macro-channel of size 2 x 2 is possible if more than 8 channels are 
available and 3 x 3 is possible if more than 18 channels are available. As 14 channels 
are available in IEEE 802.15.4a, a 2 x 2 macro-cell is chosen in ScaleLoc as shown in   
Fig. 1. 

The geographical size of a micro-cell is dependent on the signal strength of the 
nodes. Once the size is determined, the signal strength must be tuned so that every t-
node in an arbitrary position can stably communicate with any r-node or a-node in the 
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same micro-cell, since RF signal may be affected by EMI/EMC environment. If the 
signal power is too high compared to the optimal value, the performance may be 
degraded, since communication in a neighbor micro-cell using the same channel can 
be interfered. 

 

Fig. 1. An example architecture of ScaleLoc with 2 x 2 sized macro-cells 

2.2   Arbitration 

ScaleLoc determines the location of a target node with trilateration. At least three 
distances to r-nodes whose positions are known in advance are needed and multiple 
distances cannot be measured concurrently in IEEE 802.15.4a protocol. Since the 
targets are assumed to be mobile, it is crucial to limit the time interval between the 
consecutive ranging for a mobile object. It is desirable to make a localization of a t-
node atomic, preventing other t-nodes from interrupting the session. As the number of 
objects increases, the probability of communication collision or interrupt increases. 
When this type of interrupt occurs, the t-node must back-off and wait. For graceful 
degradation and system scalability, an arbitration scheme is adopted to ScaleLoc. 

As targets are mobile, an r-node cannot decide whether a particular t-node is in its 
micro-cell or not. So it is natural that a t-node initiates the operation. Sufficient 
information for localization such as the node-ids and locations of r-nodes is supplied 
by arbitration nodes. This procedure is described in detail in subsection 2.3. 

2.3   Operation Procedure 

The operation procedure of ScaleLoc is divided into three sessions: arbitration 
session, ranging session, and reporting session. In an arbitration session, t-node 
transmits a request message to a-node through a-channel and receives a response to 
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acquire grant for distance measurement. The following pseudo-code presents the 
operation procedure of ScaleLoc (t-node). Information on m-channels, IDs and 
locations of r-nodes is attached to grant message as discussed in subsection 2.2. 

Collisions may occur in an arbitration session in despite of the use of CSMA-CA in 
IEEE 802.15.4a protocol. But collisions or waiting for a clear channel do not degrade 
the performance severely, since arbitration of a t-node and ranging of other t-node can 
proceed concurrently. 

t-node ()  // size 2*2 assumed 

while (period for localization) wait 
  for(i=0; i<4; i++) { 
/*the start of arbitration session*/ 
    if(a-channel(i)!=FREE) 
      Random Back-off; 
    else { 
      Send a Request message through a-channel(i); 
      if(!ack message received) 
        Random Back-off; 
      else { 
        Extract m-channel, IDs and positions of r-node; 
/*the end of arbitration session*/ 
/*the start of ranging session*/ 
        for(j=0; j<4; j++) 
          Measure distance to r-node(j);  
        Calculate my location; 
/*the end of ranging session*/ 
/*the start of reporting session*/ 
        if(a-channel(i)!=FREE) 
          Random back-off; 
        else 
          Send location to a-node through a-channel(i) 
/*the start of reporting session*/ 
      } 
    } 
  } 
end. 

In a ranging session, t-node, which was authorized through the arbitration session, 
communicates with r-nodes through m-channel to measure distances. T-node 
measures the distance from 4 r-nodes that are located in vertices. Trilateration is used 
to calculate its own location based on measured distances. In a reporting session, the 
calculated location is transmitted to the control center for monitoring through a-
channel. 

3   Simulation Results 

3.1   Performance Metric 

Many performance metrics can be used to evaluate RTLS’s. In this paper, average 
localization error is used as performance metrics. Localization error is defined as the 
difference between the real and estimated location.  
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The localization error representatively stems from a ranging error. It depends on 
the applied technology. If we focus on TWR of IEEE 802.15.4a protocol, major 
factors include clock offset, clock drift, multipath fading, etc. Since an analysis of 
ranging error is out of the scope of this study, it is assumed that distances are 
measured ideally, i.e. ranging error is zero in our performance evaluation. RTLS’s for 
mobile target based on TWR of IEEE 802.15.4a protocol may suffer from another 
type of error even with the ideal ranging. For trilateration, at least three distances to 
reference points (r-nodes in ScaleLoc) must be determined. This means that at least 
three measurements are carried sequentially, and there may be some time interval 
between consecutive measurements while the target is moving. Fig. 2 shows this 
scenario graphically. Fig. 2(a) shows an ideal case of a target is in stationary position 
or four measurements are carried out concurrently with ideal ranging. Four circles 
intersect on a point, and the location may be calculated with trilateration. On the other 
hand, when a target moves as in Fig. 2(b), the circles may not intersect on a point. In 
this case some calculation or estimation is needed to determine the location. This type 
of error is named ‘mobility error’ in this paper. 

  

(a) fixed t-node                          (b) mobile t-node 

Fig. 2. The trilateration of fixed and mobile t-node with ideal ranging 

Mobility error is defined as the geographical distance between the estimated 
position and real position, the center between starting point (� in Fig. 2) and ending 
point (� in Fig. 2). We can easily imagine that mobility errors become severe as the 
speed or interval of measurements increase. 

3.2   Simulation Results 

The performance metrics of the proposed ScaleLoc is analyzed using simulation.  
For the simulation, Modeling of ScaleLoc is performed using DEVS formalism  
that describes a discrete event system using hierarchical and modular method [8]. 
DEVS model can be easily simulated with DEVS formalism in an abstract simulator. 
In this paper, ScaleLoc is simulated using DEVSim++ [9] which is based on C++ 
language. 

To evaluate the performance of ScaleLoc, those of ScaleLoc and non-arbitration 
grid locating system (NaGLS) are simulated and compared. In NaGLS, reference 
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nodes are located at every vertex of grids without an arbitration node. Thus, one 
communication channel is used for measuring distance. The same ranging and 
location methods are used for both systems. 

    

(a) average error (16units)                       (b) maximum error (16units) 
 

    

(c) average error (40km/h)                       (d) maximum error (40km/h) 

Fig. 3. The simulation results for ScaleLoc and NaGLS 

The time interval between reception and transmission of a communication packet 
is assumed to be zero. The back-off time is based on the value in IEEE 802.15.4a and 
the time for waiting response is configured as 100msec. We compare the average and 
maximum value of performance metrics that are simulated in several times. The speed 
of t-nodes varies respectively such as 0, 20, 40 and 60km/h. The population of t-nodes 
in a micro-cell is also simulated with 1, 8, 16 and 64 respectively. Simulation results 
show that performances NaGLS is much more sensitive to the speed and the number 
of t-nodes, compared to those of ScaleLoc. ScaleLoc can be installed in construction 
site and the indoor parking lot to monitor workers or vehicles. 

4   Conclusion 

In this paper, an inexpensive, low-power and scalable RTLS, ScaleLoc is proposed 
and its performances are investigated by simulation. In order to meet the 
requirements, ScaleLoc is developed based on IEEE 802.15.4a. ScaleLoc can monitor 
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mobile targets even in indoor environments. The system may be constructed just by 
arranging macro-cells as needed. And the arbitration scheme is adopted to limit the 
mobility error. While the average error of NaGLS is 0.263m When the number of t-
node is 16 and speed is 40km/h, ScaleLoc’s is 0.009m. Simulation results show that 
performances of ScaleLoc are much more insensitive to the speed and the number of 
t-nodes. ScaleLoc can be installed in construction site and the indoor parking lot to 
monitor workers or vehicles. 
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Abstract. The purposes of this study are to present performance evaluation 
improvements of filtering technology needed for technological protection 
measures as a means of copyright protection technology of a variety of contents 
distribution environment and to draw test experiment evaluation results 
targeting P2P· Web-hard· Torrent service etc. Though the filtering techniques 
different by contents genre such as a sound source stabilized image· video· text· 
games· SW etc. have been proposed, this study attempts to propose improved 
performance evaluation measurement items for performance evaluation of 
existing video filtering technology, limiting to the field of video. This study 
attempts to define performance evaluation items of existing filtering such as 
tenacity and reliability, time taken for feature point extraction and recognition, 
consistency on providing same results, minimum unit needed for recognition, 
filtering on random part, accuracy for time information and time precision, 
media type classification, size of feature information, size of feature DB 
according to evaluation item by improved evaluation method and to conduct a 
performance evaluation experimental test for technical measurement against 
data set needed for evaluation, methods for quantization of evaluation results. 

Keywords:  DRM, Filtering, Hash, Watermark, Evaluation, Digital Contents, 
DNA, Tenacity, Reliability. 

1   Introduction 

As DRM(Digital Rights Management) which was previously the most powerful 
means protecting digitized various contents[1] becomes non-DRM, contents filtering 
technology, one of the alternative technologies that can protect contents, is being 
applied [3]. The filtering technology recognized as an alternative technology of 
technological protection measures to protect copyrights is applied as the copyright 
protection technology of online service providers of special types (Web-hard, P2P, 
Torrent service etc.) making contents sharing as a major objective.  

Since the contents filtering service is applied as other types (Keyword, Hash, Feature 
Point, Contents-DNA etc.) and algorithm (Negative filtering algorithm, Positive 
filtering algorithm etc.), provision of applicable test experiment environment and 
objective assessment items should be preceded for meaningful performance evaluation. 
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• Text & Logo overlay 
• Compression, Re-compression, Multi-tier compression 
• Resolution change 
• Frame rate change 
• Capturing on camera 
• Color to monochrome conversion 
• Brightness change. 

4.2   Reliability 

It means accuracy of video contents filtering technology and consists of items to 
evaluate accuracy on recognition results and distinction degree with other contents 
and performance on algorithm etc.  

• Recognition rate (%): As a result of search, rate representing information of 
question video exactly from feature DB into results 

  100,  R ∑  
 

Ra: Recognition rate 
a: Number of question video detected exactly 
N: Number of question video R : average recognition rate a : Number of question video detected exactly N : number of question video 

• False positive rate (%): As a result of search, rate representing information 
different from question video into results. 

  100,   R ∑  
 

: False positive rate 
: Number of false recognition detection video 
: Number of question video R : Average false positive rate f : number of false recognition detection video N : Number of question video 

• False negative rate (%): As a result of search, rate representing the not 
recognizing result though there is information of question video in feature DB. 

  100,   R ∑  
 

: False negative rate 
: Number of undetected video 
: Number of question video R : average recognition disallowance rate m : number of undetected video N : number of question video 
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4.3   Processing Speed 

To evaluate processing speed, the following two evaluation methods are used. 

• Feature information extraction time: Measures feature information extraction 
time including decoding about video based on 640x480 resolutions.  

• DB search time: Measures time taking search results for question video in 1000 
hours-sized DB. 

The processing speed of recognition technology consists of feature point extraction 
time and search time until returning recognition results. It indicates the average time 
for a certain size of audio contents set as ms unit. Video DB search time compares 
based on time taken in comparing question video of three minutes long and 50 hours 
of database by referring to requirements of video detection algorithm suggested in 
MPEG Video Group. Evaluation score is calculated as follows. (t: time required 
(second)) 100  t 1, 90 t 1 2060 1 t 60,70 t 1 504 60 60 t 3, 0 300    
4.4   Other Evaluation Criteria 

The evaluation methods for consistency, media type, minimum unit, partial matching, 
time and information amount etc. are as follows. The evaluation methods for 
consistency, media type, minimum unit, partial matching, time and information 
amount etc. are as follows.  

• Consistency: It measures whether feature information extracted from random 
location of video identifies the video exactly. Since consistency is the condition that 
same feature value should be extracted in repetitive feature point extraction for 
random audio, a method to compare random audio by extracting more than 10 times 
of features is used. Consistency evaluation indicator is calculated as follows.  

Consistency evaluation indicator = Number of groups with different characteristics/ 10 
 
If it is a technology that consistency is maintained perfectly, the value is 1/10. 
Although it is the same question video set targeting database of reference video, n 
times of detection experiments are conducted changing input order. Same recognition 
rate, False positive rate, False negative rate are measured. Consistency evalutation score  C C C3nN  100 C : consistency evaluation score C : Number of question video with same false positive rate C : Number of question video with same False negative rate 

• Media type: It determines that media using for feature information extraction of 
video is audio or video (pure image) or the combination of audio and video.  
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• Minimum unit: It measures the size of question video for search as time unit 
(sec, min). It indicates the minimum unit of audio contents needed for recognition as 
sec. Targeting many h second long question video, new question video is made (N x 
r) increasing 1 second unit from the starting point and recognition rate is measured 
after carrying out extraction rate against the whole reference video. If the time when 
recognition rate becomes more than 98% for the first time, is after  second from the 
starting point of question video, the minimum unit of the original work needed for 
feature extraction is evaluated as t second.  

The evaluation score of minimum unit evaluation item can be calculated as 
follows. 100  t 1h   
t: minimum time for recognition (second) 
h: full time of question video (second)) 

• Partial matching: To evaluate partial matching, the following evaluation 
methods are used. It is calculated as matching rate (%) expressing the degree of 
partial matching for an original song. It is the evaluation conducting recognition at 
other random points, not the location of contents whose feature points are registered 
and after cutting random length about a certain size of audio contents set from the 
start, it is configuration test set again. The length should be between 1 sec and 10 sec. 

• Time accuracy: Time accuracy expresses tolerance that question video found 
location information on temporal axis of original video as time unit. As evaluation 
scale for the location of question contents in audio contents found by recognition 
result, error values for the location of actual original contents and recognition location 

are represented by ms. Setting the tolerance of time information as |ε| and evaluation 
score of time accuracy is calculated as follows.            100 0 |ε|  160 ,  

 90  |ε|  0.5,  
 70 0.5 |ε|  5,  
 50 5 |ε| 5,  50  |ε| 30  50270 30  |ε|,  
 0 300  |ε| 

• Time precision: Time precision is expressed as minimum time unit (ms, sec and 
min) that question video expresses location information on temporal axis of original 
video. It is an indicator expressing to what extent location of question contents can be 
represented precisely in audio contents found by recognition results and is expressed 
as sec or ms unit according to technology. It evaluates the degree of finding exact 
location of video in reference video (100: frame unit, 90: second unit, 50: minute 
unit). 



110 S.-H. Kim and B.-R. Aan 

• Feature point information amount: Feature point information amount uses the 
following evaluation methods. The size of feature point extracted from original 
contents (findings showed that 3~5Kb are appropriate) is evaluated by Kbyte and for 
size of extracted feature information, feature point is extracted for a certain size of 
audio contents set and the total size is expressed as KB. Feature point DB size uses 
the following evaluation method. The size of feature point DB extracted from 1,000-
hour quantity of original contents is evaluated as M-byte. For size of certain DB for 
recognition, after extracting feature point for a certain size of audio contents set and 
configuration DB, the total size is expressed as KB. If there is a memory-residing 
portion for search, the size is also expressed by KB and added. Based on 1 hour long 
video, compare the sizes of feature information. Evaluation measures are as follows. 
(s: file size (Kb)) 100 s 50,  

 80 50  500,  
 50 500   1000,  
 20 1000  

4.5   Performance Evaluation Result Calculation 

Evaluation figure by each performance evaluation item is calculated as the follow 
equation. Evaluation index per sub classification: 

{S(i)} = {S(1), S(2), S(3), ……, S(n-1), S(n)} 

Middle classification evaluation figure is calculated after calculating evaluation index 
of sub classification evaluation elements and then giving weight by middle 
classification and evaluation index by top classification is calculated as follows. 
Evaluation result by each item  

M tot  S aa  S bb  … . S xx   

5   Experimental Test of Video Filtering Technology Performance 

Database for video contents filtering performance evaluation is composed of video 
files of the following specification. In this test, original video contents experimental 
environment is as follows. 

‧ Video contents for broadcasting: Color/FullHD (1280x720)/1.5Mbps/ over 30fps 
/MPEG2  

‧ Feature DB is composed of feature information extracted from over 1,000 hours 
of video files. 

‧ More than 1,000 hours of video composing feature DB consists of at least 5 
different genres by genre among the following configuration. 
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The evaluation test for video filtering technology performance evaluation is limited to 
limited number of four kinds of scenarios and distorted environment was assumed by 
shooting original video with camcorder and a variety of transformation attacks for 
result format were attempted and the number of cases of the experiments is as 
follows. 

 
‧  Test_case_1:  Projector camcorder shooting + MPEG2 compression 
‧  Test_case_2:  Test_case_1 + compression format conversion (MPEG1/4) 
‧  Test_case_3:  Test_case_1 + frame rate conversion (30fps →  24fps) 
‧  Test_case_4:  Test_case_1 + size conversion (1280x720/  800x600/640x480) 
 

 Case_1 
Case_2 

Case_3 
Case_4 

MPEG-1 MPEG-4 1280*720 800*600 640*480 

Sample1 О(79.8%) О(78.8%) О(79.1%) О(75.5%) О(76.5%) О(70.2%) О(54.0%) 

Sample2 О(98.0%) О(60.5%) О(58.5%) О(84.3%) О(84.3%) О(73.9%) О(72.5%) 

Sample3 О(83.8%) О(78.3%) О(49.4%) О(66.6%) О(92.7%) О(84.4%) О(67.2%) 

Sample4 О(99.7%) О(99.7%) О(74.9%) О(98.3%) О(92.5%) О(68.5%) О(49.2%) 

Sample5 О(100%) О(99.0%) О(96.1%) О(46.8%) О(96.8%) О(72.6%) О(77.4%) 

Sample6 О(98.3%) О(83.1%) О(71.9%) О(69.2%) О(71.2%) О(73.2%) О(70.5%) 

Average 93.3% 83.2% 71.7% 73.5% 85.7% 73.8% 65.1% 

 

О: All inserted 40bits are detected (detection rate, %), 
 Detection rate %  2bit Number of detection success2bit Number of detection attempts 

6   Conclusion 

This study attempts to prepare measures for evaluation measurement of filtering based 
technology being applied as a means of technological measures for an online service 
provider to protect contents focusing on video among various contents such as music, 
movies, broadcasting, publication, games, cartoon, SW etc. If video A is distorted and 
the result B is created, the accuracy to recognize that B is A can be seen as very 
significant research access point. 

Considering that this is the experiment of evaluation item area limited according to 
each sample video, when attempting transformation attack or conversion to some 
degree, detection rate for original video of Case1 was the highest  93.3% and in case 
of frame size conversion, as lowering the screen resolution, average recognition 
detection result was measured (85.7% → 65.1%). 

Though they are limited experimental evaluation items, if video filtering 
technology is measured objectively based on measurement result between each 
evaluation item, it can be used as data to improve the efficiency of recognition and 
search and prevent illegal leak and detection of similarity with original video. 
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Abstract. In POCS (projection onto convex sets)-based reconstruction
of HR (high resolution) image, the quality of reconstructed image is grad-
ually improved through iterative motion estimation and image restora-
tion. The amount of computation, however, increases because of the
repeated inter-frame motion estimation. In this paper, an HR recon-
struction algorithm is proposed where modified ARPS (adaptive rood
pattern search) and POCS are simultaneously performed. In the mod-
ified ARPS, the motion estimates obtained from phase correlation or
from the previous steps in POCS reconstruction are utilized as the ini-
tial reference in the motion estimation. Moreover, estimated motion is
regularized with reference to the neighboring blocks’ motion to enhance
the reliability. Computer simulation results show that, when compared
to conventional methods which are composed of full search block match-
ing and POCS restoration, the proposed method is about 30 times faster
and yet produces HR images of almost equal or better quality.

1 Introduction

A high resolution (HR) image can be reconstructed by interpolating the motion-
calibrated low resolution (LR) frames. In normal case, interpolated images are
unnatural and deteriorative. A better-quality HR image can be obtained by
eliminating blurs and noise in the LR frames and then integrating them. In the
reconstruction of a HR image out of several LR frames, the redundant infor-
mation spread over frames is fused into a single image. From the standpoint of
HR reconstruction, each LR image frame can be regarded as a blurred version
of a single HR image, with minor difference due to the inter-frame motion. We
propose an algorithm that reconstructs a HR image by recovering details in the
image, out of a sequence of LR frames.

There have been several works on HR reconstruction from an LR image se-
quence. Among them are non-uniform interpolation[1], stochastic regularization
[2,3,4], reconstruction in frequency domain[5] and POCS [1,6,7]. POCS utilizes
some characteristics of a real-world scene as constraints to reconstruct HR im-
age. Stark and Oskoui[8] applied POCS method to the reconstruction of HR
image. Tekalp[6,7] extended their work into restoring of an image which is noisy
and blurred with motion.

G. Lee, D. Howard, and D. Śl ↪ezak (Eds.): ICHIT 2011, CCIS 206, pp. 113–120, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In the reconstruction of a HR image, the accuracy of the inter-frame motion
in LR frames is a critical factor. Motion estimated over the reconstructed frames
with finer details would be better than estimates over the coarse LR frames.
With this motivation, Mateos[2] and Hardie[3] proposed a Baysian method of
estimating motion vectors and HR image simultaneously from a compressed LR
sequence.

POCS-based reconstruction produces a high quality HR image provided that
the estimated motion is accurate. Feature matching, optical flow and phase cor-
relation are frequently used motion estimation techniques. Block matching algo-
rithm (BMA) has been widely used in extracting the motion vectors for video
compression, due to the acceptable performance and reasonable complexity [9].
BMA, however, are heavily time-consuming and prone to error. In this paper, we
propose a way of integrating POCS-based reconstruction and motion estimation
by phase correlation and adaptive rood pattern search(ARPS) [10].

Though ARPS is fast in motion estimation, its accuracy is highly dependent
on the initial reference motion vector. In our work, we perform phase correlation
to get a rough estimate of global inter-frame motion. Then, the motion estimates
from phase correlation is used as the initial reference motion vector. In order to
improve the reliability, the error-prone motion vectors are regularized with the
constraints of the motion vectors of the neighboring pixels. Experimental results
show that ARPS with phase correlation reconstructs a HR image with better
quality than ARPS alone.

The organization of this paper is as follows. In Sec. 2, the model between HR
and LR is described with POCS method in Sec. 2. The proposed HR reconstruc-
tion method is described in Sec. 3. Experimental results are presented in Sec. 4.
Finally, we draw a conclusion in Sec. 5.

2 HR POCS from LR

Let’s assume that the LR images we get from a LR sensor are the blurred version
of the natural scenes, which are originally HR frames. A HR image sequence is
composed of K consecutive frames each of which is of (L1M × L2N) size.

fk(u, v) denotes the k-th frame of the HR sequence. The k-th LR frame
gk(m, n) is obtained by first blurring fk(u, v) and then downsampling it with
a factor of L1 × L2. The blurring can be modeled as a low pass filter. Eq. (1)
denotes the vector expressions of the fk(u, v) and gk(m, n).

fk = [f1:k, f2:k, . . . , fL1ML2N :k]t

gk = [g1:k, g2:k, . . . , gMN :k]t, k = 1, 2, . . . , K
(1)

Let the r-th HR frame be the reference frame, which is to be reconstructed. Let
dr,k(i) denote the motion vector for the i-th pixel in the k-th HR frame to the
corresponding pixel in the r-th HR frame.

The formation of gk from fr is shown in Eq. (2). M(dr,k) is the motion
compensation operator from fr to fk. B is the (L1ML2N ×L1ML2N) operator
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for sensor blurring. D denotes the (MN×L1ML2N) operator for down sampling.
nk is a Gaussian noise of zero-mean and a variance of σ2

n.

gk = D · B · M(dr,k)fr + nk (2)

POCS is a widely used technique to restore unknown signal by particular
properties of desired signal[8]. The process of POCS is summarized in Eq. (3).

Pj denotes the projection operator onto the j-th convex set and λj is relax-
ation parameter which adjusts the convergence rate. I represents the identity
operator. The initial signal, f (0), is iteratively projected and f (n) is the n-times
projected version of f (0).

f (n+1) = TmTm−1 . . . T1f (n),
Tj ≡ I + λj(Pj − I), 0 < λj < 2, 1 ≤ j ≤ m

(3)

The projection operator rk(m, n) represents the deviation between gk and
the synthetic LR from the degradation process. The projection operator Pm,n;k

[fr(u, v)] gradually drives |rk(m, n)| to stay within δ0[6,7]. For details, please
refer to [9].

Cm,n;k = {fr(u, v) : |rk(m, n)| ≤ δ0} (4)

rk(m, n) = gk(m, n) −
∑

u

∑
v

hk(m, n; u, v)fr(u, v) (5)

Pm,n;k[fr(u, v)] =

⎧⎪⎨
⎪⎩

fr(u, v) + rk(m,n)−δ0∑
o

∑
p h2

k(m,n;o,p)
hk(m, n; u, v) if rk(m, n) > δ0

fr(u, v) if |rk(m, n)| < δ0

fr(u, v) + rk(m,n)+δ0∑
o

∑
p h2

k(m,n;o,p)
hk(m, n; u, v) if rk(m, n) < −δ0

(6)

3 Motion Estimation by Regularization

3.1 Phase Correlation and ARPS

In phase correlation, motion estimation is obtained from the phase difference
since a displacement in spatial domain produces a phase offset in frequency-
domain. Phase correlation provides reliable results when the dominant motion is
global translation. When local motion is non-negligible, phase correlation does
not produce reliable motion vectors. This deficiency of phase correlation can
mitigated by integrating ARPS and registration of aliased image [11]. When
motion from phase correlation is used as the initial reference motion vector in
ARPS, the accuracy of ARPS is highly improved.

ARPS is fast and the accuracy of motion estimation is comparable to that
of BMA. ARPS consists of two phases. The first phase searches for reference
motion by using large diamond search pattern (LDSP). In the second phase,



116 W. Bong and Y.C. Kim

Fig. 1. Gradual motion estimation in ARPS

minute motion is estimated by applying small diamond search pattern (SDSP),
as shown in Fig. 1. In LDSP, the values of sum of squared difference (SSD) for
five candidate points are compared. The point with the smallest SSD (point A)
is chosen as the estimated motion. Then, detailed motion B is searched for by
applying SDSP to point A. Again, detailed motion C is searched for by applying
SDSP to point B. This process is repeated until the newly found point does not
produce smaller SSD than the previous step.

In this paper, we do not perform LDSP. Instead, the reference motion pro-
vided to SDSP is the motion vector from phase correlation or the motion vector
reconstructed in the very previous step of POCS.

3.2 Motion Regularization

The error in the estimated motion vector can be regularized with smoothness
assumption. In Eq. (7) and Eq. (8), l represents the block number and d̄l;r,k is
the mean motion vectors of the neighbors of the l-th block.

d̂l;r,k = arg min
d

{L} (7)

L = ‖DBM(d)fr(l) − gk(l)‖2 + γ‖d− d̄l;r,k‖2 (8)

The first term in Eq. (8) is the error between the motion compensated block
of the degraded image and its corresponding block in gk. The second term is
the deviation between the block motion vector and the mean motion vector of
the neighboring blocks. Fig. 2 shows the proposed HR reconstruction algorithm.
Large blocks and small blocks represent HR images and LR images, respectively.
Summary is as follows:

Step 1. Get the initial HR, f (0)
k ,by bilinear interpolation of LR gk.

Step 2. Estimate the motion vector by ARPS between frames fk and fk+1.
Step 3. Compute the residual between fn

k and LR frames by Eq. (5) and project
fn
k onto each block set by Eq. (3).

Step 4. Reconstruct a HR image, fn+1
k , by applying POCS in Eq. (6).

Step 5. Terminate if Eq. (4) is satisfied, or go back to Step 2.
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�

Fig. 2. The process of LR frame formation from of a natural HR image sequence

4 Experimental Results

We tested our HR reconstruction algorithm on two types of LR image sequences.
One LR sequence is generated by shifting a HR image with known incremental
motion and then downsampling. The other LR sequence is obtained from down-
sampling a sequence of HR images taken by a digital camera. The performance
measure is visual quality inspection and PSNR with reference to the original HR
image.

Performance of the proposed method is compared with three other methods.
The first method is a simple bilinear interpolation of the LR image (labeled as
“BI”). In the second method, motion estimation is by full search of BMA of the
initial bilinear interpolated frames and then POCS reconstruction is performed
iteratively (labeled as “FS”).

In the experiments, the relaxation parameter λj in Eq. (3) is set to be 0.1.
The threshold δ0 is 0.01 and the number of POCS iteration is set to 10.

4.1 Text-A

The motion in Text-A sequence is pure translation. LR image frames are obtained
from blurring and downsampling of HR sequence taken by a digital camera. The
downsampling factor is 4. As shown in Fig. 3, the proposed method produces a
HR image with FS quality.

4.2 Mobile

Mobile sequence is CIF-size MPEG test sequence. The motion is pure translation.
LR image frames are obtained from blurring by 4 x 4 LPF and then downsam-
pling by a factor of 2. As shown in Fig. 4, the proposed method produces a HR
image with FS quality.

4.3 Pentagon

In this experiment, a 384 x 384 image is used as the original HR image, which is
obtained from taking some region in the original 1024 x 1024 Pentagon image.
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�

�

Fig. 3. The reconstructed Text-A HR images after 10 iterations

�

�

Fig. 4. The reconstructed Mobile HR images after 10 iterations

Five frames of LR images are as follows: We blurred the original image with 3×3
uniform LPF, added Gaussian noise with 30 dB SNR and then downsampled with
a factor of 3. The 128 × 128 LR frames have displacements of (0,0), (2/3,2/3),
(1,4/3), (4/3,4/3) and (4/3,2) in LR resolution with respect to the reference
image.
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�

�

Fig. 5. The reconstructed Pentagon HR images after 10 iterations

Fig. 5 shows a comparison of the reconstructed HR images, after 10 iterations.
The proposed method produces better visual quality than “BI” and produces a
HR image with FS quality, especially at the region boundaries.

5 Conclusions

Accuracy of the estimation of inter-frame motion is a crucial factor in HR image
reconstruction. With a motivation that motion over the reconstructed frames
would have finer details, we developed a POCS-based HR reconstruction algo-
rithm, where the motion vectors are estimated from the HR frames which are
being reconstructed. In this paper, we used the motion estimate from phase cor-
relation as the initial reference motion in ARPS. As a result, the computation
time for motion estimation is reduced to 1/30 of the full search BMA.

We tested our method on LR frames with known motion and with unknown
motion. Experimental results show the proposed method has a better perfor-
mance both in visual quality and PSNR of the reconstructed HR frames. Hence,
we conclude that the proposed ARPS with motion regularization is very effective
for HR reconstruction.
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Abstract. In this paper, we implement a real-time surveillance monitoring and 
image object tracking system using PTZ (Pan-Tilt-Zoom) camera. For image 
object tracking, we use the mean shift tracking algorithm based on the color 
image distribution of detected object. Mean shift algorithm is efficient for real-
time tracking because of its fast and stable performance. In this system, MatLab 
language is used for clustering moving object and accessing the PTZ protocol 
and RS-485 communication for controlling the position of PTZ cam-era in 
order to arrange the moving objects in the middle part of the monitor screen. 
This system can be applied to an effective and fast image surveillance system 
for continuous object tracking in a wider area. 

Index Terms: Image object tracking, PTZ camera, Mean shift algorithm. 

1   Introduction 

PTZ cameras can control the pan, tilt and zoom operations of the camera lens through 
a surveillance DVR or computer system. PTZ cameras have the ability to moving 
right, left, up, down and even zoom. Generally, PTZ cameras cover very large areas 
compared with fixed cameras which would not be able to do. Therefore, recently PTZ 
cameras have been used in many applications for security operations of moving object 
tracking through manually operating or automatic control. In this paper, we 
implement an image object tracking system for PTZ camera.  

The proposed system uses the mean shift tracking algorithm based on the color 
image distribution of moving object. Mean shift algorithm is very efficient for real-
time image tracking because of its fast and stable performance. In this system, we use 
MatLab language for detecting moving object and accessing the PTZ protocol and 
RS-485 communication for controlling the position of PTZ camera in order to arrange 
the position of the moving object in the middle part of the monitor screen. The 
proposed system can be applied to an effective and fast image surveillance system for 
continuous object tracking in a wider area. 
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The organization of this paper is as followings. Chapter 2 tackled mean shift 
algorithm. In Chapter 3, the proposed system is discussed. Experimentation and 
results are discussed in Chapter 4. And finally, Chapter 5 draws a conclusion. 

2   Mean Shift Algorithm 

Mean shift algorithm is a general non-parametric mode clustering procedure. Mean 
shift image segmentation has 2 main steps as discontinuity preserving filtering and 
mean shift clustering [1]. Using Mean shift algorithm for real-time object tracking is 
reported in [2,3]. 

Mean shift algorithm is as follows. 
Given n data xi in d dimensional space, the multivariate kernel density estimator  ,  computed at point x is 

f , x 1nh k x xh  (1)

where h represents the bandwidth.  
The estimating the density gradient is represented as 

f , x 1nh k x xh  (2)

The successive locations {yi} of the Kernel G are then 

y ∑∑   (3)

The procedure of mean shift algorithm for a given point xi is as follows. 

1. Computing the mean shift vector  
2. Translating density estimation window x x mv x  

3. Repeating step 1 and 2 until convergence f x 0 

Refer to [1,2, and 3] about the details of the mean shift algorithm. 

3   The Proposed System 

In the proposed system, images are captured from PTZ camera. These images are 
transferred to PC, and MatLab program extracts moving object and eliminates the 
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back-ground images. Then, the preprocessing procedures such as filtering and 
morphological computations (erosion, dilation, open and close operations) are 
performed. Mat-Lab program send the packets such as P, T and Z data to the PTZ 
camera. In the monitor, the moving objects are displayed in the middle part of the 
screen. Fig. 1 shows the entire hardware structure in this system. We use SPD-1000 
PTZ Dome camera [4]. A frame size of 320 x 240 image data is used. 
 
 

 
Fig. 1. Entire hardware structure 

Table 1 shows the transferring packet format and protocol for controlling the 
motors of PTZ camera. For example, if we send the packet in the Table 2, pan of PTZ 
camera is moving to right direction in speed 34. Table 3 shows the commands for PTZ 
control. 

Table 1. Command packet format 

Byte 1 Byte 2 Byte 3 Byte 4 Byte 5 Byte 6 

STX Cam ID Host ID Cmd-1 Cmd-2 Data 1 

Byte 7 Byte 8 Byte 9 Byte 10 Byte 11  

Data2 Data 3 Data 4 ETX 
Check-

sum 

 
P 

T 

Z 

 
PTZ 

camera 

 
RS232 

 
RS485

 
Serial 

converter 

 
image 

PC 

 
24V (DC) 

power

Serial port 

PCI board 

MatLab 
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Table 2. A protocol example 

Command Protocol Comments 

Pan right 
A0  01  00  00  02  22  00  00  

00  AF  DA 
Speed  34 

Table 3. Commands for PTZ control 

Command Protocol Comments 
OSD ON A0  01  00  00  B1  00  00  00  

00  AF  4D 
Menu On 

One shot AF A0  01  00  E0  15  00  00  00 
00  AF  09 

 

Call Zoom 
Pos. 

A0  01  00  E0  02  00  00  00 
00  AF  1C 

 

Call Zoom 
Pos. 

A0  01  00  E0  01  00  00  00 
00  AF  1D 

 

Set Preset 3 A0  01  00  00  03  02  00  00 
00  AF  F9 

 

Call Preset 3 A0  01  00  00  07  02  00  00 
00  AF  F5 

 

Zoom Tele A0  01  00  00  20  00  00  07 
00  AF  D7 

 

Zoom Stop A0  01  00  00  00  00  00  00 
00  AF  FE 

 

Pan Right A0  01  00  00  02  22  00  00 
00  AF  DA 

Speed 34 
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4   Experimentation and Results 

In this system, the entire flowchart for the PTZ tracking system is shown in Fig.2. 

 

Fig. 2. Flowchart 

In this system, PC development environment is in Table 4. 

Table 4. Development environment in PC 

 Development environment 

Hardware 
CPU:  Pentium (R) D 3.00GHz 

Memory: 2GB 

OS Microsoft Windows XP Professional SP3 

Programming 
tool 

Microsoft Visual Studio 2005, MatLab 7 

 
Fig. 3 shows a GUI window display to transfer packets for controlling motors of 

PTZ camera. 

Select largest cluster 

Mean shift clustering Start CAM 

Eliminate unnecessary image 

Background computation 

Move Com  
Flag = 1 

Image difference 

Open, close processing 

No

Yes 
Num<2500 

No

Yes 
Size(route, 2) = 0 

No

Yes 
Moving below 5 

Camera moving P,T,Z value 
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Fig. 3. GUI window for PTZ control 

 

Fig. 4. Image frame data (5 frames interval) 
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Fig. 5. Image clustering data (after eliminating background and preprocessing) 

Fig. 4 shows input image frame data composed of 5-frame interval. We know that 
a man is walking toward nearly left side in the room. Fig. 5 shows image clustering 
data after eliminating background and performing image pre-processing. In this Fig.5, 
a large red cross mark means each cluster's centroid. In this system, we only use the 
cluster in which total number of pixels is greater than 2500. Fig. 6 shows the trace of 
moving object tracking. 

 

Fig. 6. Moving object tracking 
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5   Conclusions 

In this paper, we implemented an image object tracking system for PTZ cameras. To 
detect moving object in the surveillance area, we used the mean shift algorithm. By 
using MatLab language we controlled the PTZ camera and showed the trace of the 
object moving routes in real-time. Mean shift algorithm has fast, stable and robust 
performance. For the future study, we will develop a new tracking system that can be 
utilized in the DSP (Digital Single Processor) 6400 series (especially, 6416) board in 
order to speed-up the total performance and to build that system in a stand-alone 
prototype using C++ , OpenCV and LabView tools. As a future research, we will 
develop a fast mean shift algorithm with robust kernel function and back ground 
elimination algorithm under the environment of changing lights and moving shadows. 
Further, we will also implement an integrated smart surveillance camera system 
having multiple cameras with networking and 3D concepts. 
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Abstract. There are various error functions for pattern classifiers. This paper 
analyzes the error functions such as MSE(mean-squared error), CE(cross-
entropy) error, AN(additive noise) in MSE, MLS(mean log square) error, and 
nCE(nth order extension of CE) error functions in a statistical perspective. Also, 
the analyses include CFM(classification figure of merit). The results of analyses 
provide considerable insights into the properties of different error functions. 

Keywords: Classifier, error functions, statistical analysis, optimal solution. 

1   Introduction 

Pattern classifiers can be implemented using a discriminant function. The functional 
value corresponds to the degree of confidence that an input pattern belongs to a 
certain class and the decision of classification is done by selecting the class of 
maximal discriminant value [1]. Alternatively, the classifiers can be implemented 
based on the posteriori probabilities and this provides the Bayes classifier [2]. 
However, it is difficult to estimate the p.d.f.(probability density function) or the 
probability distribution of samples. The Parzen’s window can estimate the p.d.f. of 
samples by locating the window function at each sample [3]. Still this method 
requires enough number of samples for the accurate estimation of the p.d.f.  

In many cases, the discriminant function approach attains better performance than 
the posteriori probability approach and this supports the popularity of discriminant 
functions. Conventionally, MSE(mean-squared error) function is used to train the 
classifier whose outputs become discriminant values [4]. As a variant of MSE, Wang 
and Principe proposed the additive noise method in the desired signal of output [5]. In 
order to deal with outliers of samples, Liano proposed MLS(mean-log square) error 
function [6]. CE(cross-entropy) error is another error function for performance 
improvement [7] and nCE(nth order extension of CE) error is a more advanced 
formulation of CE [8][9]. All these error functions are tried to be minimized when 
training classifiers. CFM(classification figure of merit) function is another approach 
to be maximized during training of classifiers [10]. 

In this paper, the various error functions are analyzed in a statistical way in order to 
provide insights into the properties of them. Section 2 describes the mathematical 
analyses and the comparisons among them. Finally, Section 3 concludes this paper. 
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2   Statistical Analyses of Various Error Functions 

Let T
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where {}⋅E  is the expectation operator, kT  is the random variable denoting the 

desired value, and X  is the random vector denoting the input sample. Since targets 
are coded as in (1), the square term in (3) can be written as 
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seek the function T
Mbbb ],,,[ 21 L=b  minimizing the criterion (3) (in the space of all 

functions taking values in (-1,+1)). For fixed ( )xkQ , 0< ( )xkQ <1, the optimal solution 

is given by )(Xb , where the components of b  are given by [8][11] 
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For performance improvement of MSE, additive noise in the desired signal was 
adopted as  
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where kn  is the zero-mean white noise with variance 2σ [5]. Then, since the random 
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Here, kN  is the random variable denoting the noise. By applying (4), the minimizer 

of (7) has the optimal solution vector whose components are the same with (5).  
CE [7] error is defined by 
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When we derive the optimal solution for minimizing 
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the result is the same with the MSE case. 
As an extension of CE, nCE error [8] is defined by  
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The optimal solution for minimizing ( ){ }XnCEEE  is derived and the kth component is 

given by [8] 
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Also, nhg o is strictly increasing. 

In order to suppress the huge amount of weight updating by outliers, MLS error 
function [6] was proposed by 
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Using the same procedure, the kth component of optimal solution vector for 
minimizing ( ){ }XMLSEE  can be derived by 
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It is easy to show that ( )qh 1−  is a strictly increasing function of ).1,0(∈q  

Contrary to the error functions which are minimized during training of classifiers, 
CFM is a criterion function to be maximized. CFM is defined by  
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where cy denotes the correct node and ky  denotes the incorrect node [10]. Therefore, 

the expectation is 
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Since the fraction term in the integral is a monotonic increasing function of 
( ) ( )xx kc yy − , ( ){ }XCFME is maximized when ( ) ( )xx kc yy −  is maximized. For a 

specific x  in the class c , cy is trained to be 1 and )( ckyk ≠  is trained to -1. That is,  

( ){ } ( ) ( )( )xxx kkk QQyE −×−+×+= 1)1()1( .  (19)

As a result, the kth component of optimal solution is given by 
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Fig. 1. The optimal solutions of ( )xky  for minimizing the expectations of MSE, AN, CE, nCE, 
and MLS error functions and for maximizing the expectation of CFM. ( )xky  denotes the  
kth output of classifier and ( )xkQ  denotes the posterior probability originates Pr[X

 
 from
 

 ]| class xX =k  when a random vector X  is presented to the classifier. 
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Fig. 1 shows the optimal solutions of the various error or criterion functions. In the 
MSE, AN, CE, and CFM cases, the optimal solution is proportional to ( )xkQ . The 

optimal solution of nCE has a rapid slope when ( )xkQ  is near to 0 or 1. On the 

contrary, MLS has an optimal solution which is gentle when ( )xkQ  is near to 0 or 1. 

Although the curves of optimal solutions are different in some cases, all the error 
functions have optimal solutions which are strictly increasing functions of ( )xkQ . 

Therefore, the Bayes classifier can be defined with the decision rule “decide k, if k = 
max ( )xky ”. 

3   Conclusions 

This paper analyzed various error or criterion functions for classifiers in a statistical 
perspective. MSE, AN, CE, and CFM have the same optimal solution of classifier 
output, which is proportional to the posterior class probability. nCE and MLS have 
some rapid or gentle slopes when the posterior class probability is near to 0 or 1. For 
all error or criterion functions, the Bayes classifier can be defined with the “max” 
rule. 

References 

1. Park, W.J., Kil, R.M.: Pattern Classification with Class Probability Output Network. IEEE 
Trans. Neural Network 20, 1659–1673 (2009) 

2. Fukunaga, K., Kessel, D.: Nonparametric Bayes error estimation using unclassified 
samples. IEEE Trans. Inf. Theory 19, 434–439 (1973) 

3. Parzen, E.: On the estimation of a probability density function and mode. Ann. Math. 
Statist. 33, 1065–1076 (1962) 

4. Rumelhart, D.E., McClelland, J.L.: Parallel Distributed Processing. MIT Press, Cambridge 
(1986) 

5. Wang, C., Principe, J.C.: Training Neural Networks with Additive Noise in the Desired 
Signal. IEEE Trans. Neural Networks 10, 1511–1517 (1999) 

6. Liano, K.: Robust Error Measure for Supervised Neural Network Learning with Outliers. 
IEEE Trans. Neural Networks 7, 246–250 (1996) 

7. van Ooyen, A., Nienhuis, B.: Improving the Convergence of the Backpropagation 
Algorithm. Neural Networks 4, 465–471 (1992) 

8. Oh, S.-H.: Improving the error back-propagation algorithm with a modified error function. 
IEEE Trans. Neural Networks 8, 799–803 (1997) 

9. Oh, S.-H.: Error Back-Propagation Algorithm for Classification of Imbalanced Data. 
Neurocomputing 74, 1058–1061 (2011) 

10. Hampshire II, J.B., Waibel, A.H.: A Novel Objective Function for Improved Phoneme 
Recognition Using Time-Delay Networks. IEEE Trans. Neural Networks 1, 216–218 
(1990) 

11. White, H.: Learning in Artificial Neural Networks: A Statistical Perspective. Neural 
computation 1, 425–464 (1989) 



G. Lee, D. Howard, and D. Ślęzak (Eds.): ICHIT 2011, CCIS 206, pp. 134–141, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

FPGA Implementation of Image Processing  
for Real-Time Robot Vision System 

Hayato Hagiwara, Kenichi Asami, and Mochimitsu Komori 

Department of Applied Science for Integrated System Engineering, 
Kyushu Institute of Technology, 

1-1, Sensui, Tobata, Kitakyushu 804-8550, Japan 
hagiwara@es.ise.kyutech.ac.jp, asami@mns.kyutech.ac.jp, 

komori@ise.kyutech.ac.jp 

Abstract. This paper presents a real-time robot vision system integrating 
adequate image processing and pan-tilt motion control which is implemented by 
FPGA reconfigurable logic device. The digital image processing acquired by 
CMOS image sensor is performed on the embedded FPGA board and Linux 
real-time video communication module. The integrated robot vision system 
aims to achieve a suitable platform available from both hardware and software. 
In addition, we also present spatial recognition by edge detection and tracking 
function of moving objects by determining color which are necessary for 
autonomous mobile robots. 

Keywords: Robot Vision System, Autonomous Mobile Robots, FPGA,  
Real-time Linux, Device Driver. 

1   Introduction 

In recent years, research and development of autonomous mobile robots has been 
active in industry and academia. The autonomous mobile robots need the ability for 
spatial recognition and various detective functions to carry out the mission work. 
Because of the aging society with fewer children in Japan in the future, it is expected 
to be available for security applications such as watching and observation by 
autonomous mobile robots. The image processing system for autonomous mobile 
robots is necessary for the advancement of robot intelligence and the enhancement of 
processing performance. In the traditional robot vision systems, PCs and USB-
attached cameras are equipped for the image processing. However the large power 
consumption and uncertain real-time response would be insufficient properties for the 
robot vision purposes [2], [3]. 

In this paper, a real-time video communication system using the networked FPGA 
board and real-time extension of Linux OS is introduced. The image capture circuit 
by hardware description language on the FPGA with FIFO and state machine is 
implemented. The stepper motor control circuit is integrated with the image 
recognition. In addition, the dedicated Linux OS with hard real-time extension 
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manages the peripheral devices on the FPGA. Furthermore, CMOS camera module is 
attached to the pan-tilt mechanism for tracking moving target objects. 

2   System Configuration 

The mechanism of this robot vision system is constructed from two layers (Fig. 1). 
They are configured with two axes to rotate the total body from side to side and to 
turn the camera vertically. The main components include a FPGA board, a CMOS 
camera module, and two stepper motors shown in Fig. 2. The first layer fixes two 
stepper driver boards for controlling the pan-tilt motion and the second layer fixes the 
FPGA board. Functionally, the CMOS camera module is attached to the horizontal 
shaft borne at the middle between the two layers. The vertical shaft pierces the two 
layers in the center and suspends the body of the robot vision system. 

The FPGA board SUZAKU-V (Model: SZ410-U00) [1] as an embedded Linux 
running environment is designed by Atmark Techno, Inc. This FPGA board installs 
Xilinx FPGA (Virtex-4 FX) device [6] that can be implemented user logic circuits. 
The FPGA board specifications include a PowerPC 405 processor, SDRAM 32MB x 
2, flash ROM 8MB, 10BASE-T/100BASE-TX network interface and general purpose 
I/O 86 pins. The CMOS camera module NCM03-S is designed by Asahi Electronics 
Laboratory Co., Ltd. The image sensor specifications include sensing size of 1/4 
inches, pixel size of 640x480, frame interval of maximum 30fps, horizontal angle of 
105 degree and power supply of 2.8V. The stepper motors PA233PA are 
manufactured by Oriental Motor Co., Ltd. and the driver ICs SLA7052M are 
developed by Sanken Electric Co., Ltd. respectively. We built the stepper driver 
boards for two phase unipolar stepper motors, which consisted of resistors, capacitors, 
and the driver ICs for positioning control application. The signal pins for the CMOS 
image sensor and the stepper drivers are connected to the FPGA terminals. 

fixed stand

stepper motorstepper motor

FPGA board

CMOS camera module

pan shaft

tilt shaft

motor driver IC

(a) Structure of robot vision system (b) Overview of robot vision system

83mm

47mm

 

Fig. 1. Structure of robot vision system: (a) assembly view from the left side, and (b) crane shot 
of the whole system 
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(b) FPGA board(a) CMOS camera module (c) Motor drivers  

Fig. 2. Main parts of robot vision system: (a) camera module and wire harness, (b) FPGA 
embedded board, and (c) stepper motors and driver ICs 

3   Image Processing System 

Image processing systems for robot vision based on PC are implemented by 
multithread software, so that hard real-time response can be difficult for the 
integration of image recognition and behavioral usage. Moreover many camera 
systems available with USB interface have a disadvantage for large-size data 
transmission of visual information. Therefore, the robot vision system uses image 
processing by FPGA directly connected to the CMOS image sensor. Xilinx ISE 
development environment supports designing process for embedded devices and 
enables the developers to implement specific logic circuits by using abstract hardware 
description language such as VHDL and Verilog HDL. Xilinx EDK integrates the 
development for embedded systems including processors with original IP cores that 
realizes the user specific function. 

The image capture circuit for this robot vision system supplies MCLK (master 
clock) signal to the CMOS camera module as input, which is generated from DCM 
(digital clock manager) module. The CMOS camera module responds PCLK (pixel 
clock) signal to the output terminal, and serves PDATA (pixel data) in 8 bits as 
sequential image data together with HSYNC (horizontal synchronization) and 
VSYNC (vertical synchronization) signals. When the maximum-speed MCLK sets 
27MHz, the CMOS camera module outputs image data at 30fps. The default pixel 
format of YUV422 at 640x480 VGA resolutions is produced in the PDATA 
terminals. The YUV pixel format reduces image data size compared to RGB format 
and is convenient to recognize objects by color without influence of brightness. The 
YUV model defines a visual representation for one luma (Y, brightness) and two 
chrominance (UV, color difference of blue and red) components. The YUV422 
format gives luma (Y) for each pixel in 1byte, and shares chromaticity (U, V) for 
adjacent two pixels in 2bytes respectively. Namely the total amount of data size per 
pixel uses 2bytes. The visual receptors for human eyes are sensitive to changes in 
brightness more than in chromaticity, so that the image processing for the robot vision 
system can achieve efficient object recognition with suitable compressed data. 

The block diagram for image processing circuit shown in Fig. 3 has been 
developed for the robot vision system. The image processing circuit includes a state 
machine circuit and a FIFO memory buffer that controls the timing for pixel data 
transmission from the image capture circuit to the embedded processor.  
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(a) Block diagram of image processing circuit
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(b) State transition for FIFO memory buffer 
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Fig. 3. Structure of image processing circuit 

(a) Verilog HDL description of motor drive circuit (b) State transition for FIFO for motor drive 

FIFO
not empty

read
completed

drive
completed

drive
startedread

drive
read

acknowledge

drive
acknowledge

module step1_drive (CLK1, DIR1, SCLK, VAL1, ... );

output CLK1; // clock signal to driver
output DIR1; // direction of drive
input SCLK; // clock signal for steps
input [7:0] VAL1; // value required
reg [9:0] STEPS1; // number of steps

assign CLK1 = (STEPS1 == 0) ? 0 : SCLK;
assign DIR1 = ~VAL1[7];

always @(posedge SCLK) begin
if (STEPS1 != 0)

STEPS1 <= STEPS1 − 1;
end

endmodule

 

Fig. 4. Implementation of motor drive circuit 

The image capture circuit of this robot vision system receives one pixel data 
(1byte) at 27MHz from the CMOS camera module and collects four pixel data 
(4bytes) to deliver to the state machine circuit in compliance with the width size of 
32bits in the FIFO memory buffer. The state machine circuit adjusts timing between 
the image capturing and the buffering to insert the 4bytes data for 2 pixels to the 
FIFO. Therefore there are three states of ‘wait’, ‘write’ and ‘write acknowledge’ for 
pixel data transmission. The device driver software on PowerPC processor can read 
pixel data at a suitable speed. 

In addition, the motion control circuits of the stepper motors have been developed 
by Verilog HDL shown in Fig. 4. There are four states of ‘read’, ‘read acknowledge’, 
‘drive’ and ‘drive acknowledge’ for driving two stepper motors according to stepping 
values from the processor that image recognition software provides. Small gained 
operations can be successively managed in the state machine transitions. 
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4   Image Recognition Application 

In this robot vision system, the application software for tracking moving objects using 
color information obtained from the CMOS camera module has been developed. This 
image processing application enables the robot vision system to turn the visual field to 
the target direction where the object has or is given to a specific color sign. The 
simple and primitive image processing library can be utilized in many cases for the 
robot vision system. 

The method of object recognition by color sets thresholds for pixel components 
and all pixels are judged to be the target color. Fig. 5 shows the results for color 
judgment by using RGB and YUV formats respectively. Here the target color is 
assumed to be set to orange. The white pixels indicate the target color and the black 
non-target. Although the method using RGB format can not grasp the whole colored 
ball, the thresholds for YUV components are independent of brightness from the 
lighting. Therefore the object recognition by color adopts YUV format in order to 
grasp accurate region of the target object. 

 

 

(a) Original image 

  

(b) Binary image by deciding RGB                (c) Binary image by deciding YUV 

Fig. 5. Results of image binarization for detecting the target color object 
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(a) Grouping region by deciding RGB              (b) Grouping region by deciding YUV 

Fig. 6. Results of region detection for target object recognition 

In order to eliminate the surrounding noises around the target object in the color 
detection, the region detection methods by segmentation and grouping are applied to the 
binary image by color detection. The method of region segmentation divides the whole 
image data into certain small segments and judges whether the segment indicates the 
effective region where many pixels with target color exist. The method of region 
grouping finds clusters of effective regions which are contiguous with each other and 
determines the biggest cluster with effective regions. Finally the central coordinates are 
decided for tracking the target object position. As shown in Fig. 6, the accurate central 
coordinates can be decided by using YUV format compared with using RGB format. 

The autonomous mobile robots need the ability for spatial recognition and the 
function to correct their position and orientation. Specifically it is important to 
recognize the outline of obstacles or the perimeter of floors and walls in order to 
confirm their proper traveling route. Moreover it is useful to calculate the deviation 
from the position and orientation which are in advance taught during their traveling. 
In this robot vision system, the application software for image recognition has been 
developed for detecting passage boundaries between floors and walls in typical indoor 
environment. The methods of edge and line detections are applied for the image data 
from the CMOS camera module. The edge detection finds the continuous boundaries 
with contrast between light and shade in the image. First, the image data of YUV 
format is converted to the grayscale format. Second, it is smoothed by applying 
Gaussian filter. Third, gradient strengths and directions for all pixels are calculated by 
applying Sobel filter. Finally, the continuous boundary with the maximum strength 
and the same direction of gradient is traced. The line detection uses the Hough 
transformation algorithm where the image is divided into the left and right sides and 
the target directions are restricted to the assumed angles for boundaries between 
floors and walls. The result for boundary detection is shown in Fig. 7. This 
application software successfully recognized the boundaries of typical passage 
environment, and the ability of boundary detection was proved to be robust for some 
pedestrians and obstacles. The robot vision system is able to judge the position and 
orientation in the passage environment for self-localization using this boundary 
detection method. 
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(a) Typical passage environment              (b) Result of boundary detection 

Fig. 7. Result of boundaries detection in typical passage environment 

5   Real-Time Module 

This robot vision system uses embedded technology for real-time response and low 
power consumption. In embedded systems, real-time capabilities means that target 
processing can be ensured to start and finish within a given time or to repeat at a 
predictable time period [4]. In a multithread program, delays called latency in the start 
and end time can be caused by various factors such as device I/O capability and 
timing disparity between devices. This robot vision system needs to achieve hard real-
time response to effective physical movement by image processing and to integrate 
high-level services such as image communication among user terminals and robots. 
Therefore, this robot vision system requires a real-time operating system on the 
embedded system. For this requirement, the hard real-time extension for general 
GNU/Linux operating system has a suitable capability, because of the real-time 
multithread scheduler, networking protocol stack, various device drivers, and useful 
development tools on the open platform environment for almost embedded systems. 

Xenomai [5] real-time subsystem was ported to the embedded environment for this 
robot vision system. The Xenomai project develops micro kernel (co-kernel) with 
interrupt controller and preemptive scheduler tightly integrated with the GNU/Linux 
operating system. The embedded kernel and device driver for image processing was 
developed using GNU cross tool chain 4.4.1 for PowerPC, Linux kernel source 
2.6.18, and Xenomai 2.4.10 for the FPGA board SUZAKU-V. The target kernel and 
device driver with real-time APIs were built and downloaded to the on-board flash 
ROM. The Xenomai operating system and the device driver for image processing run 
on the Virtex-4 FX device environment appropriately. The real-time device driver is 
mapped to the image capture circuit by using system API ioremap() function and 
captures image data from the FIFO memory buffer in the FPGA device through the 
peripheral local bus. The robot vision software integrates the real-time image 
capturing, functions for image recognition, pan-tilt motion control, and TCP/IP 
communication for remote manipulation. 
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6   Conclusion 

In this paper, the real-time image processing system for robot vision system is 
presented by the FPGA implementation. The robot vision system detects and tracks a 
moving object smoothly. Moreover this robot vision system detects the corridor 
boundaries between floors and walls, and judges its position and orientation in the 
passage environment. This robot vision system is small enough and requires low 
power consumption for various robot applications. For example, a patrol service robot 
for finding a suspicious person and indoor surveillance of elderly people would be 
considered useful applications. The integration of hardware and software platform for 
real-time image processing could be applicable for various purposes. For the next 
work, image data communication system using the wireless LAN module will be 
developed. Furthermore, the FPGA implementation for image processing to detect 
stereo disparity is desired for measuring the distance to objects. 
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Abstract. Information systems manage assets that are critical for the business 
processes of organizations. Therefore, it is imperative that information systems 
be guaranteed and secured from the beginning of their development life cycle. 
Several approaches such as misuse cases, attack tree, and threat modeling have 
been proposed by way of security requirements. However, these approaches do 
not prioritize security requirements, though it is necessary in many cases. For 
example, when the security budget is insufficient, security requirements need to 
be prioritized to decide what will be developed and what will not. In this paper, 
we propose an extension to threat modeling by creating a process that allows 
the prioritization of security requirements via the valuation of assets, threats, 
and countermeasures modeled in a tree-like structured graph that we refer to as 
a “valuation graph.” 

Keywords: Security Requirement Prioritization, Threat modeling. 

1   Introduction 

Recently, there has been an increase in the number of attacks on information systems 
because these systems manage important organizational assets. Moreover, the 
increasing complexity of applications and services implies a greater probability of 
security breaches [1]. This is why it is essential to guarantee and secure information 
systems from the beginning of their development life cycle.  

Although the inclusion of security into the early phases of the development of 
information systems is cost effective, in majority of software projects, security is dealt 
with only after the system has been designed, developed, and put into operation. Quite 
often, this is due to inappropriate management of system security requirements. Many 
approaches have been proposed to solve this problem, such as the Trustworthy 
Computing Security Development Lifecycle [2] used by Microsoft, which includes 
security concepts spanning the whole development process. Other approaches such as 
misuse cases [3], attack tree [4], and threat modeling [5] help in the elicitation and 
specification processes of security requirements through an analysis of threats, 
vulnerabilities, and countermeasures. However, these approaches exclude the 
prioritization process, which is necessary in many cases. For example, when there is 
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insufficient security budget, it is necessary to prioritize security requirements to 
decide which requirements will be developed and which will not. Another reason for 
prioritization of security requirements is when security functionalities of existing 
systems need to be developed following attacks; in this case, it is very important to 
first mitigate the most harmful attacks, beginning by developing the modules that 
have more priority. Prioritization of requirements is often used in software 
engineering processes, but the same methodologies cannot be used with efficiency 
when dealing with security requirements because there are additional elements that 
are unique to security. 

In this paper, we propose an extension to threat modeling, creating a process that 
allows for the prioritization of security requirements via the valuation of assets, 
threats, and countermeasures modeled in a tree-like structured graph referred to as a 
“valuation graph.” The rest of the paper is organized as follows. In section 2, we 
briefly explain some terms that are important in security requirements engineering 
and we detail our approach. Then, in section 3, we illustrate our proposal using a case 
study. Finally, by way of a conclusion, we review the main points of the paper and 
discuss possible future works. 

2   Proposed Methodology for Security Requirements 
Prioritization 

2.1   Terminology 

To specify security requirements, it is critical to first understand the concepts 
underlying security engineering. The following list defines the security-oriented terms 
that will be used during the remainder of this paper [10]. 

– Asset: this is a resource of value such as the data in a database or on a file 
system, or a system resource. 

– Threat: this is a potential occurrence (malicious or otherwise) that may harm 
an asset. 

– Vulnerability: this is a weakness that makes a threat possible. 
– Attack (or exploit): this is an action taken to harm an asset. 
– Countermeasure: this is a safeguard that addresses a threat and mitigates a 

risk. 

2.2   Security Requirements Prioritization Based on Threat Modeling and 
Valuation Graph 

Several publications such as [5], [6], and [7] have analyzed the relationship between 
existing security requirements and assets to create support mechanisms that aid the 
software development process. For example, the main components that influence and 
are influenced by security requirements are detailed in [7]. These authors agree that 
security requirements are created to protect the assets of organizations, and that 
between these two elements (assets and security requirements), many other concepts  
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play a role, such as vulnerability, risk, threats, and harm. The main idea of our 
approach is to value the common elements that comprise the relationship between 
security requirements and assets, and to then draw them in an easy to understand 
model. Our approach comprises eight steps, organized in three layers (see Fig. 1). 

1) Identify Asset 3) Identify Threats 5) Identify 
Countermeasures

Security 
Requirements

Layer 1: Thread Modeling

2) Draw and 
Value Asset

4) Draw Threats 
and Calculate 
their Impacts

6) Draw and 
Value 

Countermeasures 

Layer 2: Valuation modeling

Security 
Requirements 
Prioritization

Layer 3: Countermeasures Prioritization

7) Calculate Priority of 
Countermeasures 8) Sort Countermeasures

Valuation
Graph

 

Fig. 1. Steps of security requirements prioritization methodology organized per layers 

The first layer follows the traditional threat modeling approach, which deals with 
security requirements elicitation. The second layer, called valuation modeling, 
enables the measurement of the main components involved in the security 
requirements (assets, threats, and countermeasures), thus generating the valuation 
graph for prioritization purposes. A valuation graph is a diagram that stakeholders and 
developers can use to easily visualize the relation between the importance of an asset, 
the degree of harm (impact) associated with threats, and the cost of developing and 
using the modules that protect the assets from threats. Finally, the third layer, called 
countermeasures prioritization, allows for the calculation of the priority and the 
sorting of security requirements according to importance. The eight steps composing 
these three layers are described below. 
 
 Step 1: Identify assets: In this step, a list of all critical assets of the system is 

created. Assets are very important to the business, so this step is not a stakeholder-
only decision. The business users must also participate in determining which 
assets cannot be compromised and which can be without serious negative 
consequences. Every piece of information about the organization needs to be 
collected, categorized, organized, and analyzed. These information assets can 
comprise databases, data files, archived information, continuity plans, operational 
and support procedures, etc. 
 

 Step 2: Draw and value assets: Once the list of assets requiring protection is 
recognized, the initial part of the valuation graph can be created. This graph 
begins with a node containing the name of the system; the assets of the system are 
drawn in new nodes that are joined to the initial node via edges (see Fig. 2). 
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Fig. 2. Assets in valuation graph 

Once the assets have been drawn, it is necessary to value them. Valuation  
can be performed using different valuation models. The calculated value of  
each asset must to be expressed as a number between 1 (low importance) and 5 
(high importance). This value is very important during security requirements 
prioritization; therefore, this step needs to be taken seriously. In the case of small 
organizations, it can be difficult to value assets; in these situations, a simple 
security oriented asset valuation approach can be adopted (Table 1). 

Once the value of each asset is recognized, these values are entered into the 
valuation graph, and the value is written in the node of each asset. 

Table 1. Default asset valuation 

Type of asset Description Value 

Restricted 
Most sensitive business information. The unauthorized 
disclosure of this information could have a serious negative 
impact on the organization. 

5 

Confidential 
Less sensitive business information. The unauthorized 
disclosure of this information could have a negative impact 
on the organization. 

3 

Public Information approved for public disclosures. 1 
 
 

 Step 3: Identify threats per asset: In this step, the most important task is to adopt 
the mindset of an attacker, identify possible points of attack, and analyze the 
vulnerabilities of exposed assets. Existing publications and approaches can be 
used in this step, such as vulnerabilities lists (e.g. Web Application Security 
Consortium Threat Classification V1.0) or STRIDE. STRIDE [6], which is an 
acronym for Spoofing identity, Tampering with data, Repudiation, Information 
disclosure, Denial of service, and Elevation of privilege, is one the most popular 
threat modeling methodologies. 
 

 Step 4: Draw threads and calculate their impacts: Once threats have been 
identified, they are drawn in the valuation graph using one node per threat and 
joining them to the assets via edges (see Fig. 3). 
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Fig. 3. Threats in Valuation Graph 

The impact is the level of harm that an attack can cause to an asset when the 
threat is exploited. This is a number between 0 and 5, where 5 is the highest level 
of harm a threat can cause. The impact of the threat is valued using (1): 

3

Damage+Recoverability+Likelihood
Impact=     (1) 

Damage is a value that represents the harm caused by an attack when the threat 
is exploited, and this value is assigned according to Table 2. Recoverability is a 
value that represents the difficulty in recovering from a successful attack that 
exploited a given threat. This value is assigned according to Table 2. Likelihood is 
a value between 1 and 5 that expresses the possibility of the threat being exploited. 
This value is assigned according to Table 3, which evaluates the effort needed to 
exploit the threat, and the statistical level of occurrence of this threat in real 
implementations. 

Table 2. Damage and recoverability valuation 

Value Damage Recoverability 
0 No damage is caused by the threat - 
1 Individual user data is compromised or affected Easy to recover 
3 Group data is compromised or affected Hard to recover 
5 Complete system data is compromised or affected Impossible to recover 

Table 3. Likelihood valuation 

                  Effort 
Occurrence 

Very hard 
Several steps 

required 
Easy to 
perform 

Low frequency of occurrence 1 2 3 
Acceptable frequency of occurrence 2 3 4 
High frequency of occurrence 3 4 5 

Once the impacts of the threats are calculated, these values are entered into the 
valuation graph (see Fig. 3). 

 Step 5: Identify countermeasures: Once the possible threats have been 
recognized, it is necessary to identify countermeasures. In this step, approaches 
like misuse cases and attack trees can be used to diagram and analyze the relation 
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between threats, vulnerabilities, and countermeasures. Industry standards and case 
studies of other similar systems also can be used. 

 Step 6: Draw and value countermeasures: Once the countermeasures are 
identified, they are drawn in the valuation graph via new nodes between assets and 
threats, joining the assets that are protected and the threats that are mitigated. When 
a threat is related to various countermeasures, it is necessary to clarify whether one 
of the countermeasures is enough to mitigate the threat, or whether all or parts of 
the countermeasures are necessary to mitigate the threat. In the valuation graph, 
logical operations (e.g., AND and OR) are used. AND is represented by a line, and 
OR is represented by a curve in the middle of the edges (see Fig. 4).  

Once the countermeasures are identified, their cost must be valued. When this 
value is measured, it is not enough to calculate only the development cost of the 
countermeasure because this cost is only partial. It is also necessary to calculate 
the user training cost, maintenance cost, and other important indirect costs of the 
countermeasure; this implies a calculation of the total cost of ownership (TCO). 
The TCO, which is a financial estimate designed to help consumers and enterprise 
managers assess direct and indirect costs, can be calculated using techniques such 
as those proposed in [8] and [9]. Once each countermeasure’s TCO is calculated, 
this value is transformed into a number between 1 and 5, where 5 represents the 
highest cost of ownership. After this transformation, the values are entered into the 
valuation graph. 

 

Fig. 4. Countermeasure assessment in the valuation graph 

 Step 7: Calculate priority of countermeasures: As a result of the first six steps of 
our proposed methodology, the security requirements (countermeasures) and 
valuation graph are generated and, using this information, it is possible to 
prioritize the security requirements. First, the total impact (TI) of threats that a 
countermeasure mitigates is calculated. TI is the summation of the impacts of each 
threat related to the countermeasure. If a threat is related to more than one 
countermeasure, its impact is divided by the number of edges if the relation is an 
AND; the impact is summed if it the relation is an OR. Next, the gain (G) of each 
countermeasure is calculated by subtracting the countermeasure TCO from its TI. 
Finally, the priority (P) of the countermeasure is calculated by summing the G of 
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the countermeasure and the value of assets that the countermeasure protects. 
Calculated values (P, G, and TI) are organized in Table 4, and these values also 
are drawn in the valuation graph (see Fig. 4); it is recommended that this option be 
incorporated into the tool that manages the valuation graph. 

Table 4. Priority-gain-impact table 

Countermeasure Priority Gain Total Impact 
Countermeasure 1 3 -2 3 
Countermeasure 2 4 -1 2 
Countermeasure 3 10 5 6 

Countermeasure n -2.5 -3.5 1.5 

 Step 8: Sort countermeasures: Once the priorities of each countermeasure have 
been calculated, they are sorted according to priority. If two or more 
countermeasures have the same priority, the second and third fields used to 
determine the order are the asset value and the countermeasures TCO. With this 
prioritization, risk management becomes easier, permitting visualization of the 
importance and impact of assets, countermeasures and threats using a simple model. 

3   Case Study 

In this section, we demonstrate how our proposed method can be applied to real 
systems through the specific example of an e-commerce web application that controls 
the bill-payment data of customers and the catalog of products sold on this site.  

After eliciting the functional requirements of the system, three main logics were 
identified: bill payment, administration interface, and product catalog (see Fig. 5). 
The eight steps of the security requirements prioritization process for this example are 
noted below.   

 

Fig. 5. Diagram of an e-commerce site 
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 Step 1: Identify assets: The assets that the organization wants to protect were 
identified based on functional requirements. The identified assets are authentication 
data, bill payment data, and the product catalog. 
 

 Step 2: Draw and value assets: Once the assets have been recognized, they are 
drawn into the valuation graph. Next, the assets are valued using default asset 
valuation:  

 Bill payment data is restricted information, thus the assigned value is 5. 

 The product catalog is public information, thus the assigned value is 1. 

 Authentication data is restricted information, thus the assigned value is 5. 

Finally, these values are entered into the valuation graph (see Fig. 6).  

 

Fig. 6. E-commerce application assets valuation 

Note: In this part of the paper, we will only analyze the bill payment data asset 
because this is sufficient to understand the use of our approach. 
 

 Step 3: Identify threats per asset: Threats for bill payment data were identified 
using the threat classification for Web application version 1.0, published by the 
Web Application Security Consortium. The identified threats are as follows: 
denial of service, brute force, spoofing, SQL injection, eavesdropping and 
repudiation. 
 

 Step 4: Draw threats and calculate their impacts: The identified threats  
are drawn in the valuation graph and the impact of each threat is calculated  
using (1): 
 

Threats Damage Likelihood Recoverability Impact 
Denial of service 5 4 1 3.3 

Brute force 1 5 1 2.3 
Spoofing 3 2 5 3.3 

SQL injection 3 3 3 3 
Eavesdropping 3 3 1 2.3 

Repudiation 1 3 3 2.3 
 

Finally, the calculated impact values are entered into the valuation graph (Fig. 7). 
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Fig. 7. E-commerce application threats valuation 

 Step 5: Identify countermeasures: The countermeasures to threats were taken 
from vulnerabilities lists solutions and previous, similar cases. The identified 
countermeasures for bill payment data were as follows: an authentication system, 
query validation, a secure channel, and an auditing system. 
 

 Step 6: Draw and value countermeasures: Countermeasures and relationships are 
entered into the valuation graph. Repudiation requires authentication and auditing 
systems in order to be completely mitigated, so the logical operator AND is used 
(see Fig. 8). The TCO of each countermeasure was calculated using data from 
previous, similar projects. TCOs were converted to a value between 1 and 5 and 
entered into the valuation graph. 

 

Fig. 8. E-commerce application countermeasures valuation 
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 Step 7 and 8: Countermeasure Prioritization: The total impact, gain and priority 
of countermeasures are calculated and the priority-gain-impact table is created 
(Table 5). These values are also then stored in the valuation graph (see Fig. 9). 

Table 5. E-commerce application priority-gain-impact table 

Countermeasure Priority Gain Total impact 
Authentication system 12.05 7.05 10.05 

Query validation 5 0 3 
Secure channel (SSL) 6.5 1.3 2.3 

Auditing system 1.15 -3.85 1.15 

 

Fig. 9. E-commerce application valuation graph with prioritization information 

Finally, the countermeasures are sorted according to priority, asset value, and 
countermeasures’ TCOs (Table 6). 

Table 6. E-commerce application prioritization list 

Countermeasure Priority Asset value that protects Counter-measure TCO 
Authentication system 12.05 5 3 
Secure channel (SSL) 6.5 5 3 

Query validation 5 5 1 
Auditing system 1.15 5 5 

4   Conclusion 

Not every project has sufficient budget to protect itself from all threats; therefore, it is 
not possible to ensure absolute security. However, we can deal with absolute risk 
acceptance, managing a balance between what is possible and what is acceptable via 
the risk management process (accept, transfer, remove, and mitigate the risk). For the 
purposes of this risk management, the prioritization of security requirements is 
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indispensable. In this paper, we have proposed a methodology for prioritizing 
countermeasures that significantly aid the risk management process. The use of a 
valuation graph helps to show stakeholders why countermeasures are necessary, 
visualizing the danger relationship between threats and assets. On the other hand, a 
valuation graph also gives the system developer a model to easily understand the 
threats that a system is exposed to. Additionally, this graph enables the visualization 
of all the important values of threats, countermeasures, and assets, allowing 
stakeholders and developers to analyze and prioritize security requirements. In the 
future, we plan to polish this modeling process and develop a tool with which to 
manage it. 
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Abstract. Extensive research on modern cryptography ensures significant 
mathematical immunity to conventional cryptographic attacks. However, power 
consumption in cryptographic hardware leak secret information. Differential 
power analysis attack (DPA) is such a powerful tool to extract the secret key 
from cryptographic devices. To defend against these DPA attacks, hiding and 
masking methods are widely used. But these methods increase high area 
overhead and performance degradation in hardware implementation. In this 
aspect, this paper proposes a hardware countermeasure circuit, which, is 
integrated hardware module with the intermediate stages in S-Box. The 
countermeasure circuit utilizes the dynamic power dissipation characteristics of 
CMOS and provides countermeasure against DPA attacks. 

Keywords: SPA, DPA, crypto-processor, cryptography, hamming weight, 
hamming distance, CMOS. 

1   Introduction 

Cryptographic algorithms may be hypothetically secure; however these algorithms 
can be easily broken by leakage of information through power consumption in the 
physical environment. These kind of sideways attacks on cryptographic hardware are 
called side channel attacks. Side channel attacks are broadly divided into three 
categories, which are invasive attacks, semi invasive attacks and non invasive attacks 
[1]. In invasive attacks, different hardware modules of cryptographic hardware are 
accessed directly with depackaging of the device (e.g. reverse engineering methods). 
Non invasive attacks are performed by analyzing the leakage power signals without 
physical damage to the device, such as, timing attack, power analysis attacks etc. The 
semi invasive attack is also performed by depackaging the device, however, the 
passivation layer is kept intact; (e.g. fault analysis attacks). The power analysis 
attacks fall under non invasive attack type. 
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The study of power consumption in cryptographic hardware is the basis of power 
analysis attack. The power analysis attack was introduced by Paul Kocher in 1999 [2]. 
It is found that the power consumption mostly depends upon the number of bit 
transitions at a given time or hamming distance [3 - 6] between the bit streams. The 
consumption of power also depends on the hamming weight i.e. the number of 1s in 
the data bits [2], [7 - 9]. Power analysis attacks exploit these two properties to extract 
the secret data stored in cryptographic-hardware. There are mainly two types of power 
analysis attacks, viz. simple power analysis attack, SPA and differential power 
analysis attack, DPA. 

In simple power analysis attack, the attackers examine the power consumption of a 
single power trace of the crypto-processor and try to deduce the key or a part of the 
key. As SPA exploit the key dependent characteristics of the power trace, these 
attacks are feasible for asymmetric key cryptography [10]. On the other hand, the 
power consumption of symmetric key encryption such as AES does not depend on the 
secret key or more specifically, the dependency is very less. 

DPA however uses statistical method to deduce the secret key. In differential 
power analysis attack, around 1000 different random plaintext are used as sample and 
a part of the key is guessed. This non invasive method of attacking crypto-algorithm 
is a powerful way to extract the secret data from cryptographic hardware. 

The existing hiding and masking methods significantly defends DPA attacks, but 
these two methods increases the area overhead by 50% (approx.) and degrades the 
performance by 50% (approx.) [10]. This paper proposes a hardware countermeasure 
circuit against DPA attacks that exploit the dynamic power consumption 
characteristics of a CMOS transistor.  

2   Understanding DPA Attack 

DPA is a very powerful method to extract secret information from secure 
cryptographic algorithm. The dependency of power consumption with the device as 
well as the intermediate values of the cryptographic algorithm (e.g., AES, DES etc.) is 
the key to DPA attack. In addition to that, DPA can be conducted in a very noisy 
environment as well, compared to SPA attacks. One of the unique advantages of DPA 
is that the knowledge of cryptographic algorithm is not required to perform DPA 
attack. 

DPA attack breaks the key guess and brute force algorithm is applied. Hence the 

algorithm search is reduced to 8*2
8

n
instead of 2n , where n denotes the number of 

bits in the key [11]. In the process of DPA attack, power analysis traces for each 
plaintext are collected and stored in computer. Subsequently, the adversary models 
the power consumption within the internal nodes, specifically the power consumption 
at the attack point within the circuit for each possible key value. After that, the 
attacker finds correlation between the measurement and the model. For wrong key 
value there should be no correlation. Nevertheless, for the correct key there should be 
some correlation.  
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Fig. 1. DPA flow diagram 

In figure 1, the DPA attack flow is shown, where some random plaintext inputs are 
fed by the adversary and a part of key guess is also given as an input to the crypto-
module. Subsequently, the intermediate cipher text values are collected and converted 
into equivalent power values, which are further sampled by the oscilloscope and 
analyzed by the computer. As we can see in the upper right-hand side of figure 1, we 
can find sharp spikes for each part of a correct key guess. 

3   CMOS Power Consumption 

There are two kinds of power consumptions in CMOS circuits; viz. static power 
consumption and dynamic power consumption.  CMOS device have very low static 
power consumption which is ideally assumed to be zero. But during switching at a 
high frequency, the dynamic power consumption contributes to significant power 
dissipation in the device. In 90nm CMOS technology, the dynamic power dissipation 
of a CMOS inverter at 1GHz frequency is 2.5μW [12].  
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4   Motivation and Architecture Design 

As already discussed in section 1, most of the hiding and masking methods increases 
the area overhead and degrades the performance of the crypto-hardware-module. 
Hence, an area and performance efficient hardware countermeasure against DPA 
attack is a necessary requirement. In DPA attack, the key guess is correct if the 
correlation coefficient is close to +1 which is calculated as 
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Equation 1 shows that the correlation of ,d ih  and ,d jt  will be zero if these two terms 
are independent. With reference to this concept, Liu et al [10] proposed ring oscillator 
based countermeasure circuit against power analysis attack with 121 gate area 
overhead. The design is not appropriate against DPA attack as the power consumption 
of the countermeasure circuit is not dominant over the S Box power consumption. An  
 

 

Fig. 2. The countermeasure module for one input of one S-Box is shown  
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LUT based S box consumes about 150μW in 90nm technology and for a hardware 
module to efficiently counter DPA attack, it must dominate in power consumption 
over S Box power consumption. 

Hence, design an efficient hardware countermeasure against DPA attack is the 
prime concern for the proposed paper. The fundamental idea of our design is that, the 
dynamic power dissipation of a CMOS inverter is significant which apparently shows 
the spikes in every key guess. The basic design of the proposed hardware is shown in 
figure 2, which works only when the input logic to S-Box is 1. The circuitry will be 
idle if the input logic to S-Box is 0.  

The operation of the above circuitry is explained below 
 
1) In the switching operation block, the n-MOS transistor will act as an electronic 
switch, which will be “ON” when logic 1 will be on the S-Box input bit. 
2) If the MOS switch is on, the second block will be in operation. The block will be 
operated at maximum possible practical frequency and consume maximum dynamic 
power.  
3) When the S-Box input will be in logic 0 states, the MOS transistor will be in 
“OFF” state and input to “Making sure of high frequency operation” block will be in 
high impedance state. Hence, the second block will not consume any power when S-
Box input bit will be in logic 0 state. 
4) Hence in one S-Box, 8 similar circuitry will be placed parallel to the S-Box 
operation. 
 
The power consumption of the proposed circuitry considering 1 GHz bit rate is 
around 200μW and hence, the power consumption is dominant over S-Box power 
consumption. As a result, in every attempt of DPA attack, the proposed 
countermeasure will be expected to show the following waveform shown in figure 3. 

 

Fig. 3. Spikes in every key guess 

5   Analyses and Conclusion 

Table 1 shows comparisons among different countermeasure techniques based on area 
overhead and number of gates. Our design consumes approximately 200μW power 
parallel to one S-Box which dominates S-Box power consumption of 150μW. In 
addition to that, area overhead (in %) of our design in LUT and finite field methods S-
Box are 12.56% and 35.08% which is quite better than the existing designs.  
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Table 1. Comparison with some existing designs 

Procedure Design type Technology Area (μm2) Area 
Overhead 

(%) 

Gates 

Lookup 
Table 

LUT based S-
Box w/o 

countermeasure 
 
LUT based S-
Box with 
countermeasure 
 
Liu et al. [10] 

 

90nm 
 
 
 
 
90nm 
 
 
90nm 

1784 
 
 
 
 
2008 
 
 

2123 

- 
 
 
 
 

12.56% 
 
 

19% 

637 
 
 
 
 

717 
 
 

758 

Finite Field Composite S-
Box 

 
Composite S-

Box with 
countermeasure 
 
Liu et al. [10] 

 
Paramstaller 

[13] 
 

Akkar et al. 
[14] 

Trichina et al. 
[15] 

90nm 
 
 
 

90nm 
 
 

90nm 
 

90nm 
 
 

90nm 
 

90nm 

638 
 
 
 

718 
 
 

977 
 

N/A 
 
 

3017 
 

1821 
 

- 
 
 
 

35.08% 
 
 

53.13% 
 

200% 
(estimated) 

 
372.88% 

 
185.42% 

228 
 
 
 

308 
 
 

349 
 

N/A 
 
 

1078 
 

650 

The DPA attack is considered to be one of the most critical threats to cryptographic 
hardware, and hence, several researches are going on to prevent power analysis attack. 
Upon most of the cryptographic devices the smartcard is most vulnerable to side 
channel attacks as the possibility of loss of smartcard are high. This paper proposes an 
efficient countermeasure to DPA attack which acts parallel to S-Box and which can be 
easily mounted on different S-Box implementation to resist DPA attacks. 
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Abstract. This paper is to propose an authoring solution design for the 
development of smartphone applications with optimized productivity, by 
reducing cost and time period of development. Especially, more emphasis is 
placed on design methodology for authoring solution for developers to develop 
a business application program running on smartphones with easiness and 
speediness. The final objective of the thesis is to propose a method on how to 
develop a daily work process program by industry on a real time basis, using an 
authoring solution for smartphone application. In other words, this thesis covers 
a high-tech authoring solution design for the smartphone applications to be used 
by experienced developers with enough working knowledge in office.  

Keywords: Smartphone, Smartphone Application, Authoring Solution, 
Developer Productivity, Business Application. 

1   Introduction 

Smartphones have an immense popularity initiated with the release of Apple’s iPhone 
all over the world. A new industrial revolution has already started for applying IT 
technology on the basis of Smartphones and the wireless Internet in all industries and 
fields.  

In general, job programs have been developed by developers who are used to 
program languages, e.g., Java, Visual Basic, C, etc.[1][2] However, in most cases, 
programs developed by developers who do not have relevant job knowledge and 
experience in business cannot meet the request in business and both of immense time 
and expenses are consumed.  

Current APP programs show the tendency of requesting all members’ capability 
for IT technology in each team even for unimportant things. Therefore, it is not 
possible for a small number of staffs in charge of computing to handle the work at all 
[3][4]. It is the most efficient that app is developed by the people who have a 
thorough knowledge of the relevant work for app development in a company which 
has lots of requirements and continues to change. That is, this is the time when the 
concept is needed to be introduced that the subject of development is transferred from 
IT development experts to staffs skillful in the relevant job. 

                                                           
* Corresponding author. 
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Development of app editors is to apply and realize the concept. Namely, it is that 
staffs in charge of relevant work who are not experts in IT development develop and 
use desired app.  

New innovative app editors for realizing such a request in business should be 
implemented by the technology that enables results to be immediately produced as if 
we use the word processors, Word or Excel which are the easiest word processors to 
learn with a computer.  

Editors are required which allow actual app implementation to be processed 
automatically by an editor engine of artificial intelligence when an office worker 
designs desired app windows and functions with state-of-the-art GUI tools in the 
development environment that ordinary office workers can easily learn how to use it.  

Mow, the most important element in app development is actual work experience or 
ideas about how to make which program. That is, this is the user-oriented time in which 
actual work experience or knowhow and the idea about what to make is important. 

2   Design Methodology of Smart APP Editor for Efficient 
Development 

2.1   Changes in Mobile IT Environment 

Changes in computer processing in the environment with the infrastructure of mobile 
IT, firstly, evolve into automated field processing in real time where the job is needed 
to be processed, and, secondly, result from expansion in the object and scope for 
information due to high-tech input/output device and portability of smart phones [5].  

With respect to changes in the objective of promoting IT technology, firstly, the 
enterprise system already established, e.g., ERP, CRM, GW, etc., is excluded for 
promoting new IT technology[6][7]. Secondly, general jobs of staffs in all job types in a 
company are automated to be compatible for the smart environment. Thirdly, since it is 
predicted that mobile IT technology will be explosively requested from all jobs and all 
teams of all companies, it would be impossible to meet such request with conventional 
software production systems and a new development environment is thus required.  

 

 

 

Fig. 1. Changes in mobile IT environment 
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2.2   Configuration and Connection of Mobile Expansion and Integration System 

The configuration of mobile expansion and integration system applicable to business is 
described in 4 steps: the step of operating and managing 3 core resources of finance, 
material and manpower; the step of decision transfer between teams and works and 
decision making; and the step of supporting all processing in all types of jobs classified 
into supporting external users for services, using the app for processing external 
customer’s orders and supporting in-house users for services, using the app for managing 
in-house member’s request. The important 2 steps are classified in details in the following.  

Table 1. Compare On-Site Working Solution and Event Handling Application 

On-site working solution Categories Event handling application 
Systems of lump-sum processing 
of job process of staffs in charge 
for each of in-house jobs 

Overview 
of solution 

Event processing app program, 
e.g., request and commission of 
job processing to a specific staff 

The first key objective is 
automation of and application of IT 
technology to daily job processing 
and all processes of staffs in charge 
of each job. The auxiliary objective 
is to collect management and 
accounting data obtained in the 
process, connect it to and integrate 
it with the backbone system. 

Objective App program for processing 
events and behavior, e.g., request 
of processing, commissioning 
jobs to specific job and service 
providers by external customers 
or in-house staffs from the 
standpoint of using the job 
services, reviewing, and 
approving the work. 

On-site real-time processing where 
the job is requested, e.g., customer 
sites, markets, moving vehicles, 
factories, offices, etc. 

Where to 
use 

Processing all sorts of jobs in a 
spot where they are requested, 
e.g., offices, homes, streets, etc. 

(In field) salespersons, service 
persons, inspection of materials, 
storage in warehouses, issuing 
materials, process management, 
product release, transportation 
management, transportation 
personnel, guards, etc.  

(In office) marketing, ad PR, time 
and attendance, welfare, 
personnel affairs, facility 
management, reception of 
consumables, quality testing 
personnel, secretaries, etc. 

App items 
to be 

developed 

(In-house customer) simple job 
processing, e.g., holiday 
application form, report of 
absence, request of 
consumables, request of 
materials, request of business 
trip, request of guarding, 
request of certificate issue, 
settlement of travel and 
transportation cost, settlement 
of expenses, request of 
purchase, using offices, diary 
of using vehicles, job diaries, 
etc.  

(Small and medium sized 
companies) 20~30 types 

(Large companies) 
jobs of 150~220 types  

Job type 
and 

functions 

(Small and medium sized 
companies) 50~60 types 

(Large companies) 
jobs of 300~400 types 
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3   Designing an Editor for Establishing Mobile Expansion  
and Integration System 

3.1   Key Functions of the Editor 

- GUI for designing app program windows and functions  
- Implementation of business forms of high functions  
- The function of engine of artificial intelligence for automatic implementation of 

analyzing document windows and then automatic design of DB  
- Automatic creation of DB according to the design map  
- Packing app modules for direct installation and running in smart phones  
- Uploading packed app products and selling them in an open market  
- Development, using high-tech technology which does not require coding  
- Development of business SW of various types  
- Development even by non-software experts  
- Establishing an integration system of new concept fully integrating the wired and 

wireless networks 
- Easy migration of existing systems  
- Automatic implementation of data layers in designing program input/output 

windows  
- Automatic creation of event and process control functions  
- Wizard type database command operation.  

 

Fig. 2. Configuration of Smartphone APP authoring solution design 

3.2   Applicable Jobs for Each Editor 

Jobs that can be established with editors are described below.  

- Develop app for unit job: Marketing, purchase, inventory, production, personnel 
management, finance and accounting, sales, campaign, A/S, customer management, 
transportation, storage, distribution, release, manager information, etc.  
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- Development of backbone systems, office work based systems, knowledge based 
systems, field work based systems, and transaction based systems  

- Applications to each industry: Manufacturing, construction, wholesale and retail 
business, service industry/ banking, communication, hospital, intellectual  service 
industry/ public institutions, e.g., administration, defense, and schools   

- Self-employed users and professional users: Business type, A/S, intellectual 
service, personal service, social care service, investigation and analysis, 
conducting public affairs. 

3.3   Engine for Operating the Editor 

Key functions of the engine include the following.  

- Provides all functions required for developing and operating general app as 
universal elements.  

- Activate, run and stop app programs and manages conversion of running and 
priorities.  

- Systematically manages menus of all of installed app products and program 
modules.  

- Controls server and DB access and communication, e.g., Wi-Fi, 3G, Bluetooth, 
etc.  

- Performs real-time testing by direct connection to PC and Wi-Fi for app 
development.  

 

Fig. 3. Engine for operating the editor 

3.4   Platform for Operating the Editor 

Main functions of the operation platform are described below. 

- Universal elements required for running all of app are provided to the server 
operation platform in a lump sum. 
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- Transaction processing monitor for safely processing immense amount 
transaction data.  

- Management of activating, running and stopping app programs and priorities in 
the simultaneous multi-user environment. 

- Registration and management of servers, DB, company information, organization 
system, users, access right, etc.  

- Log information management for monitoring and analyzing access and 
processing by all users. 

 

Fig. 4. Platform for operating the editor 

3.5   APP Store for Editor 

Main functions of app store are as follows.  

- Provides license so that all members can use the powerful editor which enables 
office uses to make app for themselves.  

- Distributes the produced app to the app store by means of easy key operation so 
that the entire organization can use it.  

- Prior verification and control for functional connection and data sharing between 
the existing systems, e.g., ERP, G/W, etc., and app  

- Mileage is support for systematically monitoring, encouraging and supporting 
app development and result of use.  

- Systematic upgrade and version management of servers, platforms, editors, and 
app programs.  

4   Conclusions 

In most industry, there is an explosive demand for Biz App today. The second App 
heyday following Apple’s success came. App business can be successful without 
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capital and sales competence. The world market can be mine including domestic 
consumers if I efficiently utilize the open market established in the endless wireless 
Internet space.  

There is an urgent need to improve university curriculums to meet the current 
conditions, especially to reorganize curriculums of departments closely related to 
industries, e.g., engineering, industrial engineering, management, management 
information, accounting, etc., to meet the request from the smart society. It is 
necessary to learn the capability of job automation and informationization for 
commercial implementation of the theories and knowledge learnt in universities as 
app programs, and for using mobile computing devices, e.g., Smartphones and tablet 
PC, etc.  

For the education environment based on Smartphones and the wireless Internet, the 
basic infrastructure includes software and hardware, e.g., firstly tools for business 
process analysis and system design, secondly tools for mobile app program design 
and implementation edition, thirdly the engine for executing application programs, 
fourthly the app program operation platform server for business. 

The app editor to be designed in this study is an app development solution that 
enables easy and quick development of applications for automating all business 
activities and tasks. Everyone including staffs in business, managers, students and the 
like without prior programming experience, and experts who is good at programming 
language can develop applications by means of minimum learning 30 times faster 
than using the development language, e.g., C or Java.  
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Abstract. The recent server system failure, which happened in April 2011, of 
Nonghyup bank left it in disgrace that the overall management of server system 
in the banking network has been in insolvent operation. It is one of the most 
urgent issues that the computer system administration and security should be 
properly managed as IT technology develops at speed of lightning. In this 
thesis, it will be comprehensively investigated how the financial institutions 
deal with the management system against the computer failure and the optimum 
solution to take care of their financial computer systems and information 
protection policies. For the optimized operation of banking network system, it is 
necessary to come up with the improvement plan through the quantitative 
evaluation of centralized and distributed processing system. The stability in the 
information protection system needs to deal with the role-based access control 
and distributed security management system against the access of internal & 
external users or illegal intruders. In this survey, it will be highlighted that the 
next generation of banking network infrastructure, which has been reinforced in 
terms of its stability.  

Keywords: RBAC (Role Based Access Control), Centralized System, 
Distributed Processing System, Financial Security, Banking network. 

1   Introduction 

Paralysis of Nonghyup's computer network that broke out in Korea in April 2011 
showed the weakness of information security. The accident was caused by the lack of 
awareness of information security, the absence of security policy on subcontractors, 
poor operation of intrusion prevention system, lack of system that can cope with 
failure and absence of CSO (Chief Security Officer) in charge of information security. 

Availability and confidentiality are indispensible for effective system operation 
and security system design. In order to improve information security, the importance 
of information protection should be emphasized and strict security policy should be 
established and measures that can cope with unexpected problems should be prepared. 
On this end, it is necessary to study information protection by establishing an 
organization in charge of information protection.[1] 
                                                           
* Corresoponding author. 
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In chapter I, the background and need of this study were described. In chapter II, 
actual state of financial information network was examined. In chapter III, the 
weakness of information protection system was drawn by analyzing Nonghyup's 
operation of system to cope with network breakdown. In chapter IV, a measure to 
protect financial information network was proposed. In chapter V, this study was 
summarized and direction to future research was proposed. 

2   Related Research 

2.1   Financial Institution Operating System 

A. Centralized System 
Centralized system enables users to access through on-line and in remote terminal. 
Banks have used centralized system to support automatic teller machine (ATM: 
Automatic Teller Machine) that acts as terminal which enabled users to deposit or 
withdraw money in remote terminals. System under main frame that enterprises used 
in early stage depended on processing of highly efficient mainframe computer and in 
the system, mutual communication was impossible.  

B. Distributed Processing System 
Distributed computing is a field of computer science that studies distributed systems. 
A distributed system consists of multiple autonomous computers that communicate 
through a computer network. The computers interact with each other in order to 
achieve a common goal. A computer program that runs in a distributed system is 
called a distributed program, and distributed programming is the process of writing 
such programs.[2] 

2.2   Disaster Recovery System 

Disaster recovery is the process, policies and procedures related to preparing for 
recovery or continuation of technology infrastructure critical to an organization after a 
natural or human-induced disaster. Disaster recovery is a subset of business 
continuity. While business continuity involves planning for keeping all aspects of a 
business functioning in the midst of disruptive events, disaster recovery focuses on 
the IT or technology systems that support business functions.[3] 

2.3   RBAC (Role-Based Access Control)  

In computer systems security, role-based access control(RBAC)is an approach to 
restricting system access to authorized users. It is used by the majority of enterprises 
with more than 500 employees and is a newer alternative approach to mandatory 
access control (MAC) and discretionary access control (DAC). RBAC is sometimes 
referred to as role-based security.[4][5][6] 

2.4   Actual State of Security System Operated by Financial Institutions 

All security solutions that financial institutions are using were based on software 
method which made it difficult to protect information network from data hacking. The 



 A Study of Disaster Preparedness Systems Operations Analysis 169 

accident which Nonghyup suffered from was difficult to prevent though the 
improvement of security solution and monitoring system was made. There is limit in 
judging whether command from ROOT authority is normal or not in S/W level and 
only ROOT manager who implemented delete command knows whether command 
from ROOT authority is normal or not even in artificial intelligence system. Security 
measure that can prevent attack or force delete of data even when security fails due to 
virus or malicious code should be arranged.[7][8] 

3   Analysis of Nonghyup's System Prepared to Cope with 
Network Failure 

3.1   Actual State of Nonghyup's Network Operation 

ROOT authority is powerful in all computer systems and can change and control 
setting of all applications operated in OS level. In the case of Nonghyup, it is assumed 
that file delete command was made by ROOT authority. A malignant hacker can 
make ill use of file delete command. File delete command can be caused by a variety 
of variables such as manager's negligence or mistake or malignant data attack by a 
malicious manager. Nonghyup's network breakdown was caused by the poor 
management of information protection system about accessible terminals. In addition, 
allowing subcontractors to have ROOT authority was responsible for paralysis of 
Nonghyup's computer network. 

3.2   Analysis of Nonghyup's Network Breakdown  

Nonghyup's network breakdown was caused by cyber terrorism. According to 
inspection , computer was infected while an employee who belonged to IBM that was 
in charge of server maintenance was downloading a movie in a notebook computer 
which was used for server management by using free download coupon obtained from 
a coffee shop on September 4, 2010. This notebook computer was infected with 
malicious code a hacker planted and suspects planted various malicious programs and 
stole important information on network management such as password and installed 
eavesdropping program for about seven months. It was revealed that attack command 
was installed at a notebook which degenerated into zombie PC at 8:20 a.m. April 12, 
2011. Hackers implemented attack program through remote control that used internet 
at 4:50 p.m. and since then system destruction has been made. When delete command 
was made through notebook computer at 4:50 p.m. April 12, 2011, half of servers 
were destructed in only 30 minutes. 

3.3   Analysis of Weakness in Operation of Nonghyup's Computer Network 

Weakness found by analyzing actual state of operation of Nonghyup's computer 
network was classified into category of information security, backup system, 
management and table 1 shows problems. 
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Table 1. Analysis of weakness in operation of Nonghyup's computer network  

Section Problem 

Information 
Security 

- The capability that can cope with new and varietal malicious codes such 
as reverse connection that evolve rapidly is very weak.  
- Nonghyup's computer network system depends on packet/pattern analysis 
method which made Nonghyup's computer network system vulnerable to 
bypass attack. 
- Nonghyup's computer network system does not have any measures that 
can prevent data destruction after computer security incident broke out. 
- Information protection solution of Nonghyup's computer network system 
was operated at OS level which made it impossible to protect information 
when ROOT authority was exposed.  

Backup 
System 

- When infected file is backed up, backup itself causes data loss and 
resulting in adverse effect.  
- Securing physical availability is possible but securing data stability and 
data preservation is impossible.(securing recovery is impossible) 
- Securing updated data after computer breakdown is impossible. (data 
loss) 

Management 
- Allowing employees of subcontractors to have ROOT authority. 
- High budget was required to renew licenses and pay subcontractors. 

4   Measures to Financial System Security 

The effort to establish security measure for each area by analyzing weakness in actual 
state of Nonghyup's computer network and to apply the measure properly should be 
made.  

4.1   Measures to Improve Weakness in Information Security 

Measures to improve weakness in information security include implementation of role 
based access control policy and authority management system.  

 
A. RBAC Enhancements 
Within an organization, roles are created for various job functions. The 

permissions to perform certain operations are assigned to specific roles. Members of 
staff (or other system users) are assigned particular roles, and through those role 
assignments acquire the permissions to perform particular system functions. Since 
users are not assigned permissions directly, but only acquire them through their role 
(or roles), management of individual user rights becomes a matter of simply assigning 
appropriate roles to the user; this simplifies common operations, such as adding a 
user, or changing a user's department. 

Three primary rules are defined for RBAC: 

1. Role assignment: A subject can execute a transaction only if the subject has 
selected or been assigned a role. 

2. Role authorization: A subject's active role must be authorized for the subject. 
With rule 1 above, this rule ensures that users can take on only roles for which they 
are authorized. 
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3. Transaction authorization: A subject can execute a transaction only if the 
transaction is authorized for the subject's active role. With rules 1 and 2, this rule 
ensures that users can execute only transactions for which they are authorized. 

Additional constraints may be applied as well, and roles can be combined in a 
hierarchy where higher-level roles subsume permissions owned by sub-roles. 
 

B. Account management system and authority management system  
Account management system and authority management system involved account 

of retirees, shared account, password management, user status, absence of consistency 
in account policy tracking and system approach as shown in table 2. 

Table 2. Method of improving security through account management system and authority 
management system 

Section Measures 

Account 
Management 

- Measure that blocks account right after employees leave a company 
should be taken 
- In the case of temporary accounts, automatic blocking should be made  

1 person 
1 account 

- Use of shared account should be removed
- Super account should not be used in APPS 

Access 
enforcement 

- Direct login of Super users should be controlled
- Issuance of role based system account should be systemized 

Audit 
- Issuance of user's account and change history should be inspected 
- User's system access history should be tracked 

Password Policy 
enforcement 

- Policy that requires periodical password change should be 
implemented 
- Improvement of password management through self service 

4.2   Measures to Improve the Weakness of Backup System 

Measures to improve the weakness of backup system to cope with financial service 
breakdown involve real time dual and prevention of data loss to secure data 
availability and data preservation. 

 

Fig. 1. System diagram for real time duplexing backup and prevention of data loss 
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Data preservation can be secured by adopting the function of "Delete Impossible" 
and supporting real time duplexing backup without extra application through real time 
duplexing backup at device level. Restoration is possible through Copy & Paste 
function and regeneration of backup data is also possible. Recovery can be made by 
simply using server reboot after changing connection route through auxiliary backup 
device. 

4.3   Measures to Improve Weakness in Management  

Internal guidance that can inspect information protection management system in 
which CSO plays a central role should be made to improve weakness in management. 
Thorough management about access to important system and control over 
subcontractors are necessary. Table 3 shows the management of internal human 
resources this study proposes. 

Table 3. Method of managing account life cycle management for improvement of personnel 
security 

Time Method of account management 

Incident Creation of account and authority for employee in accordance to access 
rule that company established 

Move 
department 

Automatic change in authority when user is transferred to another 
department 
- VPN system account 
- Registration of fingerprint identification system account 
- Change in authority according to security levels 
- Account creation for internal application 
- OS account about management system 

Promotion 
(Team 

manager) 

User entitlement and authority delegation, authority acquisition to access 
company's internal data as team manager 
- Registration as manager 
- Identification and change of authority 
- Creation of business management system account 

Project 
commitment 

Acquisition of system authority and application authority according to role 
and task given in Task Force Team 
- Database access authority 
- Access to internal TFT File server 
- Access authority to applicable projects in group wares 

Project 
termination 

Automatic removal of authorities given after project is finished 
- Removal of access authority to internal database 
- Removal of access authority to file server 
- Removal of groupware authority 

Retirement 

When an employee leave a company, the authority, user ID that the 
employee had should be automatically removed 
- ID card and computer should be returned to a company  
- Access to system should be prohibited 
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5   Conclusions 

This study aimed to find a measure to improve financial security and to analyze 
operation of system to handle computer network breakdown. Nonghyup's computer 
network breakdown shows how weak Korea's information security. The most 
important thing to enhance information security is the improvement of security 
awareness though investment in information security is important. This study 
analyzed actual state of Nonghyup's computer network and proposed a measure to 
improve the weakness of Nonghyup's computer network. Access policy and authority 
control policy should be established to establish information protection system. The 
effort to create system that can restore breakdown efficiently in the case of breakdown 
should be made. Routine security inspection should be made. Efficient security 
management policy should be made by competent experts.  

Further research that aims to find effective active information security system that 
can properly cope with malicious codes that evolves rapidly and to design detection 
system for computer virus or malicious codes should be conducted in the near future. 
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Abstract. The number of malware increases steadily and is too many. So a 
malware analyst cannot analyze these manually. Therefore many researchers 
are working on automatic malware analysis. As a result of these researches, 
there are so many algorithms. The representative example may be a behavior 
based malware automatic analysis system. For example, these are the Bitblaze 
[1], Anubis[2], and so on. However these behaviors based analysis result is not 
enough. So for more detail analysis and advanced automatic analysis feature, 
the automatic static analysis engine is necessary. Then some projects apply an 
automatic static analysis engine and the research on automatic static analysis is 
working. These analysis methods use the structural characteristic of malware, 
and that is the reason the malware is also software, there is a toolkit for a 
malware generation, and a malware author reuse some codes. For automatic 
static analysis, it is so useful that the static analysis engine uses the structural 
characteristic of malware. However previous researches have some problem. 
For example, these are a performance, false positive, detection ratio, and so on. 
Therefore we'll describe another method that used the structural characteristic 
of malware. 

Keywords: Malware, Malicious Software, Control Flow Graph, Structural 
Analysis, Profiling, Signature, Security. 

1   Introduction 

The malware is not just simple threat. As a malware become a means for a profit, 
there is the malware industrialization.  As a result, so many malware appeared and the 
number of malware increased rapidly. It made more difficult to a response. Therefore 
a research is working on automatic response. So an automatic analysis technology 
was developed and developing. However to guarantee high profits, many intelligent 
malware is come out and this is making more and more difficult to a response. In 
recently, a malware is becoming modularized and form a family. So it is an important 
issue to understand and analyze a relation with between executable files. Just a 
                                                           
* Corresponding author. 
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that a basic block include, as a factor of variant classification on a CFG based 
analysis. However the research did not present an enough experiment result in the 
evaluation part for a variant classification because the evaluation worked with little 
samples. 

 

Fig. 2. The intermediate language grammar 

As another research, there is the Christopher Kruegel research using a structural 
characteristic of executable file for the polymorphic worm detection. And the 
structural characteristic of executable file is extracted from CFG. The Christopher 
Kruege brought the k-subgraph, graph coloring technique, and adjacent matrix 
concept in a structural information extraction from CFG. And through graph coloring 
technique, the Christopher Kruege research used the instruction semantic for a 
classification. So the main contribution of the Christopher Kruege research is an 
effective algorithm for polymorphic worm detection. Another contribution is that the 
Christopher Kruege specified requirements of CFG based signature. The requirements 
are as following. 

1. Uniqueness 
2. Robustness to insertion & deletion 
3. Robustness to modification 

The signature for CFG based analysis must follow these three requirements. 
Especially though robustness parts are able to be ignored easily, the Christopher 
Kruege described these in detail. However the problem of Christopher Kruege 
research is also performance. His algorithm must identify each instruction semantic. 
These feature cause long analysis time. And it did not analyze a function that had 
basic blocks under number k because of k-subgraph concept. Except above-mentioned 
researches, Goldberg [4], Wehner [5], Carrera [6], Karim [7] analyzed malware 
mutual relation or variant and classified these by a structural characteristic. But, the 
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 Number of basic block in CFG, Number of edge in CFG 
 Number of call instruction in CFG, Number of push instruction in CFG 

To remedy previous research’s problem and to get advantage, we extracted these 
information from CFG. As we mentioned in section 2, the Silvio Cesare translated 
instruction sequence into intermediate language by instruction semantic. This method 
held an advantage that this method includes an instruction semantic. And Marius 
Gheorghescu mentioned that disadvantage of his research is what have no 
consideration for an instruction semantic. Therefore we extracted information from 
CFG for an instruction semantic and a structural characteristic. And this is to satisfy 3 
requirements of the Christopher Kruegel about signature. 

Let’s look into the extracted information. The first information among extracted 
information from CFG reflects the structural characteristic of CFG. After we consider 
a structural characteristic by a number of basic block and edge, now we have to 
consider an instruction semantic that a CFG includes. So we have to select the most 
effective instruction. We select “call” and “push” instruction as the most considerable 
instruction.  

We need to check a theoretical effectiveness about this information that is 
extracted from CFG.  We experiment the information that is extracted from malware 
“Induc” variant and “Kido” sample. 

The extracted CFG information is expressed in the coordinate value as following 
form. 

[number of basic block, number of edge, 
number of call instruction, number of push instruction] 

(1)

If we compared the extracted information from Induc variant samples, these values 
are very similar. 

 

Fig. 4. Induc CFG Information Comparisons 

However, a problem came up during a simply comparison. It is because that there 
are many values such as [1, 0, 0, 0] or [1, 0, 0, 1]. So these patterns are not enough to 
represent the malware as a signature. Therefore we excluded this information, for 
example [1, 0, 0, 0] and [1, 0, 0, 1] and so on, in a similarity calculation step. So we 
need to be a filter for excluding some meaningless information. In this research, we 
determine the criteria of filter as followings 
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Table 2. Weighted Value 

Section Area Weighted Value 
0 0 50(W0) 
1 1 ~ 5 25(W1) 
2 6 ~ 10 13(W2) 
3 11 ~ 15 6(W3) 
4 16 ~ 20 4(W4) 
5 21 ~ 25 2(W5) 
6 26 ~ 30 0 
7 31 ~ 35 0 
8 35 ~ 40 0 
9 40 ~ 0 

assigned weight value 25. The following equation is the simply expression about 
weight assignment and similarity calculation algorithm. 

if R0 == MAX(R0) then S0 = W0 else S0 = 0 
if R1 == MAX(R1) then S1 = W1 else S1 = 0 
if R2 == MAX(R2) then S2 = W2 else S2 = 0 
if R3 == MAX(R3) then S3 = W3 else S3 = 0 
if R4 == MAX(R4) then S4 = W4 else S4 = 0 
if R5 == MAX(R5) then S5 = W5 else S5 = 0 

Similarity = S0 + S1 + S2 + S3 + S4 + S5 

Through a similarity calculation we can know what the most similar malware is. 
Finally we should update the malware database information for the next analysis. This 
update helps with a variant identification at the next analysis and helps with a variant 
detection performance. The “Update Element” performs this update.  

4   Conclusion and Further Study 

A fast-growing malware and a tool for generating malware creation the market, is 
related to malware, is developing. But, the progress of response human resource and 
equipment is not keeping up with a speed of market development. So there are so 
many researches about a malware response. Especially, the research about an 
automatic malware analysis is so active. As a result, a malware dynamic analysis is 
automated. However, the automatic dynamic analysis is not enough for a detail 
analysis. So the research about an automatic static analysis is working now. As 
previous mentioned in section 2, there algorithms for automatic static analysis had 
some problems. Therefore we proposed a new algorithm that used a structural 
characteristic for a variant identification. And this algorithm considered both a 
structural characteristic and instruction semantic. We designed this algorithm  
that focused on the detection performance. So if we need to improve an algorithm 
speed with keeping this algorithm basic concept, this algorithm will be used in  
the field. 
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Abstract. Since most cryptographic systems are PCI type, it is not suitable for 
users except experts to handle security system. In particular, most security 
programs used have not been verified against crack and are exposed to attack of 
virus or hacker. In this regard, this thesis designed Twofish cryptographic 
algorithm that uses USB, which can be easily used by users at general 
computers. Users can use security system easily using USB. In addition, 
Twofish cryptographic algorithm with various variable key lengths can be 
applied to various security system. Such Twofish cryptographic algorithm can 
improve performance for encryption and decryption, and increase efficiency of 
mobile security system in addition to USB.  

Keywords: USB, Twofish, AES, PCI, Virus. 

1   Introduction 

Due to development of information and communication technology, we have at last 1 
unit of PC for one person. To protect external invasion and damage from virus and 
spyware, various security programs are used for PC where personal information of 
users are saved.  

However, unsecure configuration of IPv4/6, increase in PC user’s dependence on 
internet information, hacking accident due to expansion of various hacking tools and 
DDOS have increased. Personal and corporate critical information are infringed due 
to various virus and regular system format at the office where security is important.  

Accordingly, users should install security system at their PC but most security 
system are the PCI interface type that can be installed inside PC so that it is not 
suitable for the users unfamiliar with PC use[1]. Therefore, this thesis designed 
security processor of Twofish cryptographic algorithm that can prevent external 
invasion using USB interface technology, successful interface technology of PC.  

2   The Transmission Types for USB 

USB communication can be separated into the communication used for device 
enumeration and that used by application to perform the intended purpose of device. 
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Transmission type in this communication is divided into control transmission, bulk 
transmission and interrupt transmission and isochronism transmission[2].  

First, control transmission is used when host and device replace information on 
device function and when host reads and sets device information. It consists of setup 
stage, data stage and status stage, and each stage has over 1 transaction that consists 
of token phase, data phase and handshake phase. In setup stage, host starts setup 
transaction by sending information on request and token packet contains PID that 
recognizes itself as control transmission.  

And data packet has information on request number, data stage status and 
information on request of data flow direction. Status stage consists of 1 IN or OUT 
transaction. In status stage, device reports success or failure of previous stage. Data 
packet source of status stage receives the data from data stage and if there is no data 
stage, device sends status stage data packet. At this time, status stage has the code 
regarding whether the data or handshake packet sent by the device is success or 
failure.  

Accordingly, at the control transmission, setup stage and status stage are required 
and the data stage are optional, but required when it is specific request. Since all 
control transmission delivers information in both directions, message pipe uses 
endpoint address of same IN/OUT.  

Second, bulk transmission is used for data transmission where transmission timing 
is not important. That is, since it gives way the bus to other transmission type and 
waits until it is available, it can send lots of data without interrupting other 
transmission of bus. The structure consists of over 1 IN or OUT transaction and has 
single-directional transmission. For bi-directional transmission, bus should be added 
and transmitted for each direction.  

Third, interrupt transmission is used when data should be transmitted within given 
time. When the device sends data, it immediately has hardware interrupt on host and 
guarantees sending or transmission of data with the minimum delay. the interrupt 
structure is similar to bulk and has single-directionality.  

At last, isochronism transmission can allow errors that occurs once in a while and 
is suitable for the streaming and real-time transmission that is meaningful only when 
the data arrives at certain rate or designated time. While it has an advantage of 
sending more data per frame compared to interrupt transmission, it has a shortcoming 
in that it is not ready to send again even if there is an error in the received data. As for 
structure of isochronism transmission, each frame has IN/OUT transaction at certain 
interval. Isochronism is single-directional like interrupt transmission and bulk 
transmission and requires separate pipe for each direction when bi-directional data is 
transmitted.  

Host requests descriptor that has information on device using control transmission 
after enumeration, and requests another descriptors for the smaller components in the 
order of overall device, configuration, interface and endpoint during enumeration 
status. Upper-level descriptor gives information on additional lower-level descriptor 
to the host. As there exists only one descriptor that has information on overall device  
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for each device, we can judge the number of configuration supported. Each device has 
over 1 configuration descriptor containing information on use of power and number 
of interface supported by configuration. Each interface descriptor of configuration has 
the number of endpoint descriptor containing information required to communicate 
with endpoint. Each endpoint descriptor has information on the method for the 
endpoint to transmit the data. In addition, interface without endpoint descriptor should 
use control endpoint.[3,4]. 

3   The Design of Twofish Cryptographic Processor for USB 

Design of cryptographic system applied with Twofish cryptographic algorithm to 
prevent external invasion has the USB type for interface with general PC. Since 
general PC of user is always accessed to network and is vulnerable to external 
invasion or attack, the system was configured to protect the personal data and PC 
from external threat by inserting to PC of users anywhere anytime using the USB 
interface between general PC with cryptographic processor with Twofish 
cryptographic algorithm. Fig. 1 is the overall configuration of security processor that 
has Twofish cryptographic algorithm using USB. 

 

Fig. 1. A block diagram of processor 

Twofish cryptographic algorithm is one of 5 candidate algorithms of AES, and 
developed by USA Minneapolis research group. It is the block cryptographic 
algorithm that performs encryption using encrypted structure[5]. Encryption process 
of such Twofish cryptographic algorithm classifies 128 bit plaintext into 4 32 bit 
words using little-endian convention as shown in Fig. 2, and performs the process of 
input whitening with 4 32 bit subkeys and exclusive OR on each word. At each round, 
left 2 words are used as input of 2 g functions inside F function and 1 input word is 
entered through 8 bit left rotation. In addition, g function consists of S-boxes 
belonging to 4 8-by-8 bit keys and MDS matrix multiplier and its output was 
combined using PHT and 2 subkeys complete one round function by 32 bit modulo-2 
addition.[6]. 

And 32 bit 2 word outputs of round function go through Exclusive-OR and 1 bit 
rotation of bit unit with left 2 words; left 2 words, right 2 words gone through 
Exclusive-OR with output of round function changed places to be used as input for 
next round, completing 1 time round. This round repeats 16 times repeatedly and the 
results of last round change places again, go through output whitening of Exclusive-
OR with 4 32 bit subkeys in bit unit and creates 128 bit ciphertexts in the same 
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method as little-endian convention applied to 128 bit plaintext. Decryption process is 
the reverse of the order of 40 subkeys applied in encryption process, and reverse of 
the process where outcome of F function went through Exclusive-OR with right 2 
words and became one bit. 

Fig. 3 shows the F function modified to transplant MDS-M2 blocks from single 
round. It is the circuit that can rearrange M0, M1, M2, M3 and S function values at q0 
and q0 of h and g function in order to send the data to the simplified MDS-M2 
block[7]. 

 

Fig. 2. The Cryptographic algorithm of Twofish 

 

Fig. 3. Modified single F-fuction 
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Fig. 4 is the PHT transformation block that mixes the data of h and g function to 
create one data. Since PHT performs the function of combining h and g function into 
one function, original data cannot be restored once 2 data are mixed. Therefore, data 
is mixed using pseudo orthogonal function of PHT. 

 

Fig. 4. PHT transformation block diagram 

Fig. 5 shows S-box that processes data in h and g function with non-linear function. 
Since non-linear function is difficult to predict, it can be regarded as the main block in 
the cryptographic processor and basic operation is permutation in S-box.  

 

Fig. 5. S-box block diagram 

 

Fig. 6. Key Scheduler block diagram 
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Fig. 6 is the key scheduler block that creates encryption key used at security 
processor. Created keys provide separate data at each round. 

Fig. 7 is the MDS-M2 block of cryptographic processor using Twofish 
cryptographic algorithm. To reduce bottleneck phenomenon due to multiplication, 
functions for multiplication were reduced as much as possible and common functions 
are indexed so that modulo-2 operation for overall multiplication is possible. 

Fig. 8 is the control block that can control encryption/decryption of cryptographic 
processor using MDS-M2. Since encryption/decryption is possible simultaneously at 
Twofish cryptographic algorithm, security processor was configured using control 
transmission type of USB.  

  

Fig. 7. MDS-M2 block diagram 

 

Fig. 8. Control block diagram for encryption/decryption 
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Fig. 9 is the overall block diagram of security processor where USB can be 
applied. By calculating the 128 bit output using 128 bit input and key information, it 
has 1:1:1 relation and has advantage of enabling encryption/decryption at the same 
time[8].  

 

Fig. 9. Overall block diagram of cryptographic processor 

4   Conclusion 

This thesis designed security processor of Twofish cryptographic algorithm that can 
protect information against external attack using USB in order to keep information 
more safe and to protect users unfamiliar with PC use.  

For security processor design efficiency of Twofish cryptographic algorithm,  
Top-down-VHDL was used, and Synopsis Ver. 1999. 10 used for synthesizing as 
CAD tool. QuartusII7.1v, device targeted Cyclone EP1C6Q240C8 for FPGA. The 
security processor using USB has an advantage of easy carrying and can be inserted 
into the PC of user. It is considered to protect PC and personal data from external 
attack. 
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Abstract. Control systems of nuclear power plants have been faced with the 
risk of cyber-security attacks from inside or outside agents. Thus control 
systems should efficiently and strongly account for the attacks. We propose a 
cyber-security implementation framework by integrating conventional concepts 
and paradigm such as CC, PP, ST, operational system evaluation, certification 
and accreditation, risk management, and etc. 
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1   Introduction 

Instrumentation and Control Systems (CS) of Nuclear Power Plants (NPP) are 
isolated from external communication systems. Nevertheless, particularly the 
computers used in safety and safety-related systems must be effectively protected 
from possible intrusions. But other computers must be protected as well. The 
computers used to control the NPP are essential to assure the continuity of power 
production. The computers used to control access to sensitive areas are needed to 
prevent both unauthorized access that might be part of an attack, and to assure 
authorized access for safety and security reasons. Computers that store important and 
sensitive data have to be protected to assure that those data are not erased or stolen. 

According to Title 10 of the Code of Federal Regulations (10 CFR) 73.54, 
“Protection of Digital Computer and Communication Systems and Networks”, NPP 
CS's developers and Licensees should implement a cyber-security plan and program 
to protect digital computer communications systems and networks associated with the 
following functions from those cyber attacks, up to and including the design-basis 
threat[1]: safety-related and important-to-safety functions; security functions; 
emergency preparedness functions, including off-site communications, and support 
systems and equipment which, if compromised, would adversely impact safety, 
security, or emergency preparedness functions. 
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To cope with the problem, we study on cyber-security implementation framework 
by integrating conventional concepts and paradigm such as Common Criteria (CC), 
protection profile (PP), security target (ST), operational system evaluation, 
certification and accreditation, risk management, etc. [14]  

In this paper, we propose a cyber security implementation framework for control 
system of NPPs. These results will be useful for stakeholders, such as developers, 
operators, and evaluators as well as certifiers, who develop and manage the 
development, operating, supervise and maintenance of a NPP control system.  

In Section 2 related criteria for cyber security controls for NPP control systems are 
described. In Section 3, we propose a cyber-security implementation framework 
which is a CC based approach toward NPP cyber-security. Analysis and conclusions 
are presented in Section 4.  

2   Related Criteria for Cyber-Security Controls for NPP Control 
Systems 

FIPS 140-2 is an evaluation criterion for cryptographic module verification program 
(CMVP) is the U.S.A and Canada, as well as Korea and Japan [2].  CC/CEM is 
security functional evaluation criteria and evaluation scheme, respectively, which is 
also ISO/IEC 15408. CC includes a full set of security functional class and assurance 
criteria. A PP is not only a subset of CC, but also a typical type of security product 
such as a firewall. ST is an instance (or customizing) of a PP, which is a security 
requirement specification for specific security products such as X-firewall [3]. 

ISO/IEC 19791 is an extended evaluation criteria and guidance for assessing both 
the IT and the operational aspects of such systems. It is primarily aimed at those who 
are involved in the development, integration, deployment and security management of 
operational systems, as well as evaluators seeking to apply CC to such systems. 
System PP (SPP) and System ST (SST) correspond to SS and ST in CC, respectively 
[4]. ISO/IEC 27001 (ISO/IEC 17799) is the criteria of information security 
management system (ISMS) that originated from the BS 7799 [5]. 

NIST SP 800-53 is a guideline for selecting and specifying security controls for 
information systems supporting the executive agencies of the federal government to 
meet the requirements of FIPS 200 [6]. NIST industrial control system PP is a 
system PP, targeted an extended EAL-3 level of assurance for CS. This SPP is 
intended to provide an ISO 15408 (i.e., CC) based starting point in formally stating 
security requirements associated with ICS. This SPP includes security functional 
requirements and security assurance requirements that extend ISO 15408 to cover 
issues associated with systems [7]. SP 800-53 Appendix I: Security control 
candidates for tailoring ICS and supplements [6].  SP 800-82 is a guide to ICS 
security - including SCADA systems, DCS, and other control system configurations 
such as PLC [8].  

RG 5.71 is a regulation guide for cyber-security program for NPP control system, 
which is developed by extending (customizing) 800-53 and 800-82. Appendix 
includes comparison of security controls between 800-53 and RG 5.71[1]. IEC 62465 
is the same as ISO/IEC 27001, except in replacing term ‘Information systems’ to 
‘I&C Systems’ [10]. NERC - CIPs are cyber security standards for critical 
infrastructures from the North American Electric Reliability Corporation [11].  
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3   A Cyber-Security Implementation Framework 

This framework is based on the CC (i.e., the concepts of common security function, 
security assurance, PP, ST) and the C&A (i.e., the concepts of common security 
control, certification, accreditation), and the RMF (risk management) paradigms [12]. 
The aim of the framework is supporting security development and operation of CS of 
NPPs which is becoming vulnerable to cyber-security attacks. Fig. 1 presents steps in 
the framework. Fig. 2 presents relationships among CSPP (control system PP), CSST 
(control system ST) and NPP’s control systems.  

 

Fig. 1. Steps of NPP-CS cyber-security evaluation framework  

 

Fig. 2. Relationships among CSPP, CSST and NPP’s control systems 

3.1   PP Development (NPP-CSPP) 

NPP-CSPP, that is a control system PP for a general NPP, developed by using the 
following standard, regulation, guidance: CC/CEM, ISO/IEC19791, NIST SP 800-53, 
NIST SP 800-82, NIST Industrial control system PP, and RG 5.71. 

NPP-CSPP developed by means of the following steps: 1) environment analysis 
(analysis of typical NPP CS operation environments); 2) asset analysis (identifying & 
value estimation of asset in NPP CS (classification schema, value estimation scheme)); 
3) attack analysis ( identifying and likely measurement of attack to asset (attack agent - 
how - why - what - when - which)); 4) vulnerability analysis (vulnerability of operation 
environment); 5) risk analysis (risk is function of asset-value and attack-likelihood);  
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6) security object derivation; 7) countermeasure derivation (security control, security 
function are select from security control and functional DB); 8) setting assurance level 
(security strength). 

NPP-CSPP includes the followings: 1) CSPP introduction (i.e., CSPP 
identification, NPP CS overview, domain organization); 2) conformance claims: only 
applicable if the CSPP claims compliance with one or more PP, PPs or security 
requirements packages; 3) security problem definition: risk identification (including 
asset, threat, vulnerability), organizational security policies; 4) security objectives; 5) 
extended components definition; 6) security requirements (i.e., selecting security 
controls and functions from ISO/IEC 19791, CC, SP 800-54, etc.). For each security 
domain, including the following: introduction; conformance claims; security problem 
definition; security objectives; security requirements. 

The NPP-CSPP should be evaluated by an independent evaluating organization, 
and certified by a certification authority such as NRC, IAEA, KINS, or CC evaluation 
organizations. The evaluation is conducted by using PP and SPP evaluation criteria in 
CC and 19791, respectively.  

3.2   Cyber-Security Planning 

A chief-manager of NPP CS should establish a cyber-security plan (CSP) that has a 
cyber-security program for NPP CS. The CSP establishes a license base for a cyber-
security program which should be complied with RG 5.71 Appendix A in community 
of NPP CS [1]. The cyber-security program is aimed to implement security controls 
or security functions for a secure NPP CS. CSP is developed under and complied with 
cyber-security policy of an NPP.  

3.3   ST Development (NPP-CSSTx) 

NPP-CSSTx, that is a control system ST for specific NPPx (e.g., Wolsung NPP#1, 
Gori NPP#2, Hukushima NPP#1) is created by means of tailoring, instantiation and 
customizing the NPP-CSPP, with considering real operational environment (i.e., 
operational profile, security policy, specific security requirements and hardware and 
network flat-form of the NPPx).  

Firstly, discovering and analyzing the real operational environment of control 
system from real NPPx. Secondly, customizing and instantiation the NPP-CSPP, and 
generating NPP-CSSTx. It is important to note that this step is a requirement analysis 
phase in the life-cycle. NPP-CSST is regarded as a security requirement specification 
for NPPx's control system. It will be used as a part of the request for proposal of 
control system in developing the system. NPP-CSST should be evaluated by using ST 
evaluation guidelines in CC and ISO/IEC 19791[3, 4].  

3.4   Design, Coding and Testing 

The NPP-CSSTx is a security requirement specification for the NPPx’s control 
systems. Developers should design (architectural and detailed), implement and test 
(unit, integrate, system) the control system according to the NPP-CSSTx and security 
engineering methodologies such as the security architecture, secured programming, 
security testing, penetration testing. 
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3.5   Evaluation and Authorization 

The developed control system for NPPx should be evaluated by independent 
evaluating organization, and authorized by authorizing official (or licensee) such as 
NRC, IAEA, KINS (in Korea). 

The activity of evaluation includes security verification and validation such as 
manual checking, static/dynamic security analysis, penetration testing, and 
vulnerability scanning. All deliverable (e.g., source code, documents) of evaluating 
system are submitted to the evaluating organization. Final result of this step is an 
authorization package that includes authorization to operate or denial of 
authorization to operate. 

3.6   Operation and Evaluation 

The developed and authorized control system will be operating XNPV. During the 
operation, the system conducts information security management including risk 
management [5]. If current security risk-level is greater than the predefined allowable 
risk-level, the system conducts the corresponding security control such as emergency 
power, network disconnect, fail in known state, flaw remediation etc. 

3.7   Supporting Tool 

The tool is useful for developers and evaluators of NPP-CSPP and NPP-CSST, as 
well as developers, evaluators, certifiers, licensee of a new NPP CS. The currently 
developing supporting tool has the following functions: searching the related 
statements of standard/guide/regulation; processing checklists; documentation; risk 
management (including asset, threat, and vulnerability analysis). The CPSAM 
analysis tool is a good reference tool [13]. 

4   Analysis and Conclusion 

In this research, we are: (1) surveying related criteria for cyber-security controls for 
NPP control systems; (2) developing a NPP-CSPP that will be useful for development 
and standardization of NPP control systems; (3) proposing a cyber-security evaluation 
framework which is based on the CC, RMF paradigm, as well as complied with  
RG 5.71. 

This work is an on-going research project. Thus, refinement and certification of 
NPP-CSPP, development and evaluation guide of NPP CS specific security controls 
and functions, and refinement of the supporting tool remain as further studies. 
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Abstract. As time progresses, smart-phone features and wireless availability 
highlight the inner-mobile security issue. By detailed process of inner-mobile 
acquisition, analyzed result and reporting will be regarded as significant proof 
on the court. In this paper, researcher forensics implements system of Android 
smart-phone and delivers the acquisition data through cloud computing to get 
the forensic analysis and reporting. According to the forensic procedure of 
National Institute of Standards and Technology (NIST), forensics examiner 
acquires the inner-data when mobile turns on and then instantly sends it through 
the clouds. Results will be displayed immediately. 

Keywords: Smart-Phone, Mobile Forensic, Android, Cloud Computing. 

1   Introduction 

According to marketing research from NPD Group, the smart phone marketing 
research report in third quarter in 2010 shows that Android's OS has up to 44 % 
beyond all smart phones compared to the increase of 11 % in the second quarter, and 
Android smart phone market share is now beyond the RIM phone (Blackberry) and 
iPhone4, and has reached up to the top of smart phone in the U.S. [14]. 

In Taiwan, the Personal Information Protection Law will renovate its regulation 
making it more detailed and specific. Later, various enterprises will encounter clashes 
toward this new policy [9]. Therefore, digital evidence becomes an important issue of 
innocence proof when enterprises have suspicions of personal information leakage. 

Because of smart phone surfing feature, the availability of Internet and other 
advanced features, the mobile surfing availability rate is increasing annually, 
moreover, inner-mobile private data security is noteworthy. Mobile surfing rate has 
increased to 69.5% [5], according to the survey of National Communication 
Commission and Institute for Information Industry. By detailed forensic procedure, 
this paper represents the original scene restoration. 
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2   Related Work 

According to the forensic procedure of NIST, researcher applies live forensic of 
Android mobile implement system and receives data and instantly connect to the 
clouds. This chapter will cover detailed explanation of mobile forensic, live forensic, 
Android smart-phone, and cloud computing. 

2.1   Mobile Forensic 

There are four steps of standard procedure including preservation, acquisition, 
analysis, and reporting according to NIST standard mobile forensic procedure. 
Besides, digital evidence requires four characters that are testability, acceptance, error 
rate, credibility, and clarity [8]. Here is the explaining of preservation, acquisition, 
analysis, and reporting. 

Preservation. Digital evidence is easily damaged by external factors, such as 
packaging, transportation, storage etc.; therefore, the evidence must be well-preserved 
to ensure its accuracy. 

Acquisition. That acquired digital evidence by examiner from target mobile must be 
complete and analyzable and able to be presented by reporting. 

Analysis. After forensic examiner receives the evidence result, analysis will be done 
in different way depending on the situation. The main purpose is to look for potential 
data connected to digital evidence to enhance the reality of evidence.  

Reporting. Detailed conclusion will be presented in reporting including detailed 
acquisition procedure and result to reveal the original scene. 

2.2   Live Forensic 

Live forensic, one of the methods of digital forensic, provides foreseer the volatile 
evidence acquisition in random access memory with implement system. Volatile 
evidence volatilizes as mobile turns off [15]. So far, common forensic software 
executes acquisition when mobile turns off that causes the unavailability of volatile 
evidence in random access memory. To ensure the quality of volatile evidence, 
foreseer must confiscate the target mobile and turn off after its acquisition is done. 

2.3   Android 

Android is a mobile operating system developed by Java language and Android SDK 
application based on Linux operating system. There are four layouts in Android 
operating system, from the Linux 2.6 Kernel in the bottom layout, libraries and 
Android Runtime on the third layout, application framework on second layout and 
Android applications on the top layout (shown in figure 1) [1]. 
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Fig. 1. Android Architecture 

2.4   Cloud Computing 

The network is now highly developed. It finally enters the cloud-computing era, after 
computer operation passed several stages like handset operation, parallel system, 
distributed system and grid computing. Cloud computing is a concept instead of an 
instrument [16]. Its definition is that without requiring any professional background 
knowledge, user easily gets the result through the network accessing other computers 
[4]. There are five characters of cloud computing according to NIST [10]. 

On-demand self-service. It automatically provides service according to user’s need. 

Broad network access. Service is available once user passes standard servo through 
cloud service on whatever instrument (e.g. PDA, smart-phone etc.). 

Resource pooling. Cloud computing provider collects data for users. It doesn’t 
require user to know in which servo his data stores but to be familiar with the 
application. 

Rapid Elasticity. When the result returns back to the user, the operation capability 
rapidly surges on a large scale once it turns off. 

Measured Service. Data usage is monitored while user processes to cloud service. 

3   Comparison between Cloud Computing and Non-cloud 
Computing 

Applications in this research apply Google cloud service to implement mobile 
forensic system under Android smart-phone. The idea of forensic through cloud 
computing is based on high storage capability and high operation of cloud computing 
[17]. Here is the comparison of mobile forensic through cloud computing and non-
cloud-computing (shown in table 1). 
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Table 1. Table of Cloud Forensic and Conventional Forensic Comparison 

 Forensic through Cloud Computing Conventional Forensic 

Data Protection By Cloud Computing Provider By Forensic Examiner 

Storage Site Clouds Storage Medium 

Reporting Browser Third Appellations 
Procedure Less Complicate Complicate 
Advantage No Time, Location and Equipment 

Limitations 
No External Effects of 
Digital Evidence 

Limitation Connection to Network is Required. Connection to Network is 
not Required. 

3.1   Security and Protection of Digital Evidence 

The purpose of mobile forensic is to acquire digital evidence from mobile, analyze the 
result and present the reporting. Security and protection of digital evidence becomes a 
significant issue in mobile forensic. Here’s the comparison of digital evidence 
security and protection. At cloud computing mode the forensic procedure in this study 
is to upload digital evidence instantly to Google Cloud Service, which transmits data 
by HTTPS that supports RSA public key cryptosystem to ensure data security. The 
main difference between cloud computing mode and Standard mode is that no excess 
human resources waste and extra procedure are required [12]. Google Cloud Service 
is maintained by several cloud providers to ensure data security [7] and on 
conventional mode according to standard NIST mobile forensic procedure; It needs to 
pack, transport, and store digital evidence well by forensic examiner to ensure the 
comprehensive and the accuracy [8]. 

3.2   Storage and Site of Digital Evidence 

Standard mobile forensic tool reserves digital evidence into SD card, hard disk, disk, 
USB and other storage medium, and the storage space depends on user. Cloud mobile 
forensic tool store digital evidence onto the cloud and the storage space depends on 
provider. Take Google for instance, each account has about 7 GB storage space and it 
requires extra fee to get a larger storage space [6]. 

3.3   Reporting 

Common non-cloud mobile forensic tool includes Oxygen Forensic Suite [13], and 
MOBILedit! Forensic [11], besides, PDF, CSV, XML, HTML, XLS and so on are 
common types of output data form. Third appellation is required to open forensic 
report, and the installation procedure varies when using different operation system. 
However, reporting of cloud mobile forensic tool requires only the connection to 
network to view the result. 
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4   System Implementation and Architecture 

This study applied Android smart-phone and Google cloud service to implement 
forensic application under the turning on condition. Because of the volatile data stored 
in the random access memory, mobile forensic must be done under turning on 
condition Data in random access memory will volatize once mobile turns off, 
therefore, the data stored in random access memory must forensic under turning on 
condition, such a forensic procedure is called live forensic [3]. 

4.1   System Architecture 

This study applies the mobile phone forensic application constructed by Android API 
and Google API. Before forensic, forensic examiners download the application from 
the cloud platform, install the system, and then execute the mobile forensic. The 
results will instantly upload to Google's cloud services, and then generate forensic 
report (shown in figure 2); Google API provides Google Client Login [2] as cloud 
identification mechanism and Google Docs. 

 

Fig. 2. System Architecture 

4.2   System Implementation 

As the development of technology, it improves mobile features, and smart-phone is 
now a hot issue in modern science and technology field, therefore, mobile usage 
security issue now attracts people’s attention. In this study, the usage of Apache set 
up a cloud platform and provides forensic software for forensic examiner during the 
forensic. Before forensic begins and downloads the software, forensic examiner needs 
to identify the version and operation system of target mobile to ensure the software is 
suitable (shown in figure 4). After forensic examiners download, install and execute 
the forensic software, the inner-mobile data acquisition begins. Digital evidence 
instantly transmits to Google cloud platform after the acquisition. It provides 
reporting shown on cloud or mobile terminal. The procedure is shown in figure 3. 
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Fig. 3. System Forensic Flowchart 

It requires forensic examiner having a Google account while executing the forensic 
software. According to NIST forensic procedure, it needs to establish forensic files, 
and forensic examiner must key in the name and date. If the date is incorrect, press 
the "Data Error" button to correct the date, and then key in the account ID and 
password to begin forensics (shown in Figure 4). 

 

Fig. 4. Create Forensics File 

 

Fig. 5. Digital Evidence Collection 
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Enter Start; it begins with inner-mobile data acquisition choice which includes 
phone status, SIM card status, and system log files. Forensic examiner chooses 
options above (shown in figure 5), and then the acquisition begins with chosen 
options. 

Forensic software in this study provides cloud and mobile terminal reporting. 
Cloud reporting presents reporting through browser and Google Docs (shown in 
figure 6) while the other provides instant viewing. Moreover, both reporting methods 
don’t reserve any file inside the mobile. 

 

Fig. 6. Cloud Reporting 

5   Conclusion 

The progress of information technology and widespread network promote smart 
phone features bringing the convenience but also threat, therefore, digital forensic 
becomes an important issue. Most of commercial forensic software process the 
acquisition when mobile turns off making it fail acquiring volatile data in the 
memory. In this study, researcher processes acquisition when mobile turns on and 
successfully acquires volatile evidence in mobile, meanwhile, instantly uploads the 
data onto the cloud. Without excess instrument, it provides forensic examiners 
process acquisition anytime, anywhere as long as examiners are able to upload  
the data through the Internet and browser. Instantly viewing reporting reduces extra 
time of installation of third appellation or operation system, and provides a more 
efficient acquisition. In the future, the aim will be the combination of cloud 
computing platform and mobile forensic that only requires browser to process mobile 
forensic. 
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Abstract. Fixed mobile convergence service is an integrated environment 
which requires the function such as integrated authentication procedure, billing 
management, wire and wireless inter-networking, location management, and 
provides independent services of the connection technology. The connection 
technology in the integrated environment should provide fusibility, security, 
and elaborated connection control functions to the user, and also should provide 
convenience to the manager.�Therefore, in this paper, we proposed a secure 
sockets layer virtual private network design method for enterprise Fixed mobile 
convergence security system. 

Keywords: FMC, Enterprise FMC, Convergence, SSL VPN, Security system. 

1   Introduction 

Enterprise fixed mobile convergence system (FMC) is the system that can provide 
real-time business without delay to employees anytime, anywhere using private intra-
net service, such as groupware, CRM, and ERP, in the enterprise. This system 
provides better fusibility, security, convenience for the remote mobile user than 
existing remote access solution devices. Especially, it could realize the smart office 
environment which can be performed business services like e-mail, instant messaging, 
e-payment and etc. based on current business calling features. FMC service is 
developing in the direction of implementing unified communication environment that 
means integrating a variety of existing wired and wireless technology including 
mobile communication technology, UMA technology, and wired internet technology 
[1]. For this reason, the design matching the characteristics of the companies must be 
take precedence in order to implement enterprise FMC service system according  
to analyze security threats of the physical environment, such as FMC controller, 
client, and wired and wireless communication technology, such as PSTN, VoIP,  
Wi-Fi. 

In terms of access control for the FMC system, IPsec VPN system using at the 
existing remote access solution is expensive and also it is complicated to setup and 
manage. This device is difficult to provide fusibility, security, elaborated connection 
control functions for the user, and convenience for the manager. Hence, we need the 
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security control design matching the requirement of the companies through design of 
access control device using secure sockets layer virtual private network (SSL VPN). 
Therefore, in this paper, we proposed a SSL VPN design method for enterprise FMC 
security system. 

In section 2, analysis for features and examples of FMC service is presented. In 
section 3, SSL VPN design requirements for designing FMC security system are 
analyzed and we proposed the efficient SSL VPN design for enterprise FMC system 
in section 4. Finally, conclusion is presented in section 5. 

2.   FMC Service Features and Examples [2] 

2.1   FMC Service Features 

All FMC services should be designed to fit followed features. 

 In the user's viewpoints, we should have to receive the same service even if we 
were moving between wired networks and wireless networks. 

 In the service provider’s viewpoints, they should have to provide the same  
QOS even if users were moving between wired networks and wireless  
networks. 

 In the viewpoint of the mobility, different mobility functions depending on FMC 
scenarios should have to be provided. 

 The user, in the mobile viewpoint, should have to be able to use the FMC service 
anytime, anywhere. 

 Security-enhanced user ID and authentication techniques should have to be 
supported to users. 

2.2   FMC Service Examples and Features 

The followings show service examples and features required at FMC service  
system. 

 The feature that could be selected access networks by users should have to be 
provided if providing various access networks at the same time. The service 
which is independent on access technology is provided to users simultaneously 
and, from this point of view, the convenient access service which could provide 
the same service independent on access technology, such as PSTN, 3G, Wi-Fi, 
should be provided anytime and anywhere. 

 Through FMC service, users should have to use the improved service which 
could be possible to use the same VPN service independent on access network 
technologies and various terminal devices. 

 Through FMC service, unified messaging service should be provided by 
integrating messaging services, such as short message services (SMS), 
multimedia message services (MMS), instant messaging, e-mail, which provided 
separately at the existing system. 
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3.   SSL VPN Design Requirement Analysis for Designing FMC 
Security System 

3.1   The Purpose of SSL VPN Design 

On the basis that the ultimate purpose of Enterprise FMC system is to increase 
productivity and efficiency of the companies, we would need to develop technology 
which could easy to add users like the remote mobile user in the untrusted 
environment.  

For efficient security network connection using internet between the mobile user 
and the enterprise, virtual private network device is needed. Table 1 compares with 
IPSec VPN and SSL VPN in order to choose an efficient VPN device when applied to 
the enterprise FMC system. 

Table 1. Comparison with IPSec VPN and SSL VPN 

Type Characteristic 

IPSec VPN 

 Installs the VPN Client software on all computers at 
a long range and requires management and 
maintenance 

 Requires patch and security management for clients 
 Problems of compatibility about various hardware on 
clients 

 Difficulties of suggestion of the correct solution 
when failures occurred 

 Needs the additional configuration at the firewall 
stage for accessible resources in the enterprise 

SSL VPN 

 If there was default web browser, VPN access would 
be possible anywhere easily. 

 Most browsers support SSL, thus the flexible act for 
implementation and management is possible. 

 Integrated security features: Encryption service using 
SSL at the application layer is provided and also 
TLS(Transport Layer Security[3]) is applied. 

 A suitable encrypted remote access method for 
mobile users 

 Provides the security connection for file sharing, e-
mail, and the other applications 

 Enables SSO(Single Sign On) by using 
authentication token when accessing the portal 

 
 
The limitation of current IPSec VPN is that only accurate authenticated users are 

able to access. Also, the elaborate management for whole IP network access is 
difficult. IPsec VPN is a suitable solution only at the particular environment as head  
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offices and branches of the bank where each communication parties could trust each 
other.  

However, SSL VPN is based on transmission protocol which is designed to  
ensure the safety of the data. Owing to this feature, SSL VPN is being introduced at 
the field, which required confidentiality and security of the communication, such as 
online banking and e-commerce. Also, using immediately by the web without  
the client is a major characteristic, unlike traditional VPN technology which should  
be installed IPSec client at the user device in advance. Hence, there is no restriction 
on the time and location, and various user environments are possible to accept  
[4, 5, 6]. 

In the convergence service environment like FMC service, the security technology 
is required when tasks and services through the internet are performed without 
changing the existing operational environment, and also convenience of use and 
management should be provided. Therefore, there need to introduce SSL VPN in 
FMC service environment. 

3.2   SSL VPN Design Requirements for Enterprise FMC System 

The followings show SSL VPN design requirements for efficient FMC system. 

 Due to the characteristics of the convergence service environment, security 
technology which could eliminate disclosure of personal information and the 
exploitation of important information should be needed. 

 The device which could defend effectively from security threats, such as identity 
theft, forgery of documents, personal information leaks, for secured e-commerce 
and business to business (B2B) which guaranteed the security without changing 
the current system should be needed. 

 By being realize the remote working which is the ultimate purpose of FMC 
system, there should need the access technology, such as extra-net, that could 
connect between branches and partners or intranets in order to extend enterprise 
network to out of the local network which have purpose of interior information 
sharing. 

 The solution that could provide convenient management, fusibility, access 
control functions by remote access technologies should be needed. 

 VPN technology applying domestic standard encryption algorithm adequate for 
the domestic circumstances should be needed. 

4.   SSL VPN Design for FMC Security System 

In this section, we designed SSL VPN suitable for FMC security system. Figure 1 
shows a designed structure of SSL VPN. This SSL VPN is composed of SSL Secure 
Gateway (SSG) system, SSL Secure Client (SSC) module, and Secure Management 
Tool (SMT) module as presented in following figure 2. 
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Fig. 1. Structure of SSL VPN system 

 

Fig. 2. Composition of SSL VPN 

4.1   SSL Secure Gateway (SSG) 

SSG system performs the role of security tunnel and security gateway and provides 
access control service according to the security policy about connection of clients. In 
order to build security tunnel, certificates and CA certificates, and configuration 
information are needed and they are provided by the SMT.  

SSG is classified into two blocks that are composed of several modules. VPN 
control block which performs functions like security negotiation, building and 
maintaining of security tunnel is composed of practical behavior-related module of 
SSG. Manager performs additional management functions such as VPN start and 
shutdown. 
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I. VPN Control: VPN control block is composed of practical behavior-related 
modules such as VPN authentication, virtual network management, session 
management, SSL communication, for VPN. 

A. Authentication Module: Device authentication using a private certification 
and cross-certification between SSG and SSC are performed. 

B. Virtual Network Module: Virtual network drive installation and assigning 
virtual IP to the client are performed and virtual network drive, which is 
required to build security tunnel, is managed. 

C. Session management Module: CA, server, and client certificates, that are 
need at SSL VPN authentication, are managed. 

D. SSL Module: SSL protocol, handshake, and record protocol are performed. 

II. Manager: Manager performs start and Shutdown of SSG, agent module for SSC, 
log management. 

A. Gateway Module: Requirements of client service are reflected and 
communication with internal server is performed. 

B. Start/Shutdown Module: The Function of SSG start and Shutdown is 
performed. 

C. Agent Module: Agent program which is needed to users in order to receive 
SSL VPN service is managed. 

D. Log management Module: System status and access information are 
managed. 

4.2   SSL Secure Client (SSC) 

User program installed at client performs functions such as building of security 
tunnel, management of user access information. In order to build security tunnel, 
certificates and CA certificates, and configuration information are needed and these 
information could be get to connect SMT web server after user login. 

SSC is composed of VPN, Manager, and Active-X block and their features are as 
followings. 

I. VPN Control: VPN control block is composed of practical behavior-related 
modules such as VPN authentication, virtual network management, session 
management, SSL communication, for VPN. 

A. Authentication Module: Device Authentication based on a private 
certification is performed. 

B. Virtual Network Module: Virtual network drive which is required to build 
security tunnel is installed and managed. 

C. Session Management Module: Session which is required to build and to 
maintain security tunnel is managed. 

D. Certificate Management Module: CA and Client certificates that are needed 
for SSL VPN authentication is managed. 

E. SSL Module: handshake and record protocol for SSL protocol are performed. 
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II. GUI Manager: Tray icon is generated and SSC is controlled by the generated 
icon. 

A. Tray Icon Generation Module: Tray icon for SSC control is generated at the 
client. 

B. SSC Control Module: SSC shutdown is controlled and the proxy is 
configured. 

III. Active-X Control: Using Active-X, SSC start and shut-down functions are 
performed and client access information is removed when logout is executed. 

A. Start/Shutdown Module: Start and Shutdown function of SSC are performed. 
B. Access Information Management Module: when SSC is shutdown, Access 

information remained in the client is removed. 
C. Drive Check Module: The function, that checks whether the virtual network 

module is installed, is performed. 

4.3   Secure Management Tool (SMT) 

SMT, which is a management tool of SSL VPN, works as a web server at SSG and it 
provides certificates and access information to SSG and SSC and also provides 
functions such as the user and the operator management, security policy 
configuration, server and group management. 

SMT is classified into three blocks that are composed of several modules. System 
block controls system-related configuration information and security policy block 
manages SSL VPN security policy configuration information. Configuration block 
performs functions like system manager management and configuration information 
management. 

I. System-related configuration information is controlled in system block. 

A. System Management Module: System operation such as start, stop, shutdown 
and restart of SSG is controlled. 

B. Device Management Module: Duplication and load balancing is provided for 
several SSL VPN devices. 

C. Network Configuration Module: Internal IP and external IP of SSG are 
configured. 

D. Access Information Configuration Module: Configuration information and 
environmental information that are required to build the security tunnel is 
configured. 

II. Security policy block manages SSL VPN security policy configuration 
information. 

A. Routing Configuration Module: When SSL VPN manages several internal 
sub networks, routing for each sub networks is configured. 

B. Server Management Module: Management functions such as internal server 
registration, modification, deletion are performed. 
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C. Group Management Module: Management functions such as access group 
registration, modification, deletion are performed for internal resource 
access. 

D. User Management Module: Management functions such as client user 
registration, modification, deletion are performed. 

III. Configuration block performs functions like system Operator management and 
configuration information management. 

A. Operator Management Module: Management functions such as SSL VPN 
operator registration, modification, deletion are performed. 

B. Backup File Management Module: SMT configuration information and 
revisions are managed. 

5   Conclusion 

The connection technology in the integrated environment should provide fusibility, 
security, and elaborated connection control functions to the user, and also should 
provide convenience to the manager. Designed SSL VPN system, in this paper, can be 
installed simply without changing the existing system and can be managed easily 
through familiar GUI to the user. 

In the integrated environment like FMC service, independent services of the 
connection technology should be provided and functions such as integrated 
authentication procedure, billing management, wire and wireless inter-networking, 
location management are required. After designing according to these requirements, 
personal and business information protection should have to be guaranteed certainly. 
Therefore, the study of the specialized security technology for eliminating personal 
and business information leaks, critical information abuses is needed in the future. 

References 

1. The Start of Full-fledged Enterprise FMC Service, ATLAS Research (2009) 
2. Ko, S.-j.: Standardization on FMC in the ITU-T. Telecommunications Review 18(4) (2008) 
3. Thomas, S.A.: SSL and TLS Essentials. Wiley, Chichester (2004) 
4. Barracuda Networks: VPN Technologies, Technical NThe Start of Full-fledged Enterprise 

FMC Service, ATLAS Research (2009) 
5. Barracuda Networks, VPN Technologies, Technical Notes (2004) 
6. Array Networks, SSL VPN vs. IPSec VPN, White Paper (2004)  
7. VPN Security, Government of HKSAR (2008)  



G. Lee, D. Howard, and D. Ślęzak (Eds.): ICHIT 2011, CCIS 206, pp. 212–218, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Malicious Software Detection System in a Virtual 
Machine Using Database 

Hyun-woo Cheon1, kyu-Won Lee1, Sang-Ho Lee2, and Geuk Lee1,* 

1 Dept of Computer Engineering Hannam University, Korea 
2 Dept of Military Studies, Daejeon University  

csjhahaha@naver.com, kwlee@hnu.kr,  
kilo2500@kornet.net, leegeuk@hnu.kr 

Abstract. Malicious behavior detection using emulator or virtual machine is 
becoming an interesting issue in information security field because it is easy to 
re-initialize the system and execute codes in independent separate spaces which 
do not give any bad influence to the system. This paper proposes fast malicious 
codes detection system by using database of previous malicious codes.  
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1   Introduction 

Recent threats to computer resources are becoming various ranging from simple 
attacks using scripts to multifunctional malicious codes, and the extent of the damage 
is becoming serious as well. In addition, it is challenging to cope with the malicious 
codes with existing detection technology of vaccine programs or attack detection 
systems as they are evolving into multifunctional ones which have characteristics of 
virus and hacking tools.[1] 

Furthermore, detection is not efficient after the system is infected or malicious 
code is activated because the system could have already been ruined. Therefore, 
malicious code detection technology which executes suspicious codes in emulators or 
virtual machines is a current interesting field of research. 

Technology using a virtual machine directly runs the target file inside the virtual 
machine and detects malicious behaviors. Using a virtual machine makes code 
operate in an independent space and does not give any bad influence to the user 
system. 

In addition, it does not take a long time to reinstall the system in case the user 
system or the host system is infected or broken by malicious codes. Virtual machines 
allow fast re-initialization and continuous trials of many codes.[2] 

In this paper, malicious behaviors are detected quickly by adding behavior 
databases on the existing system as the system searches for certain patterns and the 
codes that match with the patterns. 

                                                           
* Corresponding author. 
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2   Related Studies 

2. 1   Detection Technology Using Emulator and Virtual Machine 

Malicious behavior detection technology using emulator does not require extra 
hardware on the actual user’s system and runs simulator on the independent area from 
the user space. Any suspicious files will be loaded on the virtual hardware and 
activated in a simulation environment In the simulation environment, it is possible to 
execute various malicious behaviors such as file infection, file delete, IRC server 
connection, email transmission, and listening port open. Emulator-based malicious 
behavior detection technology executes the target file in the emulator and detects 
malicious codes. Malicious behavior detection technology using a virtual machine 
runs the target file within the virtual machine which is logically separated from the 
user space. This makes it possible to execute codes without giving bad influence to 
the user systems.  Furthermore, target files are executed in each virtual machine so it 
is possible to re-execute and analyze the results of the target files on a new system by 
re-initializing the virtual machine.  

In this system, system restoration time is reduced dramatically than the actual 
system which actually executes codes to decide malicious behaviors. VMware, in 
particular, can execute a lot of virtual machines on one system. Figure 1 is the concept 
of virtual machine. [3] 

 

Fig. 1. Virtual Machine Key Map 

2.2   Malicious Software Propagation 

Malicious codes are executed to infect files or systems or propagate themselves to 
other systems or files. There are many ways to do so and understanding such ways is 
necessary to understand malicious codes. The propagation ways are “email-using 
spread”, “network-using spread”, “malicious codes activation methods with 
rebooting”, “DLL injection”, “Polymorphism”, and so on. [4] 

According to the report of AhnLab, Inc. in July, 2010, email takes up 70%, Trojan 
Horse and virus each takes up 10% of malicious code propagation way. The 
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percentage of mass-mailer has been increased by 20% compared to the previous 
month owing to bagle worm, Netsky worm, and Mytob worm, which caused huge 
damage in June. [5] 

 

Fig. 2. Information Stealing by Hacking emails 

As figure 3 shows, the title of hacking email attracts the receiver’s attention and 
the attached files are various document files from MS Office(Word, Excel) to HWP, 
PDF, and so on. When the attachment files are opened, the malicious codes infect the 
system and transmit the internal data of the PC to midway points such as 
xxx.3322.org, xxx.youngkoala.com, and xxx.ods.org.[6] 

 

Fig. 3. An example of Malicious codes concealed in the Attached File 
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2.3   Malicious Software Detection System Using Virtual Machine 

Malicious behavior detection technology using a virtual machine detects and executes 
malicious behaviors of each file in an independent virtual machine in the user’s 
system. The virtual machine is initialized in case malicious software is executed and 
gives bad influence to the system. Therefore, it is possible to quickly re-execute 
malicious codes and measure the bad influence of each target file in a new virtual 
machine.[7] 

System using a virtual machine reduces the system restoration time than the system 
which actually executes codes and decides malicious behaviors. Using virtual 
machines makes it easy to detect malicious behaviors of a lot of target files. A virtual 
machine like ‘VMware’ can activate several virtual machines simultaneously in a 
system. 

Figure 4 shows overall architecture of malicious software system using a virtual 
machine. When an e-mail arrives, the system checks whether any attached file exists 
or not and sends the e-mails with attachment to Virtual Machine Cluster. 

 

Fig. 4. Diagram of Malicious software Detection System Using Virtual Machine 

In Virtual Machine Cluster, the detection tool separates a target file from email, 
executes the target file, and detects malicious behaviors of the target file. The attached 
files, which turn out to be malicious behaviors are not sent to the user, are discarded 
by the mail server and a notice email is sent to the user. 
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2.4   VMC(Virtual Machine Cluster) 

The detection tool of VMware is G-DATA, which detects malicious behavior of 
target files and filters suspicious URL link. VMC generates behavior analysis report 
through Norman SnadBox Analyzer. 

 

Fig. 5. Diagram of VMC(Virtual Machine Cluster) 

3   Design of Malicious Software Detection System 

3.1   Implementation of Prototype 

The specifications of the test system are as follows. 

Table 1. Test System 

 Mail Server VMC(Vitual Machine 
Cluster) 

OS Windows Server 2003 
Standard Edition SP2 

Windows XP Professional 
SP3 

CPU Intel Xeon 3.0GHz Intel Core2Quad Q6660 
2.4GHz 

RAM 2GB 2GB 

S/W IIS VMware Workstation 6.5.1 
Build 126130 for Windows 
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AVK2009(G-DATA) whose detection rate is 99.8% was chosen as a detection tool 
according to the results of vaccine products test by Virus Bulletin of Germany.[8] G-
DATA Internet Security 2009 is the official name for ACK 2009 which increases the 
detection rate by using BitDefender engine of BitDefender SRL, Rumania and Avast 
engine of ALWIL Software, the Czech Republic. G DATA Internet Security 2009 not 
only detects malignant codes but also blocks suspicious URL. 

3.2   Decision Making Using Database 

It is possible to detect malicious behaviors more rapidly by adding database to the 
existing VMC. Detecting methods are as follows. First of all, save the size, name and 
behavior analysis report of the previously detected malicious codes on the database. 
In case the e-mail has attachment, save the sender as well.  

Then, if two of the size, name, and/or sender of the attachment match to the 
database, consider it as malicious codes. This way, there is no need to execute every 
attachment. VMC compares the attachment with the database and if the attachment is 
similar to any file that has already been detected as malicious code, the malicious 
code can be detected without execution. 

The information of the size, name, and/or sender of previous malicious codes is 
saved in the database. If the information of the attached file do not match with more 
than two of the three (size, name, and/or sender), VMC decides whether it is 
malicious code or not by comparing its behavior to the existing behavior analysis 
report in database. 

3.3   Test Results 

The test results show that it takes 20 seconds on average to download the attachment, 
execute it on VMware, check if it is malicious behavior, and update Message Queue. 
It also takes approximately 20 seconds on average to reboot and initialize another 
VMware. The execution time increases when processing two OS images in VMware 
simultaneously compared to processing one by one, which is estimated due to system 
resource depletion. 

Table 2. Prototype Test Results 

 1 OS image 2 OS image 

VMware Image upload 20 second 52 second 

Message Queue Update after 
Target Files Execution 20 second 53  second 

Total 40 second 107 second 

Throughput / day 2,160 807 
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Table 3. Test Results Using Database 

The Number of Executed Files  21,60 

The Number of not Executed Files 160 

Total 2320 

Consequently, the test results show that 2,160 emails per day can be processed in 
one virtual machine, whereas, 2,320 emails can be processed by using database so as 
to sort malicious codes out without executing codes. Only about 160 emails are sorted 
out because database information is not sufficient, however, more attached files of 
emails could be processed if the information of malicious codes are added to the 
database. 

4   Conclusion 

In the existing VMC, it decides malicious behavior by executing the attached files of 
emails with malicious behavior detection tools in a virtual machine. In this system, we 
created previous malicious code database and compare the attachment of emails with 
the database. According to the results, VMC executes the selected attachments by 
sending them to detection tools. The virtual machine is re-initialized when malicious 
software gives bad influence to the system and compares the behavior of malicious 
software to the existing behavior analysis report. The system is faster than the existing 
VMC which executes every code and detects malicious software and makes it easy to 
detect malicious behaviors of a large number of target files. 

For further studies, it is necessary to put more information of the existing malicious 
codes into database for faster and more accurate decision 
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Abstract. Recently, many studies are made about RFID system which is spread 
in many areas such as logistics and distribution, medical treatment. For it is 
necessary to identify many objects during short time, RFID system needs the 
method to minimize the tag collision and to shorten the processing time for tag 
identification. Therefore, this paper proposes the method to identify the tag by 
using two readers, instead of conditions of only one reader which is generally 
used for the improvement of tag identification speed in RFID system. The 
proposed method minimizes tag collision and improves tag identification speed 
by identifying each of limited tag ID through the use of two readers. 

Keywords: RFID, Tag Identification, Anti-collision, Framed query tree 
Algorithm. 

1   Introduction 

RFID system is the technology to recognize objects through radio frequency. It has 
merit to identify many objects in short time in contrast to bar-code. RFID system is 
made up of tag attached to object, reader to identify tag information, and back-end 
database to confirm tag information sent from reader[1]. Reader makes query through 
the way of broadcast and tag makes response to the query. In this process, it often 
happens that many tags within range of reader identification send information all 
together. Because of this characteristic, problem of tag collision happens in the 
process of tag identification. So, effective anti-collision algorithm for speedy 
identification of many tags is needed to solve this problem. 

Various methods of prevention of tag collision[2-5] have been studied to improve 
RFID system until now, but the study is lack to improve speed and ratio of tag 
identification by increasing the number of reader. Therefore, this paper proposes the 
method of tag identification to improve speed and ratio of tag identification by 
minimizing tag collision through the use of two readers, instead of the general 
environment of one reader. 

                                                           
* Corresponding author. 
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This paper is made up as follows. Chapter 2 introduces the existing algorithm for 
prevention of tag collision, and chapter 3 proposes the method of tag identification by 
using two readers. Chapter 4 describes the way of performance analysis of the 
proposed method, and Chapter 5 makes conclusion. 

2   Related Work 

This chapter compares and examines various methods for prevention of tag collision 
in RFID system. 

2.1   Tree-Based Algorithm 

Tree walking algorithm identifies tag by using the binary tree search[6]. At first, 
reader sends prefix B of k-bit to a tag. The tag compares the received prefix with its 
own prefix. If the prefixes coincide, k+1-bit is sent to the reader. If a collision does 
not take place, the reader makes a query with a new prefix B again. However, in case 
a collision occurs due to the transmission of “0” and “1” at the same time, reader 
makes a query with new prefix B∥0 and prefix B∥1 again. Tree walking algorithm 
has merit of identifying all tags, but has drawback that frequent collisions cause the 
delay of tag identification in case of many tags within range of reader identification. 

Query tree algorithm is an improved method of tree walking algorithm and decides 
queries of tags depending on tag responses. Tag sends k+1-bit to the last n-bit to 
reader if the prefix sent from the reader coincides with the existing prefix[7]. In case a 
collision occurs, reader stores the prefixes in queue. Figure 1 indicate the process of 
query tree algorithm. 

 Round 1 2 3 4 5 6 … 

 Reader: query ɛ 0 1 00 01 10 … 

 Tag : response Collision 
Collisio

n 
Collisio

n 
Idle 101 100  

 Tag1(000) 000 000      

 Tag1(001) 001 001      

 Tag1(100) 100 100 100   100  

 Tag1(101) 101 101 101  101   

 Queue 

0 
1 
 
 
 

1 
00 
01 

 
 

00 
01 
10 
11 

 

01 
10 
11 

000 
001 

10 
11 

000 
001 

 

11 
000 
001 

 
 

 

Fig. 1. Example of Query tree Algorithm Process 

2.2   ALOHA-Based Algorithm 

Slotted ALOHA algorithm, as shown in Figure 2, is the method to divide tag 
responding time to a few of slots and to identify tag just when selected slot sends ID 
without collision in the way that tags send ID to the randomly selected slot. 
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Fig. 2. The Process of Slotted ALOHA Algorithm 

Framed Slotted ALOHA algorithm, as the modification of Slotted ALOHA, is the 
algorithm in which frame size used in communication between reader and tag is fixed. 
Frame means the period from reader's order-sending to the next order -sending. One 
frame consists of many slots. Framed Slotted ALOHA algorithm is easy to be 
realized, however, its disadvantages result from the fixed frame size. In an 
environment where there are a lot of tags but the size of frame is small, some tags can 
be not identified, whereas in an environment where there are a small number of tags 
but the frame size is too large, there can be useless waste of slots. 

2.3   Hybrid Algorithm 

Hybrid algorithm, a mixture of ALOHA algorithm and tree algorithm, is aimed to 
decrease the collision by dispersing tags in group. There are two representative 
Algorithms. One is framed query tree algorithm in which tags are divided randomly in 
unit of frame and each frame uses query tree algorithm[8-10]. The other is query tree 
ALOHA algorithm in which the real process of tag identification uses dynamic 
framed slotted ALOHA in the base of query tree algorithm[8]. Figure 3 indicate the 
process of framed query tree algorithm.  

 

Fig. 3. The process of framed query tree Algorithm 

3   Proposed System 

This chapter proposes the method to classify and search tag ID by using two readers 
to minimize the tag collision in the process of tag identification of RFID system, to 
improve the speed of tag identification and to guarantee the performance of system. 
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But there is assumption that collision between readers is not available in the proposed 
system.  

3.1   Tag Identification Using Two Readers 

The process of tag identification using two readers, as shown in Figure 4, unlike the 
environment of identifying tag through one reader, decreases the possibility of tag 
collision and improves the ratio and speed of tag identification, for it identifies the 
tags appointed by each reader. One of two readers identifies only ID in which the 
number of "1" is odd among character string of tag ID. The other reader identifies 
only ID in which the number of "1" is even. 

And, each reader performs the process of tag identification by using the framed 
query tree algorithm which is the speedy and stable in the ratio of identification 
among various collision-prevention algorithms to minimize the tag collision.  

 

Fig. 4. Systems Comparison based on reader environment 

3.2   Process of Tag Identification of Proposed System 

If tag is identified in the range of reader identification, reader makes query to tag and 
receives tag ID. Subsequently, reader analyzes the character string forming received 
tag ID. After it classifies the number of "1" into even or odd, it identifies only ID 
assigned to it. If it's not assigned ID, for communication stops and the assigned ID is 
not included hereafter, the problem of overlapped identification of tag ID which can 
happen when using two readers is prevented.  

4   Performance Evaluation 

To evaluate the performance of the proposed system, this chapter compares and 
analyzes processing time about two system, that is, RFID system which uses one 
reader and proposed system which uses two readers.  
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The list of time required for tag identification is as follows. 

• Fsum : whole processing time for tag identification 
Fsum = Eft + Ft + Elt 

- Eft : sending time of first epoch size to determine the adequate epoch 
- Ft : frame test time for estimation of the number of tag 
- Elt : sending time of epoch size for tag identification after determining last epoch size 

• Rt : searching time of relevant ID by each reader 
• RTsum : communicating time between reader and tag 

RTsum = Pt + Tt + BCt + Ct + NPt 
- Pt : comparing time between tag ID and prefix 
- Tt : time sending the rest tag ID from tag to reader 
- BCt : sending time before collision 
- Ct : collision detecting time  
- NPt : sending time of new prefix 

  

Fig. 5. Structure of Identification Time 

To compare performance between two systems, it is necessary to analyze the 
communicating time between reader and tag under the environment of same number 
of tag identification. At first, when one reader is used, processing time should be 
calculated in proportion to the whole number of query and response between reader 
and tag. Secondly, when two readers are used, processing time should be calculated 
including analysis time of character string to search the relevant ID by each reader. 
After all, If the result is "Fsum + Rt +(RTsum/2) < Fsum +RTsum", the proposed system is 
supposed to have the better performance. 

As above, the application of the proposed system to identify the tag ID limited by 
each reader by using two readers leads to improved performance of RFID system by 
decreasing the tag collision in the process of tag identification and decreasing the 
speed of identification between reader and tag. 

5   Conclusion 

This paper proposed the method of tag identification which uses two readers applying 
framed query tree algorithm among various tag collision prevention algorithms 
proposed to prevent the tag collision in RFID system. 

The existing method of tag identification led to the decline of system performance 
by using one reader, identifying tag, and increasing the ratio of tag collision. 
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Therefore, so as to solve the problem as above, this paper prevented the overlapped 
identification of tag which can happen in the environment of multi-reader by using 
two readers, identifying tag ID selected by each reader, and minimized the tag 
collision by applying framed query tree protocol in the process of tag identification of 
reader.  

In the future, it is necessary to study the system environment which arranges many 
readers for the optimum application of the number of reader in RFID system.  

Acknowledgments. This work was supported by the Security Engineering Research 
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Abstract. Creation of RFID/USN environment has increased very rapidly due 
to activation of ubiquitous. Security environment suitable for RFID/USN 
environment, however, failed to comply with the speed of security thread 
increase in reality. Therefore, this thesis presented MSNR suitable for 
RFID/USN. MSNR presented showed increase in processing rate of 1.3 times 
compared to existing AES and showed 2 times of improvement in performance 
in terms of overall system efficiency. Therefore, MSNR is considered as the 
cryptographic algorithm suitable to overcome conditions of environmental 
resource conditions such as RFID/USN. 

Keywords: RFID/USN, AES, High Speed, network management, Condition 
State. 

1   Introduction 

At present, the importance of security for the node network has been emphasized 
more and more with increase in the use scope of RFID/USN. While diverse security 
techniques have been applied in RFID/USN, however, it is still not sufficient as the 
protection technique against various attacks[1]. 

Therefore, this thesis aims to develop AES algorithm standardized in 2000 further, 
to increase processing speed and to keep security of node network in order to improve 
performance of cryptographic algorithm used in RFID/USN. 

The presented method is the MSNR(Management of Speed and Network for 
Rijndael) technique for increasing processing rate and network management 
convenience for AES. Performance analysis was performed in comparison with AES 
and other symmetric cryptographic system. 

Proposed MSNR cryptographic algorithm has faster processing speed than existing 
symmetric cryptographic algorithm and uses PRN(Pseudo-Random Number) that 
divides one cycle into N while mixing bit and byte operation for excellent network 
management. Therefore, MSNR is considered to become one of cryptographic system 
that is very required for RFID/USN environment with ever-complicated node 
network.  
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2   The MSNR Cryptographic Algorithm Including PRN 

While various techniques have been presented to reinforce security in RFID/USN, 
however, it is still difficult to apply ordinary cryptographic algorithm to RFID/USN 
environment due to feature of restricted environment. 

In this regard, this thesis presented MSNR technique for efficiency of security 
resources due to increase in node and for solution of problem in terms of realization, 
taking into account processing time, power consumption and size, and applied this to 
Rijndael cryptographic algorithm, AES. 

Proposed MSNR technique uses exclusive OR as the basic operator similar to 
existing AES and uses byte for processing unit. Byte operation has excellent feature 
even with increase in secrete rate since it is difficult to tract back along with 
advantage of very high processing speed.  

In addition, since it mixes existing Feistel and SPN structure, encryption/decryption 
can be executed at the same time, causing no decline in efficiency generated in 
Rijndael[2,3] or Serpent[4] cryptographic algorithm. Such feature can present the 
contents for the version following AES while satisfying sufficient precondition for 
AES. Due to such feature, cryptographic algorithm added with MSNR technology can 
solve problems of management due to increase in node, problem in implementation 
and secrete rate as well as real-time processing.  

2.1   The MSNR Cryptographic Algorithm 

Size of input/output/key block used for MSNR cryptographic algorithm is 128 bits 
and the size of plaintext, ciphertext and key is 1:1:1. 

MSNR cryptographic algorithm contains following 4 function blocks as shown 
below like AES cryptographic algorithm and performs encryption/decryption using 
the round formed with transformation of byte unit while it passes through each stage.  

i) Inv/SubByte : Byte Transformation function using S-box with the feature of a CS 
ii) Inv/ShiftDiagonal : Shift function in row direction about CS 
iii) Inv/MixColumn : Mix function for each column of CS 
iv) AddRoundKey : Add function about CS and round key 

Input of plaintext/ciphertext 128 bit is set as CS block initially. CS means the status 
with non-linear feature for forming MSNR cryptographic algorithm. CS determines the 
current status with the parameter given outside as shown in formula (1) and figure 1 
and the determined current status becomes the reference value that forms the uncertain 
future status.  CS CS prn  mod 8                         (1) 

CS performs the function to control substitution/transformation during 
encryption/decryption while making the data required for creation of key value using 
several parameters used as input. In Formula (1), mod 8 means the modular operation for 
input data and is the process to transform the format for input value to byte. In addition, 
PRN[5] SEED creates using the input data and key value as shown in Formula (2). SEED INPUT KEY , , , , ,                     (2) 
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[Fig. 1. A Characteristic of the Condition State 

SEED created by Formula (2) calculates the output value of 2 bytes through PRN like 
Formula (3) PRN PRN PRN  PRN x x x x x x x x 1       (3) 

            PRN x x x x x x 1 

Among 2 bytes created, odd information is used for controlling internal byte 
substitution of MSNR and even information is used for controlling key expansion. Odd 
and even information has the function to create the unpredictable function and has low 
possibility that internal substitution information will be leaked outside. Since it is 
created with input data and key information only, separate processing is not required. 

 

Fig. 2. The MSNR Cryptographic Algorithm 
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Formula (3) is the same formula as PRN used at mobile communication network and 
calculates output value, considering 2 byte as one equation. 

CS performs n times of rounds after initial round key and exclusive OR. When all 
rounds are executed, encryption/decryption is finished. Overall flow of MSNR 
cryptographic algorithm is as shown in Fig. 2. The biggest feature of MSNR 
cryptographic algorithm is the fact that encryption/decryption is performed at the 
same time as shown in Fig. 2. Encryption/decryption mode is determined by control 
signal and processing operation works in normal/reverse order. 

Data value for Inv / SubByte, Inv / ShiftDiagonal, Inv / MixColumn, Inv / Add 
RoundKey works separately by CS & PRN for each round. Therefore, secrete rate is 
determined depending on the number of round.  

Defining these 4 transformation as MOIN(Minimum Operation for Inverse/Non-
inverse) results in formula (4) 

 

   MOIN Inv/SubByte odd Inv/ShiftDiogonal odd  
                         Inv/MixColumn odd  AddRoundKey odd         MOIN Inv/SubByte even Inv/ShiftDiogonal even (4)                                     Inv/MixColumn even  AddRoundKey even  

 
Existing AES varies the length of data and key to 128, 192, 256 bits and 

determines the optimized number of rounds depending on the changing length. 
Therefore, the number of round is determined depending on the length of block of 
data. With this, if the data symbol size is recognized, the number of round can be 
identified and cracking is possible by DC and LC with data as well as key and number 
of round. In case of MSNR, however, the contents of data changes depending on the 
number of round internally even if it has fixed block and key size. Therefore, it has 
the advantage in that the number of round cannot be identified with size of data 
symbol only. 

2.1.1   Inv/SubByte Transformation 
Inv/SubByte transformation saves external status value by CS in each register using 
S-box composed of byte unit, and the saved values non-linearly transforms the bytes 
independently existed to create the byte group non-linearly transformed. S-box used 
for Inv/SubByte transformation allows inverse transformation and the inverse for the 
product exists at finite field GF(2 ). It is the group of functions with non-linear 
transformation that can apply affine transformation defined as formula (5) to GF(2 ). 

 ab ab ab  ab               (5) 
                 ab  ab  ac  
 

Where, ab means the bit block of a parts, the part that transform the internal 
information among output information of CS & PRN. When it is 0 i 7, it is the 
i-th bit of bytes that operates separately disconnected from each other. ab  is the  
i-th bit unit of relevant operation. mod 8 performs in byte unit for internal operation, 
but actual operation is bit unit. Therefore, by representing the modular operation for 
separated expression of bit and byte on the finite field GF, MSNR cryptographic 
algorithm represents that 1 byte operation becomes the reference. Representing this 
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transformation in matrix type becomes equation (6), where ab′ means new status 
layout transformed and s s  organize the value for S-box. PN  is randomized 
numbers and a alpha  means SEED value for the PRN.  abababababababab

s  s  ss  s  s
s  s  ss  s  s

 
bbbbbbbb

PNPNPNPNPNPNPNPN

aaaaaaaa
                (6) 

2.1.2   Inv/ShiftDiagonal Transformation  
Inv/ShiftDiagonal transformation is performed in diagonal direction simultaneously 
based on row and column unit in data status array. 

 S 03,12,21,30 S 00,11,22,33  S 13,22,31,00 S 01,12,23,30                  (7) S 23,32,01,10 S 02,13,20,31  S 33,02,11,20 S 03,10,21,32  
 

Such transformation can be expressed in equation like Formula (7). For each status 
array in Formula (7), row and column are transformed diagonally. Such diagonal 
transformation is not only easy for reverse substitution and calculation, but also 
guarantees randomness. Therefore, Inv/ShiftDiagonal transformation has the feature 
of 1/2 times of calculation speed of Rijndael or Serpent cryptographic algorithm and 
secrete rate has doubled.  

In Inv/ShiftDiagonal transformation that moves diagonally like formula (7), the 
first row and first column with row number 0 will be shifted No. 3 and No. 0 and the 
last row and column are moved to No. 0 and 3. Such diagonal transformation brings 
the results of moving the bytes in the same rows to those with low rows and the bytes 
with low row number move to the position of upper row.  

Since Inv/ShiftDiagonal transformation is transformed using diagonal 
transformation, inverse transformation is also transformed in the same process. 

2.1.3.  Inv/MixColumn Transformation  
Inv/MixColumn transformation creates new transformation by multiplying fixed 
polynomial expression of a x . At this time, multiplication operation becomes the 
basic in total transformation formula. That is, transformed function s′ x  will have 
the form of multiplying a x  function before transformation with s x . Such 
multiplication type is expressed as formula (8). S′S′S′S′

02  01  03  0301  03  03  0203  03  02  0103  02  01  03
SSSS                            (8) 
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Result value of formula (8) are 4 bytes columns in status array and are transformed in 
Formula (9). S 02 · S 01 · S 03 · S 03 · S  S′ 01 · S 03 · S 03 · S 02 · S         (9) S 03 · S 03 · S 03 · S 01 · S  S 03 · S 02 · S 01 · S 03 · S  
 

In formula (9), there is a term requiring continuous calculation for the same 
coefficient value. Since such same operation is removed using exclusive OR, formula 
(9) can be summarized and transformed to b e like formula (10). 

 S 02 · S 01 · S  S′ 01 · S 02 · S                    (10) S 02 · S 01 · S  S 02 · S 01 · S  
 

By performing Inv/MixColumn transformation using Formula (10), only parts of 
status array can be transformed as shown in Fig. 3. While it performs diagonal 
transformation corresponding to Inv/ShiftDiagonal transformation, Inv/MixColumn 
transformation performs diagonal transformation corresponding to y x only. That 
is, in diagonal transformation of MSNR cryptographic algorithm, diagonal 
transformation is separated as shown in formula (11). 

Overall diagonal can be transformed by performing diagonal transformation x 
direction and -x direction for one status array like formula (11). Such diagonal 
transformation can reduce the inconvenience of performing multiplication operation like 
existing cryptographic algorithm. Presented MSNR cryptographic algorithm performs 
multiplication for other values only as shown in Formula (10) so that shortening and 
carry time in performing speed do not occur, while diagonal transformation is 
performed in opposite direction at the same time, improving secrete rate.  

 /                    /                                                 (11) 

 

 
 

Fig. 3. A Inv/MixColumn Tranform 
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2.1.4   AddRoundKey Transformation 
AddRoundKey transformation performs the operation of adding round key and status 
array(CS). Each round key calculates independent value whenever transition status 
occurs from key schedule and the calculated values perform the operation like 
Formula (12). 

 S′ , S′ , S′ , S′ S , S , S , S W · PN           (12) 
 

Where, W  is the key schedule word for the execution of round and PN  means the scope of round execution for CS & PRN. The number of counts 
for calculation differs depending on the scope of round of AddRoundKey 
transformation, the amount of calculation performs simple addition function only.  

2.2   MSNR Key Scheduling 

General cryptographic algorithm performs key creation algorithm and key scheduling 
works. Such key scheduling work is the mean to create more complicated key and 
performed absolute role for safety of algorithm.  

MSNR cryptographic algorithm does not use the method of changing key 
scheduling depending on round, but simply creates it using CS & PRN method. PRN 
uses parts of plaintext to create ciphertext from, as SEED of PRN, and whenever each 
event occurs, PRN recognizes it as round course and creates key required for 
encryption. Such key creation enables effective creation of separate key required for 
each round and is not required to separately set the reference point for differentiating 
the round when performing encryption using the created key.  

Key creation uses the value that changes whenever event of PRN occurs and value 
of PRN adjusts transformation while internal ciphertext changes at MOIN block, that 
is, whenever performing 4 stage transformation. Due to this, different cryptographic 
algorithms go through expansion and reduction process of key length to adjust size 
with key and ciphertext, but it is not required to separately operate key length in 
MSNR cryptographic algorithm. 

3   Design of MSNR Cryptographic System and Simulation 

MSNR cryptographic algorithm was implemented in top-down method using VHDL 
and Synopsys Design Analyser Ver. 1999.10, QUARTUS 7.0 were used for system 
synthesis. Synopsys VHDL Debegger, ModelSim 5.8C were used as tools for 
simulation. ALTERA Cyclone EP1C6Q240C8N device was used as testbed for 
implementation. 

CS & PRN processing part is the core area of proposed MSNR cryptographic 
algorithm and actually performs MSNR cryptographic algorithm. CS block calculates 
condition status based on the status condition for input data and MSNR cryptographic 
algorithm, and CS, calculated condition status array, performs byte substitution. CS 
status changes through PRN and mod operation as shown in Formula (1). At this time, 
data used as input, is the encrypted sentence or plain sentence, key value and SEED 
value of PRNG(PRN Generator)[5]. 
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For input data 128 bit, key value is also 128 bit and some data, among key value of 
128 bit, is used as PRNG SEED value after performing input data and binary 
multiplication.  

MOIN block inside MSNR cryptographic system performs the function of diagonal 
transformation in y x, y x directions at the same time. 

MOIN block performs sequential functions for Inv/SubByte, Inv/ShiftDiagonal, 
Inv/MixColumn, AddRoundKey blocks. It is the part where actual data 
transformation is performed after AddRoundKey function at condition status. It 
transforms the bytes of data at Inv/SubByte block, performs diagonal transformation 
at Inv/ShiftDiagonal blocks and diagonal transformation again at Inv/MixColumn 
blocks. 

Even, odd of PRNG is determined depending on encryption/decryption mode and 
the determined PRNG receives key information as SEED value and prints out the 
random key information.  Key information printed out this time performs part of 
plain/ciphertext and performed pre-processing SEED operation. Key information after 
SEED format process is used as input of AddRoundKey inside MOIN block. 

At this time, round of MSNR cryptographic system is determined to be 10 times. 
After 10 round operation is performed, plaintext or ciphertext are created after round 
determination process and last substitution process. keyscheduler block is the block 
that creates the random key information while entering key information for MOIN 
block.  

MSNR cryptographic system yields output 128 bit for input 128 bit and prints out 
plaintext or ciphertext for ciphertext or plaintext.  

Key information, required for encryption/decryption, is not actually required when 
encryption/decryption is actually performed, but only used as the basic materials for 
creating new key information. 

Table 1 compares and analyzes existing encryption system and proposed MSNR 
cryptographic system[6-9]. 

Table 1. The evaluation of performance for MSNR  

@50MHz Structure Round 
Number 

Data 
Length(bits) 

Key 
Length(bits) 

Processing 
Rate(Mbps) 

DES Feistel 16 64 56 31.6 
3DES Feistel 48 64 112/168 15.6 
SEED Feistel 16 128 128 313.7 

Serpent SPN 32 128/192/256 128 197.3 
AES SPN 10 128/192/256 128 387.9 

MSNR Feisel & SPN 10 128 128 532.0 

 
In the table 1, it was checked that processing rate of MSNR cryptographic system 

increased 130% compared to existing symmetric block cryptographic system. In 
addition, in terms of frequency of rounds and encryption efficiency per secrete rate, in 
MSNR cryptographic system, key information used for encryption is created by 
internal CS and PRN, and encryption/decryption can be executed at the same system 
at the same time so that MSNR encryption has 2 times of efficiency as existing block 
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encryption system in terms of encryption/decryption. Therefore, in terms of overall 
system efficiency, MSNR encryption system has 2 times of performance as existing 
block cryptographic system.  

As shown above, MSNR cryptographic algorithm is confirmed to be effective in 
environment with resource constraints such as RFID/USN compared to existing block 
cryptographic algorithm. 

Figure 4 is totally cryptographic processor. 

 

Fig. 4. The circuit of MSNR cryptographic processor 

4   Conclusion 

Modern society witnesses fast expansion to various applications by node network 
such as RFID/USN. However, it is very difficult to select cryptographic algorithm to 
keep the security due to constraints of environmental resource such as RFID/ USN.  

This thesis presented MSNR block cryptographic algorithm, suitable for this 
RFID/USN resource constraints.  

Proposed MSNR cryptographic system is the resource performing encryption and 
has its own information only. In addition, processing time and secrete rate have 
increased 130% in terms of processing compared to existing symmetric cryptographic 
system due to simultaneous operation. In addition, since it can process 
encryption/decryption as one system, it has performance 2 times of existing one in 
terms of overall system efficiency.  

MSNR cryptographic algorithm proposed at this thesis has high transmission rate 
and system efficiency than existing cryptographic algorithm and is the structure-based 
algorithm requiring no determination of specific length of key so that system 
complexity is very low and processing time is fast. Therefore, proposed new MSNR 
cryptographic algorithm is considered as the cryptographic algorithm suitable for 
overcoming environmental resource constraints such as RFID/USN. 
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Abstract. In order to streamline the distribution process, the Korean 
government is currently preparing for a policy that mandates introducing RFID 
systems to various industrial participants that belong to the supply chain. 
Different from the industrial products, medical products are subject to a strict 
regulation on activities such as manufacture, distribution and consumption since 
it is directly related to people’s life and health. This paper outlines RFID item-
level tagging systems, a world first implemented by H pharmaceutical company 
and demonstrates the strategies based upon its accumulated experience along 
with the effect of introducing RFID systems.   

Keywords: Pharmaceutical Industry, RFID, Item level tagging, Packaging 
materials, Tag encoder, Shipment verifier. 

1   Introduction  

The RFID systems in the supply chain provide effective stock management, optimal 
read time and accuracy, enhanced security and interoperability. Since 2009, the 
Korean government is preparing new legislation not only against medical products or 
liquors that are directly related with the consumers’ safety, but also for the sake of 
supply chain transparency. The Ministry of Health and Welfare mandates RFID tag or 
128-bar code on medical drugs, which will go into effect on Jan 2012 for all 
designated drugs, and in 2013 for all prescription drugs. Similar to RFID tag, the 
serialization will be applied to the new bar code system such as 2D bar code by Jun 
2011[5]. The Korean Food and Drug Administration and the Ministry of Strategy and 
Finance have already formulated a 7% tax cut when adopting the serialized code 
system such as the RFID, 2D bar code scheme[3][7]. In addition, the Ministry of 
Knowledge Economy has proposed “pharmacy & IT convergence development 
strategies.” The proposal now plays a substantial role in the impetus of RFID 
adoption; estimates suggest that by 2015, 50% of all medical products in Korea will 
be RFID tagged[6].  

This paper introduces a case study of implementing RFID item level tagging 
systems, a world first accomplishment by H Pharm. in Korea and looks into the 
challenges and solutions during the implementation as well as the effect of the RFID 
adoption.  
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2   The Background of Research 

2.1   The Circumstances of Korean Pharmaceutical Industry 

In 2008 the Korean pharmaceutical market was estimated to be worth $17 billion with 
a 12.6% increase in growth compared with the previous year. Meanwhile the 
production capacity amounts to approximately $14 billion with exports of $1.3 billion 
and imports of $4.3 billion. According to a report in 2008[4], Dong-A pharm. topped 
the list of annual revenue with $7.5 billion followed by Hanmi Pharm. with $5.8 
billion and Daewoong Pharm. with $5.6 billion, respectively. As for the medical 
products distribution line, over 45% of all medical drugs are shipped to the 
wholesalers and 24% of drugs are directly shipped to private and general hospitals. 
And 33.5% of those shipped to the wholesalers are redistributed to local pharmacies 
and 12.3% to hospitals. More than 57% of drugs purchased by end customers is 
through local pharmacies and others through private and general hospitals.  

2.2   The Case Study of RFID Systems at the Various Industries in Korea 

In Korea, after the establishment of IT839 in March 2004, RFID began to make a 
mark as the next-generation technology replacing the bar code system and it is now 
widely utilized in a variety of industry sectors such as the pharmaceutical, 
publication, and liquor industries. Based on the circumstances, over a period of 2004 
and 2005 the National Information Society Agency selected 12 subjects as RFID pilot 
projects such as Public Procurement Service, Ministry of National Defense, National 
Veterinary Research and Quarantine Service, Ministry of Environment, Ministry of 
Knowledge Economy, and others, which spurred other industries into adopting  
RFID systems [8]. The prominent examples are “the RFID-based ubiquitous 
electronic distribution systems” by CJ GLS, “Homeplus RFID cart” by Samsung 
Tesco, “the RFID-based process control systems” by Hynix semiconductor, and “the 
RFID-based u-medical information sharing systems” by The Ministry of Health and 
Welfare.  

3   RFID Systems Implementation by H. Pharm 

H pharm. is one of the biggest pharmaceutical companies in Korea. Fig. 1 shows the 
forward logistics in general and the reverse logistics specific to return & recall 
process performed by H pharm. The completed products, after going through the 
packing process along with RFID tagging process, are sent to the warehouse. When 
orders are received from wholesaler or retailers, medical products are then taken out 
of the warehouse and shipped to distributors. This process up until this point is called 
forward logistics. In case the medical products are subject to disposal due to 
expiration or deterioration, those products are shipped to manufacturer by way of 
retailers and wholesalers. Returned products are discarded by a waste disposal 
company. Hitherto the procedure is defined as reverse logistics.  
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Fig. 1. Forward/Reverse Logistics of H Pharmaceutical Distribution in Korea 

3.1   Measures to Improve the RFID Tag Reading Success Rate and the RFID 
Tag Data Security 

H Pharm. currently produces 500 different medical products and uses a variety of 
packing materials such as paper carton packing, plastic or glass packing, metal 
packing, stretch packing and so on. The inner packs are also made with various 
materials for the purpose of preventing deteriorating the efficacy of a drug.  However, 
RFID has an issue with penetrating some substances such as liquid and metal which 
significantly degrade the RFID tag read success rate. This section will seek for 
solutions to improve the read success rate against such as the liquid or metal-based 
materials. 

3.1.1   A Space Divider: Adopting an Innovative Packing Structure to Raise the 
Readability 

The box packing, except for glass packing products, is applied to 222 products out of 
the entire company products in a range of 450 different types. Aluminum foils for 
capsules or tablets and liquid substances such as collyrium, especially cause the 
diffusion of electro-magnetic wave. H Pharm. developed a unique wrapping technique 
placing a space divider and this technique is optimized for the individual box packing 
products. 

Table 1. Prerequisite for applying space divider to box packing medical products 

category Prerequisites 

Packing 
materials 
with space 
divider 

• The read success rate against tablets, capsules, and collyrium products is required to exceed 95%  
• The read success rate is required to exceed 95% independent of the shapes of inner packing materials 
• As for item level tagging production, the read process speed is required to exceed 150 items per minute 
• As for item level tagging production, the read/write success rate is required to exceed 95%  
• As for tagging on a shipping box with unitary products and mixed products, the read success rate is 
required to exceed 95%  

• Stocktaking time in the retailers and pharmacies is required not to exceed 5 minutes

 
The following image demonstrates a paper packing material with a space divider, 

which may play a role as a standardized means for product packing in pharmaceutical 
industry. Presently, H Pharm. accomplished over 99% of read success rate on an 
average.  
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Fig. 2. Sample of paper based packing material equipped with a space divider 

3.1.2   Development and Change in the Entire Range of Packing Materials Being 
Specific to the Properties of Each Medicine 

In order to uniformly apply RFID technique into the entire line of company products, 
it is necessary to tackle the many obstacles to reading/writing tags which take place in 
the various environments such as manufacturing, shipping, stocktaking processes and 
so on. H Pharm. maximized the read/write success rate by developing and modifying 
the packing materials specific to each type of medical product such as tablets, 
capsules, powder, injection, collyrium, etc. Furthermore, this company established 
optimization, standardization and unification of applying packing technique and 
materials into the RFID item level tagging systems. Below are the prerequisites for 
reading the various types of medical products.  

Table 2. Prerequisites for the various packing materials 

category Prerequisites for packing materials

Packing 
materials 
by each 
types of 
medical 
products 

• The read success rate against tablets, capsules products is required to exceed 95%  
• The read success rate against glass products is required to exceed 95%  
• The read success rate is required to exceed 95% independent of the characteristics of ointments, 

paste-based products wrapped with aluminum tube, liquid medicines, chewable tablets and so on 
• As for item level tagging production, the read process speed is required to exceed 150 items 

per minute 
• As for item level tagging production, the read/write success rate is required to exceed 95% 
• As for tagging on a shipping box with unitary products and mixed products, the read success 

rate is required to exceed 95%  
• Stocktaking time in the retailers and pharmacies is required not to exceed 5 minutes 

 
The table.3 shown below lists outer wrappers that H Pharm. currently utilizes.  

Each model has been modified over time in order to optimize RFID readability and 
set an industry standard.  

In addition, this company has adopted a standard air interface protocol, EPC Class 
1 Gen2, ISO 18000-6C, and leverages passive UHF 900Mhz RFID tags. The details 
are as follows.  
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Table 3. The details of outer wrapper models 

         [unit : mm] 

Type/product 
name 

Previous 
dimension 
(W*D*H) 

Image 
New 

dimension 
(W*D*H) 

Image Remark 

ointments/ 
Echoron 

120*23*33 120*23*40 

 

divider on the 
upper side  

hard capsule/ 
slimmer 

120*23*33 
 

110*30*75 
divider on the 

lower side 

collyrium/ 
Nunen 

78*45*100 

 

85*45*110 
divider on the 

right side 

Injection/ 
Triacson 

- 
 

- 
Place a 

slipsheet 

203 other models 

Table 4. The RFID tags leveraged by H Pharm 

Category Image Dimension Usage Specification 
Linear 

Tag 
100mm×10mm 

- carton boxes 
- shipping boxes 

- ISO18000-6C 
(EPC Class1 Gen2) 

- UHF 
(900MHz 
bandwidth) 

- 96bit or more 
(EPC sector) 

- Passive 
- reading/writing 

ability 

Satellite 
Tag(1) 

 

37mm×22mm - bottle containers 

Satellite 
Tag(2) 

 

37mm×22mm - glass containers 

3.2   RFID-Based Network Systems Architecture 

The overall structure of RFID-based network systems is demonstrated in Fig. 3. The 
whole system is composed of 3-tiered system layers which allows the data to be 
seamlessly transferred to the upper layer regardless of network connection. Edge 
middleware associated with the shipping verifier collects EPC data from the EPC tag 
readers and batch-transfers them to the delegate middleware, which is stationed at the 
local server. Subsequently, the delegate middleware conveys the received data to the 
top middleware, which will later utilize those data for various business solutions. 
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Fig. 3. The overall network systems structure 

In case the data transmission fails, it keeps the data temporarily and batch-transfers 
them to the top layer when the network systems get back on track. The integrated 
RFID middleware at the top layer plays a bridge role for interoperating with the 
existing legacy systems via data communication. Such data communication methods 
reduce the complexity of combining with legacy systems, while increasing the 
maintainability by setting the tasks of legacy systems apart from the one of RFID 
systems.  

3.3   RFID-Based Production/Shipment Process 

3.3.1   Production Process  
The relationship among each system during the production process is shown as Fig 4. 
When an order is received by the ERP system, a packing order (e.g. the information 
of product, manufacture, batch, shop floor, device, packing quantity, production date, 
and expiration date) is delivered to the MES. The reconfigured packing order (e.g. 
product code, manufacture info, batch info, packing quantity, production date, 
expiration date, work status, serial number) is then sent to Edge middleware of the tag 
encoder by way of RFID middleware. Packing process thereafter begins according to 
the packing order indicated through user interface.   

The tag encoder first encodes an EPCglobal-standard SGTIN-96 EPC code[1][2], 
and shortly after, reads the code to verify any errors in encoding process. If no error is 
found, the tag information is sent to MES via RFID middleware and then stored into 
ERP as completed product info. Otherwise, the failed product is examined through 
encoding reverifier. The whole process is as illustrated in Fig. 5.  
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Fig. 4. Production process 

 

Fig. 5. Tag encoding/decoding process 

Tag encoder not only accommodates the tag management but also promptly 
verifies the erroneous tags at the shop floor, which results from processing the tag 
data in real time.  

3.3.2   Shipment Process 
Fig. 6 demonstrates the relationship among each system at the shipping process. 
When an shipping order is received by the ERP system, the order info (e.g. the 
information of box quantity, completed box quantity, picking box quantity, client, 
release type, registrant, product code, box code and shipment quantity) is delivered to 
the WMS that later determines the shipping destination and stores the shipping data 
into RFID database. The stored data is sent to shipment verifier via RFID middleware. 
The shipment verifier reads the tag info of individual products as well as shipping box 
(that is a SSCC-based EPC code; denoting shipping code (13-digit decimal number), 
box code (5-digit decimal number) in terms of 62-bit code) and compares it with the 
order info by client, which enables the system to verify picking errors and associate 
the errors with shipping info.  

Fig. 7 shows the shipment verifier. In order to scan to verify every single item in 
the shipping box, the device is equipped with multi-antenna in its scanning booth and 
shielded from reading tags outside of the booth by metal plates. This device not only 
reduced the time for manual examination but also rooted out erroneous shipments.  
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Fig. 6. Shipment process 

 

Fig. 7. Shipment verifier 

4   The Effect on Adopting RFID Systems  

The effect of adopting RFID systems by H Pharm. throughout its supply chain is, as 
show in Table.5, the optimal scale of management of stock, shipping cost, stocktaking 
time, workload of management staff as well as returning goods rate. This effect is 
expected to save 9,695,852.53 USD out of total annual expense.  

Table 5. The expected effect on RFID systems of H Pharmaceutical company 

Effectiveness Amount Computation Basis 
Cuts down stock management 
cost  

1,290,322.58 
Average stock value * stock reduction ratio * financial cost = 
129,032,258 USD * 25% * 4%= 1,290,322.58 USD 

Cuts down shipping cost 2,101,382.49 
Number of times being shipped to client per month :  
4.2 times  twice  
175,115.21USD/Month * 12 Months = 2,101,382.49USD 

Reduces stocktaking time 
(pharmacy) 

995,391.71 
Before RFID : 30 min / client (6.26 days / month) 
After RFID  : less than 5 min / client (1 day / month) 
= 82,949.31USD/Month * 12Months = 995,391.71USD 

Reduces the workload of  
management staff  

1,880,184.33 
Daily average of visit  more than twice  once  
156,682.03USD/Month * 12Months = 1,880,184.33USD 

Reduces the returning goods 3,428,571.43 
OTC : 10.4%  6%,  prescription drugs : 2.9%  2% 
= 285,714.29USD/month*12months = 3,428,571.43 USD 

Total amount 9,695,852.53 USD 
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5   Conclusion  

The RFID systems implemented by H Pharm. takes the lead in the transparency of the 
drug supply chain and plays a fundamental role in opening up a new chapter in the 
RFID industry in Korea. As a matter of fact, many other pharmaceutical companies 
are seeking advice about the experience and technique of H Pharm. and are following 
in their footsteps. One of the future projects of H Pharm. called “OASIS (On-site 
Applicable Smart Information Services),” provides a unified channel through which 
the any industrial participants share the various event data that takes place within the 
supply chain. Presently, the project has gone through the design phase and is now in 
development. 
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Abstract. Spreading of Cloud Computing draws users to ask for service 
provide that is more improved, faster, and securer. So, there come security 
issues in Cloud Computing continuously and there have been a lot of studies on 
authentication and accee control. Provisioning is a technology related to the 
process and action that prepare knowledge and resources and supply what 
needed in advance to find the opitimum among them. Provisioning is one of the 
technologies to make Cloud Computing more efficiently. This paper proposes 
an authentication for provisioing in Cloud Computing. 

Keywords: Authentication, Provisioning, RBAC, Cloud Computing. 

1   Introduction 

Since Cloud Computing was introduced to IT market, Cloud Computing based 
products and services have been increased continuously. Enterprises related to IT 
industry in the world have been walking into Cloud Computing. Cloud Computing 
lets applications and data be taken care of by server and lessens a burden of server 
management by using virtualization technology. It also makes users use services with 
the price as they use IT resources through Internet. It tells that a variety of advantage 
of Cloud Computing has been being taken in the market. However, there are some 
complex problems to implement Cloud Computing such as data protection, 
management of resources, guarantee of availability, security of personal information 
in the field of service, platform, infra, and each service.  

There are some security issues such as virtualization technology security, massive 
distributed processing technology, service availability, massive traffic handling, 
application security, access control, and authentication and password in the cloud 
computing service environment [4]. The issue of security of Cloud Computing cannot 
help being raised and it can be divided into two consumer areas. The first is the 
security from the point of view of individual user and the second is the one from the 
point of view of enterprise user [12]. In the point of individual user, all Cloud 
Computing should provide a proper method of security that includes user 
authentication, authorization, confidential, and a certain level of availability in order 
to confront the security problem of leak of personal information [10].  
                                                           
* Corresponding Author 
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Provisioning is a technology related to the process and action that prepare 
knowledge and resources and supply what needed in advance to find the opitimum 
among them. Provisioning is one of the technologies to make Cloud Computing more 
efficiently. So, this paper proposes the authentication platform, which considers 
security and provisioning that enables to draw resources optimization or service 
optimization in the concept of Pay-as-you-go in Cloud Computing. 

This paper is composed of as follows. Chapter 2 describes related works, chapter 3 
discusses authentication platform for provisioning, and finally chapter 4 draws 
conclusions and future work. 

2   Related Works 

2.1   User Authentication in Cloud Computing 

There are written 10 of obstacles expected when taking Cloud Computing and 10 of 
solutions of them in the report announced at University of California at Berkeley in 
February, 2009. According to Gartner’s analysis, Cloud Computing involves security 
dangers. 

One of security challenges of cloud computing is user authentication with high 
guarantee. Cloud Computing provides IT resources as a service by using Internet 
technology and has a feature that users use resources like storage, server, and network 
and pay for only what they use. Services in Cloud Computing are mostly provided on 
the base of web. So, an authentication is necessary to confirm the identity of use. 
Authentication hosted in Cloud Computing, however, may include a possibility of 
authentication outside firewall and there are a lot of difficulties of security like low 
security of password, non-use, re-use, sharing, forgetfulness, theft, difficulty of input, 
key logging, weakness in man-in-the-middle attack, and so on [7, 10]. 

Users in the Cloud Computing environment have to complete the user 
authentication process required by the service provider whenever they use new Cloud 
service. Generally a user registers with offering personal information and a service 
provider provides a user’s own ID (identification) and an authentication method for 
user authentication after a registration is done. Since then, the user uses the ID and the 
authentication method to operate the user authentication when the user accesses to use 
a Cloud Computing service [3]. Unfortunately, there is a possibility that the 
characteristics and safety of authentication method can be invaded by an attack during 
the process of authentication, and then it could cause severe damages. Hence, there 
must be not only security but also interoperability for user authentication of Cloud 
Computing [6]. 

User authentication in Cloud Computing is generally done in the layer of PaaS and 
representative authentication security technologies are Id/password, Public Key 
Infrastructure, multi-factor authentication, SSO (Single Sign On), MTM (Mobile 
Trusted Module), and i-Pin [12]. 

2.2   Provisioning 

Provisioning technology is referred to the technology related to activities and the 
procedure that prepares knowledge needed in advance to find the optimized resources 
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among multiple resources and supplies by requests. It makes users and enterprises use 
the system by allocating, arranging and distributing IT infrastructure resources 
according to need of user or business.  

In particular, Storage provisioning identifies wasted or unused storage and drops it 
into a common pool. When the demand on storage is received, the administrator takes 
storage out form the common pool and provides to be used. It enables to construct 
infrastructure to heighten the efficiency of storage. Thin provisioning method and 
Hadoop provisioning method are the representative storage provisioning methods. 
Thin Provisioning method is the first announced technology by 3par storage which is 
a joint company of Sun, Oracle, and Symantec and is a management method of 
storage resources. It limited IT administrators to allocate the physical storage through 
virtualization. There are studies on Hadoop provisioning technique: the technique that 
sets up software required simply or generates basic configuration files by loading data 
in advance and operates Hadoop work automatically and the technique [proposed by 
Karthik Kambatla, et al.] that compares the similarity among resources groups and 
performs provisioning according to the optimized resources group which has the 
closest similarity [8]. Karthik proposed a provisioning technique based on signature. 
It is divided into RS Maximizer and RS Sizer. RS Maximizer calculates the optimized 
parameters for Hadoop work to use each resources group completely and RS Sizer 
decides the number of resources groups in order to maximize the performance and 
minimize the cost when each resources group is available. Signature based technique 
generates signatures of optimized resources group in advance, compares them to new 
signature group of resources required to operate, and allocates resources according to 
the most similar signature information. 

2.3   RBAC (Role-Based Access Control) 

Access control and user authentication are representative as security technologies 
used for platforms. Access control is the technology that controls a process in the 
operating system not to approach the area of another process. There are DAC 
(Discretionary Access Control), MAC (Media Access Control), and RBAC (Role-
Based Access Control)[1, 9, 13].  

DAC helps a user establish the access authority to the resources that he/she owns 
as he/she pleases. MAC establishes the vertical/horizontal access rules in the system 
at the standard of security level and area for the resources and uses them. RBAC gives 
an access authority to a user group based on the role the user group plays in the 
organization, not to a user.  

RBAC is widely used because it is fit for the commercial organizations [12]. 
Technologies used to authenticate a user are Id/password, Public Key Infrastructure, 
multi-factor authentication, SSO (Single Sign On), MTM (Mobile Trusted Module), 
and i-Pin [12]. 

3   Authentication Platform for Provisioning 

The authentication platform for provisioning in Cloud Computing proposed in this 
paper is composed of Pi (Personal Identification) Manager, Provisioning Manager, 
and Access Control Manager based on OSGi (open Service Gateway initiatives). 
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OSGi based on java is a middleware framework operated independently in the 
operating system or platforms. It is a open standard developed by OSGi Alliance, 
which defines the standard specifics for delivery, arrangement, and management of 
services in the network [2, 4, 5, 11]. 

PI manager operates authentication in the Cloud Computing environment and is 
composed of PI agent and PI Gateway. PI Agent is installed into client’s PC that user 
program runs and it collects information of user authentication when a user logins.   
The information of user authentication from PI Agent is delivered to Authentication 
module loaded in authentication server and PI Gateway manages user authentication. 

Provisioning Manager is composed of profile Registry and Profile Analyzer. Profile 
Registry registers profiles needed to find the optimum resources among a lot of 
resources in advance and Profile Analyzer analyzes registered profiles in order to 
provide the resources that will be provided and the procedure. 

Access Control Manager is composed of RBAC (Role-Based Access Control) and 
Security Process Rule. RBAC defines the procedure of authentication and access 
control.  

 

Fig. 1. Authentication Platform for Provisioning 

4   Conclusions and Future Work 

This paper looked at security technologies used in the platform in the Cloud 
Computing environment like access control and user authentication and provisioning 
technology that intends to optimize resources and service. Misuse of access authority 
to resources and leak of personal information which should be used to authenticate the 
user could affect faster and more powerful in the Cloud Computing environment 
compared to in the mono-system. And the use of inappropriate or un-optimized 
resources does not meet the concept of cost cutting provided by Cloud Computing, 
which you pay as much as you use. Hence, in this paper, the authentication platform 
is proposed for provisioning in the Cloud Computing environment. The proposed 
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platform is expected to provide not only the security of user authentication, but also 
good quality of service by providing a provisioning for service optimization and 
resources optimization. 

As future work, there shall be developed a user authentication service model which 
is suitable for Cloud Computing and a platform for provisioning. 
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Abstract. We defined three-hierarchical information model and GNSI (Grid 
Network Service Interface) to reserve and activate network resources in grid 
environment. Management scheme of three-hierarchical information model is a 
little more complicated than that of existing two-hierarchical information 
model, but our model increases the utilization of network resources by allowing 
grid application to use several grid network resources over the same path. We 
designed and implemented grid network management system based on GNSI 
interface and three-hierarchical information model of network resources. We 
tested reservation and activation on grid network resources in the test-bed of 
GMPLS network overlaid over KREONET research network. We also 
successfully carried out international interoperability test on the control of grid 
network by deploying FENIUS-API over global research network. 

Keywords: grid network, resource management, reservation, grid network 
interface. 

1   Introduction 

The grid technology that has been studying in America since 1998 enables high 
performance computation, mass data processing, and collaboration research in virtual 
space by connecting geographically distributed and various computing resources to 
high-speed network [1]. OGF (Open Grid Forum) specified open and integrated 
standardization, OGSA(Open Grid Services Architecture) to combine grid technology 
with web services. It is required to reserve, assign, and release resources over the 
network path among routers and switches in grid environment. NSI(Network Service 
Interface) working group [2] of OGF and Technical Issues working group[3] of GLIF 
are carrying out standardization issues for grid network resources.  

Fig. 1 shows typical grid configuration with GRS (Grid Resource Scheduler), 
NRM (Network Resource Manager), and CRM(Computing Resource Manager) in 
grid environment, which has been adopted by several projects such as G-Lambda, 
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Phosphorus, and EnLIGHTened. The goal of G-Lambda project in JGN II is to define 
GNS-WSI (Grid Network Service-Web Services Interface) between GRS and NRM 
[4]. Phosphorus defines control plane and provisioning system of network resources, 
and it is offering relationship between core networks and grid resources in European 
GEANT2 test-bed [5]. EnLIGHTened project resolved cooperation issues between 
grid middleware and optical control plane for dynamic assignment and advanced 
reservation of network resources in National Lambda Railroad test-bed in America 
[6]. EnLIGHTened and G-Lambda have done the world's first cooperating project to 
resolve interconnection issues between different domains.  

 

Fig. 1. Configuration of GRS and NRM 

GRS requests NRM to reserve and assign network resources through GNI (Grid 
Network Interface). GRS selects one of network paths by referring an abstract 
topology created by NRM using physical topology of GMPLS. NRM performs path 
computation, resource admission, reservation, and assignment over the abstract 
topology under GRS's considerations of QoS, reservation time, reliability, and so on. 
GNI is a standard interface to manage grid network resources between GRS and 
NRM, and this interface is embodied by stateful web services of OASIS's WSRF 
(Web Services Resource Framework) [7] and resource management messages of 
GLIF (Global Lambda Integrated Facility) [3]. Existing projects [4-6] have adopted 
two-hierarchical information model with one to one relationship between grid 
network resource and network path.  

In this paper, we defined three-hierarchical information model with GNP (Grid 
Network Path), GNR (Grid Network Resource), and GRR (Grid Resource Reservation) 
to provide grid application for various usage methods of network resources and 
maximize the utilization of network resources in grid environment. We designed and 
implemented NRM, dynamicKL which supports GNSI interface and reservation based 
resource admission control mechanism. GNI interface of GLIF is redefined as GNSI 
interface to support three-hierarchical information model of gird network resources. 
We newly defined GNR, notification and commitment messages in GNSI interface in 
addition to GNP and GRR messages of existing GNI interface. We measured 
activation and release delays on grid network resources in the test-bed of GMPLS 



 Grid Network Management System Based on Hierarchical Information Model 251 

 

network overlaid over KREONET research network. We also successfully carried out 
international interoperability test on the control of grid network by deploying FENIUS 
handler which mapped GLIF’s interfaces into GNSI interfaces through global research 
network.  

2   Information Model and GNSI Interface 

2.1   Information Model of Network Resources 

Fig. 2’s (a) is two-hierarchical information model, in which network resource 
reservations are only possible on a grid network path. Fig. 2’s (b) shows three-
hierarchical information model, which consist of GNP, GNR and GRR, and describes 
their relationship. In three-hierarchical information model, there are more than one 
creation of GNRs on a single GNP according to QoS requirements such as bandwidth 
and delay. Several GRRs will be scheduled without the overlap of time zones on the 
same GNR. NRM will initiate activation or deactivation procedure of reserved 
network resources at the beginning or ending time of reservation. If one GNR is only 
mapped into one GNP, then the effect of three-hierarchical information model is 
almost same with that of two-hierarchical information model.  

 
 

 
 

(a) Two-hierarchical information mode (b) Three-hierarchical information model 

Fig. 2. Information models 

 

Fig. 3. Information elements of GNP, GNR, and GRR 

Fig. 3 shows information elements of GNP, GNR, and GRR, and describes their 
relationship. GNP includes several information elements, those are GNP identifier 
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(GNP-ID), addresses of end nodes (Node IDs), addresses of intermediate nodes, total 
bandwidth, available bandwidth, latency, and state of GNP. DirectionFlag element 
represents whether this GNR supports unidirectional or bidirectional traffic, in which 
each direction is characterized by A2B-Bandwidth and B2A-Bandwidth elements. 
Start-Time and End-Time information elements of GRR represent starting and end 
times of reservation.  More than one GRRs may be scheduled in a GNPR (Grid 
Network Path and Resource)-ID, which is concatenation of GNR-ID and GNP-ID. 

Fig. 4 is a scheduling chart of grid network resources on three-hierarchical 
information model. GNP1's all resources (e.g., 1G bandwidth) are assigned to a 
GNR1, and several reservations for this GNR are scheduled in different time zones. If 
a single GNR is created over one GNP, then resource utilization of three-hierarchical 
informational model is the same with that of two-hierarchical informational model. 
GNP2's all resources are divided into three GNRs, those are GNR1 (500M), GNR2 
(300M), and GNR3 (300M). Several reservations for each GNR will be scheduled 
without the overlap of time zones. Management scheme of three-hierarchical 
information model is a little more complicated than that of two-hierarchical 
information model, but three-hierarchical model increases the utilization of network 
resources by allowing grid application to use several GNRs over the same path. 

 

Fig. 4. Scheduling chart of grid network resources 

2.2   Grid Network Service Interface  

GNSI interface is base on GLIF specification [3] and it is extended to be aligned with 
three-hierarchical information model. Table 1 shows management messages for each 
service of GNSI interface.  

Table 1. GNSI interface messages 

Service Message 

GNP 

CreateGridNetPath 

DeleteGridNetPath 

InitGNPR 

GNR 

CreateGridNetResource 

DeleteGridNetResource      

GetAllGridNetResource 

Reliable 
Commitment 

ResvCommit 

Abort 
 

Service Message 

GRR 

CreateResourceResv 

CancelResourceResv 

ReleaseResourceResv 

QueryAvailableResourceResv 

UpdateResourceProperties 

GetResourceProperty 

GetAllReservedResources 

Notification Notification 
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Grid network resource service is not defined in two-hierarchical information model 
of existing projects. Grid network resource service enables grid application to create 
several grid network resources by dividing resources of a grid network path. 
InitGNPR message is used to simultaneously create a GNP and its GNRs provisioned 
in the configuration file. We defined reservation service in GNSI interface to reserve 
grid network resource during the scheduled time period. Most of messages in 
reservation service are similar to them of GLIF’s GNI interface except 
GetAllReservedResources message that is additionally defined in GNSI to query time 
and bandwidth information of existing GRRs between two specific end nodes.  

Notification message is not used in existing GNI interface. In GNSI interface, this 
message is used to inform allocation or release event to GRS. Two-phase resource 
reservation is effective and reliable mechanism in which a GRS makes reservations 
with several NRMs. CreateResourceResv message is applied to the first phase, and 
ResvCommit message is used in the second phase. GRS checks whether all NRMs 
complete preparations of reservations in the first phase, and it commands each NRM 
to configure resource reservation in the second phase. On the other hand, Single phase 
mechanism is more adequate if a GRS reserves resources with one NRM. 
CreateResourceResv message in single phase mechanism is used to simultaneously 
prepare and configure reservation.  

 

Fig. 5. Sequence diagram for managing GNP, GNR, and GRR 

Fig. 5 shows a sequence diagram of grid network resource management. After 
creation of GNP and GNR, GRS will issue GetAllReservedResources to query time 
and bandwidth information of GRRs between two specific end nodes. GRS analyzes 
available reservation time zones and generates CreateResourceResv message with 
timing and bandwidth parameters which NRM will use to accept or reject new 
reservation. NRM let the ingress switch node activate or release network resources on 
the scheduled time of reservation, and it notifies the result of resource control to GRS 
through GNSI interface. 
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2.3   Reservation Based Admission Control for Grid Network Resources  

Fig. 6 shows reservation based admission control algorithm for grid network 
resources, which requires starting and ending time parameters in addition to traffic 
and QoS parameters of existing admission control algorithms [8]. 

 
 

 
a. Algorithm b. Example network 

configuration 

Fig. 6. Reservation based resource admission control algorithm 

GRS issues CreateResourceResv message with GNPR-ID, startResvT, endResvT, 
and bandwidth parameters. NRM searches existing reservations overlapped with or 
included in time period of new reservation. New reservation will be accepted if  
there are no existing reservations and configured bandwidth of the GNR is greater 
than bandwidth requirement of new reservation. NRM can compute available 
bandwidth for the GNR just using bandwidth information elements of existing GRRs 
overlapped with or included in time period of new reservation. Admission is 
successful only if available bandwidth is enough to support the bandwidth of  
new reservation. In the example network of Fig. 6, maximum configured bandwidth 
of path A-B with A-D and D-B links is 10Gbps. The available bandwidth of path  
A-B is 7Gbps if the accumulated bandwidth of this path for a specific period is 
3Gbps. 

3   Grid Network Management System 

3.1   Design and Implementation of Grid Network Management System 

Fig. 7 shows blocks and external interfaces of grid network management system, 
dynamicKL.  
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Fig. 7. Configuration of dynamicKL 

GNMH (Grid Network Message Handler) block parses messages from GNSI or 
HMI interface, and delivers them to PCRA (Path Computation and Resource 
Admission) block. PCRA performs path computation and network resource admission 
for reservation. PCRA creates and deletes not only grid network paths to configure 
abstract topology, but also grid network resources on a grid network path. It makes 
more than one reservations over a grid network resource, and commands GUMH 
(Grid User Message Handler) block at scheduled time to activate or release network 
resources. GUMH delivers resource management information to GMPLS control 
plane for establishing or releasing LSPs (Label Switch Paths) over transport network 
through GUNI (Grid User Network Interface) interface. HMIH (HMI Handler) block 
provides web based user interface to handle operator's requests for managing grid 
network resources.  

 

Each block of dynamicKL is coded with Java programming language on JDK 1.5 
version. We adopts MVC (Model, View and Controller) model and implements web 
based user interface on Spring Framework 2.5. Web server function of dynamicKL is 
built up on Apache Tomcat 6.0 and server function for GNSI interface is based on 
web services core of Apache Muse. Dummy GRS was built up to do GNSI client 
function. 

3.2   Test-Bed for Grid Network Resource Management 

We built up test-bed with dynamicKL, dummy GRS, and commercial routers as 
shown in Fig. 7 to verify management functions such as creation, reservation, and 
allocation of grid network resources. GMPLS control and transport functions are 
provided by Juniper routers connected to KREONET in which T640 is installed in 
Seoul and other routers are in Taejon. MX 480 router operates as an intermediate 
node and other routers play a role of end nodes to which clusters are directly 
connected to exchange traffic of grid applications. ERO (Explicit Route Object) and 
FEC (Forwarding Equivalence Class) based LSPs are established by dynamicKL in 
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scheduled time of reservation [9]. We used show-mpls-lsp-statistics command of 
Juniper router to check out statistics of traffic over the established LSP.  

GUNI interface is used to control LSPs between dynsmicKL and Juniper routers 
through telnet based CLI (Command Line Interface). CLI processing and control 
plane delays are occurred when dynamicKL initiates activation or release of reserved 
resources on the scheduled time. Starting time of reservation (startResvT) is the point 
of exchanging traffic of grid application after allocation of network resources. Fig. 8 
shows activation time, Tacti and three delays including Dacti (CLI processing and 
GMPLS control delays), Dnoti (Notification delay from dynamicKL to GRS), and Dapp 

(Grid application control delay). Considering these delays, dynamicKL initiates 
activation procedure a little earlier than startResvT.  Activation time, Tacti is given by 

Tacti = startResvT – Dapp –Dnoti – Dacti 

 

Fig. 8. Activation of reserved resources for grid application 

Dacti may be the longest delay among delays related to activation time. As shown  
in Fig. 9, we measured activation and release delays between T320 and MX240 
routers in the test-bed. Total activation delay takes about 3.15 seconds which  
consist of telnet session delay (0.65 seconds) and commitment delay to routers (2.5 
seconds). Commitment delay includes CLI processing delay in the ingress router and 
GMPLS control plane delay among routers on the path. Telnet session delay  
for release is almost equal to that of resource activation. Total release delay takes 
about 1.95 seconds, which are the sum of telnet session and commitment delays  
(1.3 seconds). 

 
 

(a) Activation delay (b) Release delay�

Fig. 9. Delays for activation and release of reserved resources 
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Fig. 10 shows super-agent, networks and their resource management systems, 
which were configured to test international interoperability in GLIF 2009 and 2010 
meetings. Participating networks and their systems were dynamicKL in KREONET, 
IDC in Starlight, PHOSPHORUS in HPDMnet, and G-Lambda in JGN, which 
adopted FENIUS-API[3] for grid network management.     

Mapping function between FENIUS API of super-agent and GNI of each resource 
management system is performed by FENIUS handler, which includes common API 
processing and translator modules. Super-agent requests resource management 
systems in each country to manage and reserve network resources through FENIUS-
API. That is, user can make use of common web based interface to reserve network 
resources from Korea to Europe via Japan.  

 

Fig. 10. Configuration of international interoperability test for grid network resource control 

4   Conclusions 

For grid tasks requiring guaranteed quality of service, we need to build converged 
infrastructure which manages network resources as well as computing resources. We 
defined three-hierarchical information model that is a little more complicated than 
that of two-hierarchical information model, but our model increases the utilization of 
network resources by allowing grid application to use several GNRs over the same 
path. For three-hierarchical information model, GNSI interface additionally includes 
GNR, notification and commitment messages in addition to GNP and GRR messages 
of existing GNI interface. We defined reservation based admission control algorithm, 
which requires starting and ending time parameters as well as traffic and QoS 
parameters. We designed and implemented, dynamicKL, which manages grid 
resources over GMPLS network. Activation and release delays were measured in the 
test-bed of GMPLS network overlaid over KREONET research network. We 
deployed FENIUS-API to carry out international interoperability test on the control of 
global research network.  
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Abstract. Social media-based Social Networking Service (SNS) has grown 
dramatically over the last decade. Numerous users have strengthened their 
human networks by joining SNS. Although many service providers tend to 
develop SNS according to the needs of users, it is difficult to develop SNS 
based on large amounts of social media using traditional techniques with related 
to processing and transmitting it in large and DB system for storing it. 
Therefore, in this paper, we present a new concept of Social Media Cloud 
Computing model (SMCC) combined with cloud computing environment that 
provides elastic computing resources for processing and storing big social 
media data and platforms for providing SNS’s development environments. Our 
services deal with the whole cloud computing services such as SaaS, PaaS and 
IaaS. 

Keywords: Cloud computing, Social Networking Service, Cloud services, 
Cloud platform and Social media. 

1   Introduction 

Social media means media for social interaction, using highly accessible and scalable 
communication techniques [1]. Recently due to the dramatic proliferation of the use 
of smart phones and the advancement of network infrastructures, lots of users have 
easily used Social Networking Service (so-called SNS) based on social media 
contents such as Facebook and Twitter in either a mobile or PC environment. 
According to the Forrester Research, 75% of Internet suffers used social media 
contents in the second quarter of 2008 by joining social networks and reading blogs 
[2]. Overall, SNS based on social media contents based SNS plays a decisive role in 
activating the place of interchange where internet users are able to share their own 
thoughts, opinions, experiences and views with others [3]. 

Lots of users require SNS services based on multi-media data (video, audio and 
picture) including their own intuitive experiences, opinions, ideas and views rather 
than a text-based SNS. Although, many service providers have released social media 
                                                           
* Corresponding author. 
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based SNS containing social meanings, most of the present SNS have really broken 
away out of the existing micro blog-based services (the form of text). 

Even though service providers are aware of the needs of users towards SNS, there 
are two reasons they have failed to provide social media-based SNS. Firstly, the 
traditional storage systems are faced with the limitation of storage capacity. In fact, 
the amount of data in Twitter users produce every day reaches up 7 TB, and even 
Facebook also produces 10 TB. There are lots of limitations in solving the storage 
problem through the traditional DB system. Secondly, service vendors also are 
confronted with difficulties in applying transmission techniques and data processing 
techniques to transmit large amounts of data to smart phone’s users. As a matter of 
fact, to provide three different type terminals such as smart phone, TV and smart Pad, 
they should create and process three different video files suitable for those that are 
converted into different resolutions. New file system, DB system, processing 
techniques and computing power for processing large amounts of social media are 
required to achieve the procedures above. 

For those, our paper are focusing on suggesting Social media Cloud Computing 
(SMCC) model that is able to provide element technologies, computing resources  
and cloud services needed to develop social media-based SNS. The main purpose  
of this paper is to study how to support cloud environment to develop SNS, 
multimedia services and social game based on social more easily over the whole 
cloud computing services such as SaaS, PaaS and IaaS. In this paper, we will 
introduce the concept of cloud computing as related work. Then, we will also present 
SMCC model as well as architecture over the whole cloud computing services such as 
SaaS, PaaS and IaaS. 

2   Related Works 

The Concept of Cloud Computing. The cloud computing was born in complex 
combination form distributed computing, grid computing, utility computing and so on 
[11]. Many people defines cloud computing[4,5,6,12] as an emerging computing 
paradigm where data and services reside in massively scalable data centers and can be 
ubiquitously accessed from any connected devices over the internet. That is to say, 
users are able to obtain useful information they want and use a variety of services and 
computing resources through the internet as a cloud without the constraints of time 
and place. 

Also, the NIST[10] (National Institute of Standards and Technology)  defines ‘On-
demand self-service’, ‘Broad network access’, ‘Resource Pooling’, ‘Rapid elasticity’ 
and ‘Measured Service’ as the five essential characteristics of cloud computing. In 
addition, service models are classified into 3 service models: Cloud Software as a 
Service (SaaS), Cloud Platform as a Service (PaaS) and Cloud Infrastructure as a 
Service (IaaS). Lastly, deployment models are classified into 3 models: Private Cloud, 
Public Cloud and Hybrid Cloud [1,7].  

 
 



 Social Media Cloud Computing Model for Developing SNS Based on Social Media 261 

 

Enabling Technologies in Cloud Computing. There are lots of enabling technologies 
in cloud computing environment. Table 1 shows the list of cloud computing techniques 
in terms of concept, meaning and element technologies. 

Table 1. The enabling technologies in cloud computing 

Technologies Concept and Meaning Element technologies 
Virtualization - A technology to operate a system beyond the 

limits of physical hardware 
 

Distributed 
processing in 
large 

- A technology to distribute and process large 
amounts of data in large scalable server 
environment (over thousands of nodes) 

Distributed processing 
technology 

Open interface - Applicable to expanding the existing services or 
changing their functions in cloud computing based 
SaaS and PaaS, etc. 

 

Service 
provisioning 

- A technology to provide computing resources in 
real time 
- A concept to contribute to increasing the 
economic feasibility and flexibility of cloud 
computing by automating job tasks from applying 
service to service provision 

Resource provisioning 

SLA Managing the operation quality in quantified form 
called service levels is needed according to the 
characteristics of cloud computing that utilize 
external computing resources 

A system to manage 
the service levels 

Security and 
privacy 

- As companies or individuals’ sensitive 
information is stored into external computing 
resources, security of the information has been 
emerging as a critical issue  

Firewall, Prevention 
technology and access 
levels management 

Multi-tenancy 
model 

- An inevitable element to provide SaaS 
- A model that several groups of users utilize a 
single information resource instance in a 
completely distributed form 

 

3   Social Media Cloud Computing Model 

The proposed SMCC model overcomes the limits in the conventional DB system, 
providing a new concept of cloud computing environment for service provider and 
developers to establish and offer social media-based SNS more easily. In addition, our 
model is a new service model combined with cloud computing environments so that it 
can support SNS services like Twitter or Facebook, social media services providing 
social media (pictures, music and video clips) like YouTube and social game services 
like social network games of Facebook. Figure 1 depicts the concept of our SMCC 
model. 
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Fig. 1. Social Media Cloud Computing (SMCC) Model 

4   Social Media Cloud Computing Architecture 

The general idea of designing SMCC is to establish an environment supporting the 
development of SNS and addressing of numerous SNSs, to provide the approaches of 
processing big social media data and to provide a set of mechanisms to manage 
Infrastructure. SMCC is largely divided into 3 layers: SaaS layer, PaaS layer and IaaS 
layer. Furthermore, 3 layers are composed of 8 parts: Social Media Service Platform, 
Social Media Common Algorithms Library, Distributed Processing Platform, Cloud 
Security, Cloud QoS, Green IDC, Infra Management and Virtualization. 

 

Fig. 2. Social Media Cloud Computing (SMCC) Architecture 
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5   Social Media Cloud Computing SaaS Platform  

SMCC SaaS platform provides the function of interaction with social media. That is 
to say, users are able to create, distribute and share social media created by 
participants in SNSs using user-based SaaS platform. Our SaaS platform is composed 
of multi-tenancy, SDK social APIs, service delivery platform and DLNA (Digital 
Living Network Alliance). 

Multi-tenancy. SMCC SaaS platform plays a role in providing SaaS service based on 
open solutions possible to guarantee a multi-tenancy service mode. The concept of 
multi-tenany is a critical issue in cloud computing because it is directly related to 
security and QoS in the aspect of companies and individual. Although it still faces a 
big challenge of sercurity and privacy problem[8], secured multi-tenancy should be 
appied in cloud computing envriments to reduce cost correlated with builiding 
computing resources, especially storage resource and to effectively manage 
infrastructure. With the importance of multi-tenancy we apply secured multi-tenacy to 
our SaaS platform so that users can share and publish countless social media that is 
stored in a single cloud system.  

Web Development Environment. Users or developers can make new services based 
on social media generated by participants in social sites using UI components, Service 
Components and a set of development tools such as social media APIs, SDK based on 
Web and SDK for application that SMCC provides.   

Service Delivery Platform. It also contains service delivery platform that can deploy 
and develop new converged multimedia services quickly on a variety of smart devices 
such as Apple’s iPhone and Google smart phones running on Android platform. 

UPnP and DLNA. It includes UPnP (Universal Plug and Play) and DLNA (Digital 
Living Network Alliance) that deal with interoperability between networked  
 

 

Fig. 3. Social Media Cloud Computing SaaS Platform 
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consumer devices permitting user-generated contents to be shared among household 
devices[9]. DLNA technology has a merit of easily sharing data among heterogeneous 
devices such as TV, home theaters, smart phones, DVD players, game consoles (PS3, 
Xbox360), cameras and set-top boxes. UPnP (User Plug and Play) technology is 
architecture to connect especially home PCs and smart devices or phones to a peer-to-
peer network, and this technology makes various different smart devices 
automatically connect with each other and helps different users use various kinds of 
services through networking. With such technologies, SNS users can share, distribute 
and use countless social media data created by social media participants at hundreds 
of digital devices recently released. 

In addition to these main functions, SMCC SaaS platform also provides 
MapReduce development environment to easily develop programing framework to 
distribute and process large amounts of social media in distributed processing 
systems.  

6   Social Media Cloud Computing PaaS Platform and IaaS 

This section explains PaaS platform likely to be the core of SMCC platform and IaaS 
functioning to provide physical computing environments. Figure 4 shows the whole 
architecture of PaaS platform and IaaS. 

 

Fig. 4. Social Media Cloud Computing PaaS Platform and IaaS 
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SMCC PaaS Platform. PaaS platform consists of Social Media Data Analysis 
Platform (Social Common Algorithms Library), Cloud Distributed and Data 
Processing Platform and Cloud Infra Management Platform. Firstly, the main 
functions of Social Media Data Analysis Platform are to analyze usage pattern, 
relationship between users and social media data on demand, and to provide the 
functions of encoding, decoding, transcoding and transmoding as the form of 
libraries.  Transcoding means converting one media file into files suitable for 
numerous digital devices in terms of file forms. Transmoding means converting one 
media file into files in terms of file size. Secondly, Cloud Distributed and Parallel 
Data  Processing Platform as a core platform of our model is able to store, distribute 
and process social media data created by users by applying HDFS (Hadoop 
Distributed File System), MapReduce and HBase (Hadoop Database System) to its 
system. Lastly, Cloud Infra Management Platform contains the concepts of cloud 
QoS, Green IDC and Cloud Infra Management. Cloud Infra management manage and 
monitor computing resources that do not depend on specific OS or Platform. It 
includes the functions of resource scheduling, resource information management, 
resource monitoring and virtual machine management. These functions are provided 
on web service based on Eucalyptus. In addition, our IaaS is designed to offer elastic 
computing resources including servers, storage and bandwidth using virtualization 
techniques based on Xen[13]. 

7   Conclusion and Future Works 

In this paper we introduce Social Media Cloud Computing model for developing  
SNS based on social media. The main objective of this paper is to present new  
cloud computing model that combines SNS based on social media with cloud 
computing environment, describing element technologies required in the proposed 
model  

The SMCC architecture is designed to support the whole cloud computing services 
such as SaaS, PaaS and IaaS. Under 3-layers structure, SMCC consists of 8 sub-parts 
in total. We also describe all sub-parts in terms of service characteristics and 
technological characteristics in detail.  

In the future work, we are planning to concretize the suggested model more 
technologically. Moreover, we will implement SMCC Model in an actual cloud 
computing environment, while verifying the superiority of our new model through 
benchmarking and performance evaluations. Finally, for our further study, we are 
focusing on suggesting various new models in the field of cloud computing, by 
combining SMCC Model with various different business models and other new 
models.  
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Abstract. The visual navigation system for a mobile patrol robot using image 
processing by FPGA and real-time device driver is presented. The CMOS 
image sensor and the stepper motor driver ICs are connected to external I/O 
ports of the FPGA. The image processing and motor drive circuits are 
implemented into the FPGA device together with state machine and FIFO 
memory buffer to adjust timing for pixel data transmission. The real-time 
device driver couples the flexible hardware circuits with software applications 
for the robot vision.  

Keywords: Autonomous Mobile Robot, Patrol Service Robot, Real-time Image 
Processing, Visual Navigation System. 

1   Introduction 

Advanced fully and semi-autonomous mobile robots for life support purpose would 
acquire greater importance in order to adapt future social environment, such as the 
aging of society and declining number of children. Autonomous mobile robots need to 
recognize the surrounding by using image processing together with sensors and 
transducers. The robot vision systems require real-time response and low electric 
power consumption for the accurate and long time movement for mission tasks. The 
effective usage of visual information processing could expand the autonomy and the 
ability of mobile service robots. The adequate integration of hardware and software 
for image processing is designed for the robot vision system. 

This paper describes the development of patrol service robot using FPGA (Field 
Programmable Gate Array) device for image processing and real-time device driver 
for the fast and deterministic time response to device I/O. A CMOS image sensor is 
connected to I/O ports of the FPGA device on the pan-tilt mechanism for tracking an 
object. The periodically-scheduled image data gets available to application software 
for object recognition, pan-tilt motors control, data communication, and so on. The 
visual navigation system provides the function of automatic correction of self-
localization for the patrol service robot to recognize the position and the orientation in 
the typical passage environment. The patrol service robot enables to continue 
autonomous repetitive traveling without deviation from the route. 
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2   System Configuration 

The patrol service robot shown in Fig. 1 consists of a FPGA board, a CMOS camera 
module, two stepper motors for pan-tilt motion, two stepper motors for wheel drive, 
motor drivers, a wireless LAN module, and a Lithium-ion polymer battery. The 
FPGA board equips Xilinx Virtex-4 FX with PowerPC 405 processor at 350MHz as a 
hard core in the 12,312 logic cells. The platform of embedded systems has 64MB 
SDRAM, 8MB flash ROM, 86 external I/O ports, and UART serial communication 
interface, which realizes the running environment of Linux operating system and a 
variety of useful open source software. The CMOS camera module has a size of 
12mm x 12mm x 11mm with a 1/4 inch receiving area in VGA resolution as digital 
output. For the electrical power consumption, the camera module requires 80mW at 
2.8V in 12MHz. The standard video data output is served in the form of ITU_R 
RT.656 in YUV 4:2:2 pixel format, which compresses data size into 16 bits for a 
pixel. The two-phase unipolar stepper motor has a size of 20mm x 20mm x 30mm and 
a weight of 50g with the stepping angle of 1.8 degree, and the maximum stationary 
torque produces 0.02Nm. The stepper motor drivers are designed for simple 
requirement and made with easily available parts. The motor driver IC includes four 
power FETs to amplify electrical current, two PWM controllers to synchronize two 
phases, and a logic sequencer to generate excitation patterns for a full or half step. 

fixing to mobile robot 

stepper
motor

stepper

motor

pan shaft

tilt shaft

motor driver IC

83mm

33mm

CMOS camera module

FPGA board

wireless LAN module

2 stepper motors for wheel drive

LiPo 3-cell battery
DC-DC module 

(a) Mechanism of Pan-Tilt Motion for CMOS Camera (b) Overview for Patrol Service Robot  

Fig. 1. The patrol service robot composed of a FPGA board, a CMOS image sensor, stepper 
motors, and a wireless LAN module 

The constructed patrol service robot installs a large capacity battery of 1350 mAh, 
a DC-DC module and a wireless LAN module. The total mobile robot has a length of 
180mm, a width of 140mm, a height of 130mm, and a weight of 960g. The stepper 
motors for wheel drive records and reproduces the traveling route according to the 
stepping values without feedback mechanism or rotary encoder. The pan-tilt 
mechanism enables to change the direction of visual field in the CMOS image sensor 
by itself. The wireless LAN module enables the user to manipulate the mobile robot 
from a distant terminal and to receive the image data through TCP/UDP/IP networks 
by IEEE802.11b/g/n standards.  
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3   User Logic Circuits by FPGA 

PC-based image processing systems have a typical problem for unpredictable time 
response to critical tasks concerning for behavioral decision, which are achieved by 
multithread programs on uniprocessor in many cases. In addition, video data 
transmission by USB interface could become a bottleneck for the image processing 
speed. In the other cases, dedicated hardware systems based on DSP could fall into 
inflexible image processing structure and result in a lot of useless computing 
resources. In order to solve this problem, robot vision systems based on FPGA 
devices could have the advantage of configurable efficiency for large-scale and high-
speed data processing. 

The image capture circuit supplies the master clock to the CMOS camera module, 
which is generated from a digital clock manager that combines a frequency 
synthesizer, a phase shifter and a clock delay locked loop. Once the CMOS camera 
module starts the operation, the image capture circuit receives input signals: pixel data 
in 8 bits, pixel clock for data synchronization, horizontal synchronization for a line 
and vertical synchronization for a frame. According to the width of data bus of 32 bits 
between the processor and the peripheral IPs, the image capture circuit collects four 
pixel data that includes two luma components (Y, brightness) and two chrominance 
components (UV, color difference of blue and red) for two pixel elements, and then 
transfers the quadruplet to the state machine circuit and the FIFO memory buffer. 

In the same way as the image processing circuit, the motor drive circuit has been 
built in the reconfigurable device as original logic. The FIFO receives an operation 
value in 4 bytes for motor drive from application software at the states of read and 
read-acknowledge. The FIFO transmits the value to the motor drive circuit at the 
states of drive and drive-acknowledge. According to the directive value, the 
sequential logic generates clock signal for steps to the driver ICs, and then the stepper 
motors start a drive. When the number of steps becomes zero, drive-end signal is 
returned to the state machine circuit in order to permit the next drive operation. Small-
grained operations can be successively managed in the state transition. 

4   Visual Navigation System for Self-localization 

The visual navigation system provides the function of autonomous correction of self-
localization with the patrol service robot. In order to revise the deviation from the 
right location of the mobile robot, image processing from the CMOS image sensor 
recognizes the suitable position and orientation for the traveling route. It is supposed 
that the patrol service robot is used in the typical indoor passage environment. The 
image processing for correcting self-location accomplishes the suitable straight 
passage movement for a certain distance, since a gap in the orientation for the straight 
passage results in large deviation from the proper traveling route. The image 
processing methods using edge and boundary detection judges the gap in the direction 
to the straight line of passage. The visual navigation system removes the difference 
between the absolute and the relative directions on the traveling route that the patrol 
service robot records in the teaching stage. 
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In a typical indoor passage, there must be left and right boundaries as lines with the 
strong features, when the patrol service robot moves in the straight direction of 
passage. The recognition of left and right boundaries is useful to navigate the suitable 
position and orientation on the traveling route for the mobile robot. In order to detect 
only left and right boundaries in passages, the boundary model would be applied in 
detecting lines in the image data. First, the edge image is divided into the left and 
right sides for finding the individual boundaries in the both sides. Second, the angle of 
boundary is restricted to the fixed range for finding the boundary between a floor and 
a wall. The visual navigation system selects the closest line to this side as the 
respective boundaries. The boundary detection was verified to be robust for some 
passing people and obstacles. 

5   Conclusion 

This paper presented the development of patrol service robot with real-time image 
processing using FPGA and device driver. Application software for correcting the 
self-localization by detecting boundaries of passage was developed. This patrol 
service robot enables to manipulate by remote control and provide image data 
transmission to a distant terminal based on wireless LAN. The system would be 
useful for applications of watching an aged person and detecting a suspicious person 
by indoor patrol service robot. The integration of hardware and software platform for 
real-time image processing could be applicable for various robot vision purposes. For 
the future development, common image processing by FPGA circuits, stereo vision 
measurement by trigonometry, and real-time image communication by using RTnet 
Ethernet controller driver would be needed. 
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Abstract. Vehicular ad-hoc networks (VANETs) are special cases of mobile 
ad-hoc networks (MANETs) where nodes are highly mobile, so network 
topology is changing very fast. In VANET, vehicles move non-randomly along 
roads. Inter-vehicle communication is wirelessly connected using multi-hop 
communication without access to some fixed infrastructure. Because of the 
rapid movement of vehicles and the frequent topology change of VANET, link 
breakages occur repeatedly and the packet loss rate increases. Geographical 
routing protocols such as greedy perimeter stateless routing (GPSR) are known 
to be very suitable and useful for VANET. However, they can select stale nodes 
for relay nodes and generate the local maximum problem. This paper presents 
an inter-vehicle routing protocol based on mobility information of vehicles and 
digital map on city roads to solve those problems in urban area. Mobility 
information includes the position, velocity, and direction of vehicles. Road 
topology is used to obtain the location of intersections and whether it is an 
overpass or a dead end road. Simulation results using ns-2 show performance 
improvement in terms of packet delivery ratio than existing routing protocols. 

Keywords: VANET, IVC, V2V, Link Breakage, Local Maximum, Stale Node. 

1   Introduction 

VANET provides both vehicle-to-infrastructure (V2I) communication and vehicle-to-
vehicle (V2V) communication. V2I can provide real-time the road traffic conditions, 
weather, and basic Internet service through the communication with backbone 
networks. V2V can be used for providing information about traffic conditions and/or 
vehicle accidents based on wireless inter-vehicle communication (IVC). In V2V 
communication environments, vehicles are wirelessly connected using multi-hop 
communication without access to some fixed infrastructure [1]. VANET has unique 
characteristics such as high node mobility and a rapidly changing network topology 
compared to MANET. Because of the rapid movement of vehicles and the frequent 
topology change of vehicles, link breakages occur repeatedly, as illustrated in Fig. 1. 
The frequent link disconnection is also cause by the characteristics of VANET such as 
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vehicle movements are constrained in roads and traffic lights have great influence on 
the vehicle movement [2]. The frequent link disconnection may increase the 
possibility of local maximum. Due to these problems, geographical routing protocols 
such as GPSR [3] are known to be more suitable and useful to VANET than existing 
routing protocols designed for MANETs. For instance, in Fig. 1, geographical 
forwarding could use node N2 instead of N1 to forward data to D. 

SN1D

At time t

S

At time t + ∆t

X
D

N2

N1 N2

 

Fig. 1. Route (S, N1, D) that was established at time t breaks at time t + Δt when N1 moves out 
of the transmission range of S 

Geographical forwarding is one of the most suitable solutions for routing in 
VANET because it maintains only local information of neighbors instead of per-
destination routing entries. GPSR selects the node that is the closest to the destination 
among the neighbor nodes as the relay node. However, GPSR may generate the link 
loss problem in urban environments. Because GPSR does not take into account road 
structure and the speed and moving direction of vehicles, it is able to select stale 
nodes as relay nodes. As vehicle movements are constrained by roads, GPSR without 
taking urban environment characteristics is not applicable for VANET [2]. To solve 
this problem, greedy perimeter coordinator routing (GPCR) [5] and greedy perimeter 
urban routing (GPUR) [6] are proposed as possible solutions. However, GPCR may 
cause transmission delay and path selection error because it identifies nodes that are 
on a junction by detecting coordinator nodes to select relay nodes. GPUR selects a 
node that has 2-hop neighbors for the relay node. It will cause serious transmission 
delay. GPUR does not resolve local maximum problem due not to considering road 
specifications such as dead end roads. Our target is to improve the routing protocol 
for V2V, based on vehicles' movement information like position, direction, velocity, 
and road topology. To do this, we assume that each vehicle knows its location through 
GPS like most of the related geographic routing protocols, and has a digital street map 
for road information. We also suppose the availability of a location service, so the 
source node can get the destination information. The position prediction based on 
digital map is more realistic if two reads are superposed with or without different 
running directions. 

The rest of the paper is organized as follows. Section 2 discusses the related work, 
and Section 3 introduces the proposed inter-vehicle routing protocol. The performance 
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evaluation is discussed in Section 4. Finally, in Section 5, conclusions are made 
including the future research. 

2   Related Work 

Traditional MANET routing protocols, such as AODV [7], DSR [8], are not suitable 
for VANET. To deal with the rapidly changing network topology of VANET, greedy 
forwarding protocols based on geographic information have been proposed. 

GPSR [3] is one famous greedy forwarding protocol. GPSR makes greedy 
forwarding decisions using only information about the immediate neighbors in the 
network topology. GPSR may increase the possibility of getting the local maximum 
and link breakage because of the high mobility of vehicles and the road specifics in 
urban areas. This is because it just selects the nearest node to the destination as a relay 
node within its transmission region to make packet forwarding decisions. GPSR may 
also generate the link loss problem because it maintains stale nodes as neighbor nodes 
to select a relay node in greedy mode. The local maximum and link breakage 
problems can be recovered in perimeter mode forwarding, but packet loss and delay 
time may appear because the number of hops is increased in perimeter mode 
forwarding. This decreases the reliability of a VANET. Fig. 2 shows an example. 
Assume vehicle S wants to send a packet to D, and S has two neighbors: N1 and N2. 
GPSR will choose N2 to forward the packet because N2 is closer to D. But in 
common sense, we should choose N1 as vehicle movements are constrained in roads. 

 

Fig. 2. GPSR chooses N2 instead of N1 to forward the packet because N2 is closer to D within 
the transmission range of S 

GPCR [5] was proposed to improve the reliability of GPSR in VANET. The basic 
behavior of GPCR is similar to GPSR, but it selects a relay node by considering 
information about the road structure. GPCR makes routing decisions on the basis of 
streets and junctions instead of individual nodes and their connectivity. However, 
GPCR forwards data packets based on the node density of adjacent roads and the 
connectivity to the destination. Thus, if the density of nodes is low or there is no 
connectivity to the destination, then the delay time increase and the local maximum 
problem are still not resolved. 
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GPUR [6] selects a relay node based on information about the road characteristics, 
like as GPCR. However, unlike GPCR, GPUR selects a relay node among nodes that 
have 2-hop neighbors. It makes periodic beacon messages to estimate the presence of 
2-hop neighbors about all relay candidates. The periodic beacon messages used to 
evaluate the presence of 2-hop neighbors will cause serious transmission delay. 
GPUR does not also resolve local maximum problem due not to considering road 
specifications such as dead end roads. 

3   Proposed Routing Protocol 

Our routing protocol adopts the road segments based routing approach with street 
awareness. Therefore, data packets will be routed between vehicles, following the 
street map topology and the road segments in the real area. Our target is to improve 
the routing protocol for IVC based on vehicles' movement information such as 
position, direction, and velocity as well as road topology. To do this, we assume that 
each vehicle knows its location through GPS like most of the related geographic 
routing protocols, and has a digital street map for road information. We also suppose 
the availability of a location service, so the source node can get the destination 
information. The position prediction based on digital map is more realistic if two 
reads are superposed with or without different running directions. 

In our protocol, a sender should first look at all relay candidates similar to GPUR. 
Then, among these relay candidates, it selects the most stable one based on the future 
vehicle's position using a digital map. The advantage of the proposed routing protocol 
is that the predicted positions will be more realistic. If a vehicle is on the curved road 
without the help of a digital map, its position prediction will wrong. The positions of 
relay candidates for a sender can be predicted using formula (1). 
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where iFPn  and iCPn  are the future position vector and the current position of a relay 

candidate, respectively. iVΔ  is the relative velocity variation and S  is the position 

vector of a sender. T is the elapsed time since the sender receives the beacon response 
from the relay candidate. If there is any relay candidate within the sender’s 
transmission range, the velocity variation can be estimated with the relative velocity 
between the sender and the relay candidate using formula (2). 
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where V is the velocity of the relay candidate. ni and S are the relay candidate and the 
sender, respectively. The sender selects a node that has the larger relative velocity 
than the others as a relay node. 

The algorithm select relay nodes based on both mobile positioning information and 
road topology information. Followings are the algorithm used in our protocol to select 
relay nodes. 
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1. S sends beacons to N = {x|x is a node with the radio range of S}. 

2. S predicts all xVΔ . 

3. S estimates all xFPn  based on a Road Map. 
4. S excludes nodes that on a dead end road and/or in other direction from relay 

candidates. 
5. If S find out all relay candidates are on the road that possible to conjunct with 

the road on which destination node, 
6. Then S selects a node nearest to the destination node among the relay 

candidates that was founded as a relay node. 
7. Else S selects a node nearest to the destination node among all relay candidates 

as a relay node. 

For instance, in Fig. 3, the proposed protocol can use node N3 instead of N2 to 
forward data to D. GPCR may send packets to N4 based on the node density at the 
junction roads and GPUR may forward packets to N1 and N2, following the moving 
direction and the shortest path from S to D. It cause local maximum and unnecessary 
traffic overhead and delay. Our proposed protocol therefore can avoid the dead end 
road by using digital map for realistic road information. 

S

D

N4

N2

N3

N1

X

Dead end road

 

Fig. 3. The proposed routing protocol chooses N3 instead of N2 to forward the packet because 
N2 is on a dead end road even if N2 is moving to D and it has the shortest path to D 

4   Performance Evaluation 

We analyze and compare the performance of the proposed protocol and the existing 
GPSR, GPCR and GPUR using the ns-2 simulator. In this performance evaluation, we 
just considered the packet delivery rate at this point. The simulated area is based on a 
real map from Seoul with a 1000 m * 1000 m size. Table 1 summarizes our simulation 
parameters. The simulations were performed for 180 secs, and the number of nodes 
was increased from 10 to 100. The moving velocity of the nodes was increased from 
20 km/h to 100 km/h. The experiments were performed thrice and average values were 
used. Maximum and minimum values were excluded. 
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Fig. 4 and Fig. 5 show the packet delivery rate according to the number of nodes 
and the packet delivery rate according to the velocity variation of the nodes, 
respectively. The proposed protocol represents the best packet delivery rate compared 
to the existing GPSR, GPCR, and GPUR. 

Table 1. Simulation parameters 

Parameter Value 
Topology size 1000m*1000m 
Transmission range 250m 
MAC protocol IEEE 802.11 
Node number 10 to 100 
Node velocity 20km/h to 100km/h 
Beacon time 1sec 
Bandwidth 2Mbps 
Packet size 1000bytes 
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Fig. 4 shows that the performance of the proposed protocol appears similar to that of 
GPUR. However, the proposed protocol shows better performance than GPUR while 
the number of nodes increases. This reason can be inferred from the error occurred in 
selecting relay nodes because GPUR considers only the location of 2-hop nodes in 
selecting relay nodes without considering road topology. On the other hand, the 
proposed protocol can be found showing a high delivery rate by selecting relay nodes 
based on road topology. As shown in Fig. 5, all protocols show the packet delivery rate 
drops with increasing node speed. However, the decreasing rate of the proposed 
protocol is lower than the other protocols. This reason can be expected that the delay 
time to determine the position of nodes is lower than that of the other protocols 
because the proposed protocol knows the position of nodes with a digital map. 

5   Conclusion 

This paper has presented inter-vehicle routing protocol based on mobility information 
and digital map in urban, which is a class of VANET routing protocols for city-based 
environments that takes advantage of the layout of the roads to improve the 
performance of routing in VANETs. The proposed routing protocol can reduce the 
possibility of link breakage by selecting the relay node based on mobility information 
as well as the road topology. Simulation results showed that our protocol has a high 
packet delivery rate compared with GPSR, GPCR and GPUR for VANETs. 

As the future work, we will consider the probability of local maximum and the 
packet breakage rate in our simulation. And we will incorporate more realistic factors 
into our routing protocol, such as the density of vehicles and delay tolerant characters. 
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Abstract. This paper presents a tangible interface based on iPhone for
robot control. In this scheme, two axes of the acceleration sensor attached
inside iPhone are used for remote control of a mobile robot. In particular,
this study presents four possible communication methods for wireless
communication between a mobile robot and iPhone. For each method, the
communication quality of delay time and number of acquisition data is
analysed and compared. The experimental results show that the proposed
iPhone-interface control is effectively used for controlling a mobile robot
remotely.

Keywords: iPhone, mobile robot, tangible interface, acceleration
sensor, Blutooth communication.

1 Introduction

Many researchers have proposed various interfaces for a mobile robot or a biped
robot. Xing-Han Wu et al. [1] proposed a hand gesture interface for robot con-
trol. The interface for navigation of a car-robot used a 3-axis accelerometer and
recorded a user’s hand trajectories. The received trajectories are then classified
to one of six control commands for navigating a car-robot. Manigandan et al.
[2] proposed a hand gesture recognition interface that is similar to [1]. However
the interface [2] used a vision recognition based on perceptual color space such
as HIS, HSV/HSB, and HSL where a robot finds the center of gravity (COG) of
the hand region as well the farthest point from the COG. The robot identifies
the sign based on recognized hand. Shah et al. [3] proposed a sketch interface
for controlling robots. A operator of the interface uses a pen tablet to control
a robot remotely by sketching commands, where the robot interprets and exe-
cutes correctly. Barbosa et al. [4] proposed a brain computer interface that is
applied to activate the movements of a mobile robot, associating four different
mental activities to robot commands. Kerscher et al. [5] proposed a haptic han-
dle to enable the user to steer interactive behavior operated shopping trolley
(InBOT). The handle is composed with different sensors for detecting the forces

G. Lee, D. Howard, and D. Śl ↪ezak (Eds.): ICHIT 2011, CCIS 206, pp. 278–285, 2011.
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and torques applied by an user. Interfaces using a Personal Digital Assistant
(PDA) or Smartphone have been proposed by many researchers. Valero et al.
[6] proposed an desktop-based interface and a PDA-based interface for remote
control of mobile robots, where situation awareness of the operator is reduced
when using PDA interface than the desktop-based interface. Jong Hyun et al.
[7] proposed a PDA-based user interface to control a mobile robot. The interface
consists of an image for the robot camera, indicators for distance estimation, and
sensor data for robot navigation. And it needs a server PC through WiFi router
that requires restricted area. In [8] and [9], iPod was treated for robot control.
[8] and [9] proposed a touch interface based on gesture navigation. Although it
is similar to [1], iPod touch has small size and low computation capacity.

In this paper, we present an iPhone-based interface for control of a differential
drive robot. The goal is to propose possible communication methods and analyse
their communication quality of differential drive robot based on iPhone interface.
Specifically the following four methods are attempted: M1 method of sending a
start byte for one packet, M2 method of sending a start byte for a respective
data, M3 method of using data transmission by requesting, and M4 method of
controlling robot by the smallest size packet.

2 Robot and iPhone

2.1 Differential Drive Robot Model

The configuration of a differntial drive robot is completely described by three
vectors that consist of current position and orientation angle from reference
frame. By assuming that wheels of the robot do not slip on the plane, the motion
of the point for robot is subjected to the following equation [10],

ẋsinφ − ẏcosφ = 0 (1)

where (x, y) is the center of gravity of the robot in the inertially fixed coordi-
nate system, φ is its orientation. This natural constraint is nonintegrable, i.e.,
nonholonomic. In other words, the robot does not directly move to a x direction
or a y direction. The longitudinal velocity v and angular velocity ω[13] are given
by

ẋcosφ + ẏsinφ = v
φ̇ = ω . (2)

Hence, the kinematic model is given by

q̇ =

⎡
⎣ ẋ

ẏ
φ̇

⎤
⎦ =

⎡
⎣ cosφ 0

sinφ 0
0 1

⎤
⎦[

v
ω

]
. (3)

v and ω are given by

v =
pr + pl

2
and ω =

pr − pl

d
(4)

where pl and pr are pulse width modulation (PWM) signals of left and right
motor, respectively. d is the distance of two wheels.
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2.2 Measurement of Acceleration Sensor Value

The acceleration sensor of iPhone measures an acceleration quantity in gravity
field. When the measured value is 1.0, it means that the 1g (gravity) power
influences to certain direction. If the iPhone is stood up vertically, the value of
sensor means that 1g force influences toward y-axis of sensor. However, in the
case that the acceleration sensor of iPhone is used, gravity values have large
chattering values. Thus, the study uses a low pass filter for reducing chattering
values. The digital low pass filter is given by

Ã = αA + (1 − α)Ã (5)

where Ã = [x̃a, ỹa, z̃a], Ã is the value of estimated acceleration sensor. And
A = [xa, ya, za], A is the value of measured acceleration sensor. α = st/(tc + st),
α is an weight constant. where st is a sampling time and tc is a time constant.
In this paper, the parameter values are used as follows: the value of st is 0.01
and tc is 0.2.

2.3 Robot Hardware and Control

Figure 1 shows that the differential drive robot is controlled by changing gravity
value in an acceleration sensor of the iPhone. In this study, the y and z-axis of
the acceleration sensor for the robot control are used. The z-axis value changes
to -1 when tilting forward the iPhone. If the iPhone tilts to left and right, y-
axis value of acceleration sensor changes between -1 and 1. Left and right motor
values are given by

pl = sm(k1(z̃a + zi) − k2ỹayr)
pr = sm(k1(z̃a + zi) + k2ỹayr) (6)

where k1 and k2 are the weight value given by k1 + k2 = 1. zi is the initial value
of z-axis and yr is the value of left and right rate. sm is the maximum speed of
the robot, which is changed by selection mode.

3 Communication Method Between iPhone and a Robot

In the study, the maximum speed data of the robot and the acceleration data of
y and z axis, and so on are communicated between iPhone and the differential
drive robot. All this information is packed in one Bluetooth packet and then
send out to the robot. In this paper, four methods are proposed. one packet in
each method is shown in Fig. 2 where a piece of rectangular shape means 1 byte.
M1: Method of sending a start byte for one packet.

The packet sent from iPhone in Fig. 2. (a) includes y and z axis values of
acceleration sensor, which are packed into one 15-byte Bluetooth packet. This
method has an advantage of sending large data using a ‘#’ as start packet and a
‘,’ as data division. However, the packet length is long, since the packet includes
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Fig. 1. Remote robot control using iPhone

a start letter and a division letter in the packet. The packet is saved in buffer
while the robot is receiving the packet from iPhone. Then, the packet is analysed
in the robot and the analysed packet is used for the control input of robot. While
the robot analyses the packet, the robot does not process a next packet, which
occurs a time delay. Thus, real time control is not easy since the method occurs
time delay between the robot and iPhone.
M2: Method of sending a start byte for respective data

M2 method excludes the ‘#’ letter differently from the M1 method. Instead,
a starting letter and an ending letter as a mode value, and y-axis and z-axis
values are added. Figure 2. (b) shows the structure of a communication packet
in the M2 method where ‘m’, ‘y’, and ‘z’ mean a start letter, respectively, and
‘,’ means ending of data value. The packet received from the iPhone is analysed
by comparing starting letters of the data. This method is faster than the M1
method for robot control. However, in this method, the data length is still long
and a delay time exists.
M3: Method of using data transmission by requesting

The M1 and M2 methods transmit packet from iPhone without regardless of
robot condition. While, M3 method sends a packet only when the robot requests
as shown in Fig. 2. (c). First, the iPhone waits for request from the robot. When
the request data is ‘y’, the iPhone sends the y-axis value. Then, the iPhone
waits for next request. In the method, data size of the M3 method is smaller
than the other methods of M1 and M2. However, when communication timing
of the M3 method is not appropriate, the robot may not receive transmited data
from iPhone. If the PWM value of motor is decided, then it is converted to
different type of data from the saved data. Thus, the M3 method occurs time
delay between the robot and the iPhone.
M4: Method of controlling a robot by a small size packet

This method reduces the calculation time of actuating motors and the time
delay between the robot and the iPhone. The PWM values of a robot are calcu-
lated in iPhone. Then the robot receives the PWM values from iPhone and uses
these values. Figure 2. (d) shows the M4 method , where the ‘#’ represents the
start of packet data. The PWM value consist of 8 bits. The highest bit means a
direction of a rotating motor. For example, when the highest bit is 0 value, the
motor rotates count clockwise. The other bits mean PWM value. In the paper,
the M4 method is used for controlling the robot where the sampling time is
around 33ms that is shorter than the other methods.
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, , ,

, ,

Fig. 2. The proposed communication mathods between iPhone and a robot

4 Analysis of Experimental Results

The communication between the iPhone and the differential drive robot is based
on Bluetooth. In experiment, the overall structure of the proposed system is
shown as Figure 3.

Figure 4. (a) shows the output values of robot after transfering data from
iPhone through Bluetooth communication. The packet is saved in buffer while
the robot is receiving the packet from iPhone. Then, the packet is analysed in
the robot and the analysed packet is used for the control input of robot. Thus,
while the robot analyses the packet, the robot does not process a next packet.
Hence, a time delay occurs. As for the M1 method in Fig. 4. (a), real time
control is not easy since the method occurs time delay between the robot and
iPhone. However this method may be appropriate for a slow responsing system.
M2 method in Fig. 4. (b) does not response to fast section during [3, 3.2]. In Fig.
4. (c), the robot using the M3 method is received data from iPhone by request.
Thus, sampling rate is slower than the M1, M2 method. Result of the M4 method
in Fig. 4. (d) is similar to that the robot directly uses the saved input data from
buffer without wireless communication from iPhone. The robot responses to fast
section during [3, 3.2]. In the paper, the M4 method is adopted for controlling
the robot where the sampling time is around 0.0334 second, which is shorter
than the other methods.
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Fig. 3. Structure of the proposed system

Fig. 4. PWM data and motor speed using the proposed methods

Figure 5 shows a sampling time and the number of transferred data for each
method. In the experiment, the robot receives 620 data from the iPhone having
sampling time of 10ms. The sampling time of the M4 method is lower than the
other methods. The number of data in the M4 method that received from 620
data sent every 10ms is more than other methods. Figure 6 shows an experimen-
tal result of the robot control using iPhone. In the experiment, the M4 method is
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Fig. 5. Sampling time of each method and number of acquisition data

Fig. 6. Control of a robot using iPhone [11]

used, where sm = 40, k1 = 0.6, k2 = 0.4, zi = 0, yr = 0.1 are used as parameter
values. Figure 6 shows the experimental results that is shown as a movie file
in [11].

5 Conclusion

In the paper, the iPhone interface for wireless controlling the differential drive
robot is presented. The proposed iPhone controller uses Bluetooth communica-
tion that does not have place limit differently from use of WiFi communication.
In the paper, the communication quality is analysed for remote control of a
differential drive robot based on iPhone interface. Comparative results of four
communication methods are proposed, and the M4 method is adopted for com-
munication between the iPhone and the robot. The experimental results present
that the proposed iPhone-interface control is effectively used for controlling a
mobile robot remotely.
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Abstract. New robot applications using smart devices are recently providing 
interesting and feasible solutions to longstanding problems. In this study, we 
propose a remote control and monitoring method using an omni-directional 
mobile robot with a smart device. We also developed remote control and 
monitoring application software for the smart device by using Microsoft's .Net 
Compact Framework and Bluetooth data communication to support various 
smart OS Platforms. We evaluated the feasibility and the effectiveness of the 
proposed method by conducting several experiments involving remote control 
of a mobile robot using a gravity sensor in a smart device and remote 
monitoring. 

Keywords: Smart Device, Omni-directional Mobile Robot, Remote Control 
and monitoring, Bluetooth Communication. 

1   Introduction 

Smart device based markets are currently expanding as smart device use becomes 
increasingly popular. Laptop is a computer with mobility compared to desktop 
computer. Advanced types of laptops such as netbooks, UMPCs, and tablet PCs are 
smart devices that consume less electric power. Smart phones are distinguished from 
portable computers, which in turn evolved from desktop PCs. A smart phone is an 
advanced mobile phone that offers advanced computing ability and connectivity. A 
smart phone takes the place of a PDA while also offering various multi-media 
content. 

Smart devices are new computing devices that use diverse contents. Examples 
include smart phones, smart books, and smart TVs.  A smart book is a portable device 
that has advantages of a smart phone and a tablet PC. Smart phones have dominated 
the market recently, replacing feature phones. Smart books are also becoming popular 
for using various multimedia contents including e-books. Smart TVs are similarly 
attracting attention for use in the home [1]. 

Today, we can easily use various internet-based applications, as Wi-Fi hotspots are 
being installed in most public areas, including bus terminals, airports, libraries, and 
buildings. In ubiquitous environments with seamless wireless connection, smart 
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devices are becoming hub devices by using service market places and personal cloud 
computing. 

In consideration of this recent trend in mobile computing technologies and with the 
recent rapid diffusion of smart devices, interconnection of smart devices and robots 
via wireless communication will attract public attention and will have a major 
influence on the markets of u-Healthcare, u-Home Service, and intelligent service 
robots. Fig. 1 shows a service architecture involving cloud computing, content, smart 
devices, and u-services that will be attainable in the near future. 

In this study we propose a new smart device based robot application that can 
support remote control and monitoring of an omni-directional mobile robot. In the 
related experiments, gravity sensor steering, whereby the robot is controlled by the 
gravity sensor of a smart device, and remote monitoring, whereby the robot is 
controlled while monitoring a remote scene including the robot, are conducted to 
verify the effectiveness of the proposed system. We also evaluated the performance of 
remote monitoring. 

 

Fig. 1. Ubiquitous Service Architecture that involves cloud computing, content, smart devices, 
and u-Services 

2   Application Software of Smart Device 

2.1   .Net Compact Framework and Dalvik VM 

There are two dominant operating systems, and set-top boxes developed by Microsoft. 
Windows and Andriod for smart devices nowadays [2]. .NET Compact Framework is 
a version of the .NET Framework that is designed to run on resource constrained 
smart devices such as personal digital assistants (PDAs), mobile phones, factory 
controllers. The .NET Compact Framework inherits the full .NET Framework 
architecture of the common language runtime for running managed code. It provides 
interoperability with the Windows CE operating system of devices so the user can 
access native functions and integrate his or her favorite native components into 
applications [3]. 
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The UI development is based on Windows Forms, which is also available on the 
desktop version of the .NET Framework. User interfaces can easily be created with 
Visual Studio by placing .NET Compact Framework controls such as buttons, text 
boxes, etc. on the forms. Features such as data binding are also available for the .NET 
CF [4]. 

Android is a software stack for mobile devices that includes an operating system, 
middleware, and key applications developed by Google. The Android SDK provides 
the tools and APIs necessary to begin developing applications on the Android 
platform using Java programming language [5]. 

Dalvik is the process virtual machine (VM) in Google's Android operating system. 
Dalvik is thus an integral part of Android, which is typically used on mobile devices 
such as mobile phones, tablet computers, and netbooks. Before execution, Android 
applications are converted into the compact Dalvik Executable format, which is 
designed to be suitable for systems that are constrained in terms of memory and 
processor speed. 

Fig. 2 shows the .Net Compact Framework (left) and Dalvik VM (right) as 
representative latest smart device development environments. 

 

Fig. 2. .Net Compact Framework (left) and Dalvik VM (right) based Smart Device Development 
Environment 

2.2   Application Software for Control and Monitoring of Omni-directional 
Mobile Robot 

Software configuration of the proposed system is show in Fig. 3 below. The software 
of the mobile robot is configured with C compiler based firmware, which transmits 
the robot’s sensor measurements to the smart device and receives motor commands 
from the smart device. The software in the smart device is configured with .Net 
Compact Framework, which drives the robot based on the received sensor 
information from the robot and a C# based mobile application. 

The user interface of the smart device application for mobile robot control is show 
in Fig. 4. This UI was developed using a smart application interface based on C# and 
.Net Compact Framework 3.5. Various buttons are placed to manually control the 
robot and to make it easy to connect to Bluetooth, select which mobile mode to run,  
 



 Remote Control and Monitoring of an Omni-directional Mobile Robot 289 

 

 

Fig. 3. Software Configuration of Smart Device based Mobile Robot 

 

Fig. 4. User Interface of Smart Device Application 

and verify current PSD sensor measurements. The developed robot software is 
available on various smart devices and Windows CE based embedded devices. 

The developed software supports a user interface that has various control mode 
options for the user to select a specific mode among control mode and gravity steering 
mode. When the mobile robot moves according to the mobile mode when selected via 
the smart device, it collects information of the surrounding environment through IR 
sensors and transmits the information to the smart device via Bluetooth. The smart 
device then analyzes the data from the robot and generates new motor control 
commands and transmits the commands to the mobile robot. 
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Also, the mobile robot smoothly moves by adopting velocity control of the 
Dynamixel AX-12A robot servo motors using TTL-based data communication with 
the microcontroller. A smart device application is developed to control the robot 
according to the selected mobile mode after connecting with the mobile robot through 
Bluetooth. 

3   Omni-directional Mobile Robot and Smart Device 
Configuration 

3.1   Omni-directional Mobile Robot 

The omni-directional mobile robot is composed of three wheel motors of Dynamixel 
AX-12A, a CMOS Jpeg camera, three PSD range sensors, and a 8-bit microcontroller 
with a Bluetooth module. An illustration of the omni-directional mobile robot and its 
configuration with a smart device is shown in Fig. 5. The images captured from a 
CMOS camera sensor of the remote robot are transmitted via Bluetooth to the 
connected smart device while a user of the smart device controls the robot through the 
control UI of application of the device. 

 

Fig. 5. Illustration of Omni-directional mobile robot and its Configuration with Smart device 

The mechanical design and the graphical representation of motor distribution of the 
omni-directional robot are shown in Fig. 6. Each wheel is placed so that the axis of 
rotation points towards the center of the robot and there is an angle of 120 degree 
between the wheels. For this type of omni-directional configuration, the total 
displacement is achieved by summing up all the three vectors contributions. 

Since the robot forward direction is represented by Yr, each motor contribution 
consists of the cosine of the angle of the desired direction projected on each wheel 
drive direction multiplied by the velocity. Considering that the three wheels driving 
directions of the robot are 150, 270 and 30 degrees respectively, the contribution for 
each motor for linear velocity is given by the following equations [6]. 
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F1 = velocity ⋅ cos (150 – DesiredHeading) (1)

F2 = velocity ⋅ cos (270 – DesiredHeading) (2)

F3 = velocity ⋅ cos (30 – DesiredHeading) (3)

Where F1, F2 and F3 denote the motor vector contributions of the motors 1, 2, 3 
respectively, velocity denotes the linear velocity the robot should move and 
DesiredHeading denotes the angle of the desired movement. 

 

Fig. 6. Mechanical design and Graphical representation of motor distribution of Omni-
directional robot 

The mobile robot also has CMOS Jpeg serial port camera module from LinkSprite. 
It can capture pictures of various resolutions such as VGA, QVGA and 160*120, then 
outputs JPEG images through UART. The camera module can be easily integrated 
into existing robot design. 

At the mobile robot, the microcontroller continually acquires information from 
other sensors such as PSD through the ADC and sends it to Bluetooth using a serial 
port. The firmware of the microcontroller was programmed to receive motor drive 
commands from the smart device. Table 1 shows the hardware specifications of the 
mobile robot and the smart device used in this paper. 

3.2   Smart Device Configuration 

We used a Windows Mobile based Samsung smart phone named T-Omnia2 to 
communicate with the microcontroller via Bluetooth for controlling the remote 
mobile robot. To retain portability on various Windows based smart device OS 
environments, .Net framework and Bluetooth are used for the software 
implementation. To develop a smart device user interface and handle the gravity 
sensor efficiently, Windows Mobile SDK and the corresponding smart phone’s SDK 
are used [7]. 
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Table 1. Hardware Specifications of Mobile Robot and Smart Device 

H/W Item Feature 
Microcontroller ATMEL ATMega164P-20MU 
Motor ROBOTIS Dynamixel AX-12A x 3EA 
Sensor CMOS JPEG camera x 1EA, PSD Sensor x 3EA 
Bluetooth SPP / BT2.0 
Smart Device Samsung SCH-M715(T-Omnia2) 
Smart Device OS Windows Mobile 6.5 
Dev. Tool .NET Compact Framework 3.5 with C# Language 
Comm. Speed 115200 bps 

4   Experimental Results 

4.1   Remote Movement Control by Gravity Sensor 

In remote control by gravity sensor mode, the user can control the mobile robot akin 
to a user driving a car with a steering handle. In this mode, the smart device simulates 
the physical car handle by estimating the current pose using a 3-axis gravity sensor. 
The user also can feel the speed of the mobile robot through vibration of the smart 
device driven by an embedded vibration motor [8]. 

To move the robot at a constant velocity, navigation functions such as forward 
acceleration and immediate left and right turn are implemented. Fig. 7 shows screen-
shots of the control experiment of the remote mobile robot involving gravity control 
mode with the user interface. 

4.2   Remote Monitoring 

In remote monitoring mode, the user can control the mobile robot while monitoring 
the remote scene captured from the camera on the robot. The user can also see the  
 

 

Fig. 7. Experiments of Remote control by Gravity sensor and Monitoring of Mobile Robot 
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fore-facing 3 PSD sensor measurements from the robot. Control functions in the 
remote monitoring mode are 8 desired directions for the robot to move without 
rotating the robot using the omni-directional three wheels mechanism and additional 
left and right turning for rotating the robot. Fig. 7 also shows images from the 
experiment of the remote monitoring mode, where the robot was controlled 
successfully according to the user’s commands. 

4.3   Performance Evaluation of Remote Monitoring 

We performed a performance evaluation of remote control and monitoring with a smart 
device by measuring the wireless data transmission latency and the frame rate of the 
captured images at 160*120 resolution. In evaluating the wireless data transmission 
latency of the wireless smart device based robot control system, the average wireless 
data transmission latency was measured after 10 byte data packets were sent and 
received 20 times in a loopback manner. Table 2 shows the average data transmission 
latency and the fame rate according to the Bluetooth communication speeds. 

Table 2. Data Latency andn Frame Rate according to Bluetooth Communication Speeds 

Comm. Speed of 
Bluetooth (bps) 

Average data latency (mSec) Frame Rate 
(Frames/Sec) Near 5M 10M 

57,600 33.6 36.8 58.9 2~3 
115,200 22.3 25.5 33.9 4~5 

5   Conclusion 

In this paper, we described the remote control and monitoring of an omni-directional 
mobile robot using Bluetooth with a smart device. We also conducted several remote 
robot experiments and a performance evaluation to verify applicability of the 
developed control and monitoring system using the smart device. 

In the experiment, the gravity steering mode and the remote monitoring mode were 
tested. The control algorithms for the remote mobile robot were implemented at the 
smart device side and the smart device controlled the mobile robot by sending a motor 
control signal through wireless connection. To validate this wireless control system, 
data transmission latency was measured at different communication speeds and 
different distances between the robot and the smart device.  

The proposed smart device based remote robot control system makes a significant 
contribution to the field in that it is a new type of robot application, successfully 
integrating and exploiting a traditional PC based mobile control method and the 
distinct features of a smart device, including mobility in particular. 

When considering the rapid advancement of smart devices with various embedded 
sensors, we expect that smart devices will soon be able to be used instead of desktop 
PCs for controlling robots. We also hope that the service variability of intelligent 
service robots will be widened through their connection with smart devices and by 
using the various features and contents available on smart devices. 
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Abstract. This paper presents a mobile robot system for an user-following by 
detecting the direction of an user based on a fusion of ultrasonic sensors. One of 
the most important characteristics of the ultrasonic sensor has a property of the 
straight within a constant angle range. In addition, the ultrasonic sensor is able 
to promptly detect the user with fast operating speed and resists influence of 
external environment. The mobile robot follows the user quickly through a 
simple hardware and algorithm. Extensive simulation presents to illustrate the 
viability and effectiveness of the proposed user-following mobile robot system. 

Keywords: User-following, ultrasonic sensor, mobile robot. 

1   Introduction 

Recently, a mobile robot has been extensively studied based on various sensors due to 
development in sensor technology. The ultrasonic sensor among various sensors is 
suitable for a mobile robot since it is inexpensive and useful. The ultrasonic sensor is 
used for environmental recognition such as localization and obstacle avoidance. The 
localization based on ultrasonic sensors use several ultrasonic transmitters fixed to a 
ceiling to give a mobile robot location information. And an ultrasonic receiver is 
mounted on the mobile robot that does not know location information. The fixed 
ultrasonic transmitter uses two different transmission frequencies that are 40kHz and 
25kHz. Two ultrasonic receivers are used for receiving 40kHz and 25kHz 
frequencies, respectively. The localization of a mobile robot is calculated by the time 
variation taken when an ultrasonic receiver detects the ultrasonic signal transmitted 
from the ultrasonic transmitter [1]. In [2], the localization of a mobile robot is 
measured based on a fixed transducer ultrasonic sensor and four receiving ultrasonic 
sensors that is equipped on the mobile robot. The ultrasonic transmitter immediately 
sends out an ultrasonic signal as soon as receiving a starting signal via the RF switch 
controlled by a central computer. The four ultrasonic receivers detect an ultrasonic 
signal transmitted from the ultrasonic transmitter at different time, respectively. 
Owing to different receiving time, the distance from each ultrasonic receiver to the 
ultrasonic transmitter is also different. The location of a mobile robot is calculated by 
the measured distance between each ultrasonic receiver and the ultrasonic transmitter. 
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In many cases, a mobile robot recognizes the existence of obstacles using ultrasonic 
sensors. The mobile robot is equipped with several ultrasonic transmitter and 
receivers for avoiding obstacles. The distance from a robot to an obstacle is calculated 
by time variation taken between transmitting the ultrasonic signal and reflecting 
ultrasonic signal from an obstacle, which is used for obstacle avoidance [3]. In the 
study, a mobile robot system following an user through the ultrasonic sensors is 
presented. 

Many approaches to track a human using cameras or laser range finders have been 
studied for recognizing a human. In [4], the mobile robot detects a human with a light 
emitting device by use of a camera. After calculating the relative distance and 
direction between the recognized human and the mobile robot, the robot follows the 
human. In [5] a CCD color video camera that is mounted on a pan-tilt unit on the 
robot recognizes skin color of a human. The CCD color video camera controlled by a 
pan-tilt control follows a human. The human recognition performance based on a 
camera is sensitive to camera setting such as a camera angle, view points and pixels 
of the vision. Moreover, the reliability and robustness of a vision system to an object 
depends on the change of illumination and climatic condition. On the other hand, the 
laser range scanner detects human legs to follow human in [6]. If the laser range 
scanner is mounted to a mobile robot, the mobile robot is become bigger and more 
expensive since the laser range scanner is rather big, even high-priced. In [7], the 
method that detects a direction of human position by a clapping sound and then 
recognizes human legs based on a camera and laser range scanner has been proposed. 

This study proposes that the mobile robot follows an user by detecting the direction 
of an user based on a fusion of ultrasonic sensors. The ultrasonic sensor for a mobile 
robot is small in size and low in price. In addition, the ultrasonic sensor is able to 
promptly detect the user with fast operating speed and resists influence of external 
environment. One of the most important characteristics of the ultrasonic sensor has a 
property of the straight within a constant angle range. Based on such a characteristic of 
the ultrasonic sensor, it is possible that the mobile robot follows the position of an user. 

2   Mobile Robot Model and Hardware Configuration 

2.1   Robot Model 

In this study, the mobile robot is a grounded vehicle model with four wheels. The 
mobile robot has two wheels on left and right side respectively. However the mobile 
robot is similar to an unicycle robot, since two wheels of each side are driven by the 
same signal [8]. Hence, the kinematical model of a mobile robot is given by 
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The robot model is described by a three vectors [ ]c c c cq x y θ= . [ ]c cx y  

Indicates the center position of each wheel and cθ indicates the orientation of the 

robot with respect to the x-axis. cd  is the distance between the point [ ]c cx y  and 

each side wheel. The tangent and angular velocities are given by 
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where the velocities rv and lv are the tangent velocities of contact point between 

each side wheel and the ground, and rω and lω are the angular velocities of each side 

wheel. r indicates the radius of each wheel. 
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Fig. 1. Robot model 

2.2   Hardware Configuration 

In this study, the user-following mobile robot system is divided by the user part and 
the mobile robot part. The configuration of the user module is made as a shown in 
Fig. 2 (b). The user module is equipped with an ultrasonic transmitter HG-40C for 
transmitting ultrasonic signals to the mobile robot and a Bluetooth communication 
module ESD-110 for calling the mobile robot out. The module ESD-110 is able to 
communicate within 100 meters. The ultrasonic transmitter and a wireless 
communication through the Bluetooth communication module are controlled by 8bits 
microprocessor mounted on the user module, ATmega128A16u. 

The configuration of the mobile robot is shown in Fig. 2 (a). The mobile robot is 
equipped with three ultrasonic receivers HG-40NTII for detecting the ultrasonic 
signal from the user, two infrared sensors for avoiding obstacles, two DC motors on 
left and right side respectively for user-following, two channel DC motor drivers for 
operating the four DC motors, and the Bluetooth communication module ESD-110  
for receiving a call from the user. An 8bits microprocessor ATmega128A16u is used 
for controlling the whole mobile robot system. 
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Fig. 2. Block diagram of the proposed user following system 

3   The Proposed Method 

The ultrasonic sensor has a property of the straight within a constant angle range, 
which is used for user-following in the study. Thus, due to the properties of straight, 
an ultrasonic sensor enables a mobile robot to detect a direction of the user where he 
or she is. The ultrasonic transmitter mounted on the user module transmits an 
ultrasonic signal to constant direction and its range. The mobile robot is equipped 
with three ultrasonic receivers for detecting ultrasonic signals from the transmitter. 
Three ultrasonic receivers attached in front of the mobile robot are able to detect the 
ultrasonic signal from separate directions within constant range. Figure 3 (a) and (b) 
show the separate range of receivers and the direction of transmitter, respectively. 
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Fig. 3. The range and direction of the ultrasonic sensors 
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The directions of three ultrasonic receivers are given by 
 

L cθ θ θΔ= + ,  F cθ θ= ,  and  R cθ θ θΔ= −                   (3) 

 

where Lθ , Fθ , and Rθ  
are the left, center, and right receiving direction, 

respectively. cθ  is the forward direction of the heading of a mobile robot. And θΔ  

is the constant angle tilted with respect to a heading of the mobile robot. The direction 
of the ultrasonic transmitter mounted on an user module is ψ . Each ultrasonic 

receiver on the mobile robot has a separate range for detecting the ultrasonic signal 
transmitted from the user. The ultrasonic transmitter on the user module transmits an 
ultrasonic signal with a constant range. Figure 4 shows the range of three ultrasonic 
receivers for detecting an ultrasonic signal. 
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Fig. 4. The range of the left ultrasonic receiver 

Figure 4 shows a constraint of a condition to detect on the left ultrasonic receiver. 
Figure 4 (a) and (b) show the range constraint of the left ultrasonic receiver attached 
on the mobile robot for detecting the ultrasonic signal that is transmitted from the 
ultrasonic transmitter on the user module. The angle conditions Fig. 4 (a) and (b) of a 
left receiver are given by 
 

( ) ( )
2 2L

φ αψ θ π+ − + =    and   ( ) ( )
2 2L

φ αψ θ π− − − =           (6) 

 

where 
2

φ
 is the constant transmitting angle respect to ψ , and 

2

α  is the constant 

receiving angle on the left ultrasonic sensor with respect to Lθ . Two angle conditions 

are obtained according to the location of the user. Similarly to the range of the left 
ultrasonic receiver, from the three ultrasonic receivers on front of the mobile robot, 
the conditions for detecting a transmitted signal from the ultrasonic transmitter 
mounted on user module are given by 
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The three ultrasonic receivers on the mobile robot face a different direction, 
respectively. Each ultrasonic receiver detects the ultrasonic signal within the angle 
with a constant range. And the ultrasonic transmitter on the user module transmits the 
ultrasonic signal within the angle with a constant range. Through the ultrasonic signal 
transmitted from the ultrasonic transmitter to each ultrasonic receiver, the mobile 
robot is able to recognize the relative direction of the user. 

(a) Case 1 (b) Case 2 (c) Case 3
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Fig. 5. Six cases to transmit and receive an ultrasonic signal 

In this study, the user and the mobile robot represent U and R , respectively. The 
mobile robot follows the user based on three ultrasonic receivers and one ultrasonic 
transmitter that are mounted on the mobile robot and user module, respectively. The 
user-following by the ultrasonic sensor is carried out by three ultrasonic receivers. To 
receive the ultrasonic signal on each ultrasonic receiver mounted on the mobile robot 
and transmit ultrasonic signal from ultrasonic transmitter attached on user module is 
divided into six cases, as shown in Fig 5. 
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4   Simulation 

The simulation of the algorithm presented in section 3 is performed using MATLAB. 
The simulation is performed, based on the hardware performance a real robot. The 
mobile robot has control constraints that are the limits of tangent velocity and angular 
velocity. The constraints of the tangent and angular velocity are given by 
 

max0   < v v<
 

  and   max maxω ω ω− < <                   (8) 

 

where maxv  and maxω  are the fastest tangent and angular velocity of a mobile robot. 

In this simulation maxv  and maxω  of the mobile robot are 0.6 / secm and 

/ sec
6

rad
π

, respectively. Also, in this simulation, it is assumed that the mobile robot 

stops when it reaches the user within one meter. 

(a) Fixed User (b) Moving User  

Fig. 6. User-following for the static user 

Figure 6 shows the scenario that the robot recognizes and follows the user who 
does not move. The small circles in front of the mobile robot are the three ultrasonic 
sensors mounted on the mobile robot. The heading of the left and right ultrasonic 
receivers are tilted 45° and 45°− with respect to the heading of the mobile robot, 
respectively. And the heading of the central ultrasonic receiver is the same as the 
heading of the mobile robot. In figure 6, the user is located at (5,5) . The mobile 

robot located at initial position (1,1) is heading to the right and the user is tilted 

45° with respect to the heading of the mobile robot. The ultrasonic transmitter 
equipped with the user heads to 240° with respect to x-axis. Figure 6 presents that the 
mobile robot follows the user well by the proposed user-following system. 
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5   Conclusion 

In this study, we present that the mobile robot follows an user by detecting the 
direction of an user based on a fusion of ultrasonic sensor. The user is equipped with 
one ultrasonic transmitter and the mobile robot is equipped with three ultrasonic 
receivers for the user-following. The mobile robot follows the position of the user by 
operating its motors depending on detection of three ultrasonic receivers. If the user 
pushes the button, the mobile robot promptly finds and follows the user like the KITT 
(Knight Industries Two Thousand) broadcasted in American TV Drama [9]. A key 
development is that the mobile robot follows the user quickly through a simple 
hardware and algorithm. Extensive simulation presents to illustrate the viability and 
effectiveness of the proposed framework. 
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Abstract. As AMI system is applyed in Korea gradually, electric company can 
provide a lot of services to customers like DR(Demand Response), CSS 
(Customer Service System). In this case, field deployed devices which are 
AMI’s basic component must be able to upgrade its firmware to support the 
services. In this paper, we introduce the remote firmware upgrade management 
system(FUMS) using distributed processing for field deployed device like 
DCU, and HAN Devices(Smart Meter, IHD, LCD,PCD) in Korea AMI. This 
article provides FUMS architectures and the upgrade process of communication 
between FUMS Server and DCU and between DCU and HAN Devices.  

Keywords: Advanced Metering Infrastructure, Remote Firmware Upgrade 
System, Network Service Management, HAN (Home Area Network) Devices. 

1   Introduction 

AMI is an essential system for implementing Smart Grid and a principal means of 
realizing Demand Response based on Supply-Demand mutual recognition and AMI 
system can improve energy efficiency and accept various distributed energy resources 
for the electric industry to grow constantly for the next decades solving global energy 
security crisis and global warming problem form excessive C02 emission. 
[Fig.1] shows Korea’s AMI system and it consists of smart appliances, IHD, PCT, 
ESI, smart meter, DCU, ADCS, MDMS Server, and Utility application system from 
the end user to the electric company. 

With the advent and the extension of AMI, the electric devices (ex: DCU, smart 
meter and IHD) needing maintenance will increase explosively and a lot of energy 
information services (DR, CSS) are being developed quickly. For that reason, the 
efficient method of management and upgrade electric devices to support AMI’s 
various function is being discussed. 

To solve this problem, Korea AMI is plans to adopt Network Service Management 
(NSM) system and Firmware Upgrade Management System (FUMS) are going to be 
installed by May 2011 and through these systems are able to manage and control 
more than 31,500,000 electric devices, spread throughout the country, effectively. 

In this paper, we provide FAN (FUMS and NSM) architecture and describe the 
process of HAN devices and DCU’s Remote Firmware Upgrade Method in AMI 
Environment. 
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Fig. 1. This shows a AMI system architecture and AMI’s electric devices (energy efficiency 
services, MDMS, DCU, ADCS, HAN devices) 

 

Fig. 2. Korea-AMI’s protocols from MDMS to HAN devices(Smart Meter, IHD, LCD, PCT). 
Korea-AMI has a lot of data protocol format and it is using global standard to communicate 
between devices for compatibility and scalability. 

2   Device Management System 

As shown fig2, AMI system consists of many and various electric devices. And they 
are divided into electric company’s asset (MDMS, ADCS, DCU and Smart Meter) 
and a customer’s asset (HAN Device: ESI, IHD, PCT and smart appliances).  
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Especially, among these, DCU and HAN Devices, excluding smart appliances, are 
the devices in the middle of AMI system and one of the most important devices to 
support electric services which will be newly developed in the future.  

These deployed devices need to be flexible in dealing with a change. But they are a 
lot and spread throughout the country, as shown [table1], so manual firmware upgrade 
by man is actually impossible.  

Table 1. The number of electric devices managed by MDMS 

Number of ADCS per MDMS : 10 ea 
- Number of FEP per ADCS : 150 
- Number of DCU per FEP : 100 
- Number of Meter per DCU : 100 

Number of DCU and Smart Meter per MDMS 
- Meter : 15,000,000 
- DCU :  1,500,000 

Number of Home Appliance per MDMS 
- Home Appliance: 15,000,000 (minimum) 
Total of the managed devices: 31,500,000 

 

Fig. 3. Firmware Upgrade target devices: DCU, Smart meter and Home appliance 

To solve this problem, we have to design AMI system for considering remote 
device management and maintenance from start to finish. 

Furthermore, when more than 31,500,000 devices are version monitoring or F/W 
upgrading, to reduce the load of NSM and FUMS server, they should be distributed 
control system by giving some of their features and functions to an agent device. 
Through an agent device, the entire network management system can be configured to 
operate efficiently and reliably. In Korea AMI system, DCU is perfect as an agent 
device. 

2.2   NSM and FUMS System 

Fig4 shows the proposed NSM and FUMS’s architecture. 
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Fig. 4. FAN server and FAN agent’s configuration 

They are operated in electric company’s headquarters or branch offices but their 
agent for distributed processing is installed in DCU. It performs sub-system’s 
monitoring and f/w upgrade through communication with NSM and FUMS servers. 

 

Fig. 5. FAN’s inner composition modules 

2.3   NSM and FUMS Main Functions 

With NSM and FUMS, the three main functions can be implemented. First, Plug and 
Play (PnP) function for automatic registration for electric devices, then update 
function of NAN/HAN devices’ configuration information, and finally remote 
firmware distribution and installation. 
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2.3.1   Automatic Registration for Electric Device 
Smart meter or DCU send authentication messages to NSM server as soon as they are 
turned on. After completing authentication, the server sends automatically the 
devices’ information to FUMS. Since the devices are registered as the managed 
devices, NSM and FUMS will monitor the devices’ status and firmware version.   

2.3.2   Device Configuration Update of Electric Devices 
NSM and FUMS servers send their agent program installed in DCU the information 
of their managed devices’ status and configuration so that DCU can manage 
NAN/HAN devices. The list of the managed devices is updated by NSM periodically. 

 

Fig. 6. Configuration update process 

2.3.3   Upgrade of F/W and S/W 
If DCU or HAN devices have some bugs or need to change its F/W or S/W for 
supporting new energy service, FUMS Server checks the devices information and 
then installs new version of firmware. In the case of upgrading DCU, as shown Fig7, 
FUMS and NSM server is communication with DCU directly. FUMS server performs 
monitoring DCU’s status and version as well as controls device upgrade process 
directly.  

But in HAN device case, to reduce the server’s load, it uses distributed processing 
method. In order to do that, first of all, as you saw fig4 before, it needs to install 
‘FUMS agent’ demon. It performs monitoring and upgrade control as FAN server’s 
substitute. 

And then FUMS server send the managed list of HAN devices to its agent and let 
the agent perform monitoring of version/status on behalf of the server.  
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Fig. 7. DCU’s firmware upgrade process 

 

Fig. 8. HAN device’s firmware upgrade process 

For example, when the agent implements a meter upgrade process, first it divides a 
firmware binary received by the server into 128Kbyte sized blocks(the size limit is in 
DLMS/COSEM specification) and then sends it to the meter several times [Fig 8]. 
After the file transfer is finished, the agent sends the meter a trigger signal to install 
the new firmware in the meter itself. 

For more details, refer to table 2. 
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Table 2. Font sizes of headings. Table captions should always be positioned above the tables. 

Level Process 

Step 1 Get Image Block Size 

Step 2 Initiate Image transfer 

Step 3 Transfer Image Blocks 

Step 4 Check completeness of the Image 

Step 5 Check the Image before activation 

Step 6 Verify Image 

Step 7 Activate Image 

The upgrade flow chart of DCU and HAN device is as follows 

 

Fig. 9. FAN agent’s upgrade flow chart 

3   Conclusion 

With the development of Advanced Metering Infrastructure (AMI), the new 
harmonious relations of power supply and application between the user and the grid 
company will be built up. In order to that, AMI system enables to be managed 
flexibly and to upgrade its electric devices with new version of firmware for 
supporting energy efficiency service provided to customer.  

In this paper, we provide NSM and FUMS architecture and describe the process of 
HAN Device and DCU’s Remote Firmware Upgrade Method in AMI Environment.  
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Abstract. This works presents the developed Monitoring System to carry out 
the processing, compilation, analysis and presentation of the data collected from 
the deployed monitoring platforms based on Future Networks for the semiarid 
zone of the “El Albujón” located in the South of Spain. This Future Networks-
based system is used for the evaluation and improvement of the watercourses 
and flood forecast. The developed system is formed by the parts Complex Event 
Processing and a flexible architecture focused on Web Services and 
applications, which presents a new relevance with respect to the current 
solutions in aspects such as the real-time event processing of the collected 
information, and the capacity to offer the scalability, flexibility and ubiquity for 
the access and collection of the information, which are features required for the 
future watercourse improvement and flood forecast solutions based on Future 
Internet.  

Keywords: Hydrological monitoring, Future Networks for Sensor-based 
Monitoring Systems, Sensor Web, Open Geospatial Consortium (OGC), 
Complex Event Processing (CEP). 

1   Introduction 

The southeast of Spain presents a semiarid zone, where an important part of the 
rainfall is infiltrated in the dry soil surface. This reduces the natural watercourse and 
makes more difficult the flood forecasting, since in case of be an uneven area with 
several highland and lowland zones such as the located in “El Albujón” at the south of 
Spain, where are located three highland zones, which are draining to a low area prone 
to flooding. Therefore, the problem arises for the reason that the sum of the volume of 
water from the highlands is not directly related to the risk of flooding in the lowlands 
because of the infiltration influence [1]. 

This problem is also located in other many countries, where it has been defined 
solutions to study of hydrological parameters in order to understand their natural 
environments, such as national projects in Sweden based on aerial photos [2], in UK 
with modeling grid-to-grid [3], or geological survey in several islands from USA [4]. 

In order to carry out the flood forecasting in this kind of areas, it is defined a flood 
forecasting model based on the hydrological information, such as rainfall or soil 
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moisture. Watercourse presents a complex and nonlinear behavior due to the 
involvement of many physical parameters and the influence of among them in the 
semi-arid environments. For that reason it is required an exhaustive monitoring of  
the area, in order to reach a high and accurate level of data of the area. The collection 
of hydrological information in wide areas is a technique already applied for Water 
Quality Assessments in other related projects such as [5], but they present some 
differences in term of the kind of sensors and the features of the deployment with 
respect to the flood forecasting deployments,  

The deployment and solution defined in this project has been carried out in the 
frame of the project (“Hydrological Modeling of Semiarid Zones”), which has been 
denominated MHZS. This project involves the monitoring of the hydrological process 
that occurs in the semiarid areas, where changes can be very harsh and cause flooding 
or other problems. This studies and monitories the evolution of phenomenon such as 
precipitation, evapotranspiration, infiltration recharge to aquifers, and surface runoff.  

The mentioned monitoring has implied the development of a monitoring system 
composed of a hardware platform to connect the sensors and log the sensor’s value, as 
such as a post-processing of the data system, which is presented in this work.  

Specifically, the project is focused on an area south-east of Spain, marked by major 
drought periods, the “Campo de Cartagena”, which covers an area of 550 km2. Its 
main drainage basin is the “Rambla del Albujón”, shown in Figure 1, where has been 
deployed a sensing system composed by 8 hardware platforms/data loggers to monitor 
a set of hydrological variables and environment information, which is linked with the 
Geographic Information System (GIS) for its subsequent treatment and analysis with 
the post-processing information System. 

Therefore, in an initial step for this project has been developed a monitoring 
platform, which consists of a low-power microcontroller, a long-range radio module, 
a persistent memory and 12 interfaces to connect various sensors in order to be able to 
monitor different phenomenon and in different positions inside of a monitored region. 

Monitored information is used, on the one hand, to visualize the current state of the 
zone in real-time, and on the other hand, to flood forecast, i.e. prevent the runoff 
formed by the water infiltrated. This system is required since the periodic and manual 
monitoring by a group of technicians, such as carried out in other similar projects, is 
not enough, because it does not generate relevant information, since the area status is 
 

 

Fig. 1. Monitored area 
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dry for many months, and it is usual in this zone that suddenly arise an overflow due 
to sudden storms. This led us to seek the solution to a system that can monitor these 
areas continuously, and is able to react in time to an emergency situation. This paper 
is going to present the developed architecture in order to support this real-time 
monitoring solution to flood forecast and improvement of watercourse. 

2   Real-Time Monitoring System for Flood Forecasting 

Sensor networks enable automated collection of data that require large amount of 
sensors, monitoring platforms and control systems, this allows to build in the field the 
traditionally used in industrial environments Supervisory Control And Data 
Acquisition (SCADA) systems, which are capable of providing communication with 
field devices, in addition to filter and manage the information collected, as such as 
monitor and evaluate the status of the process and of the environment in real-time. 

Additionally, it is extended the capabilities to collect data automatically and in an 
unattended way with the use of Wireless Sensor Networks. Thereby, it is significantly 
reduced the cost and environmental damage of these solutions. In addition, they are 
also able of measuring hydrological variables with high spatial and temporal 
resolution, allowing the use of models for integration of the distributed data, and the 
development of Intelligent Information Systems and Knowledge Based Systems for 
monitoring of the state in real time, transmitting the relevant information to the 
processing stations which will analyze all the collected data, in conjunction with other 
historical information to detect potential dangerous situations in a collaborative way. 

Therefore, the most relevant stages of the process in the real-time monitoring 
system are, initially the data analysis and presentation, together with interpretation of 
the results, and finally the report with the conclusions about the status and 
probabilities of dangerous situations. These backend systems are what show how 
successful the monitoring activities have been in attaining the objectives of the 
assessment. It is also the part of the solution that provides the information needed for 
decision making, and assessing the environment state [6]. 

The next sections are going to present the solution defined to carry out the process 
of data analysis with Complex Event Process technology, and presentation of the 
information with Web Services and Sensor Web approach, which allows a scalable 
access to all the collected information and status of the environment. 

3   System Architecture 

The system architecture developed for monitoring the evolution of the watercourse 
and the flood forecast covers both hardware and software parts. The next subsections 
are going to show an overview of the hardware design, and a deep analysis and 
presentation of the software design. The architecture has been designed with modular 
and flexible principles, in order to allow that each part can be interchangeable, 
adaptable and scalable, independently of the other parts from the system. 

Monitored information is used to visualize the current state of the zone in real-
time, and to flood forecast, i.e. prevent the runoff formed by the water infiltrated. This 
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system is required since the periodic manual monitoring such as carried out in other 
similar projects is not enough, since it does not generate relevant information, because 
the area status is dry for many months, and it is usual in this zone that suddenly arise 
an overflow due to sudden storms. This led us to seek the solution to a system that can 
monitor these areas continuously, and allow to react in time to an emergency 
situation. This paper is going to present the developed architecture in order to support 
this real-time monitoring solution to flood forecast and improvement of watercourse. 

3.1   Hardware Design 

The hardware architecture includes the sensors network, the telemonitoring system 
and the information system, which defines the 5 components shown in Figure 2. 

 
− Base stations: are the most important hardware elements, they are formed by 

sensors for the humidity, water level, temperature etc. and the developed platform 
for datalogging. On the one hand, the sensors define the information captured from 
the environment, and on the other hand, the dataloggers are responsible for 
managing the sensors, pre-analyze data and transmit them to the processing station. 

− Acquisition station: is part of the backend formed by a set of servers, which 
perform the main SCADA operations, i.e. filtering, storing data locally and control 
the state received from the sensors, dataloggers and finally report alarms.  

− Processing station: is also part of the backend and performs GIS functions, such 
as look for behaviors, patterns and characteristics of the monitored environment 
through the processing based on the paradigm CEP (Complex Event Processing). 

− Spreading station: is a web server that provides access to the information 
generated by the sensor network using GIS and the Open Geospatial Consortium 
(OGC) services. This web server also provides an interface to manage the sensor 
network through the SCADA system. 

− Monitoring stations: are the users and systems, which are accessing to the data 
obtained by the sensors, as such as the information from the SCADA and the 
knowledge contextualized by the information systems. 
 

As shown in Figure 2, the system architecture consists of different stations for which 
data will flow from its collection in the environment by the sensors to its presentation 
in a Web application for the end users. The data processing is carried out in the 
backend through different distributed information systems. This data processing is 
divided in different stages with different levels of abstraction of the data, information 
and knowledge. The main change of the data to the knowledge i.e. detection of flood 
risk is made in the processing station, which generate complex information through 
the analysis and fusion of the different data sources. 

The environmental data is generated periodically by the sensors connected to the 
Base Stations. The Base Stations carry out an initial calibration to compensate for the 
imperfections of electronic components, as such as pre-analysis of the data. These 
corrected and pre-analyzed values from the sensors are temporarily stored and 
transmitted using GPRS communications to the Acquisition Station. 

Acquisition Station performs an adaptation of the formats through the component 
called "PLC software", which converts the real time collected data to a format  
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Fig. 2. Hardware architecture 

compatible with the SCADA. After this conversion the data is stored in a PostgreSQL 
database. This "raw" information may be consulted by users with appropriate 
permissions using JNLP application via a web browser, and it will be also used for the 
mentioned processing stage. 

The processing stage is carried out through the application of the defined 
hydrologic models to the data received from the acquisition station and the use of 
additional information from the GIS. This processing system is based on CEP in order 
to support the decision-making, and monitoring the watercourse in the highlands from 
the basin of “El Albujon”. Thus, through the analysis of the water level and the time 
that remains in that level is studied the contribution from the highlands to the lowland, 
in order to detect overflows and raise alarms when required. 

The main information of the system is obtained through the sensor networks which 
are connected with the base stations, which feed to the acquisition system. That is not 
all the information used by the system, such as mentioned it is used the GIS and the 
historical of the previously captured values. Thereby, it can be obtained enough 
information and knowledge about the real environment situation. 

3.2   Software Design 

The design of the software architecture is divided into several layers of abstraction, 
which at the same way that for the hardware components, they can be modified 
individually to enhance the capabilities of the final system. 

The software architecture supports the heterogeneity of the data sources in order to 
include all the data collected by the sensors deployed in the environment, the 
information obtained through other external entities, which provides information 
through Web Services such as the Embedded Web Services based on RESTful in the 
Future Internet Architecture focused to Internet of Things and Web of Things [7], and 
finally other relevant environmental information from the GIS. The GIS contains 
information about the basins geometry and the geographical location of the sensors. 
The mentioned information in conjunction with the soil features are essential to 
correctly process the data and analyze the situation. 

The Figure 3 presents the software architecture, where in a first layer is found the 
already presented Data Sources which are going to feed the Acquisition Layer, which 
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is awareness of the sensors diversity and specific considerations, e.g. meaning of the 
voltage ranges with respect to the value, and communication interface considerations. 

The collected values by the Base Stations are stored in the GIS in function of the 
location of the sensor. Thereby, this allows to the processing system works with the 
data from a certain area, since it knows the sensors which generate information 
related to that area. 

 

Fig. 3. Software architecture 

The second stage is focused on the processing; it is what presents a higher 
complexity in the architecture, since this requires to perform several processing 
stages. Specifically, in an initial stage, this adapts the input data and stores the raw 
information, this processes the data and injects the events into the CEP engine, in 
order to classify, identify and finally generate new high-level events. After that, the 
information obtained is adapted to the output formats, which is stored in the generated 
thematic maps. 

The last layer is focused on the interfaces and services offered to the end user 
applications and services provided to third parties. Specifically, it has developed a 
Web Application and a set of Web Services. 

The web application developed for this project presents the information about the 
project, allows the access and management of the sensors features, as such as access 
to the sensor measurements, and finally the events generated by the processing layer. 

This Web Application has been included in a map viewer, where it is shown the 
data acquired and generated by the system and those provided by external entities, 
making use of Web services, such as the previously mentioned based on RESTful. 

The Figure 4 presents a set of screenshots from the Web Application, where it is 
shown in the left side the information and management for a specific sensor; in the 
middle the map view of the deployed sensors, and in the right an information page. 
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Fig. 4. Web application 

 

Fig. 5. Information flow diagram 

The set of Web Services developed are compliance with the OGC open 
specification. Since, such as mentioned, the collected values are geographically 
located; they can be located on a map and shown the geographical image with its 
inferred characteristics. For this purpose, the system has a service based on the 
regulations from the WMS (Web Map Service), in order to provide the inferred 
information by our system along to the information from other WMS servers, and 
from the services based on WFS (Web Feature Service), which allows consultations 



318 C.S. Martínez, A.J. Jara, and A.F.G. Skarmeta 

 

of the properties shown in the map. On the one hand, WMS dynamically produces a 
map with the data located in function of its geographical reference, e.g. generation 
point. Therefore, it is a representation of the geographic information on an image 
which represents that area. The operations defined in the standard which are 
implemented to access to the service are: GetCapabilities, GetMap, and 
GetFeatureInfo. On the other hand, WFS allows to retrieve/update geospatial data 
using platform-independent functions. This defines interfaces to access and 
manipulate the geographical features. The operations defined in the standard to access 
to this service are: GetCapabilities, DescribeFeatureType, GetPropertyValue, 
GetFeature, GetFeatureWithLock, and LockFeature.  

Finally, Figure 5 presents a flow diagram with the evolution of the information in 
the proposed system. 

4   Conclusions 

This work has presented the developed Monitoring System to carry out the 
processing, compilation, analysis and presentation of the data collected from the 
deployed sensors based on Future Networks. This offers a scalable and flexible 
hardware architecture based on Future Sensors Networks, and a software solution 
based on Web Services and Web Applications to allow a Sensor Web, which reaches 
the Future Internet concept of Web of Things. In addition, it has defined several 
abstraction and processing layers, from a simple pre-analysis until a Complex Event 
Processing. Finally, this solution allows a real-time access to the information, as such 
as a high scalability, flexibility and ubiquity, which are features required for the 
solutions based on Future Internet. The current platform has been deployed in “El 
Albujon” located at the Southeast Spain, and it is being now started to be used by the 
geographical department for the definition and evaluation of the geographical models. 
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Abstract. This paper develops the virtual building technology that helps make 
building design effectively done by constructing building materials as 
components and assembling them as patterns. It also aims to develop the 
Flexible Building Design System that supports a technology which makes 
change of constructing easy and reduces the cost effectively through a 
simulation of building design like design, analysis, change information, etc., by 
grafting the virtual building technology into the process of building. It 
especially is possible for a designer and user to change a building easily by 
using patterns and according to the change, pattern information of materials 
needed and the plans of the building are made automatically. Kin-search that 
can be happened through personal proficiency or knowledge virtualization is 
also the reason why the technology should be embodied.  

Keywords: Steel house, Pattern, Material, Building, Assembly. 

1   Introduction 

This paper develops the virtual building technology that helps make building design 
effectively done by constructing building materials as components and assembling 
them as patterns. It also aims to develop the Flexible Building Design System that 
supports a technology which makes change of constructing easy and reduces the cost 
effectively through a simulation of building design like design, structure analysis, 
offering change information, assembly, etc., by grafting the virtual building 
technology into the process of building. It especially is possible for a user as well as a 
designer to change a building easily by using patterns and according to the change, 
pattern information of materials needed and the plans of the changed building are 
generated automatically [1][2]. This paper also aims to embody Kin-search that can 
be happened in the industrial field through personal proficiency or knowledge 
virtualization according to the current situation of worker or the job context in the 
working place, education place, and other space and time. It expresses matched 
knowledge information to worker’s context (working order, proficiency, experience, 
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etc.) as a pattern type and supports working and learning together in real time. In 
order to do this, a repository based on pattern information should be constructed, 
coaching and advice should be taken, and multi-dimensional relations should be 
identified and searched easily. 

The framework needs to be developed, which enables to do patterned assembly 
modeling. The repository helps use pattern information by making it library and 
knowledge. It also utilizes pattern-based component module and develops a pattern 
module like assembling composed patterns brought from the pool without primitive 
detailed modeling work which lines or figures are drawn in detailed in an existing 
way [3]. A virtual producing method is introduced, which a user enables to design, 
change, and mix interactively after modeling an actual sized building using VMU 
(Virtual Mock-up) technology in the virtual space. It is certain that a technology of 
assembly/generation/change of patterned building based on this technology is an 
innovative technology in the field of building design [4]. 

2   Related Works 

2.1   Appearing Background of Steel House 

Steel house helps build a stronger house with advantages of wood house because it is 
built of steel in a way of building wood house. There are some countries that build 
steel houses such as America, Japan, Australia, and some in Europe. These countries 
use similar methods, but the reason why they developed steel houses is different. For 
example, there are a lot of termites in America which gnaw wood in traditional wood 
houses. It causes a shortening of house’ life, so that is why steel houses are built. In 
the case of Japan, there are lots of earthquakes, so steel houses are introduced to build 
strong houses in earthquakes. Another reason why steel house method is positively 
introduced to many countries in the world is that steel is 100% recyclable. It means it 
is an environmentally friendly method that enables to solve the environmental 
problem caused by closed materials [5][12]. 

It was 1996 when steel house was introduced in Korea. Since then, POSCO, RIST 
(Research Institute of Industrial Science & Technology), and KOSA(Korea Iron & 
Steel Association) have lead a research on steel house, localized materials, and 
enacted a standard of design. The background of steel house introduced is to deliver a 
counterproposal as a dry method into the building market where a wet method is the 
main and to draw a variety of materials. A dry method like steel house has an 
advantage to shorten the period of construction due to minimizing the field work and 
to enable to build houses with the same quality because end products from the factory 
should be assembled in the site. And Korea produces iron and steel as much as ranked 
as No. 1 or 2 in the world, so it is easy to get galvanized steel sheets used as a 
material of steel house at a stable price. They have high strength and an equaled 
quality compared to other materials, so a house could be built into minor and light 
materials. The strength of steel house is that it is functioned of steel house and 
environmentally friendly and it is possible to build in any season in a year and to 
design and innovate freely. 
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2.2   Steel House Method 

In order to construct more effective design system, this paper tried a Flexible Building 
Design System based on steel house which is easy to assemble and noticed as a future 
building method. Steel house is a nondearing-wall-structured house as the same as a 
common wood house, but the difference of steel house from common wood house is 
to have a basic frame in steel. Steel stud, which the strength is heightened after an 
around 1mm-thick galvanized steel sheet is processed in the shape of letter C, is used 
for a structural frame of steel house. Steel is light, so it is easy to be dealt with and to 
be processed. The volume of wood, forestry resources, is being produced less and 
less, however, steel stud is produced from factories, so there is an advantage of 
making plenty of it in a good quality. When steel is used as a structural frame, the 
amount of used wood will be dropped a lot. Furthermore, steel is recyclable. About 
70% of steel is being recycled currently and steel is stronger in financial point 
because it keeps the same quality after recycling. Steel house is a kind of green home 
housing that helps protection of forestry resources. Also steel house is free to 
structure a design and has a lot of advantages as a material of mobile assembly 
structural design. Steel house has shown that it is superior through several structural 
tests. Wall panel made of around 1mm-thick galvanized steel sheet is about 1.5 times 
stronger in natural disasters like typhoon than the existing 2x4 wall panel. The real 
value of steel house was proved in typhoon happened in Florida, USA and the Kobe 
earthquake in Japan in 1990s [6, 7, 8]. 

Steel house has a structure which high strengthened outer panel supports the entire 
house, so it is free to design inner structure of the house and to change the structure 
simply because the wall is to be moved easily. It makes it advantageous to remodeling 
the house. Steel house is the house that naturally deals with the change of family 
members like the change of housing style and children’s growth. Therefore, this paper 
constructed a Flexible Building Design System by reflecting the steel house method. 

3   Embodiment Scheme of Material Change 

If the size of the material is input by using material pattern information, the 
information needed for this is designed to be shown. The information to be digitized 
is based on figures on utilities drawing. Size, standard, the number of material is 
expressed by using digitized figures (width/height of wall, etc). For that, used 
materials which are composed in advance (standard required when designing a 
building) are as follows: outer wall–stud, track, joist; room wall–stud, track, joist; 
window–component; gate–component, the material composed in advance (standard 
required when designing a building); roof–stud, ridge cap, ladder trust, figure data of 
materials input [11][12]. First, outer wall, that is, the wall is to be formed. Once 
formation of the wall is completed, rooms should be formed and windows and doors 
should be formed in addition. After this formation is completed, the roof should be 
formed, and then a design for a house is done. However, the formation of roof can be 
designed regardless of the order once the formation is designed. The formation of 
every function is designed as a pattern, so it will be variable and possible to be 
modified and changed if a user wants. Java was used as an implementation language 
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for a system. javax.swing.* library, one of Java libraries, was used because of making 
a window, not a system consol. In addition, AWT library was used to complete Event 
which lacks in swing. Additional event generation is required to use swing, so action 
event is basically used a lot and Open library and Open source are used to implement 
because events used in each swing sentence are different. The algorithm written 
before using swing was used and shown on system consol and the analysis was done 
if the process of each function of algorithm went well. After that, the algorithm was 
changed and modified to process nicely. The algorithm was also implemented 
considering that there is required a different result output from basic system consol 
when substituted for swing by using the tested algorithm. 

The values of figures input when a system was implemented were stored in arrays 
and used. addItemListener was registered to express each stored array as JComboBox 
and the each stored array enabled to be registered in ComboBox. ItemStateChanged 
was registered to choose the registered items in ComboBox and use. It used 
ItemEvent to refer. So as to choose items from ComboBox, it calls up each item and 
use by using ItemEevent .getItem().equals(Item). Each item has different contents. 
First, it choose an item form chosen ComboBox and it is expressed as 
JComboBox.getSelectedItem().equals(). JCheckBox was used for the composing 
function of window and door. Whether choosing JCheckBox, it used 
JCheckBox.isSelected().equals (Item). To do this, ActionEvent should happen or 
refer. It also used if-sentences and processed when an event happened. Each function 
generates dialogues and accesses. Main screen (initial screen) plays a role as a parent 
and each function dialogue plays a child. Parents’ fields are generated and children 
store at parents’ fields by using data. If it wound not happen in this way, data would 
not be transmitted. So there would be a system error and functions would not work 
properly. Data transmission would be unclear if the setting of global variables and 
local variables is uncertain or done well [9][10][13]. 

For Flexible Building Design of steel house, it in this paper was constructed to 
support not only a design using each pattern but also what materials change 
automatically when a user wants to change a type into another type among A, B, C, D 
made in advance. The standard of building type is 99㎡ and it stores each data at DB. 
It enables to change the type and also provide data such as more needed materials, 
leftover materials, and recyclable materials by using a recyclable function which is 
one of the advantages of steel house when the type is changed. 

4   Steel House Data Automatic Transmission 

Generally in the case of construction, there are hundreds of parts and it is impossible 
for a designer to choose parts one by one when he/she assembles them on the screen. 
Therefore, to operate this effectively, there should be functions as follows.  

◦ Locational Composition  
Design location of the product, for instance, in the case of house, it should 

compose all parts as patterns and assemble them automatically once it inputs the parts 
that go into the location after all the locations like roof, wall, pillar, and floor are 
fixed. Also according to requests, there should be a function that a designer enables to 
designate a 3D area and assemble all the parts belonged to the area.  
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◦ Functional Composition  
Function information of each pattern, for example, once there input function for the 

roof, window function on the wall, and so on, it should have a function that assembles 
the parts of the function.  

◦ Assembly Information of Pattern  
It expresses assembly composition information of pattern as a graphic on the 

screen and chooses it, so it assembles by selecting assembly unit needed. 

◦ Assembly by combining location, function and assembly information  
It should compose a building by combining location information, function information, 

and assembly information. For example, in the case of wall, there should be a function that 
assembles the assembly unit of the other parts except from the glass of the window. 

◦ Assembly Function of pattern  
To combine patterns, there should be a function that it composes them as a type of 

template in order to connect patterns via interface and enables to assemble by letting 
them be connectable patters to make them right pattern for input/output.  

◦ Automatic Change Function of Type  
It shows types of building like A, B, C, D and displays the data of changed 

material in the case of changing A into B. Data provided will be displayed as 
currently recyclable material or additionally needed material or leftover material. A 
user needs to aware that which should be needed when changing the building.  

◦ Wall Composition Function  
In order to compose the wall material should be chosen and there are input values 

of height, total width, and interval. The displayed values are input values which are 
material, total width, height, and interval. The number of materials are calculated and 
displayed. Like Fig.1, it displays the number of materials after automatically 
calculating the values input on the complete screen when inputting the wall 
composition information. 

 

Fig. 1. Display of the Material Number 
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◦ Room Composition Function  
The material composed as a wall is used basically to compose a room. To compose 

a room, the name for the purpose should be given and the size should be given by 
inputting width and length. The designated room displays the room information of the 
initial screen. Like Fig. 2, when inputting composition elements of the room, the size 
of width and length will be displayed. 

 

Fig. 2. Room Information 

◦ Window Composition  
Window composition will be done after room composition is done. That is, once 

the room composition has done, you can compose windows. The size of the window 
here is the size that was defined at the beginning. When composing a window in a 
size of 800*1300mm, you choose a room to put the window and input the number of 
windows. You may choose if there is a window when the wall of the room is made.  
 

 

Fig. 3. Window Information 
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The room which the composition is completed will display the window information 
on the initial screen. Fig. 3 shows that the information related to window is displayed 
as a View after completing the window composition.  
 

◦ Door Composition  
Door composition will be done after room composition is done as well. That is, 

once the room composition has done, you may compose door composition. The size 
of the door here is the size that was defined at the beginning. When composing a door 
in a size of 1300*2100mm, you choose a room to put the door and input the number 
of doors. The room which the composition is completed will display the door 
information on the initial screen.  
 
◦ Roof Composition  

You input the name of the roof at the wanted place, choose the material you want, 
and input the height, the width of ridge cap, and the number of fascia cap. For the 
roof, there should be input the height, the width of ridge cap, the number of fascia 
cap, and intervals of materials. If you choose the roof on the screen after composing 
the roof, each composing element of the roof will be displayed like in Fig. 4. The 
number of materials for the roof may be calculated in the same way to get the number 
of materials for the wall.  

 

Fig. 4. Roof Information 

◦ Choosing a Type  
A type shows the entire information of each composition because wall, room, 
window, door, roof are input in advance. Hence, when the chosen type is changed to 
another one, it also provides information of the state of material change and 
recyclable materials, additionally needed materials, leftover materials according to  
the change. Fig. 5 displays the information of type B, tells the state of material change 
in addition when type A was changed into type B, and shows the information of  
type B. 
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Fig. 5. Change Type A into Type B 

5   Conclusions 

This paper aims to develop a virtual building technology that enables to compose 
building materials as components and assemble the components as patterns in order to 
design a building effectively. It also aims to develop a Flexible Building Design 
System that supports a technology which changes a building easily and cuts the cost 
effectively through the simulation of building design such as design, supply with 
changed information, and assembly by using the technology above.  

This paper is not for a lot of buildings. It chose a sample building and abstracted 
components from it, and then it composed metadata for each component and metadata 
for patterns from components. Each component has a semantic relation for pattern 
composition and it shall be connected with the relation. Once the part of building 
using pattern is designed, a new building design will be done while the components 
related to will be recombining according to pattern. In the case of general building, 
materials are composed of hundreds of parts, so it is impossible for a designer to 
choose part’s name needed one by one and work when assembling on the screen. 
Therefore, to do this effectively, it tries to construct a patterned flexible building 
design system. Here the concept of steel house was introduced and automatic change 
system for material was constructed. Hence, if the size of the material is input, there 
will be figured information needed by using material pattern information in this paper. 
Information needed to digitize is based on the figures on the plans.  

As a further research, building design shall be cone in a visual way through 3D 
modeling.  
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Abstract. There are diverse terminal equipments like computer smart phone 
and tablet PC these days. According to the situation, service providers are 
developing and serving each Internet Protocol Television (IPTV) services 
depending on the user’s terminal equipments. However, these developments 
make inconsistent services and duplicate services causing waste of resources. 
Therefore, we suggest an IPTV execution tool independent on service 
deployment at IP Multimedia Subsystem (IMS). The IPTV execution tool is 
composed with the part of user’s terminal design and part of Application Server 
(AS)’s service design. And, this tool reduces the dependence of the terminal 
platform and allows easy to develop IPTV services.  

Keywords: IPTV, IMS, IPTV Service. 

1   Introduction 

Nowadays, mobile network evolved from Circuit Switched (CS) network to Packet 
Switched (PS) network based on Internet Protocol (IP). Therefore, users can be 
provided high speed and high quality services. Furthermore, these networks make that 
users want various services like multimedia service based on IP, Voice of Internet 
Protocol (VOIP) or mobile IPTV. So, service providers need network architecture to 
feed user’s needs. IMS has been proposed to satisfy these needs. The IMS can process 
IP based multimedia services and CS network based services [1]. The IMS provides a 
variety of IP-based services and applies the existing services without major change. 
Also, it does not depend on the type of network both wired and wireless. In contrast, 
the current IPTV terminal equipments are various according to the communication 
agencies and platforms. It is hard for service provider to develop IPTV service acting 
all equipments. By using the IPTV execution tool proposed in this paper, therefore, 
service developers can easily develop the services using interface unified by IPTV 
execution tool between application server and user’s terminal equipment. IPTV 
manager placed at user’s terminal equipment uses unified Application Programming 
Interface (API) to check the terminal equipment, and application manager placed at 
AS uses a unified API for serving function and procedure specifications. These 
specifications are only required for deploying IPTV service. Service developers don’t 
need to consider the terminal equipment because application manager makes the 
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function and procedure specification referring to unified device API. For this reason, 
service development time and development cost would be reduced. 

In chapter 2, we research basic theory and structures about the IMS, IPTV and AS 
on the IMS. Then, we suggest an IPTV execution tool independent on service 
deployment and simple scenario in chapter 3. Chapter 4 shows conclusion and discuss 
future works. 

2   Related Works 

2.1   The Structure of the IMS 

The IMS is developed to realize real-time or non-real-time multimedia service in the 
mobile environment. The service object of the IMS provides synthetic multimedia 
services using IP protocol such as voice, video and data services. Additionally, the 
IMS has advantages that are easy in service developments and modifications. The 
IMS can also improve a completive price as well as is easy to interlock with various 
3rd party applications that are based on efficient session management. It enables 
mobile operator to support the structure based on Session Initiation Protocol (SIP) 
such as session management, security, mobility, Quality of Service (QoS) and 
charging [2,3]. 

 

Fig. 1. IMS Structure and Interface 

Figure 1 shows the IMS structure. In the IMS network, Call Session Control 
Functions (CSCFs) process signal. The CSCFs based on SIP implement basic 
functions to control multimedia session with infra-system, and are divided into 
P(Proxy)-CSCF, I(Interrogating)-CSCF, S(Serving)-CSCF by roles. The CSCFs do 
the function of subscriber registration, authentication, charging, service triggering, 
routing of relevant application server, collating the receiving of user location, and 
compressing and decompressing of the SIP message. And profile information, 
authentication and related location information data of a subscriber are stored in 
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Home Subscriber Server (HSS). AS has real service logic to provide services. For 
multilateral service, the Multimedia Resource Function (MRF) is used to control the 
signal and process media mixing. Additionally, the IMS can interact with Public 
Switched Telephone Network (PSTN) through one or more PSTN gateways. Media 
Gateway Control Function (MGCF) is responsible for inter-working with PSTN. The 
Breakout Gateway Control Function (BGCF) is the IMS element that selects the 
network in which PSTN breakout is to occur. If the breakout is to occur in the same 
network as the BGCF then the BGCF selects a MGCF. The MGCF then receives the 
SIP signaling from the BGCF [1, 4]. 

2.2   IPTV 

IPTV provides digital television services over Internet Protocol for residential and 
business users at a lower cost. These IPTV services include commercial grade 
multicasting TV, Video on Demand (VoD), triple play, Voice over IP (VoIP), 
web/email access, and well beyond traditional cable television services. IPTV is a 
convergence of communication, computing, and content, as well as an integration of 
broadcasting and telecommunication. IPTV has a different infrastructure from TV 
services, which use a push metaphor in which all the content is pushed to the users. IP 
infrastructure is based on personal choices, combining push and pull, depending on 
people’s need and interest [5, 6]. 

 

Fig. 2. IPTV Home Network Picture 

2.3   Application Server 

The IMS application provides a specific service to the end user. The IMS end-user 
services include multiparty gaming, videoconferencing, messaging, community 
services, presence, and content sharing. The IMS architecture lets the service provider 
deploy multiple application servers in the same domain. Different application servers 
can be deployed for different application types (for example, telephony or presence 
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application servers) or different groups of users. The S-CSCF decides whether it 
should forward an incoming initial SIP request to a given application server. The 
decision it makes is based on filter information received from the HSS. The HSS stores 
and conveys this filter information on a per-application-server basis for each user. 
When the HSS transfers the name and address of more than one application server, the 
S-CSCF must contact each application server in the order provided. The S-CSCF uses 
the first application server’s response as input to the second application server. The 
application server uses filter rules to decide which of the many services deployed on 
the server should handle the session. During the service logic’s execution, the 
application server can communicate with the HSS to get additional information about a 
subscriber or to learn about changes in the subscriber’s profile [7]. 

3   An IPTV Execution Tool and Simple Scenario 

In this paper, an IPTV execution tool is separated client part and server part. First, the 
client part is IPTV manager. IPTV manager defines specifications of IPTV Set-Top 
Box (STB) and user's terminal equipments. Current IPTV equipments use their own 
API according to the type of equipment and platform. Also, current IPTV services 
require the different interfaces according to the equipments. When developing the 
services, service developers should develop differently depending on the equipments. 
These circumstances not only increase development time and cost, but also drop the 
scalability of services. The proposed IPTV manager proposed can solve these 
problems by offering unified device API. Unified device API make easy to develop 
IPTV service, because developer don't need to care IPTV terminal equipments only 
 

Table 1. Example of unified device API 

Device 
Functions 

Unified API Existing APIs 

WebCAM 
Data Receive 

CamRead(param) 
aCamGetData(param) 

bCamRecv(param) 

WebCAM 
Data Transmit 

CamWrite(param) 
aCamSendData(param) 

bCamTrans(param) 

GPS 
Data Receive 

GPSRead(param) 
aGPSGetData(param) 

bGPSRecv(param) 

Bluetooth 
Settings 

BTSet(param) 
aBTConfig(param) 
bBlueSet(param) 

Bluetooth 
Data Receive 

BTRead(param) 
aBTGetData(param) 
bBlueRecv(param) 

Bluetooth 
Data Transmit 

BTWrite(param) 
aBTSendData(param) 
bBlueTrans(param) 
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Fig. 3. IPTV Service Flow using IPTV Execution Tool 

care IPTV manager's unified device API. Therefore, service development time is 
decreased and service provider can reduce service development cost. 

Table 1 shows an example of unified device APIs. Existing API is mapped to 
unified API according to device functions. The column of Existing APIs field has two 
ones in the below Table. When IPTV manager judges whether the user can be served 
or not, this API is used. 

The second part is application server manager. Application server manager 
generates two specifications using unified device API. One is function specification, 
the other is procedure specification. The function and procedure specifications are 
enough to deploy the service. Application server manager interacts with IPTV 
manager. When user requests IPTV service, application server manager checks the 
function for deploying the service and sets service procedure using function 
specification and procedure specification. Service developers only make the service 
scenario and feed scenario to application server manager. Then application server 
manager makes specifications using Extensible Mark-up Language (XML). These 
actions make that service developers don’t need to develop whole application 
program. So, service development time and cost are reduced. 

Figure 3 shows a simple sequence scenario between IPTV terminal manager and 
application server manager, when IPTV user requests an IPTV service. Detailed steps 
are explained below. 
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1. IPTV user sends the service request message to application server manager. 
2. Application server manager sends function specification to IPTV terminal 

manager. A file, Function.XML, is a function specification including 
essential device list. Then, the IPTV terminal manager checks required 
functions and device libraries. 

3. If user can execute the service, IPTV terminal manager sends response 
message. 

4. After receiving the service available message, application server manager 
sends a file of Procedure.XML to IPTV terminal manager. 

5. After setting the user’s equipment to start the service according to the file of 
Procedure.XML, IPTV terminal manager sends request service start for 
starting the service. 

6. The IPTV service is activated between user and application server. 
7. When user wants to terminate the service, the user sends service end request 

message. 
8. Application server responses OK message, then, service is terminated.  

The file of Function.XML transmitted at step 2 is shown in the following. 

 

 

Fig. 4. Example of Function.XML 
 

Fig. 5. Example of Procedure.XML 
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Function.XML makes the terminal equipment use unified API and device library. 
It can have multiple Devices id elements. The Devices id has sub elements such as 
Name, RequiredLib, and APIReplace. The Name element identifies the type of device. 
And, the RequiredLib element describes the necessary device library. The APIReplace 
element is used to change existing device API to unified device API. The APIReplace 
also has multiple sub elements such as LibName, StandardAPI, StdParamType, 
PrevAPI, and PrevParamType. If one device refers to multiple existing libraries, the 
APIReplace element is appeared several times. The LibName element is existing 
library name and the StandardAPI is the unified API used by manager. The 
StdParamType element sets the type of Standard API’s parameter. The PrevAPI 
element shows the existing API that is mapped to unified API. The PrevParamType 
element means the type of PrevAPI’s parameter. By rewriting the required functions 
like figure 4, it is easy to change existing libraries to unified device API. Moreover, it 
is easy for IPTV terminal manager to check the available services. 

An example file of Procedure.XML transmitted at step 4 of figure 3 is shown in the 
figure 5. The managerinfo has the information of xml version and the generation 
number. The Thread element describes the actual behaviors of IPTV terminal 
manager. The Thread element is separated as Thread id. The Procedure element, the 
sub element of Thread, represents a sequence of services. The RunType element 
defines what the IPTV terminal manager does. The CallAPI element shows which 
function is called. The paramName element and the paramType element have the 
name of parameter name and the type of parameter that are used in the function of 
CallAPI. The Procedure id=”1” calls CamRead(Parameter) function. The name of 
Parameter used in CamRead is A_Buf. The type of Parameter used in CamRead is 
Media. The Procedure id=”2” is a procedure for playing the media data transmitted 
by CamRead(Parameter) in Procedure id=”1”. The RunType is FuncCall and 
CallAPI is Player 1(Parameter) that is a declared function in advance for playing 
media at IPTV terminal. By using A_Buf which is read to the Procedure id=”1” as the 
parameter of Procedure id=”2”, the media data can be played on Player 1.  

Thus, the “Function.XML” redefines the unified API from existing API and the 
“Procedure.XML” uses the unified API for performing services. In this way, an IPTV 
execution tool has some advantages. At the IPTV terminal side, IPTV terminal do not 
need to develop all application programs and can get a variety of services. At server 
side, it is easy to make a service development by taking the approach which divides 
its related service function and procedure. 

4   Conclusions 

In this paper, we suggest the IPTV execution tool based on application server. By 
providing unified format when IPTV service is deployed, users can be served various 
services regardless of the terminal equipment and communication agency and service 
developers can develop the service easier.  

In current, we focus on the design of IPTV execution tool. So we will enhance the 
functionality of the IPTV execution tool in the future. 
 
Acknowledgments. This paper was (partially) supported by the Education and 
Research Promotion Program of KUT. 
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Abstract. As technology evolves, the border of embedded system and 
enterprise system is gradually meaningless. ESB is a well-known middleware 
for integration of enterprise services and systems, and DDS is a promising real-
time communication middleware for embedded systems. This paper introduces 
structurally integrated architecture between DDS middleware and ESB 
middleware for interconnection between real-time embedded systems and 
enterprise information systems. An integrated architecture of DDS and ESB 
allows integration of embedded system environment and enterprise system 
environment. It supports integration of diverse embedded devices from 
ubiquitous systems with real-time communication and allows effective data 
processing using enterprise services, which are generated from embedded 
systems. We design DDS binding component for ESB to allow DDS 
communication to enterprise services. This DDS-ESB integration architecture 
could be applied in the field that generates huge of data for monitoring and 
processes data for providing user services in real-time, such as u-City or home 
network. 

Keywords: DDS, ESB, Middleware Integration, Embedded and enterprise 
hybrid system.  

1   Introduction  

As evolving of IT infrastructure, diverse of embedded devices are connected by 
network for providing ubiquitous services. As these devices generate huge amount of 
data, real-time communication and rapid processing of data are required. In addition, 
communications among heterogeneous devices are needed for full integration of 
systems. Usually real-time communication was one of embedded system requirements 
and system integration and information processing were enterprise system 
requirements area. However, as the power of devices has evolved and as the volume 
of information and its complexity has increased, the border of embedded system and 
enterprise system is gradually meaningless.  
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DDS (Data Distribution Service)[1] is a data-centric communication middleware 
for distributed real-time applications. DDS supports publish/subscribe communication 
model, which has strong point of time critical message delivery and many-to-many 
communications. Currently, DDS is adopted in real-time embedded systems such as 
defense, smart grid, complex telemetry (e.g. NASA Rocket Launch System), public 
transformation, and financial services[2].  

ESB[3] is a SOA-based middleware that combines distributed services and 
organizes diverse applications based on web services, content-based routing and 
message transformation technologies. Core function of ESB is integration of services, 
applications, resources and functions in enterprise environment. 

For interconnection between embedded systems and enterprise systems, we suggest 
ESB-DDS middleware integration architecture. DDS allows real-time and stable 
communication and ESB integrates DDS-based embedded systems and other legacy 
enterprise systems. Embedded devices such as sensors or robots deliver their data 
using DDS middleware in real-time and DDS delivers it to ESB (if necessary), and 
ESB routs data to its suitable processor enterprise service. This kind of architecture 
ensures both interoperability in high-level (enterprise system level) and real-time 
communication in low-level (embedded system level). This DDS-ESB middleware 
integration architecture could be applied in the field that generates huge of data for 
monitoring and processes data for providing user services in real-time, such as u-City 
or home network. 

In this paper, we introduce architecture of ESB-DDS middleware integration, 
especially a design of DDS binding component for ESB and sample configuration for 
DDS-UDP message transformation. In addition, we implemented and evaluated a test-
bed system to proof our architecture design concept in the end of this paper. 

2   Related Works  

DDS is a promising real-time communication middleware, and there are several 
approaches for hybrid DDS and other existing IT technologies to allow real-time 
communication in their domains. Among them, we introduce two outstanding works. 

2.1   Integrating CEP with DDS 

CEP(Complex Event Processing) consists of complex type of events from everywhere 
and CEP engine analyzes and identifies the meaningful events within the collected 
complex events and takes proper actions in real-time[4]. Current CEP engines are 
distributed and needs special management such scalability, load balancing and needs 
special mechanisms for integration and interoperability between systems. 

DDS is logically data centric. However, physically DDS is a fully distributed 
system. DDS does not need broker and it guarantees high performance, scalability and 
configurable QoS. DDS-CEP integrated system allows these DDS features into 
distributed CEP engines. Figure 1 shows current CEP system model and DDS-CEP 
integrated system model. 
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Fig. 1. (A) Current CEP system model. Each CEP engine and system is connected directly. (B) 
DDS-CEP integrated system model. Each CEP engine and system is connected indirectly. They 
communicate through DDS bus (Global Event Bus)[5]. 

One of DDS vendors already contains CEP as a part of their solution[5], and there 
is another research that integrates open source CEP solution and open source DDS 
solution[6]. 

2.2   Integrating HLA with DDS 

HLA (High-Level Architecture) is a distributed simulation integration middleware. 
DDS and HLA have highly similar architecture. Both communicate based on 
publish/subscribe-model, support of diverse dissemination semantics and support 
application portability via a standardized API specification. There remarkable 
difference is that DDS is based on real-world data and HLA is based on virtual-world 
(simulation) data. Figure 2 shows equivalents between HLA and DDS. 

 

Fig. 2. Summary of HLA-DDS equivalents[2-4] 

There is already structural mapping research between DDS and HLA in 2006[7], 
and its implementation research is processing by this paper authors in the point of the 
CPS (Cyber-physical System)[8] research view. 
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3   Architecture of ESB-DDS Middleware Integration  

Based on JBI (Java Business Integration) 1.0 standard[9], ESB architecture is separated 
in service logics and communication processing. ESB architecture consists of 3 core 
parts. Service Engine (SE) is for service logic processing such as rule engines, BPEL 
engines, XSLT engines and scripting engines. Binding Component (BC) 
communicates using remote protocols and normalize/denormalize messages what it 
receives. Normalized Message Router (NMR) delivers messages between SE and BC. 

DDS is a communication middleware and it is based on RTPS (Real-time Publish 
/Subscribe) protocol[10]. If DDS/RTPS data can be changed to other protocol data 
type, then DDS applications and other applications can be easily integrated. Protocol 
transformation is one of main function of ESB. Usually, DDS applications are for 
embedded systems and ESB integrates enterprise systems. It means that Binding 
Component (BC) for DDS/RTPS will interconnect DDS middleware and ESB, and 
other systems.  

Figure 3 shows overall structural architecture of ESB-DDS middleware integration. 
DDS/RTPS Binding Component (BC) connects embedded devices with ESB services 
and enterprise applications. Data processing engine which processes data from 
embedded device is a Service Engine (SE) component and it delivers processed data to 
target enterprise applications such as information service system. ESB Framework 
(NMR and management modules) connects Service Engines and Binding Components. 

 

Fig. 3. Overall Architecture of ESB-DDS Middleware Integration 

This architecture has benefits for existing enterprise services to get DDS abilities 
such as real-time messaging performance, scalability and QoS support. In the same 
way, DDS-based embedded systems could get some benefits with this architecture, 
such as easy integration with other protocol based enterprise services and 
applications.  
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4   Design of DDS Binding Component for ESB  

This chapter contains detail design of DDS binding component for ESB, based on JBI 
standard. We optimized this component, especially for Apache ServiceMix v3.3.2[11] 
and OpenSplice DDS Community Edition v5.3[12]. 

4.1   DDS Binding Component 

DDS BC acts a connector or adaptor between DDS middleware and ESB. Without 
DDS BC, DDS-based embedded systems cannot access to ESB. For interconnecting 
between DDS and ESB, DDS BC is only one that is needed for additionally. 
  DDS BC has mostly same functions of other ESB BCs. It waits for message 
receiving from outside of system and sends it to suitable SEs. Otherwise, it sends 
message to outside of system when SE requests message sending. Binding component 
can control only message flows. DDS BC contains control logics for DDS 
communications. However, we designed and added additional message routing 
mechanism in DDS BC. It is introduced in next section. 

4.2   Design of Message Routing 

Most ESB BC supports two kind of message routing mechanisms: In-Only (one-
direction communication) and In-Out (two-way communication). Data collection for 
processing will be delivered through normal route using NMR. Interconnection with 
other protocol applications is also available In-Only and In-Out message routing. 
However, NMR communication doesn’t consider real-time requirement. To achieve 
two goals-interoperability and real-time communication, we add additional message 
routing mechanism, which is called ‘delegation’. Every message in ESB should pass 
NMR. However, delegation message routing sends its messages to target device 
directly without using NMR for real-time processing. After sending its data to target 
device, then BC send its data to NMR for data processing. Delegation message 
routing is only available when both source and target devices are using DDS protocol. 
If protocol transformation is needed for interoperability, then delegation message 
routing will not be available. For protocol transformation is one of services, NMR 
message passing is mandatory.  

 

Fig. 4. Example Message Routing of DDS Binding Component 
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Delegation message routing is used in the case that DDS applications need to be 
real-time communication or it cannot communicate directly, for instance network 
coverage problems. Most of DDS middleware supports only LAN area, so delegation 
message routing will be useful when DDS data should across WAN. Figure 4 shows 
example message routing of DDS Binding Component. 

4.3   Sample Configuration for DDS-UDP Message Transformation 

There is sample configuration for message transformation between DDS-UDP 
applications. This example consists of Bean SE and EIP SE (Pipeline Pattern) for 
message transformation and routing, and DDS BC and UDP BC to connect DDS and 
UDP applications to ESB. Figure 5 shows design structure of this DDS-UDP message 
transformation in ServiceMix 

 

Fig. 5. Structure of Sample DDS-UDP Message Transformation in ServiceMix 

For message transformation, core ‘xbean.xml’ configuration of each Service Unit 
(SU) is below: 
 
(1) Service Unit of DDS BC (dds-bu-su) 
<dds:consumer service="dms:dds-inonly-bean-service5" 
         endpoint="dms:dds-inonly-bean-endpoint5" 
         targetService="dms:dds-eip-pipeline1" 
         mep="in-only" read_partition="MsgWrite" 
         topicName="PP_bridgetoudp_topic" 
         topicRegisterType="messaging::PP_bridgetoudp_msg" 
/> 

 
(2) Service Unit of UDP BC (udp-bu-su) 
<udp:provider service="dms:udp-outonly-bean-service1" 
         endpoint="dms:udp-outonly-bean-endpoint1"          
  mep="in-only" targetPort="9000" targetIP="127.0.0.1" 
/>   
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(3) Service Unit of EIP SE (eip-su) 
<eip:pipeline service="dms:dds-eip-pipeline1" 

endpoint="dms:dds-eip-endpoint1">  
    <eip:transformer>  
      <eip:exchange-target  

service="dms:dds-bridge-bean-service" />  
    </eip:transformer>  
    <eip:target>  
      <eip:exchange-target  

service="dms:udp-outonly-bean-service1" />  
    </eip:target>  
  </eip:pipeline> 

5   Implementation and Evaluation of Test-Bed System 

In this section, we introduce our test-bed system to evaluate proposed architecture 
design. We made simple ‘naval warfare system’ using two heterogeneous embedded 
devices and two sensor devices. Each device acts as our army ship and a sensor acts as 
army ship’s radar sensor for detecting enemy army ships. In this scenario, we have two 
our army ships. When enemy army ship is detected, then our army ship fires missiles to 
enemy army ship. During this scenario, every data is delivered using DDS, and their 
information is processed by information center using ESB. In other words, important 
and urgent command is delivered using DDS directly, and information such as results 
of missile fire and status of our army ship is processed by Information Center.  

Figure 6 shows our physical experiment environment and software UI for our army 
ship missile control. Detected sensor data is delivered to an embedded device which 
acts as our army ship, and our army ship data is delivered to PC which acts as 
Information Center. We setup this test-bed system using OpenSpliceDDS Community 
Edition v5.3 as a DDS communication middleware and Apache ServiceMix v3.3.2 as 
an ESB middleware. 

 

  

Fig. 6. Experiment Environment of Test-bed Physical System and Software UI 

6   Concluding Remarks 

For interconnecting real-time embedded systems and enterprise systems, we 
suggested DDS-ESB middleware integration architecture. We designed DDS (or 
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DDS/RTPS) binding component of ESB to allow communication between DDS and 
ESB. This BC supports 3 kinds of message routing mechanisms: In-Only, In-Out and 
Delegation. We made a test-bed system using ‘naval warfare system’ scenario to 
proof our architecture design concept. The DDS-ESB middleware integration 
architecture could be applied in the field that generates huge of data for monitoring 
and processes data for providing user services in real-time, such as u-City or home 
network. 

In this paper, we focused on real-time message delivery between DDS and ESB. 
Therefore, it explains message transformation logics and routing mechanisms. 
However, we didn’t concern structure of DDS dynamic topic type in this paper. It 
made lose half of DDS’s strong point. Therefore, in the future research will include 
dynamic topic configuration and its performance evaluation. In addition, we have a 
plan to integrate our other research on DDS-HLA integration results with this DDS-
ESB middleware integration research results. 
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Abstract. Service-Oriented Architecture (SOA) are having a widespread use in 
enterprise computing applications, being Web services the most common 
implementation. The use of SOA has also been proposed for embedded systems, 
although very little could be found in the literature on the use of SOA for Safety-
Critical Embedded Systems. This paper discusses the use of SOA for the 
development of this class of systems. Safety-critical embedded systems have 
specific requirements such as high reliability and real time response, making the 
use of SOA more challenging than for standard applications. To make concepts 
clear, a case study on Avionics for Unmanned Aerial Vehicles (UAVs) is 
presented. This is a complex application based on a reference model proposed by 
the authors. SOA shows to be a promising approach to implement parts of this 
reference model, especially in what concerns the missions played by the aircraft.  

Keywords: Safety-Critical Embedded Systems, Unmanned Aerial Vehicles, 
Service-Oriented Architecture. 

1   Introduction 

Embedded systems are computing systems that are part of a larger system. They 
provide a predefined set of tasks, normally dedicated to a particular real time 
application, and present special requirements. In fact, they typically provide real-time 
monitoring and control for an entire system. These systems are considered to be 
safety-critical when failure events can lead to human live losses or high valued asset 
losses. In some applications, such as in aviation, safety-critical embedded systems 
must present failure rates as low as a serious fault every 105 to 109 hours of operation. 

Embedded systems have becoming increasingly more complex in hardware  
and software. On the other hand, they are becoming more and more usual in domestic 
and professional environments for control or information management. Multicore and 
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multiprocessor systems are becoming common, further increasing the complexity of 
the software [7]. 

The key concepts of Service-Oriented Architectures (SOA) have received 
significant attention from the community of software development, although there are 
some conflicting understanding on SOA concepts and usage. Various types of 
service-oriented architectures have emerged and Web services are the most common 
implementation [3]. 

The advantage of using the SOA paradigm is the interoperability achieved by the 
use of XML, which allows not only conventional communication in the Web, but also 
communication between devices ranging from a small sensor to sophisticate domestic, 
commercial or industrial equipment. Self-describing open components that support 
quick and seamless integration are characteristics of this kind of paradigm. 

In this paper we discuss whether Web services are suitable or not for embedded 
systems. While the use of SOA in the business application domain is well established, 
several aspects must be considered in the embedded systems domain, mainly the 
availability of enough resources (processing Power and memory size). Embedded 
systems are attached to the fast growth of the Internet, communication technologies, 
pervasive computing and portable consumer electronics. System sizes range from the 
tiny to the big, complex multicore systems. In many of them there are not enough 
resources to make possible the use of Web services. 

This paper encourages the use of SOA in the normally bigger non-critical sections 
of complex safety-critical embedded systems. This provides a simple approach to the 
problem, allowing the use of different paradigms to solve different parts of a complex 
system, avoiding the disadvantages already mentioned. 

As a case study, an UAS (Unmanned Aerial System) reference model is proposed. 
The system was modeled (a layered reference model), showing its critical and non-
critical sections. Services and protocols between layers are under development and 
should be presented in a future paper. The advantages of the use of SOA are 
discussed, easing the implementation of many high-level functions. 

The remainder of this paper is organized as follows. Section 2 presents the related 
work especially on the use of SOA in Embedded System and Safety-Critical 
Embedded Systems. Section 3 proposes and discusses a Reference Model for UASs. 
Section 4 presents a Framework on how to use SOA in the target applications. And 
finally, in Section 5, the conclusions of the work are presented. 

2   Related Work 

This section presents a review on the use of SOA in Embedded Systems and in 
Safety-Critical Embedded Systems.  

Service-oriented computing is a paradigm that uses services as basic blocks for 
application development. This paradigm allows applications to be built on a 
cooperative network that crosses the boundaries of universities and organizations. 
These blocks must comply with some standards and patterns. Web services are the 
SOA implementation that has achieved the highest market penetration. This paradigm 
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enables interoperability of applications due to a series of standards that are based on 
XML (eXtensible Markup Language). However, Web services do not have predefined 
clients and therefore must be adapted to different contexts and are, somehow, a type 
of client/server system especially structured to make the best use of Web standards. 
Services are offered by providers and used by service consumers (clients). The main 
architectural units in service-oriented computing are service description, service 
discovery and service consumption.  

Many complex embedded systems are coupled with a high-level information 
system. SOA can provide the integration of low-level embedded system services and 
high-level information system services. This integration is still an incomplete work, in 
spite of the many related works found in the literature [7] [5] [4] [6] [13] [8] [9] [12] 
[2] [1]. In practice, the use of SOA in Embedded Systems can provide a lot of 
benefits, such as: decoupling configuration from environment; improvement of 
reusability and maintainability; higher level of abstraction and interoperability; more 
interactive interface between devices and information systems; and easy use of 
resource-hungry services provided by more powerful internet servers. 

Safety-critical embedded systems are computational modules integrated to physical 
devices and equipment, which have a predefined set of tasks, usually with special 
requirements. These systems must present very low failure rates. Furthermore, real 
time performance is almost mandatory and must be guaranteed in any circumstances. 
Several mechanisms of SOA, for example service discovery, have potential for non-
deterministic behavior, not compatible with the basic requirements of safety-critical 
embedded systems. Complex safety-critical embedded systems can be almost always 
split into critical and non-critical sections. Despite being algorithmically more 
complex, the critical sections are normally much smaller than the critical sections of 
the code. 

The use of Web services architectures for embedded systems in distributed 
automation applications is presented in [5]. Kakanakov shows some results of using 
the TCP Client/Server model in networks of embedded systems. The author 
establishes that the performance of the protocol is totally dependent on the operational 
system and on the kind of device. 

A related work [6] extends the work presented in [5]. The authors discuss the 
possibility of adaptation of the Service-Oriented Architecture in a distributed 
embedded system. They provide a description of the architecture and a tool for 
creating services in Java and C/C++. They test two systems (java-enabled and SOAP-
enabled) and both present the same results: they allow the system to be much more 
than an application, to be a service. 

Thramboulidis et al. (2007) [13] propose in their work an approach to use service-
oriented architectures in embedded systems. The paper proposes a framework that 
allows easier development of embedded systems using features available as services. 
They provide an easy way to integrate components, plug-and-playing the desirable 
features that should be provided by the service-oriented architectures. 

Moritz et al. (2008) [9] presents an approach to add Web services to low cost 
microcontrollers, without losing real-time capabilities. The work described had just 
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started and they did not present important results. The measurements necessary for 
convincing conclusions were missing. 

Lee at al. (2008) [8] discuss and present an implementation of mobile applications 
using a service-oriented paradigm. In their work, services have optimized 
implementations for mobile devices having scarce resources (mainly memory size and 
processing power). 

Other projects related to the development of SOA platforms that enable the 
implementation of embedded systems are eSOA [12], SODA [2] and the SIRENA 
project [1]. 

This work has a different focus than the works reviewed. Most of them do not 
address safety-critical systems. For this class of systems, the references on the use of 
SOA are poor and almost inexistent. This is due to the specific requirements that 
standard SOA does not address. 

A typical application of a complex safety-critical embedded system is an UAS 
(Unmanned Aerial System). The term UAS (Unmanned Aircraft System) was adopted 
by both the FAA (Federal Aviation Administration) and the international academic 
community to designate systems that comprise not only the aircraft but all associated 
elements such as the payload, the ground control station and communications links 
[4]. An UAS can operate for a longer period of time without human pilot intervention. 

There are different types of UAS presenting different capabilities. Some aircraft 
can fly autonomously following a pre-programmed flight path (grid or waypoint 
based) [15], while others fly receiving commands from pilot-operated ground stations. 
The aircraft size can range from the micro to the big, and the ground control station 
can be implemented in smartphones, tablets, notebooks and a network of 
workstations. Aircraft can vary not only in size, but also in shape, type of propulsion 
and performance. The human-computer interface can vary from a smartphone 
touchscreen up to a tangible user interface. The performance of the communication 
links and the type of payload are also very important to accomplish the intended 
mission for the system. 

All the papers and roadmaps on UASs found in the literature typically presents 
UASs implemented using traditional approaches [11] [17] [18] [19] [20] [14]. There 
are roadmaps showing the expected advances in UASs that are periodically published 
by military organizations, such as the US Air Force [16]. 

3   Structure of an UAS - A Reference Model 

3.1   Reference Model Architecture for Unmanned Aerial Systems 

Architecture is a structure that identifies, defines and organizes components. The 
relationship and principles of design of the components, functions and the interface 
established between subsystems can also be defined by architecture. 

The reference model architecture is an architecture where the entities, relationships 
and information units involved in interactions between and within subsystems and 
components are defined and modeled. In summary, it is a model of something that 
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embodies the basic goal or idea and can be considered as a reference for various 
purposes. 

UASs have been extensively used for precision agriculture, national security 
(military missions) and environmental monitoring. In this kind of systems it is 
necessary to make clear the complex structure of the system making easier the tasks 
of the system designers. 

The NIST (National Institute of Standards and Technologies) provides a reference 
model for UAS [10]. In this specific standard, the reference model was proposed to 
specify the military rules, uses and commands in an understandable and intuitive way 
for a human commander.  

Figure 1 presents a Reference Model Architecture for UASs proposed by the 
authors of this paper showing entities and theirs relationships, a different approach of 
that presented by NIST [10]. The components of an UAS can be split into an aerial 
segment and a ground segment. The aerial segment is hierarchically composed of the 
physical layer, the distributed RTOS layer, the system abstraction layer, monitoring & 
control layer, navigation & services layer and mission layer. The ground segment is 
divided into a physical layer and a ground control station layer. 

3.2   Protecting the Critical Parts 

The separation in layers allows the system to be divided into subsystems that can be 
implemented in different ways. This division helps to protect the critical parts that 
compose the entire safety-critical embedded system providing the best of the both 
worlds: protect and perform the critical parts complying with all the necessary 
requirements and take full advantage of the facilities offered by the Service-Oriented 
Architecture. The shaded parts in Figure 1 indicate the non-critical parts that can be 
easily implemented using SOA.  

3.3   The Smart Sensor Interface and Protocol and In-flight Awareness 

This reference model and the use of SOA support the development of the SSI (Smart 
Sensor Interface). The SSI is a concept that makes easier the payload integration to an 
UAS. In fact, the mission is isolated from the aircraft, being part of the sensor (smart 
sensor, normally a MOSA - Mission Oriented Sensor Array). The aircraft provides the 
capability of motion to the sensor. The sensor is in charge of the mission, directing the 
aircraft for its accomplishment. The SOA service discovery can to be used to allow 
the sensor to choose or compose the best service to perform the proposed mission.  

Not always the aircraft can fulfill all the requirements necessary to accomplish a 
specific mission. When connected, the aircraft and sensor communicate using the SSP 
(Smart Sensor Protocol) for exchanging information in order to agree on the 
requirements for the mission feasibility. As a result, the mission can be completely 
feasible, partially feasible or not feasible. This step is made whenever a new sensor is 
connected. Missions can be adaptative and some configuration can change during the 
execution of a mission. 
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Fig. 1. A Reference Model Architecture for UASs 

In the near future (10+ years), UAVs should dominate the skies over manned 
aircraft. In fact, the only manned aircraft that will make sense will be the ones that 
carry passengers. In this sense, all aircraft must coordinate the use of the airspace 
without human intervention. 

Another important issue is the replacement of some functionality provided today 
by the human pilot. The authors call this replacement In-flight Awareness (IFA). The 
human pilot can smell alarming odors; evaluate cloud formations; listen to usual and 
to unusual noises; feel usual and unusual vibrations; stay aware of political 
boundaries and the ground being own over. All this knowledge can be used to avoid 
dangerous situations and select the best procedure in emergencies. SOA has great 
potential to support the implementation of IFA due to its naturally dynamic behavior. 
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4   A Knowledge Based Framework for Dynamically Changing 
Applications 

4.1   The Framework 

All communication in SOA is performed through the SOAP protocol in XML. The 
exchange of messages is done via plain text in the raw mode, without any concern for 
security. 

The SOA basic operation is shown in Figure 2. The provider publishes the service. 
The client searches the UDDI repository to find the service and finally a message 
passing communication is established between the service provider and the client. A 
problem is that the chosen service could not be the best service for each moment in 
time during the operation of the system. To overcome this problem, this paper 
proposes the Knowledge Based Framework for Dynamically Changing Applications 
(KBF), presented in Figure 3. 

 

Fig. 2. SOA basic operation. 

KBF extends the broker service discovery capability adding knowledge about the 
application domain. In this way, the application designer, or even the application 
itself, can choose or compose the best service based on a set of usage rules and some 
selection criteria such as: dependability, security, performance and real time response. 

4.2   Reconfigurable Matrices 

KFB maintains a Knowledge Database to store all the information and selection 
criteria established by the user and the application. Another key issue is the assembling 
of reconfiguration matrices. These data structures correlate available services, its 
functionalities and other selection criteria with the application procedures. They can 
be: static - defined off the system, manually or with the help of a supporting tool; semi-
static - defined at system startup; and dynamic - defined during system operation, when 
a service status changes (availability, selection criteria). 

Static configuration matrices never change. Semi-static configuration matrices 
change during the startup of the system and cannot be changed during normal system 
operation. Dynamic matrices can be changed or composed during the system 
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operation. These matrices have potential for non-deterministic behavior and despite 
its flexibility, should be avoided in the critical parts of the system. 

Using all information available in the configuration matrices, the KFB can choose 
or compose the best service to perform a mission defined by the user. 

 

Fig. 3. Knowledge Based Framework on SOA 

4.3   Reasons to Use SOA and the KBF in an UAS 

UASs are complex systems that perform complex missions. Big UASs are distributed 
systems, with tens of different processor boards. In these later systems, processor and 
memory costs are not an issue. Therefore, performance is normally not an issue. The 
use of SOA can provide a more easy and quick development of the non-critical parts 
of such systems as discussed before. A variability of services with different 
functionalities and levels of performance (including security, reliability, safety and 
real time) can be developed and composed. 

Different missions, defined by different MOSA subsystems and different UASs, 
can be integrated by the KFB that can choose the best service to fit in the scenario. 
This is the basis of implementation of the SSI and SSP. The mission can be 
adaptative. During a mission, based on a configuration matrix, the UAS can 
dynamically adapt the characteristics of the mission choosing services that fits better 
depending on the situation. In critical fault situations the use of the SOA paradigm 
can also help. Different strategies, based on configuration matrices, map default and 
the best procedures for its handling can be selected. 
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5   Conclusions 

Web services, the cornerstone of the current SOA technology, are widely used for 
linking service providers and clients in different areas such as banking and financial 
services, transportation, manufacturing, to name a few. They are designed for 
interoperable machine-to-machine communication, allowing different systems to 
invoke remote methods or to exchange documents without mutual knowledge of 
internal implementation details.  

Several studies show the application of Web services in embedded systems. Most 
of them focus an optimized version of Web services to avoid the lack of resources 
normally presented by such systems. Web services and safety-critical embedded 
systems often are seen as non-related areas. 

This paper introduces the use of SOA in critical embedded systems, providing 
dynamic behavior and flexibility to this class of systems. However, the problem of 
choosing the parts of the system that can be implemented with this technology, 
without compromising its safety-critical nature, is not a trivial task. In this paper a 
reference model on UAS is presented to show how this technology can be used in a 
complex safety-critical embedded system. Complex systems of this kind normally 
have non-critical parts that can take advantage of all facilities that SOA, and in 
particular Web services, can provide. 

A framework was proposed to allow the use of SOA in the non-critical parts of 
Safety-Critical Embedded Systems, helping the implementation of the SSI and SSP, 
as they are good first candidates for application of the ideas presented in this paper. 
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Abstract. Modern utilities monitor and control the power system via a vast 
network of communication-enabled devices. The data generated from power 
plants to consumers has been treated independently and applications monitoring 
and controlling the power system have been operated separately. However, 
operation of the power system is now completely dependent on the exchange of 
data among the applications to achieve a comprehensive view of end-to-end 
reliability of the power system. In this paper, the integration of power system 
operational data and application is described.  

Keywords: Power system, Data integration, Application integration. 

1   Introduction 

The amount of data being collected is increasing exponentially in the power system. 
This rapid expansion of data retrieval results from the fact that more field devices are 
being installed and that these field devices are becoming more intelligent both in what 
power system characteristics they can capture, and also in what calculations and 
algorithms they can execute which result in even more data. As distribution 
automation extends communications to devices on feeders, as substation automation 
expands the information available for retrieval by substation planners, protection 
engineers and maintenance personnel, and as more power system asset information is 
stored electronically, even more varieties and volumes of data will need to be 
maintained and managed.  

As the role of consumer through the two-way communications between utilities 
and consumers is increasing in the power system, utilities are required to build an 
integration infrastructure for operational application integration quickly to provide a 
base for adaptable business models. An enterprise-wide operational application 
integration offers a tremendous opportunity for improved operational efficiency, 
improved control of customer processes based on supply system conditions, use of 
customer-owned and operated generation and power quality improvement 
technologies as part of overall system management and to achieve the required levels 
of reliability and power quality at the end user level.  

On the other hand, the requirements of transforming the centralized and one-way 
flow of control and information by utilities to the decentralized and two-way flow 
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structure enabling plug-and-play are rapidly increasing. Moreover, the importance of 
reliable, high-quality electrical power continues to grow as society enters into a new 
era of economics driven by digitally-based technologies. Enabling the digital 
economy of the future will require an intelligent gird that utilizes information 
generated from every application being operated in the power system. The future 
power system such as an intelligent grid ultimately will require an information 
infrastructure wherein the electric power system operates as an organic system 
through the integration of applications and data, decentralization of control, and 
interaction of functions. This paper describes the integration of power system 
operational data and application. 

2   Power System Operational Applications 

Korea’s power system has various operational applications such as Energy 
Management System (EMS), SCADA, Distribution Automation System (DAS), and 
Automatic Meter Reading (AMR). EMS controls the power plants and monitors the 
situation of each substation. If there is something wrong during monitoring, the 
SCADA system takes charge of transmitting to the operator and EMS. DAS is an 
automation system that performs remote monitoring of abnormalities of the 
distribution lines and prompt search for and restoration of the outage area. Currently, 
SCADA and DAS are under a data link with a one-way communication wherein DAS 
mainly uses SCADA data. 

 

Fig. 1. Layered protocols of the power automation system 

2.1   Energy Management System (EMS) 

The elements of the EMS are shown in the figure 2. The followings are the major 
functions: 

-  Supervisory Control and Data Acquisition (SCADA) 
-  Automatic Generation Control and Economic load Dispatch (AGC & ED) 
-  Generation Scheduling 
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-  Network Analysis 
-  Outage Scheduling 
-  Information Storage and Retrieval 
-  Dispatcher Training Simulator 

 

Fig. 2. Relation of EMS and SCADA 

2.2   Supervisory Control and Data Acquisition (SCADA) 

The SCADA system consists of SCADA in the Regional Control Center (RCC) and 
SCADA in the Sub-Control Center (SCC). It monitors the operation status such as 
line flow, MTR flow, bus voltage, circuit breaker, etc. of the power plants and 
substations. 

 

Fig. 3. Conceptual diagram of SCADA system 
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2.3   Distribution Automation System (DAS) 

The DAS monitors and controls the distribution devices remotely. It provides advanced 
application functions including area load control, automatic troubleshooting, 
calculation of short-circuit faulty current, calculation of voltage sag, calculation of 
distribution loss, restructuring of power line, analysis of protection coordination, and 
preparation of operation sequence. 

 

Fig. 4. DAS system 

2.4   Automatic Meter Reading (AMR) 

The AMR system collects meter reading data for the meter every 15 minutes. It also 
provides monitoring function of device failure, outage duration, etc. 

 

Fig. 5. AMR system 

3   Need for Data and Application Integration 

The power system operational functions are changing and growing more complex 
with exciting requirements of the digital economy [1]. Moreover, the importance of 
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reliable, high-quality electrical power continues to grow as society enters into a new 
era of economics driven by digitally-based technologies. Enabling the digital 
economy of the future will require an intelligent gird that utilizes information 
generated from every application being operated in the power system [2]. The future 
power system such as an intelligent grid ultimately will require an information 
infrastructure wherein the electric power system operates as an organic system 
through the integration of applications and data, decentralization of control, and 
interaction of functions. 

In case of distribution automation, advanced functions involve applications in the 
control center supplemented by applications implemented in field equipment. The 
control center applications provide the global analysis of the distribution system state 
and capabilities and are the overarching functions in control of distribution system 
operations, while the field equipment applications provide local information and 
control. The advanced distribution functions in the control center rely heavily on data 
from many different sources such as SCADA, Geographical Information System 
(GIS), etc. SCADA system provides real-time data acquired from field equipment and 
GIS gives power system facilities data. The primary requirements for advanced 
distribution functions are focused on data management. Correct, available, and timely 
data are crucial to the advanced distribution functions operating properly. However, 
since data comes from many different sources and since the systems acting as these 
sources usually are provided by different vendors, the coordination, synchronization, 
integration of systems, and mapping of data elements across these systems is a major 
problem. 

4   Power System Common Information Model 

A number of applications being operated in the electric power system differ in terms 
of operation system, data structure, etc. In case point-to-point connection is in use, 
0.5×N2 adaptors are normally necessary for data exchange between systems when 
there are N applications. 

 

Fig. 6. Point-to-point connection 
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Accepting all adaptors imposes considerable burden on a system developer. In this 
case, if a common information model is in use, making only N adaptors for N systems 
solves the data exchange problem. Also, a common information model reduces the 
time and expenses required for adaptor development. Developers can then solely 
concentrate on the improvement of the applications. 

At the IEC, standardization work is now in progress with regard to the common 
information model that can be applied to the energy management system and 
electricity distribution management system [3]. 

This common information model is the one modeling all components of the electric 
power system as the example shown in figure 7 using the object-oriented method; it is 
defined using Unified Modeling Language (UML). 

 

Fig. 7. Power system common information model package diagram 

5   Integration of Power System Operational Application 

For the integration of power system operational data and application, we use a 
message bus using the power system common information model. The message bus 
supports the management of service interaction occurring between participants and 
virtualization. It serves as the connection between service suppliers and requesters 
and enables interaction even if correct matching is not made. The power system 
common information model provides the unified semantic method to exchange data 
among heterogeneous systems. 

The conceptual architecture of integration of power system operational data and 
applications is shown in figure 8. Applications for integration are SCADA, 
Transmission GIS, DAS, Distribution Information System (DIS), Customer 
Information System (CIS) and AMR. The CIM database manages the meta-data and 



 A Study on the Integration of Power System Operational Data and Application 361 

 

GIS database has GIS and facility information. The transmission and distribution 
status data are collected by SCADA and DAS and then are transferred to the data 
warehouse using high speed data access interface. 

 

Fig. 8. Conceptual architecture of data and application integration 

The existing applications like SCADA have their own data structures and types. To 
exchange data through power system common information model among the 
applications, the data conversion is required. Figure 9 shows an example of a process 
converting the types and contents of messages within the message bus. 

 

Fig. 9. Message conversion 
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6   Conclusion 

In the electric power system, there are several applications for the power system 
operation; these applications perform their own intrinsic functions according to the 
purpose. The importance of reliable, high-quality electrical power continues to grow 
as society enters into a new era of economics driven by digitally-based technologies. 
Enabling the digital economy of the future will require an intelligent gird that utilizes 
information generated from every application being operated in the power system. In 
this paper, the integration of power system operational data and application are 
described.  
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Abstract. Social Network Service (SNS) is a service that enables internet users 
make human network and strengthen the existing human relationships. But, 
many companies, currently, are aware of the importance of SNS for business 
areas. The emergence of SNS has brought a lot of changes in the business 
environment of companies. At the first, companies have utilized the SNS 
service as the communication channels with their customers. But, they have 
recently been considering SNS as a way to strengthen their organizations. Our 
company has the prototype version, KepriSNS, before building an official 
business SNS platform. This paper addresses the considerations for building a 
business SNS platform and introduces the development of KepriSNS based on 
open-source StatusNet.  
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1   Introduction 

Social Network Service (SNS) is a service that enables internet users make human 
network and strengthen the existing human relationships. At the beginning of SNS's 
emergence, SNS have focused on the support of internet users' communication. But, 
many companies, currently, are aware of the importance of SNS for business areas[1]. 

The emergence of SNS has brought a lot of changes in the business environment of 
companies. At the first, companies have utilized the SNS service as the 
communication channels with their customers[2]. But, they have recently been 
considering SNS as a way to strengthen their organizations[2,3]. Therefore, many 
companies are trying to use SNS for employees to build their own human networks 
and an idea bank for information exchange. Particularly, IT and Telecommunication 
companies are adopting SNS for conversations among their employees, as well 
conservative financial institutions[3]. 

Our company has built a prototype version, KepriSNS, before publishing an 
official SNS platform. This paper addresses the considerations for building a business 
SNS platform and introduces the development of KepriSNS based on open-source 
StatusNet[7]. 
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2   Strategy for the Establishment of a Business SNS Platform 

So far, many compaines have been trying to accumulate their own knowledge through 
the collection and the manipulation of personal vaulable information. To this end, 
from the past, the companies have built their own knowledge management systems to 
accumulate knowledge spreaded within their own companies. And then they built up 
information search systems to find more correct knowledge information from the 
huge accumulated information. In the attempts, there are many successful cases of 
building up these systems. But, this way is suitable for the case that accumulated 
information is small comparatively. 

If a company is big and the accumulated information is so huge, building a 
knowledge management system may not an appropriate solution because the accuracy 
of the search result may be poor. Eventually, the most valuable information is who 
help me and how to get the information. 

Companies can easily deal with the problems through the power of SNS service. 
As well known, like Twitter[8], the ripple effect of SNS is so powerful. Personal 
human networks based on SNS communities always help to find the latest 
information distributed among employees of a company. Also it enables to enhance 
the utilization of the existing company-inside systems.  

2.1   Features of Business SNS 

The introduction of a business SNS platform has the following benefits. 

More Accurate information. It supports the more accurate and faster information 
search using SNS's human networks. The results from searching may be more 
accurate than those of the existing information search systems of companies. 

Fast Communication. It enables to support fast communications through a variety of 
devices such as PC and smartphone because of no limitations of time and place. 

Easy and Simple Communication. SNS's microblogging serivce enables free 
discussions of employees. SNS helps every employee to participate free conversations 
in an equal position without the responsibility of the existing reports and formal 
conversations. 

Companies which are considering the introduction of SNS, first of all, should prepare 
for the negative effect of SNS such as illegal trespassing and using[5,6].  

Protection of company information. Because only employees of the company have 
to be the members of their own business SNS system, it can exchange safely the 
internal information and opinions, and protect the leakage of companies' information. 

Lost of mobile devices. Because the introduction of business SNS causes the 
activation of using mobile devices such as smartphone, the security policy of personal 
mobile devices is also required. If any person losts his/her own mobile device, the 
company's information can be leaked to an external society and malicious attackers 
may access illegally to the company-inside systems using the lost mobile device. 
Therefore, if lost, security functions like a remote deletion function of all data and 
programs in the lost device should be embedded into personal devices.  
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Protection from illegal trespasses. For improving SNS's utilization, it should 
recommend using mobile devices. But, mobile devices which require access to 
company-inside network from external network can be used illegally as a trespass 
channel. To this end, a SNS Server should be deployed in DMZ to isolate company-
inside systems from external illegal attacks. 

Personal information access policy. Even if it could not prevent from any external 
attack due to the weakeness of a firewall system, the company's other systems should 
not be attacked. In order to protect other company's systems, the SNS system need to 
be built based on secureOS like selinux[10]. 

Encrypting communication channels. During access to their own company's SNS 
service, employees might be directed to enter at phishing sites for identify theft. It is 
possible to exchange the sharing information in SNS system with information 
containing malicious code. So, all communication channels between external and 
internal network have to be encrypted to prevent illegal access. 

Monitoring use of SNS. For blocking the employees' inappropriate leakage of a 
company's information, ways of motoring continuously the company's network need 
to be arranged. 

2.2   Case Study of Building Business SNS Platforms 

Companies can consider the two following ways to build their own SNS services. The 
first way is to utilize external organizations' company SNS solutions. The latter way is 
to develop and deploy their own SNS platforms for themselves. The two ways have 
advantages and disadvantages in the aspect of cost, time, and utilization.  

Utilization of SNS provider's solutions. It is a way to utilize SNS solutions of which 
IT providers developed for an unspecified number of companies. Some companies are 
trying to build their own business SNS service based on the existing SNS solutions 
such as Twitter[8] and Yammer[9]. For example, SK merged SNS service of Twitter 
at their group portal service. Also, several departments of LG electronics are using 
Yammer as communication channels among employees.  

This way has a lot of benefits in the aspect of cost and time due to using SNS solutions. 
But, because all information is accumulated out of the companies, it is difficult to 
reflect for the companies’ management through processing and refining the 
information. Also, it is difficult to develop a variety of services integrated into 
company-inside systems. The biggest problem is that it is possible to lose the long time 
accumulated information if a SNS solution provider supports no longer the service. 

 

Fig. 1. The snapshot of Yammer’ Social Network Service 
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Development of Company-inside SNS platform. This is a way to develop their own 
SNS platform reflecting the requirements of the company. Typical IT Company, 
Motorola, developed a SNS platform called as MotMot[4] based on open-source 
StatusNet[7]. Although this way requires much cost and time, there are many benefits 
in security, improvement of SNS's utilization, and practical use because the company 
information is accumulated inside the company. 

 

Fig. 2. Motorola's Social Network Service, MotMot 

3   Features of Open-Source Statusnet 

StatusNet is an open-source platform for micro-blogging service developed by 
Identi.ca [7]. The supporting functions of StatusNet are similar to those of Twitter[8] 
and Yammer[9]. The source code of StatusNet is freely available for download and 
install under GPL. Using StatusNet has a few of the following benefits. 

A low level of entrance barrier. Recently, many of companies are seeking business 
opportunities in Social community. But they, from now, are not sure that Social 
community is very useful for their business area. These make many companies 
hesitate to introduce social community to their own business area. If any company 
wants to process a pilot project to understand gains which they get from SNS, 
StatusNet can be a good candidate for low-cost and easy-use. 

Functionality. The current version of StatusNet provides supporting full sets of 
functions for Social community. There are many of open-sources across the world, 
but the most of open-source are not enough to apply to business areas due to the lack 
of functionality, stability, and supporting. One of open group projects, StatusNet, 
provides a variety of documents and source code of extensive functions at their own 
web-site. 

Integration with company-inside systems. StatusNet can be easily integrated into 
internal company systems because they support concepts of plug-in and Event for 
functional extension and integration with company-inside systems. Many companies 
have, for past a decade, integrated company-inside systems under IT-governance 
policy to collect data in their own system and refine the data for employees. The 
integration supporting of StatusNet makes many companies to recognize that 
StatusNet is useful for them. 

Cost-effective. Using an open-source solution such as StatusNet is highly cost-
effective. Companies can utilize StatusNet under GPL policy free of charge.  
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4   KepriSNS Components 

KepriSNS is a prototype version before the introduction of our company’s official SNS 
platform. Like Twitter [8] and Yammer [9], KepriSNS is supporting the access of 
personal PCs and smartphones for heterogeneous environment and fast communication. 
To support diverse environments like this, web service overcoming heterogeneous 
environment problems is so efficient. 

Also, the deployment of KepriSNS needs to be inside a firewall system for the 
consideration of security incidents. Web service has a feature that occupies a network 
port (80) which all firewall system permits. Thus, it is relatively easy to build within a 
firewall system. 

 

Fig. 3. KepriSNS’s Network Environment for service access 

TimeLine. This is a very important concept in social network service and is 
distinguished from the existing cafe and blog services. Until now, cafe and blog 
services have focused on information not human. So, cafe and blog services have 
categorized all articles into bulletin boards based on information. But, the users’ focus 
is moving from information into human. The important thing is not the articles on 
bulletin boards, but what my favorite’s people are doing. Timeline is a new 
conceptual bulletin board collecting the articles of my favorite’s people. 

KepriSNS are, currently, supporting three types of timelines; Public timeline, 
Personal timeline, Group timeline. Public timeline is a free-talking place for 
unspecified employees. All messages on Public timeline can be read and replied by all 
employees in a company. Various topics's messages in Public timeline might make 
employees turn their face away Public timeline. To this end, KepriSNS provide 
Personal timeline. Personal timeline shows only messages of people related to the 
human network of each employee.  

Both of Public and Personal timeline have a principal that all messages are freely 
open to everyone. On the other hand, Group timeline has a principal that all messages 
in a group are open to the group's members. All access to information of a company 
has to be controlled by each person’s authorization. And people with the same 
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authorization need free-talking places only for them. Or it needs a support of 
company-inside clubs meeting sharing same specific issues. In order to support such 
needs, KepriSNS provide Group timeline.  

All messages on timelines are categorized into two types; public message, group 
message. Public message can be registered to public and personal timeline, whereas 
group message can be to group timeline. And KepriSNS’s users can send directly 
private messages to other users. 

Table 1. Relationship between timelines and messages 

 Public 
timeline 

Personal 
timeline 

Group 
timeline 

 

Public Msg. O O X  

Group Msg. X O O  

Private Msg. X X X Directive delivery 

 
Groupping. Compared to the existing SNS systems for internet users, business SNS 
systems have a unique function called as Groupping. Groupping is necessary to 
support the cooperations of departments with various cultures. Also, it can use to back 
up operations of company-inside meeting such as departments, habit, and projects. 
KepriSNS’s Groupping provides unprecedented functions like human connection, 
invitation, talking places, privacy setting in the existing café and blog services. 

Heterogeneous Service Access. KepriSNS aimming to anywhere and anytime 
supports access of PCs and Smartphones for fast communication and diverse 
environments. To support diverse environments like this, web service overcoming 
heterogeneous environment problems is so efficient. The technology of Web feed 
service, RSS and ATOM, are applied to KepriSNS for mobile devices such as 
smartphones. In order to support fast communication, the well-defined XML data 
formats of RSS and ATOM have features that it is easy to process and refine the data. 

It does not overload KepriSNS server due to a character there is only data delivery 
among clients and KepriSNS server. 

 
Notification Service. Employees in companies have their own email address 
provided by companies and the utilization of Email is very high. Therefore, in order 
to make social community active, KepriSNS service has to be linked to company 
email service. When an employee registers their own message, KepriSNS send the 
new registered message to followers using company email. 

6   Prototype Version of KepriSNS 

In order to develop KepriSNS, we developed a protype version based on open-source 
StatusNet and are currently evaluating the version against employees of our company. 
The development consisted of the improvement of SNS server and the enhancement 
of smartphone app of android and iPhone. The server-side development was archived 
using PHP and MySQL and the smartphone-side app development was based on 
Appcelerator’ Titanium Mobile library. 
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Supporting Korean language. While the architecture of StatusNet is supporting 
multi-language, it could increase more confuses of many users because the Korean 
translation of messages is incomplete. In order to solve the issue, we corrected all 
inacceptable messages of StatusNet’s menu and notice.  

Grouping. The existing groupping functions of StatusNet provide a simple filtering 
feature that only messages of a group show. Because the messages in a group are 
open to everyone, KepriSNS can not use the function without modification. 
Therefore, we develped group timeline which the only members of a group can read 
the group’s messages. 

 

Fig. 4. The snapshot of a KepriSNS group 

Notification Service. Employees in companies have their own email address 
provided by companies and the utilization of Email is very high. Therefore, in order 
to make social community active, KepriSNS service has to be linked to company 
email service. When an employee registers their own message, KepriSNS send the 
new registered message to followers using company email. 

 

Fig. 5. Setting email environment on KepriSNS 

Smartphone app. StatusNet has used Appcelerator’ Titanium Mobile library for the 
development of smartphone app. Titinaium Mobile library has many problems in the 
aspect of functionality and stability. For example, if a user subscribes to follow 
another user, it is aways fail to do it. We changed logical processing ways within the 
source codes to avoid the limitation. The current KepriSNS smartphone app operates 
ordinarily basical functions such as Following and user blocking. 
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Fig. 6. KepriSNS’s smartphone app 

7   Conclusion 

In order to develop our company’s SNS platform, we developed a prototype version 
based on open-source StatusNet. The development consisted of the improvement of 
SNS server and the enhancement of smartphone app of android and iPhone. We are 
currently evaluating the version with the participation of employees of our company 
and collecting requirements for building our official SNS platform through the 
evaluation. The current collected requirements are mainly related to the improvement 
of security rather than functionality. Based on the requirements, we will make a plan 
to introduce our official SNS platform. 
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Abstract. Scenarios are often used to cope with uncertainty in areas
with long planning horizons and research. They provide a vehicle that can
play an important role in the development of shared visions of the future:
creating powerful expectations of the potential of emerging technologies
and mobilising resources necessary for their realisation. This paper de-
scribes a Web-based problem solving environment providing such a sce-
nario by tracing, sharing, executing, and monitoring examples through a
number of current localisation research topics, prototypes, and imagined
as well as real technologies. For each of its components, it will consider
related opportunities, drivers, barriers and challenges, and describe the
key technological building blocks required.

1 Introduction

Current batch localisation processes are widely manual, rigid, and provide lim-
ited scalability. Language Service Provides (LSPs) often connect their in-house
services with external resources and technologies, in natural language process-
ing, using various workflow technologies, different metadata, and by ’cutting and
pasting’ data between these components. This makes them error-prone, hard to
retrace, to retrieve, and to re-use as well.

Alternatives? Current approaches to the automation of localisation processes
are largely based on complex, proprietary, and closed systems, which assume
large scale, relatively static and well prepared source material in one single source
language.

These assumptions are no longer valid and current systems are no longer
suitable for the type of multilingual, user produced, multi-modal and dynamic
content localisers are increasingly dealing with today. In this scenario, we ad-
dress the need for an open, highly configurable, and loosely coupled aggregation
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of heterogeneous services that can meet the varying demands of a wide range of
localisation needs in the non-profit, the enterprise and the SME sectors. It facil-
itates the leverage of the provided infrastructure encapsulated in the platform
and tailors it to specific needs through further component development. Indeed,
it embraces the Service Oriented Architecture (SOA) philosophy, which enables
the development of a component marketplace. It also promotes and supports an
open metadata standard allowing a high degree of flexibility and interoperability.

The proposed framework, called SOLAS, for Service-Oriented Localisation
Architecture Solution, is a best-in-class concept integrating novel components in
workflow and translation recommendation, business process management, ser-
vices mapping, in addition to novel linguistic assets integration and adaptation.
The platform facilitates the training and learning of user-specific and domain-
specific patterns through its recommendation component. It also supports the
dynamic reconfiguration and selection of distributed services.

On the other hand, an increasing number of web-based collaborative transla-
tion and localisation platforms have recently appeared providing easy access and
collaboration facilities to many companies and NGOs [4], [5]. While this is a very
appealing paradigm, there are still many challenges, especially in terms of de-
signing efficient and adaptive workflows; the huge volume of often user-generated
source content, not just in one but possibly in a number of source languages;
the dynamic and ever evolving nature of the source; multi-author approaches;
and other language and domain-specific issues. The proposed framework can be
seen as a problem-solving environment which in addition of providing the pos-
sibility of learning and sharing workflows and data, intra- and inter- instances,
will also provide milestones in the field of intelligent and collaborative design of
localisation processes.

This work presents then a set of contributions that addresses some of the
most considerable challenges that translation and localisation are nowadays be-
ing faced with. We argue that current systems are not properly evaluated, neither
evolved, with the specific needs of localisation processes, in terms of usability,
flexibility, re-use, and support to collaboration in its broader sense, i.e. including
the design of the process itself. The paper also presents the current components
of SOLAS, considering an end-to-end localisation process, from the quality as-
sessment to the delivery of the localised content.

2 Requirements Analysis

Before presenting the SOLAS system, this section identifies some of the most
important requirements for the development of efficient automated localisation
systems. These include some of the requirements, identified in [9], for next gen-
eration workflow systems, which represents a core component of any process
management system, including in localisation.

Interoperability. Interoperability and the ability to link different localisation
tools and services are of foremost necessity in today’s localisation processes.
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Linking distributed services requires efficient standardised metadata and infras-
tructural support, which should facilitate the discovery and integration of com-
ponents, services, the metadata, and the data flowing between components and
processes.

Supporting Collaboration. Localisation is becoming an inherently collab-
orative process, in which translators, localisors, and experts from many other
domains participate; such as software engineers and data analysts. There is a
need to manage, leverage, and bridge the differing expertise and contributions
of collaborating members.

Flexibility. Given the large variety of localisation processes, and services in-
volved, a localisation system must be flexible, both in terms of supporting differ-
ent analyses in defining workflows, and in terms of the combinations of services.
The possibility for the user to interact with the workflow at predefined events in
the workflow would also be of great interest.

Service Discovery. Service discovery is a very important step in constructing
a localisation workflow. Typically this would be in finding an applicable service
that meets the needs of a specific task and matches it to the available exposed
services.

Processes Sharing. Research in other areas has previously identified the neces-
sity to share workflows with peers, in a process similar to publishing experiments
[10]. However, in localisation, companies generally do not share their process
data. When attempting to straighten collaboration, collaborative design, and to
learn from previous processes, this is of foremost interest.

3 The SOLAS System

In this section, we present the SOLAS system and its components, which have
been specifically designed to address the requirements of today’s localisation
processes, as discussed in the previous section.

3.1 LocConnect

LocConnect is a core component in SOLAS, supporting the interoperability re-
quirement, and providing workflow management of the end-to-end localisation
processes, through a novel framework based on a service oriented architecture
and a full support of the XLIFF standard.

As already mentioned, localisation process management can be a highly com-
plex task, involving a large number of files, many language pairs, and translation
and engineering teams from different locations. Different projects, languages, and
teams, require tools and technologies that have been chosen specifically for their
particular needs. These tools and technologies need then to be interoperable and
to work with the same data packets sent by localisers (or their corresponding
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electronic ’agents’) along the localisation process represented essentially by con-
nected component technologies. Standards are vital to achieve interoperability
in this case. Indeed, one of the major problems is the non-standard interfaces
(i.e. mechanism by which software interact with each other) of processes that
prevent distributed applications, components, and services, to be successfully
integrated.

Although the adoption of localisation standards would give benefits such as
reusability, accessibility, interoperability, and reduced cost to the consumers,
software publishers either refrain from the full implementation of standards or
do not pay attention to conformance testing of their products with standards,
especially due to lack of evidence for improved outcomes and associated high
costs. One of the biggest problems existing today with regards to the software is
the pair-wise product drift [6], i.e. the output of one software needs to be trans-
formed in order to compensate for other software’s non-conforming behaviour.
This problem is commonly seen in localisation. This is especially due to the lack
of adoption of localisation standards as well as incomplete implementation of
standards by the vendors.

Indeed, conformance testing is an area typically not given much attention
to by localisation software vendors. To exacerbate this situation, most of the
localisation standards investigated as part of this research only have loosely
worded conformance clauses. In the absence of a clearly defined conformance
clause, vendors are unable to develop proper test suites for testing their prod-
ucts for conformance with standards. Some tools have been developed for vali-
dating XLIFF, TBX and TMX content. However, no tools have been reported
to assess the actual level of conformance with these standards, for a given file.
The XLIFF Technical Committee is currently working on a conformance clause
for the XLIFF standard, while no conformance criteria other than XML com-
pliance have been specified in other localisation standards discussed earlier. The
absence of proper conformance clauses for these standards has contributed to
the improper implementation of the standard as well as a lack of tool support
for these standards.

Interoperability is becoming hugely important due to the distributed nature
of today’s applications. However, this is one of the areas that have not been
paid much attention to in the localisation domain. It is one of the primary aims
of LocConnect and SOLAS to fill this gap in the area of interoperability in
localisation processes. While interoperability testing suites have been reported
about in relation to several XML technologies [7], no such work has been reported
about in relation to localisation standards. The research around LocConnect will
lead to the development of a test suites, tools, and guidelines, for conformance
testing for key localisation standards.

3.2 Localisation Knowledge Repository

The Localisation Knowledge Repository (LKR) is a pre-translation quality as-
surance system designed to facilitate the development of usable, readable and
translatable source language digital content. The first objective of the LKR is to
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check that source language text adheres to a set of user-defined guidelines. Any
text string contradicting these guidelines is flagged by the system, and may be
edited by the user to rectify the issue. The second objective of the LKR is to gen-
erate and store metadata relevant to the localisation process during the content
development phase. Authors of source language content are often subject matter
experts and can add metadata to provide useful context for translation and lo-
calisation professionals. Metadata such as author name, email address, domain
and comment are added manually by the author, while other types of metadata
such as job ID, word count and source language are added automatically by the
system.

The LKR was developed as part of research into improving the quality of
source language digital content. The motivation for this research is that digital
content that is developed with localisation in mind is easier and cheaper to trans-
late [20]. The LKR facilitates the process of âĂIJwriting for translationâĂİ by
enabling authors to automatically check documentation for violations of guide-
lines, such writing in the active rather than the passive voice. The system enables
authors to select pre-defined guidelines such as those published in the Microsoft
Manual of Style [21], or to create their own customised guideline checks, such
as checked for âĂIJbannedâĂİ words. The LKR is unique in that no existing
technology enables authors to both check for violations of content development
guidelines, and to add and store metadata relevant to localisation in an XLIFF
project file.

3.3 Workflow Recommender

One of the most important strategies that have been used to reduce the cost
and increase the speed and efficiency of localisation processes is automation [11].
Automated management in localisation has indeed become unavoidable and a
foremost necessity. To respond to this need, many systems have been proposed to
facilitate the automation, access and execution of localisation workflows. These
include GlobalSight [12], Idiom WorldServer and Across [13], among others. How-
ever, these Translation Management Systems (TMSs) allow limited workflow
configuration and flexibility. In addition, none of the tools currently available
are able to automatically generate a workflow according to the characteristics of
the project at hand. Choosing and creating the most suitable workflow still fall
in the hands of the project manager. As part of the SOLAS system, a workflow
recommender is proposed to automate the creation of a suitable workflow for a
given project.

One of the precursors to this recommender system is called Transrouter [14].
Transrouter is a desktop-based decision support system that checks projects
characteristics, some of which are obtained through the analysis of the source
files, while others have to be manually entered. Transrouter then produces a
number of recommended routes (sequences of tasks including the agents and
resources that would enact them), ranked according to their suitability for the
project. The project manager could then use them to carry out the project.
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These routes, however, did not provide any automation for the management of
the process.

Another recommendation system, called IGNITE, was also developed by the
same team [15]. IGNITE is a server-based application that aims at ’demonstrat-
ing an up-to-date automated workflow model’. A description of its process is as
follows: a client uploads a file to the system; the system turns then the file into
an XLIFF format. The client would then select a suitable LSP (Language Service
Provider) from a list, the LSP would download, translate and upload the XLIFF
file back, and the client would then have access to a translated file leaving the
LSP to manage their internal workflow as usual, i.e. IGNITE basically acts as a
front-end to different systems and companies.

The team has acquired a valuable experience with these projects over the
years, which has helped in developing a novel recommender system. Amongst the
innovations of the new system is the inclusion of a wider range of components-
specific rules to decide when the use of these technologies is appropriate. It also
integrates community management and quality review in the workflow generation
logic. The current rules are continually evolving and we are looking for feedback
from industry and our own processes to adjust them. The proposed system is
also web-based and fully XLIFF-compliant.

3.4 LMC and XLIFF Phoenix

The LMC and XLIFF Phoenix are a set of TM (Translation Memory) leveraging
tools which aim at answering questions on what data and metadata can effec-
tively help in improving the end-to-end localisation process; making it better,
faster, and cheaper, by using efficient metadata.

The design of a data container, called LMC (Localisation Memory Container)
was the first step towards encapsulating localisation data and metadata. The
second step was the development of a localisation tool that will actually automate
the process of recovering these data and metadata. The purpose of the two steps
strategy is to organise the data (in an LMC file), its capture (with the extraction
and merging tool, XLIFF Phoenix), and its usage (with a traditional Computer
Assisted Translation, CAT tool, supporting the XLIFF format). The resulting
files will be then: a) Enriched XLIFF files that will be used in CAT tools, and
b) LMC files where XLIFF files could be stored for a later reuse. An important
part of this work is to test whether this new localisation metadata, introduced in
the enriched files, will be helpful for the translators, and subsequently improve
their work and productivity.

Localisation Metadata and the XLIFF Standard. Metadata usually refers
to ’data about data’. In localisation, metadata also refers to data that allows
to smoothly and efficiently connect the data flowing throughout the end-to-
end localisation process. The usage of open, rich, and flexible metadata is an
important step towards the effective aggregation and sharing of data between
localisation processes. To this end, the XLIFF standard was adopted by the
SOLAS system. A complete analysis of the current XLIFF specification has
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been carried out in order to identify attributes that will encapsulate relevant
localisation metadata. The interested reader can find a detailed description
in [1].

Localisation Memory Cntainer. The Localisation Memory Container is an
XML-based vocabulary that was developed as a data descriptor allowing an
efficient storage of previous XLIFF documents in a single file. Instead of us-
ing extracted translated data, as it is done in the standard TMX, we use full
XLIFF files as localisation memory components that could be reused in future
processes. While it is possible to encapsulate several XLIFF files into one XLIFF
file (XLIFF TC 2008), this possibility did not allow to have our desirable self
description document, i.e. the information about what we have in the container
in the same document.

The novel approach here was to develop a new XML-based language able to
store previous XLIFF files. The language is also a self descriptor, i.e. includes
information about the files it contains, the author, its creation and last modifi-
cation date, and so on. The structure and technical details of the LMC are out
of the scope of this paper. We refer the interested reader to [1] and [2].

XLIFF Phoenix. The XLIFF Phoenix is a tool that actually extracts localisa-
tion data and metadata from an LMC file and introduces it into an untranslated
XLIFF document. XLIFF Phoenix allows the reusage of previously localised
XLIFF documents. This is achieved by filtering the information included in the
files and matching it with a new document introduced to the system. The re-
sulting document is an enriched file that contains translation recommendations
and embedded rich metadata.

3.5 Services Mapper

Most of the current localisation processes are manually intensive operations that
require frequent human intervention [17], [18]. We have already mentioned the
automated generation of a suitable abstract workflow in a previous section. This
section presents the actual mapping of the abstract workflow to the set of suitable
and available service instances [16]. Our previous experience of selecting and in-
tegrating Machine Translation (MT) systems illustrated the problem of selecting
appropriate services as part of a localisation workflow. Indeed, since currently
available services are not described in a standard manner, the selection is de-
pendent on the analysis and intervention of skilled personnel. Moreover, service
descriptions may not be available beyond corporate boundaries. This makes the
selection and integration of services very difficult, as a unified description is not
available.

In the current version of SOLAS, the MT mapper illustrates ongoing work
towards an effective solution to support the full automation of localisation pro-
cesses mapping. It demonstrates the optimum selection of web services, including
MT, for dynamic workflow execution by descriptors supporting functional and
non-functional service attributes. The MT mapper will implement a localisation
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service descriptor supporting both functional and non-functional attributes of a
service, and it will demonstrate the plausibility of realising automated optimum
service selection, using MT service selection as an example.

The selected localisation workflow will be based on the discovery of the re-
quirements of this process. For instance, when the workflow requests an MT
service, it specifies an abstract view of the service, such as functionality, per-
formance, quality of the service, or constraints pertaining to that service. The
MT mapper will then look up service descriptors supporting functional and
non-functional attributes provided by each Machine Translation (MT) service
provider, and then select the optimum MT service that fulfils these require-
ments. The same process applies to other language technologies and localisation
services.

The development of the service mapper is carried out in two phases. The first
phase is focused on the specification of a template that enumerates all of the
functional and non-functional attributes of a localisation service. The second
phase concentrates on the design of a methodology that allows the attributes of
a service to be captured and documented in the template, and is dependent on
the use of benchmarks and metrics that facilitate cross comparison.

3.6 Community Translation and Rating

Traditional localisation models are still dominating today’s localisation
approaches, mostly based on work with professional translators. On the other
hand, new technologies such as Web 2.0 have rendered geographical boundaries
irrelevant as evidenced by the rapid evolution and uptake of the social net-
working paradigm. Another example is the crowdsourcing paradigm in which
organisations outsource their Research and Development work to a community
of possibly unknown contributors [22]. It provides a means of harnessing the
global intellect in order to expand the boundaries of the solution space, and is
a rich source of diverse submissions from the community that can capture lo-
cal social and cultural preferences. Crowdsourcing allows companies to involve a
wide client base in the design of next general solutions. It is a paradigm that is
being frequently used to evaluate and rate proposed solutions prior to construc-
tion. Crowdsourcing is seen as a key component in bridging the digital divide
through the localisation of digital content for locales that are not sufficiently
catered for. The demand for content is particularly acute in emerging economies
where mobile telephony has enabled large sections of the population to connect
to the web, and where access to information is a key driver for multidimensional
impact on the upside [24]. Crowdsourcing can and is being incorporated into tra-
ditional localisation enterprise-oriented platforms as a means of harnessing the
community. Motivational drivers for contributors can include monetary rewards
as well as the traditional altruistic returns.
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Three issues need to be addressed when leveraging the crowdsourcing paradigm,
these being

– Quality: how can quality be maximised?
– Motivation: what are the design guidelines for the construction of a crowd-

sourcing infrastructure that motivates participation and longevity?
– Control: what protocols will maximise quality and contributions?

This research focuses on the issue of quality. Given a crowdsourcing paradigm for
localisation in which multiple translations are allowed for each translation unit,
and where translations have been rated by the community using a declarative
rating mechanism such as thumbs up or thumbs down, can the system facil-
itate the project manager identify the higher quality solutions? This research
is focused on the specification of an algorithm that generates an overall rating
for a translation based upon the application of procedural rating mechanisms
to declarative ratings. Examples of procedural rating mechanisms are Friend Of
A Friend (FOAF) [23], Pootle Translate Toolkit Metric, Bayesian Rating, etc.
The authors argue that a strategy based on selecting translations with the high-
est average declarative rating is insufficient to guarantee better than average
quality because this approach fails to take cognizance of biases that raters may
have towards certain translators, the competency of the rater, the previous track
record of the translator, and other such considerations. These factors require a
much richer fully automated aggregate rating mechanism. Each component in
the aggregate is weighted, and computation of the set of weights will be domain
specific for each application area. The SOLAS rating component is still in the
research phase focused on the capture of sufficient data to enable computation
of weights through machine learning paradigms [8].

4 Discussion and Future Work

In this paper, we highlighted some of the most important challenges in localisa-
tion, which will need a substantial effort in the near future in order to address
the unimaginably vast amount of content that need to be localised. Indeed, a
leading market research firm, namely Common Sense Advisory, claims that only
0.5% of what needs to be localised is actually being localised today. This content
is getting ever vaster more rapidly than it never had; as an example, enterprise
data is predicted to grow by 650% in the coming 3 years.

In this work, we argued that flexible localisation web services can be an effi-
cient solution provided that we address issues in interoperability, in the discovery,
mapping, and services intercommunication, in providing intelligence to the sys-
tem to assess and deal with a wide range of projects and content, and in rich
and effective metadata allowing a smooth flow of data and tasks.

As already mentioned, current tools, components, and services are developed
and deployed by various sources, and use different localisation / translation
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standards, and various notations. Open standardised-based localisation web ser-
vices constitute an important step towards our aim. Also, in this aspect, in-
troducing semantic constraints or objects will help the user in validating the
components, such as templates or components represented in ontologies for in-
stance, which will include information about the metadata.

Augmenting the abstract level of the recommended workflow with semantic
descriptions will also support the search of previous instances or templates in
the case of similar processes, and reduce the cost of designing and conducting
new workflows. Introducing the user experience in the workflow design would
also constitute a valuable input to the workflow recommendation engine. For
the mapping system, the possibility to allow more than one instance per service
type (similar to parallel batching) would also be an interesting feature. This
would allow a decrease in the execution time for very large or time critical tasks.

Prospective future components could include a dedicated media localisation
engine focusing on the automated cultural adaptation of any embedded media
to match the target locale of the project file, as while the primary focus of
localisation today is on translation, and the transformation of text, there has
been a large growth in media-rich content online in recent times. Indeed, music
localisation itself has already been proposed as a relatively unexplored research
area [19]. For example consider music clips, or other such media which may not
be suitable for the target culture, being automatically replaced with their local
equivalents as part of the workflow. This would require a database of possible
media, stored by locale, clip length, intended domain/meaning, file type and so
on, and a tag definition to support the location and replacement of such media, as
while XLIFF supports image tagging, it does not as of yet support such tagging
of audio clips, MIDI files, or video clips.

5 Conclusion

Automated natural language processing components and services are becoming
increasingly viable and readily available. These advances in technologies, along
with more efficient and flexible computational and infrastructural support, can
play a critical role in the future of localisation. Indeed, this will allow to tackle
the huge volume of content with high flexibility, efficient interoperability, and
acceptable quality, for a variety of digital content.

In this paper, we have discussed the use of a service-oriented approach in the
development of future generation localisation workflows, which integrate novel
components in process recommendation, business process management, services
mapping into actual instances, and other novel linguistic assets integration and
reuse. The maturity of these techniques and standards are key aspects to the sup-
port of efficient localisation architectures. We are addressing the lack of standard
interfaces and terminologies in providing the necessary support to large-scale, fu-
ture generation service-oriented localisation.
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Abstract. This paper is intended to proposal maturity model of security 
process. There are many risk items that cause the security requirement problems 
during software development. This paper evaluates the efficiency of security 
lifecycle that detection of new risk items and remove ratio at the security 
requirement lifecycle. For the similar domain projects, we can remove security 
risk items and manage to progress them by using security lifecycle, which can 
greatly improve the software process. 

Keywords: Security process, Process improvement, Maturity model. 

1   Introduction 

Web Application security is a complex subject tha must be fully understood before 
effective security testing can be accomplished[1][8].  

Security tests are designed to probe vulnerabilities of the client-side environment, 
the network communications that occur as data are passed from client to server and 
back again, and the server-side environment. Each of these domains can be attacked, 
and it is the job of the security tester to uncover weakness that can be exploited by 
those with the intent to do so[5]. 

In this paper provides the level for the activity of security process. Also we can 
identify maturity of security process to progress them by using concept of 
improvement, which can greatly improve the all around system. 

2   Related Works 

2.1   ISO/IEC 15480 

The Common Criteria (CC), is meant to be used as the basis for evaluation of security 
properties of IT products and systems. By establishing such a common criteria base, 
the results of an IT security evaluation will be meaningful to a wider audience[2][3].  

The CC is useful as a guide for the development of products or systems with IT 
security functions and for the procurement of commercial products and systems with 
such functions. During evaluation, such an IT product or system is known as a Target 
of Evaluation (TOE). Such TOEs include, for example, operating systems, computer 
networks, distributed systems, and applications. 
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The CC defines three types of requirement constructs: package, PP(Protect Profile) 
and ST(Security Target). The CC further defines a set of IT security criteria that can 
address the needs of many communities and thus serve as a major expert input to the 
production of these constructs. The CC has been developed around the central notion 
of using wherever possible the security requirements components defined in the CC, 
which represent a well-known and understood domain. Figure 1 shows the 
relationship between these different constructs[1][2]. 

 

Fig. 1. Use of security requirements 

2.2   Protection Profile 

Evaluation criteria are most useful in the context of the engineering processes and 
regulatory frameworks that are supportive of secure TOE development and 
evaluation. This sub-clause is provided for illustration and guidance purposes only 
and is not intended to constrain the analysis processes, development approaches, or 
evaluation schemes within which the CC might be employed[2][3][4]. 

The CC requires that certain levels of representation contain a rationale for the 
representation of the TOE at that level. That is, such a level must contain reasoned 
and convincing argument that shows that it is in conformance with the higher level, 
and is itself complete, correct and internally consistent. Rationale directly 
demonstrating compliance with security objectives supports the case that the TOE is 
effective in countering the threats and enforcing the organizational security policy. 

The CC layers the different levels of representation as described in Figure 2, which 
illustrates the means by which the security requirements and specifications might be 
derived when developing a PP or ST. All TOE security requirements ultimately arise 
from consideration of the purpose and context of the TOE. This chart is not intended 
to constrain the means by which PPs and STs are developed, but illustrates how the 
results of some analytic approaches relate to the content of PPs and STs. 

2.3   ISO/IEC 15504 

ISO/IEC 15504 defines the basis for process assessment. It is primarily addressed to 
the competent assessor and other stakeholders, such as the sponsor of the assessment, 
who need to be assured that the requirements of this International Standard have been 
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met. It will also be of value to developers of assessment methods and of tools to 
support an assessment[7][8].  

ISO/IEC 15504-2 sets out the minimum requirements for performing an 
assessment that ensure consistency and repeatability of the ratings. The requirements 
help to ensure that the assessment output is self-consistent and provides evidence to 
substantiate the ratings and to verify compliance with the requirements. ISO/IEC 
15504-1 provides a general introduction to the concepts of process assessment and a 
glossary for assessment related terms. ISO/IEC 15504-3 provides guidance for 
interpreting the requirements for performing an assessment. ISO/IEC 15504 identifies 
the measurement framework for process capability and the requirements for: 

 

a) Performing an assessment; 
b) Process Reference Models; 
c) Process Assessment Models; 
d) Verifying conformity of process assessment. 
 

Process assessment, as defined in this International Standard, is based on a two 
dimensional model containing a process dimension and a capability dimension. 

The process dimension is provided by an external Process Reference Model, which 
defines a set of processes characterized by statements of process purpose and process 
outcomes. 

3   Theory and Case Study 

This chapter will be proposed a level to identify capability of security factor that 
needed during actual systems. Therefore, the structure and contents to improve the 
items and analyze the result are presented in this chapter.  

In this paper is using published paper data. We are already published other paper 
about the security lifecycle. Section 3.1 is published data. And, the content is like the 
following.  

3.1   Security Profile Lifecycle 

First of all, we are making the lifecycle by the protection profile for the extraction of 
the security requirement. Protection profile progress is like following. And next steps 
are removes the risk items by the redundancy[6][9][10].  

Protection profile identification  

a) Protection profile developer must be provided the explanation of TOE by the 
part of profile. 

b) TOE explanation must be described that product type of TOE and character of 
the general IT. 

c) Evaluator must be confirmed that information was satisfied the all of the 
evidence requirement. 

d) Evaluator must be confirmed that TOE explanation of quality and consistency. 
e) Evaluator must be confirmed that TOE explanation and protection profile   

consistency of the relationship. 
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Fig. 2. Lifecycle milestone of the protection profile 

In this figure is like the providing the activity of the risk item remove for the 
security requirement extraction. 

Each of the factors is use of the repeatable milestone (LCO, LCA) for the progress 
management. 

Each of stage is like the following. 

Table 1. Description of the protection profile 

Stage Contents 

Identify the protection profile 
Identify and analysis the protection profile 

for the extraction of the security  
requirement. 

Security Environment Setting 
H/W and S/W, personal element setting for 

the security. 

Security Target Setting Security requirement Target Setting 

Security requirement identify  
and extraction 

Identify and extraction of the Security  
requirement get use of the UML (or other 

method) 

Definition of the security  
requirement 

Definition of the security requirement for  
the system building 

Identify the security profile 
 risk item 

Identify the security profile risk item at  
the domain 

A basis of the theory 
Build the repeatable lifecycle for the  

Milestone (LCO, LCA) 

Check the rationale 
Check the rationale of the repeatable  

milestone and risk analysis 
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In this figure is like the providing the activity of the security requirement 
extraction for the security target. 

Each of the factors is use of the repeatable milestone (LCO, LCA) for the progress 
management. Each of stage is like the following. 

 

Fig. 3. Lifecycle milestone of the Security Target 

Table 2. Description of the security target 

Stage Contents 

Identify the protection  
target 

Identify and analysis the protection target for the  
extraction of the security requirement 

Security Environment Settin
g 

H/W and S/W, personal element setting for the  
security. 

Security Target Setting Security requirement Target Setting 

Security requirement  
identify and extraction 

Identify and extraction of the Security requirement ge
t use of the UML(or other method) 

Definition of the security  
requirement 

Definition of the security requirement for the  
system building 

Identify the security profile  
risk item 

Identify the security profile risk item at the domain 

A basis of the theory 
Build the repeatable lifecycle for the milestone 

(LCO, LCA) 

Check the rationale 
Check the rationale of the repeatable milestone and  

risk analysis 

Testing and identify the risk 
items 

Testing and identify for the extraction of new  
risk items. 
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3.2   Maturity Level of Security Process 

In this paragraph is proposal that maturity level of security process. Therefore, we are 
needed classify the level. It is level consist of five levels. Each of level is like the 
following. 

Table 3.  Maturity level of security process 

Level Definition 

Level 0 Not available. 

Level 1 Being the activity and work product for security quality. 

Level 2 Performance of Security activity according to planning. 

Level 3 
Definition of the standard of procedure and methodology for security  

activity. 

Level 4 Management of quantified of security quality. 

Level 5 Provide the consistency of security quality. 

 
Table 4. is represent of each of levels for security process and management. Also, 

each of levels means and estimate of decision that is the following. 

Table 4. Explain of security process level 

Level Explain 

Level 0 This level is not being any of security process and activity. 

Level 1 
In this level must be input and output about security activity. Also 
security process attribute consists of activities and security process 
performance, security target. 

Level 2 

In this level must be performance policy and plan work product of 
security data. Also security process attribute consists of activities and 
security process performance, performance management, work 
product. 

Level 3 

In this level must be standard of security model and rule of 
management, policy of tailoring. Also security process attribute 
consists of activities and security process performance, performance 
management, work product, security process definition, security 
process tailoring, security process resource, security process 
customizing. 

Level 4 

In this level must be standard and management of measurement and 
alternative, control of security model. Also security process attribute 
consists of activities and security process performance, performance 
management, work product, security process definition, security 
process tailoring, security process resource, security process 
customizing, quantified of security data, classification of control. 
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Table 4. (continued)  

Level 5 

In this level must be provide changeable security process. Also 
security process attribute consists of activities and security process 
performance, performance management, work product, security 
process definition, security process tailoring, security process 
resource, security process customizing, quantified of security data, 
classification of control, quality of security data, quality of security 
process. 

3.3   Case Study 

We are evaluates the efficiency level of Security Process. Therefore, we are use of the 
numerical value for the level of Security Process. Also, we are compares before 
application with applying to the level of Security Process. In this result is like the 
following. 

Table 5. Defection of risk number 

Phase Before application 
Application of security 

process 
Inception 33 25 

Elaboration 35 30 
Construction 40 30 

Transition 50 28 

 
Table.5 is shown that efficiency of the security process and numeric means 

detection of risk number. “Before application” is not applying to security process. 
Therefore, we are gained the result that security process is efficient rather than 
waterfall process. 

4   Conclusion 

In this paper we are proposed the maturity level of security process applicable to the 
extraction of security requirement. Also, in this paper provide the criteria for 
judgment in the development of security area. This security process is able to the 
various area. Therefore, various systems and types is require the architecture for the 
flexibility and security and usability of the support. 

For the future studies will be provide the development tool for the applicable to 
extract of security requirement and evaluate the architecture of the personal security. 
And we are supplements architecture after applying of the real world. Also, we are 
analysis of the architecture efficiency against security of the defense and flexibility of 
rate. Therefore, we are put to use the reliable method of the evaluation. 
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Abstract. Cyber physical systems consist of three parts: the dynamics and 
control (DC) parts, the communication part and computation part. In this paper, 
we propose an aspect-oriented specification framework for cyber physical 
systems. The proposed aspect–oriented formal framework is such a formwork. 
On the one hand, it can deal with continuous-time systems based on sets of 
ordinary differential equations. On the other hand, it can deal with discrete-event 
systems, without continuous variables or differential equations. We present a 
combination of the formal methods Timed-CSP, ZimOO and differential 
(algebraic) equations or differential logic. Each method can describe certain 
aspects of a cyber physical system: CSP can describe communication, concurrent 
and real-time requirements; ZimOO expresses complex data operations; 
differential (algebraic) equations model the dynamics and control (DC) parts. 
This aspect oriented formal specification framework simplifies the requirement 
analysis process of cyber physical systems. A case study of train control system 
illustrates the specification process of aspect-oriented formal specification for 
cyber physical systems. 

Keywords: Aspect-oriented, Cyber Physical Systems, ZimOO, Timed-CSP, 
Differential Logic. 

1   Introduction 

Cyber-Physical Systems (CPS)[1] have the particularity to combine a discrete 
behavior, specified with traditional test and assignment operations, with a continuous 
behavior, specified by the mean of differential equations or inclusions. They primarily 
allow us to model a physical environment ruled by physical laws, which may be either 
purely continuous, or mixing discrete and continuous aspects.  

Cyber physical systems consist of three parts: the dynamics and control (DC) parts, 
the communication part and computation part. The DC part is that of a predominantly 
continuous-time system, which is modeled by means of differential (algebraic) 
equations, or by means of a set of trajectories. The evolution of a hybrid system in the 
continuous-time domain is considered as a set of piecewise continuous functions of 
time. The computation part is that of a predominantly discrete-event system. A 
well-known model is a (hybrid) automaton, but modeling of discrete-event systems is 
also based on, among others, Z,VDM, process algebras, Petri nets, and data flow 
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languages. Clearly, cyber physical systems represent a domain where the DC, 
communication and computation aspects must be met, and we believe that a formalism 
that integrates the DC, communication and computation aspects is a valuable 
contribution towards integration of the DC, communication and computation methods, 
techniques, and tools. 

Aspect oriented software development (AOSD)[2] is a relatively new type of 
development that simplifies maintenance and increases usability of software. Cyber 
physical systems could be separated into different crosscutting concerns and designed 
independently by using AOP techniques. When designing the system, aspects are 
analyzed and designed separately from the system’s core functionality, such as 
real-time, security, error and exception handling, log, synchronization, scheduling, 
optimization, communication, resource sharing and distribution. After the aspects are 
implemented, they can be woven into the system automatically.  

In this paper, we provide some ideas for the aspect–oriented formal specification of 
cyber physical systems and one well known case study to validate aspect-oriented 
formal specification.  

2   Aspect-Oriented Formal Specification 

A formal software specification is a statement expressed in a language whose 
vocabulary, syntax, and semantics are formally defined. Researchers have developed a 
large number of formal specification languages [3]. Many of them are suitable for 
expressing and analyzing particular characteristics of a system. For example, Z [4]is a 
formal language used to define data types and to show the effect of operations on these 
types. It lacks, however, features to express the order in which the operations are 
executed. Process algebras[5], like CSP, on other hand, are suitable for showing the 
order of the occurrence of events but lack the ability to handle complex abstract data 
types and operations. Finally, formalisms like temporal logics and its derivatives 
concentrate on time aspects. The increasing complexity of real-time systems has made 
the use of formal specification more frequent in this area, and new languages have 
proliferated. Timed CSP is an extension of CSP that includes new operators like Wait 
and _ (timeout). It has a new semantic model, derived from the untimed models of CSP, 
to represent dense time information, and a proof system. Timed CCS has an operational 
semantics; a communication on a described by a(t)e, e is restricted to happen in the 
closed time interaval , and, after the communication, the variable t holds the time at 
which it occurred. Proof rules for timed CCS have been elaborated and shown to be 
independent of the time domain used. Logic approaches to specification benefit from 
clear notations and automated validation using existing theorem provers. Modal logic 
adds time reasoning in logical formulae. Temporal logic is a modal logic in which new 
operators for quantification either in the future or in the past are included. To overcome 
difficulties with modularity, temporal logic is often used in combination with other 
techniques. An example is the work of Duke and Smith , in which temporal logic is 
used in the invariants of Z specifications to define liveness properties. Duration 
calculus (DC) is concerned with intervals instead of time instances. Real-time logic 
(RTL) extends predicate logic by relating events with the time in which they occur. In 
contrast to other logics, RTL allows specification of the absolute timing of events, and 
not only their relative ordering; it also provides a uniform way of incorporating 
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different scheduling disciplines. Timed automata extends state-transition systems with 
finitely many real-valued clock variables that are used in annotations. Analysis is based 
on a finite quotient of the infinite space of clock valuations. Work has been carried out 
on verification algorithms, including heuristics, and tools. Petri Nets allow 
mathematical modeling of discrete event systems in terms of conditions and events, and 
the relationship between them. Time information has been added to Petri Nets in a 
number of forms. The most common approach is to add time delays to transitions. A 
similar approach assigns delays to places instead of transitions, and creates a delay 
between the time the token arrives in a place and the time it enables a transition to fire. 
A more flexible approach assigns intervals to the transitions and time stamps to the 
tokens. Specifications of complex systems normally involve a mixture of data types, 
operations, and time constraints; current research has focused on more comprehensive 
languages. Circus combines CSP, Z, specification statements and guarded commands 
to provide a notation for both specification and programming, and for verification by 
refinement. Time is continuous by nature, but a discrete representation of time is also 
satisfactory in most cases. In specification languages, time is often represented by real 
numbers, but in programming languages, time is represented by integers. In principle, 
the continuous time model is more appropriate because it can express time in both 
forms, and time in the real world is continuous. A continuous time model, however, 
cannot be implemented by a software system[3].Object-Z [6]is an object-oriented 
extension of the formal specification language Z. It adds, to Z, notions of classes and 
objects, and inheritance and polymorphism. TCOZ[7] is a blending of Object-Z and 
Timed CSP.  

ZimOO[8] is based on Object-Z, an object-oriented extension of Z, A system 
specification in Z consists of a description of the global system state and a set of 
operations describing how this state can be changed. Object-Z provides additional 
means for describing systems in an object-oriented style, an Object-Z specification 
consists of a set of classes, each containing a state description and a set of operations Z 
and Object_Z support only specifications of discrete systems.  ZimOO is an extended 
subset of Object-Z allowing descriptions of discrete and continuous features of a 
system in a common formalism ZimOO supports three different kinds of classes: 
discrete as in Object-Z, continuous and hybrid classes. Thus, the system can be 
structured better and the well-known suitable formalisms can be applied to describe, 
analyze, and refine the different parts of the system. The bridge between the continuous 
and the discrete world is built by hybrid classes. 

The differential dynamic logic (dL) [9][0] is a logic for specifying and verifying 
hybrid systems [17][15]. The logic dL can be used to specify correctness properties for 
hybrid systems given operationally as hybrid programs [9][10]. The basic idea for dL 
formulas is to have formulas of the form [α]φ to specify that the hybrid system α always 
remains within region φ, i.e., all states reachable by following the transitions of hybrid 
system α statisfy the formula φ. Dually, the dL formula <α>φ expresses that the hybrid 
system α is able to reach region φ, i.e., there is a state reachable by following the 
transitions of hybrid system α that statisfies the formula φ.  

For instance, the following formula expresses that for the state of a train controller 
train, the property y≤m always holds true when starting in a state where v2≤2b(m-y) is 
true: v2≤2b(m-y) -> [train]y≤m[9][10]. 

Aspect-oriented approaches use a separation of concern strategy, in which a set of 
simpler models, each built for a specific aspect of the system, are defined and analyzed. 
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Each aspect model can be constructed and evolved relatively independently from other 
aspect models. Aspect-oriented specification is made by extending TCOZ and ZIMOO 
notation with aspect notations. The schema for aspect specification in has the general 
form as shown in Fig.1, Fig.2 and Fig.3. 

 

Fig. 1. Aspects of Model Structure 

 

Fig. 2. PointCut Operation Schema of Structure 

 

Fig. 3. Composition Schema of Structure 

3   Case Study: Aspect-Oriented Formal Specification of a Train 
Control Systems 

The Problem that must be addressed in operating a railway are numerous in quantity, 
complex in nature, and highly inter-related . For example, collision and derailment, 
rear-end, head-on and side-on collisions are very dangers and may occur between 
trains. Trains collide at level crossing. Derailment is caused by excess speed, wrong 
switch position and so on. The purpose of train control is to carry the passengers and 
goods to their destination, while preventing them from encountering these dangers. 
Because of the timeliness constraints, safety and availability of train systems, the 
design principles and implementation techniques adopted must ensure to a reasonable 
extent avoidance of design errors both in hardware and software. Thus a formal 
technique relevant to design should be applied for train systems development. The 
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purpose of our exercise is to apply aspect-oriented formal methods to develop a 
controller for train systems In order to keep the description focused, we concentrate on 
some particular points in train control systems rather than the detailed descriptions of 
all development process. The specification is made by integrating Object-Z, Timed 
CSP, ZimOO and DL[9][10].  

Assuming the train starts in a controllable state, the following global and 
unbounded-horizon safety formula about the system y≤m holds. As system invariant 
we choose[9][10]:  

inv ≡ v2 ≤2b(m -y) ^ ε> 0 ^ v ≥0 

Which expresses that it is possible to completely stop the train within the distance left 
to the end of the movement authority. This constraint describes a controllable state of 
the train and therefore we choose inv as initial configuration of the system. When an 
movement authorities(MA) has been granted up to the track position m and the train is 
currently located at position y then dL can analyse, for example, the following safety 
statement about the (simplified) acceleration system[9][10]: 

Ψ→ [((m − y < s?; a :=−b) [ (m − y ≥ 2s?; a := 0.1));  ÿ= a] y < m 

It expresses that, under a conditionΨ about parameters, trains always remain within 
their MA m. Further, it specifies that the train decelerates using engine brakes of force b 
if the safety envelope is underrun (m−y < s). It slowly accelerates if there is sufficient 
distance (m − y≥2s). 

A train controller [11][12]limits the speed of the train, decides when it is time to 
switch points and secure crossings, and makes sure that the train does not enter them 
too early as shown in Fig.4. 

 

Fig. 4. Control Model of Train Dispatching System  
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In automatic railway crossing system, The sensors detect the presence of the train 
near rail crossing and barrier shuts down when train is approaching to the railway 
crossing[11][12]. Once train crosses the rail crossing barriers opens by itself as shown 
in Fig.5 and Fig.6. 

 

Fig. 5. Trains through the intersection mode  

 

Fig. 6. Cross roads aspects model 

We integrates CSP and Object-Z with aspect-oriented technique to specify real-time 
aspect as shown in Fig.7 and Fig.8. 

 

Fig. 7. Aspects of Time Model 
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Fig. 8. Time Aspect Formalization Method 

Logs monitor system behavior as shown in Fig.9.  

 

Fig. 9. Log Class Model of Train 

Finally, woven model is shown as Fig.10 

 

Fig. 10. Woven Aspects of Diagram 
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4   Conclusion 

In this paper we proposed to use aspect-oriented formal specification for cyber physical 
systems based on the combination of the formal methods Timed-CSP, ZimOO and 
differential (algebraic) equations or differential logic. A case study of train control 
system was used to illustrate the specification process of aspect-oriented formal 
specification for cyber physical systems.  

The further work is devoted to integrated aspect-oriented formal specification with 
UML further. 
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Abstract. Cyber-physical systems having quality-of-service (QoS) requirements 
driven by the dynamics of the physical environment in which they operate. The 
development of cyber physical is challenging due to conflicting quality-of-
service (QoS) constraints that must be explored as trade-offs among a series of 
alternative design decisions. The ability to model a set of possible design 
alternatives and to analyze and simulate the execution of the representative 
model helps derive the correct set of QoS parameters needed to satisfy cyber 
physical system requirements. This paper proposes an aspect-oriented QoS 
modeling method based on UML and formal methods. We use an aspect-oriented 
profile by the UML meta-model extension, and model the crosscutting concerns 
by this profile. In this paper, we build the aspect-oriented model for specifying 
Quality of Service (QoS) based on the combination of UML, RTL and ERTL. 
An examples depicts how aspect-oriented methods can be used.  

Keywords: QoS, Cyber Physical Systems, Aspect-Oriented, ERTL. 

1   Introduction 

A cyber-physical system (CPS)[1] is a system featuring a tight combination of, and 
coordination between, the system’s computational and physical elements. Today, a 
pre-cursor generation of cyber-physical systems can be found in areas as diverse as 
aerospace, automotive, chemical processes, civil infrastructure, energy, healthcare, 
manufacturing, transportation, entertainment, and consumer appliances. This 
generation is often referred to as embedded systems. In embedded systems the 
emphasis tends to be more on the computational elements, and less on an intense link 
between the computational and physical elements.The dependability of the software 
[1]has become an international issue of universal concern, the impact of the recent 
software fault and failure is growing, such as the paralysis of the Beijing Olympics 
ticketing system and the recent plane crash of the President of Poland. Therefore, the 
importance and urgency of the digital computing system's dependability began 
arousing more and more attention. A digital computing system's dependability refers 
to the integrative competence of the system that can provide the comprehensive 
capacity services, mainly related to the reliability, availability, testability, 
maintainability and safety. With the increasing of the importance and urgency of the 
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software in any domain, the dependability of the distributed real-time system should 
arouse more attention.[2] Fundamental limitations for Cyber-Physical Systems (CPS) 
include: 

• Lack of good formal representations and tools capable of expressing and 
integrating multiple viewpoints and multiple aspects. This includes lack of robust 
formal models of multiple abstraction layers from physical processes through various 
layers of the information processing hierarchy; and their cross-layer analyses. 

• Lack of strategies to cleanly separate safety-critical and non-safety-critical 
functionality, as well as for safe composition of their functionality during humanin-
the-loop operation. 

• Ability to reason about, and tradeoff between physical constraints and QoS of the 
CPS. 

Aspect-oriented programming (AOP) [3] is a new software development technique, 
which is based on the separation of concerns. Systems could be separated into 
different crosscutting concerns and designed independently by using AOP techniques. 
Every concern is called an “aspect”. Before AOP, as applications became more 
sophisticated, important program design decisions were difficult to capture in actual 
code. The implementation of the design decisions were scattered throughout, resulting 
in tangled code that was hard to develop and maintain. But AOP techniques can solve 
the problem above well, and increase comprehensibility, adaptability, and reusability 
of the system. AOSD model separates systems into tow parts: the core component and 
aspects.  

With the deepening of the dependable computing research, the system's 
dependability has becoming a important direction of the distributed real-time system, 
the modeling and design of dependable and distributed real-time system has become a 
new field. The dependable real-time system has a high requirement of reliability, 
safety and timing, these non-functional properties dispersed in the various functional 
components of system, so the Object-Oriented design has lost its superiority very 
obviously. The QoS of dependable real-time system [4]is very complex, currently  the 
QoS research still hasn't a completely and technical system, and there isn't any 
solution meeting all the QoS requirements. We design the QoS of dependable real-
time system as a separate Aspect using AOP, and proposed  the classification of 
complex QoS, divided into the timing, reliability and safety and other sub-aspects. 
These sub-aspects inherit t members and operations from the abstract QoSaspect. We 
design each sub-aspects through aspect-Oriented modeling, to ensure the Quality of 
dependable  real-time system meeting the requirements of the dependability. 

This paper introduce the aspect-oriented modeling method based on UML, mainly 
form an aspect-oriented profile by the UML meta-model extension[5], and model the 
crosscutting concerns by this profile. Then we make a in-depth study of UML 
extension of QoS, including general model, framework, metamodel, profile and the 
QoS catalog, and highlights the dependability characteristic of QoS, the QoS aspect 
inherits the properties of the QoS model. Finally, we analyze the QoS aspect- oriented 
modeling via an example of fire real-time system, dividing the complex QoS into 
some sub-aspects, and the time, capacity and level aspect inherit the members and 
opera problems, enhancing the system's modular degree, lowering coupling between 
modules. 
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2   Aspect-Oriented Specification of QoS  

The integration of physical systems and processes with networked computing has led 
to the emergence of a new generation of engineered systems: Cyber-Physical System 
s(CPS). Such systems use computations and communication deeply embedded in and 
interacting with physical processes to add new capabilities to physical systems. These 
cyber-physical systems range from miniscule (pace makers) to large-scale (the 
national power-grid). Because computer-augmented devices are everywhere, they are 
a huge source of economic leverage. A CPS is a system in which 
computation/information processing and physical processes are so tightly integrated 
that it is not possible to identify whether behavioral attributes are the result of 
computations (computer programs), physical laws, or both working together; 
Real/Continuous time models take physical durations into account. These are 
important for doing various time-related analyses (e.g., deadline matches) and, in 
particular, for real-time scheduling as in RMA approaches [8]. They are also used for 
modeling the temporal characteristics of the physical environment or system with 
which the embedded system is interacting (usually before discretization).A real-time 
and embedded modeling language for cyber physical systems needs concepts for 
dealing with different models of time. In order to meet the challenge of cyber-
physical system design, We need to realign abstraction layers in design flows and 
develop semantic foundations for composing heterogeneous models and modeling 
languages describing different physics and logics.  

One of the fundamental challenges in research related to CPSs is accurate 
modeling and representation of these systems. The main difficulty lies in developing 
an integrated model that represents both cyber and physical aspects with high 
fidelity.Among existing techniques, aspect-oriented modeling is a suitable choice, as 
it can encapsulate diverse attributes of cyber physical systems. 

The control-centric nature of the programmatic QoS adaptation extends beyond 
software concepts, e.g., issues such as stability and convergence become paramount. 
In cyber physical system, QoS is specified in software parameters, which have a 
significant impact on the dynamics of the overall physical system. Due to complex 
and non-linear dynamics, it is hard to tune the QoS parameters in an ad hoc manner 
without compromising the stability of the underlying physical system. The QoS 
adaptation software is, in effect, equivalent to a controller for a discrete, non-linear 
system. Sophisticated tools are therefore needed to design, simulate, and analyze the 
QoS adaptation softwarefrom a control system perspective. 

Programmatic QoS adaptation approaches offer a lower level of abstraction, i.e., 
textual code based. For example, implementing a small change to CDL-based 
adaptation policies requires manual changes that are scattered across large portions of 
the cyber physical system, which complicates ensuring that all changes are applied 
consistently. Moreover, even small changes can have far-reaching effects on the 
dynamic behavior due to the nature of emergent crosscutting properties, such as 
modifying the policy for adjusting communication bandwidth across a distributed 
surveillance system. 

QoS provisioning also depends on the performance and characteristics of specific 
algorithms that are fixed and cannot be modified, such as a particular scheduling 
algorithm or a specific communication protocol. These implementations offer fixed 
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QoS and offer little flexibility in terms of tuning the QoS. Consequently, any QoS 
adaptation along this dimension involves structural adaptation in terms of switching 
implementations at run-time, which is highly complex, and in some cases infeasible 
without shutting down and restarting applications and nodes. Moreover, issues of state 
management and propagation, and transient mitigation, gain prominence amid such 
structural adaptations. Programmatic QoS adaptation approaches often offer little or 
no support for specifying such complex adaptations. 

In Object-Oriented Programming, crosscutting concerns are elements of software 
that can not be cleanly captured in a method or class. Accordingly, crosscutting 
concerns has to be scattered across many classes and methods. OOP fails to provide a 
robust and extensible solution to handle these crosscutting concerns. AOP is a new 
modularity technique that aims to cleanly separate the implementation of crosscutting 
concerns. It builds on Object-Orientation, and addresses some of the points that are 
not addressed by OO. AOP provides mechanisms for decomposing a problem into 
functional components and aspectual components called aspects[4]. An aspect is a 
modular unit of crosscutting the functional components, which is designed to 
encapsulate state and behavior that affect multiple classes into reusable modules. 
Distribution, logging, fault tolerance, real-time and synchronization are examples of 
aspects. The AOP approach proposes a solution to the crosscutting concerns problem 
by encapsulating these into an aspect, and uses the weaving mechanism to combine 
them with the main components of the software system and produces the final system. 
We think that the phenomenon of handling multiple orthogonal design requirements is 
in the category of crosscutting concerns, which are well addressed by aspect oriented 
techniques. Hence, we believe that system architecture is one of the ideal places 
where we can apply aspect oriented programming (AOP) methods to obtain a 
modularity level that is unattainable via traditional programming techniques. To 
follow that theoretical conjecture, it is necessary to identify and to analyze these 
crosscutting phenomena in existing system implementations. Furthermore, by using 
aspect oriented languages, we should be able to resolve the concern crosscutting and 
to yield a system architecture that is more logically coherent. It is then possible to 
quantify and to closely approximate the benefit of applying AOP to the system 
architecture. 

UML is acquainted to be the industry-standard modeling language for the software 
engineering community, and it is a general purpose modeling language to be usable in 
a wide range of application domains. So it is very significant to research aspect-
oriented real-time system modeling method based on UML[6]. However they didn’t 
make out how to model real-time systems, and express real-time feature as an aspect. 
In this section, we extend the UML, and present an aspect-oriented method that model 
the real-time system based on UML and Real-Time Logic (RTL). Real Time Logic is 
a first order predicate logic invented primarily for reasoning about timing properties 
of real-time systems. It provides a uniform way for the specification of both relative 
and absolute timing of events. Real Time Logic (RTL) was introduced as a formalism 
for reasoning about the relative and absolute timing properties of computational tasks 
of discrete real-time systems. Extended Real Time Logic (ERTL)[13] is a formalism 
for the modeling and analysis of relative and absolute timing properties of cyber 
physical systems (systems that combine continuous variables and discrete event 
dynamics). The extensions provided by ERTL enable the modelling of system 
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behaviour ranging from activities of the physical entities that form part of the 
environment of a computing system, to the temporal ordering of the computational 
tasks of the computing system itself, thus providing a formal notation that can be used 
in all stages of software development. The specification of the Object Constraint 
Language (OCL) [7] is a part of the UML specification, and it is not intended to 
replace existing formal languages, but to supplement the need to describe the 
additional constraints about the objects that cannot be easily represented in graphical 
diagrams, like the interactions between the components and the constraints between 
the components’ communication[9]. 

As the QoS concern needs to be considered inmost parts of the system, it is a cross-
cutting concern.[10] Cross-cutting concerns are concerns that span multiple objects or 
components. Cross-cutting concerns need to be separated and modularized to enable 
the components to work in different configurations without having to rewrite the 
code. If the code for handling such a concern is included in a component, it can make 
the component tied to a specific configuration. This code will typically be scattered 
all over the component implementation and tangled with other code in the component. 
Modularizing it will make it more robust for change, and separating it totally from the 
component implementation will save the component programmers from having to 
implement it. Aspect oriented programming is a new method formodularizing cross-
cutting concerns. By using AOP, concerns can be modularized in an aspect and later 
weaved into the code.  

3   Aspect Oriented Model of QoS of Fire Alarm System 

An automatic fire alarm system is designed to detect the unwanted presence of fire by 
monitoring environmental changes associated with combustion. In general, a fire 
alarm system is either classified as automatically actuated, manually actuated, or both. 
Automatic fire alarm systems can be used to notify people to evacuate in the event of 
a fire or other emergency, to summon emergency services, and to prepare the 
structure and associated systems to control the spread of fire and smoke. 

QoS Constraint  Q1,Q2, Q5 of the fire alarm system is expressed as follows with 
formal technique RTL and ERTL[11] [13]:   

[Q1]: 
∀i∃j@(↑data.collect,j)@(↓stop,i)≥COLLECT_MIN_TIME∧@(↓data.open,j) -@ 
(↓stop,i)≤COLLECT_MAX_TIME 

 

[Q2]: ∀i∃j@(↑data.process,j)-@(↓stop,i)≥DATA_PROCESS_MIN_TIME∧ 
@(↓data.process, j)-@(↓stop,i)≤COLLECT_MAX_TIME 

 
[Q5]: ∀i∃j@(↑alarm.process.,j)-@(↓command.send,i)≥ALARM_PROCESS_ 

MINTI ME ∧@(↑alarm.process,j)-
@(↓command.send,i)≤ALARM_PROCESS_MAXTIME 

 
QoSConstraint Q3 and Q4 of the fire alarm system is expressed as follows with 

XML[12]: 
[Q3]: <QoS type=”Level”>  
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        <Firelevel  val = “FIRE_MAX_LEVEL”/> 
        </QoS> 
[Q4]: <QoS type=”Contraint”> 
         <frame_rate val = “FRAME_RATE_CONSTRAINT”/> 
         <audio_sample_rate val = “FRAME_RATE_CONSTRAINT”/> 
       </QoS> 

We separate QoS from real-time fire system as an aspect, the aspect-oriented model 
of  QoS  of real-time fire system is shown as Fig.1. 

 

Fig. 1. QoS aspect-oriented model of Fire real-time system 

We use QoSAspect to express QoS of real-time fire alarm system. The class 
diagram of Fire Real-time System with the aspect-oriented extension is shown as 
Fig.2. 

 
Fig. 2. Class Diagram of Fire Real-time System 
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The QoS Aspect Weaving Diagram of real-time fire alarm system is shown as 
Fig.3. 

 

Fig. 3. QoS Aspect Weaving Diagram of Fire Real-time System 

4   Conclusion 

In this paper, we presented an aspect-oriented model for specifying Quality of Service 
(QoS) based on the combination of UML, RTL and ERTL. Two types of notation, 
graphical (semi-formal) and, respectively, formal, can efficiently complement each 
other and provide the basis for an aspect-oriented specification approach that can be 
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both rigorous and practical for QoS modeling.  An examples depicted how aspect-
oriented methods can be used during QoS analysis and design process. 

Future works will focus an automatic weaver for aspect oriented model of QoS.  
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Abstract. In order to make high quality software and high reliability software, 
systematic development management and organizational support are essential 
needed. Since 1990's Software process models such as ISO/IEC 15504 and 
CMMI have been used to improve organization capability. Korean Software 
Process Quality Certification is established by law in 2008 year. The way of 
eastern Asian’s thinking and western thinking is different This model contains 
the difference. Especially, verification and validation practice implementation 
of eastern Asian is different from western. 

Keywords: ISO/IEC 15504, CMMI, Quality Certification, Validation and 
Verification. 

1   Introduction 

In this paper, it will be introduced how Korean Software Process Model contains 
verification and validation process, and the example of implementation for 
verification and validation process. 

Korean Software Process Quality Certification Model does not have any process 
area for verification and validation but, has detail practices in many processes. 

An organization having higher development maturity has better software process in 
the overall areas of their organization and they can implement software more 
consistently. Software process capability refers to the ability of the organization to 
produce these products predictably and consistently. A capability level is a set of 
process attributes that work together to provide a major enhancement in the capability 
to perform a process. Each level provides a major enhancement of capability in the 
performance of a process [1]. 

2   Software Process Model 

2.1   ISO/IEC 15504 

ISO/IEC 15504 also assesses process maturity by identifying present process 
condition to support organization’s process enhancement activities. 

ISO/IEC 15504 in Table 1 consists of 3 categories, 10 process groups and 48 
processes. 



408 S.M. Hwang 

Table 1. ISO/IEC 15504 process 

 

2.2   CMMI 

CMMI that consists of 5-levels, 4 categories and 21 processes, provides a framework 
for introducing new disciplines about systems engineering and software engineering 
as needs arise[2]. CMMI process can be simplified as a Table 2. 

Table 2. CMMI Process 

Category Process Area Level 

Project 
Management

1. Project Planning(PP2) 
2. Project Monitoring and Control 

(PMC) 
3. Supplier Agreement Management 

(SAM) 

2 

4. Integrated Project Management(IPM) 
5. Risk Management(RSKM) 

 
3 

6. Quantitatively Project Management 
(QPM) 

4 

Support 

1. Configuration Management(CM) 
2. Product and Process Quality 

 Assurance(PPQA) 
3. Measurement and Analysis(MA) 

2 

4. Decision Analysis and Resolution 
(DAR) 

3 

5. Causal Analysis and Resolution 
(CAR) 

5 
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Table 2. (continued) 

Engineering 

1. Requirement Management(REQM) 2 

2. Requirement Development(RD) 
3. Technical Solution(TS) 
4. Product Integration(PI) 
5. Verification(VER) 
6. Validation(VAL) 

 
 

3 
 
 

Process 
Management

1. Organizational Process Focus(OPF) 
2. Organizational Process Definition 

(OPD) 
3. Organizational Training(OT) 

3 

4. Organizational Process Performance 
(OPP) 

4 

5. Organizational Innovation and 
Deployment(OID) 

5 
 

2.3   Korean Software Process Quality Certification Model 

This model is korea standard software process certification model for korea small 
medium sized companies NIPA performs certification system using this model, and 
supports process improvement for raising software product quality in korea 

This model consists of 3 Levels, 5 categories 17 assessment items and 76 detailed 
items as a figure 1.The certification level is differently applied to valuation factors by 
each certification degree as an indicator representing the degree of activity capability 
level related with software development project performance and its meaning is also 
different. 

 

Fig. 1. steps of Korean Software Process Quality Certification model 
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Table 3 shows the characteristics of each level 

Table 3. Characteristics of 3 Level in Korean Software Process Quality Certification model 

Certification 
Degree Characteristic 

Level 1 

- to perform project according to circumstances 
- the level to make and use process for oneself to perform individual

tasks 
- Not to share similar process for each use to make and use  
- repeatedly happening the trial and error in person and system not  
sharing the outcome of trial error 

Level 2 

- successful performance of individual project 
- level interested in project performance efficiency focusing on

individual projects in project level 
- to perform project by projected process in project, to share and 

manage the outcomes only in team unit  
- not repeatedly happening the trial and error in project team but

repeatedly happening it in system  

Level 3 

- to perform project securely and consistently 
- level interested in consistently performing without environment 

change by using experience or cases during performing each  
- to develop task performance method as system guideline process in

system level, to regulate and apply the process in various ways according
to various traits of each project, to share the outcome in whole system  

- prevention of repeatedly happening the trial and error in system 

 
 
The process group, assessment process and practice of level 2 can be shown from 

Table 4. 

3   V & V in Korean Software Process Quality Certification Model 

The verification and validation practices are in each requirement management, 
analysis, design, implementation, test process of development domain. And peer 
review process is contained in the practice of quality assurance process. 
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The verification practices are in requirement management, analysis, design, 
implementation, test process, quality assurance processes. The validation practices are 
in requirement management, analysis, test process. 

3.1   Process Relationship to Related with Verification and Validation 

Development practices are a series of sequence from requirement to product. Work 
products that are documented in development procedure are reviewed by various 
methods. The quality assurance process contains the verification practice. 

The requirement process has 3 practices, customer requirement definition, 
requirement change management, requirement traceability management. 

Customer requirement definition practice makes requirement specification by using 
project objective and data derived from customer. The requirement change 
management practice is the activity for application requirement change request of 
customer during the project. The requirement traceability management practice is 
maintaining bidirectional traceability among the requirements and project plan and 
work product. The bidirectional traceability is not required horizontal traceability but 
vertical traceability necessarily. 

The design process has 3 practices, performing high level design, performing detail 
design, establishing test plan. In high level design, system architecture and structure is 
made by using the software requirement analysis result Decision of architecture 
selection can be in a part of this practice. 

The analysis process has 3 practices, software requirement definition, software 
requirement analysis, software requirement review. The software requirement 
definition practice is activity documenting a function specification by using customer 
requirement specification. Next are making to-be process and review the 
documentation. 

 

Fig. 2. Development practices relationship 

The implementation process has 4 practices, implementing software unit, 
performing unit test, software integration, performing integration test. The software 
unit modules are developed and tested by the developer. And integration software 
practice is to assemble all software modules according to the integration sequence. 
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Next practice is to perform the integration test for the interface among software 
modules and to meet requirements. 

The test process has 2 practices, performing system test, supporting customer 
acceptance. The system test practice is to validate whether the product meets the 
requirements, and can be delivered to customer. The last practice is supporting 
customer to accept and approve the product.  

  

Fig. 3. The quality assurance practice relationship 

The quality assurance process has 4 practices, planning quality assurance, 
performing quality assurance practices, evaluation for process and work product, 
recording result of quality assurance. 

The performing quality assurance practices contains the peer review process to 
verify the work product to follow the standard process and to meet the quality 
parameter. 

3.2   Verification and Validation Practices 

The verification practices are the software requirement review and performing unit 
test, performing integration test in development process domain and are performing 
quality assurance practices of quality assurance process. The validation practice is a 
supporting the customer acceptance. 

When they are shown the practices for just name, the practices for the verification 
and validation have 4 practices. But, more detail practices are related with verification 
and validation practice shown by table 4 Korean Software Process Quality 
Certification model practices and verification and validation relationship matrix. 

The customer requirement definition practice contains to verify requirements and 
to review with customers and stakeholders. The software requirement definition 
practice contains to review with stakeholders. 
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The performing high level design of design process contains to review requirement 
traceability and whether design specifications follow the standard process and meet 
the quality parameter. 

Table 4. Korean Software Process Quality Certification model practices and verification and 
validation relationship matrix 

Process Practice Detail practice Relation 

2.1 
Requirement 
management 

2.1.1 
Customer 
requirement 
definition 

To Verify the requirements. VER 

To review with customers and 
stakeholders. 

VAL 

2.2 
Analysis 

2.2.1 
Software 
requirement 
definition 

To review with stakeholders. VER 

2.2.3  
Software 
requirement 
review 

All VAL 

2.3 
Design 

2.3.1  
Performing  
high level 
design 

To review traceability and whether to 
follow the standard process 
to meet the quality parameter. 

VER 

2.3.2 
Performing 
detail design 

To review traceability and whether to 
follow the standard process and to 
meet the quality parameter. 

VER 

2.4 
Implementa 

-tion 

2.4.1 
Implementin
g software 
unit 

To review whether to follow the 
standard process and to meet the 
quality parameter with inspection 
method. 

VER 

2.4.2 
Performing 
unit test 

All VER 

2.4.4 
Performing 
Integration 
test 

All VER 

2.5 
Test 

2.5.1 
Performing 
system test 

All VER/VAL 

2.5.2 
Support 
customer 
acceptance 

All VAL 

3.1 
Quality 

assurance 

3.1.2 
Performing 
quality assurance 
practices 

To review whether to follow the 
standard process and to meet the 
quality parameter. 

VER 
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The implementation software unit practice contains to review whether source code 
follows the standard process and meets the quality parameter with inspection method. 

The performing quality assurance practices contains to review whether work 
products follow the standard process and meet the quality parameter. 

Figure 4 shows development activity flow and verification validation activity like 
review for work product, unit test, integration test, QA test. 

The requirement function definition review is verification and validation activity 
involved with stakeholder and higher manager and internal customer. In organization, 
internal customer is almost real customer and the real customer can’t be in any 
project. The requirement analysis document review, the system structure and interface 
review, detail design document review, test plan review are verification activity with 
the project team member. Of course, a customer can be participated in the meeting but 
it is not necessary. 

The code review activity is defined using inspection method necessarily and 
verification activity. 

The unit test and integration test activity are verification practices by project team 
member. And integration test contains system test practice like function test, 
performance test, volume test, endurance test, stress test in real operational 
environment. 

The QA test activity is performed with validation practice by third party tester of 
QA team. 

4   Conclusion 

This implementation way of the organizational standard software process for the 
verification and validation practice is a series of the sequence and focused on activity 
flow. This is not the implementation way of process component unit. 

So this way is easy to understand for organization’s members. but it is difficult to 
implement to the organizational standard software process and it can be missing a 
practice to implement. It needs to observe continuously the organization that Korean 
Software Process Quality Certification model is applied whether to achieve the 
organizational process performance. 
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Abstract. This paper provides a way to overcome the limitations of general 
collaborative software development tools that completely restrict co-ownership 
of resources among individuals in a team oriented developmental environment. 
It also provides a solution for users to co-own resources and at the same time 
manage version control and solve collision problems that may occur due to the 
co-ownership of resources. The collaborative software development tool 
presented in this paper is made up of the classical client/server structure with 
the P2P (peer to peer) method which supports information exchange among 
individuals. This tool is developed based on open source software CVS 
(Concurrent Version System). Functional efficiency was confirmed by 
comparing it to the utility of prior existing collaborative software development 
tools.  

Keywords: Collaborative Development, Concurrency Control, Peer-to-Peer 
(P2P), Software Configuration Management (SCM), Concurrent Version 
System (CVS). 

1   Introduction 

The software development organization is becoming larger and the distribution of 
software developmental environment is expanding as well. Due to these 
environmental changes, the number of software collaborative development support 
tools that improve the quality of software and support the mutual information 
exchange and communication by internet is also increasing [1]. The importance of 
collaborative skills required for operations done in a team unit is becoming more 
significant.  

Information exchange and systematic communication skills between members of 
the team are required in order to effectively carry out software collaborative 
development in a team unit. However, when more than two members approach and 



416 H.-S. Park, D.-Y. Kim, and C. Youn 

 

adjust a specific resource at the same time, this may cause a collision problem due to 
the modification of the same part of the resource. These situations can lead to waste 
of human resources as well as serious confusion when overlapping operation on the 
same source is done, and can cause significant financial expense waste when the 
problem is found out too late. Thus, “concurrent access control” is extremely 
important when trying to synchronize the members’ work in real-time operations done 
in a collaborative developmental environment. 

“Concurrent access control” can be largely divided into optimistic and pessimistic 
techniques [2]. Although the pessimistic technique is used at the point of execution of 
each transaction in order to maintain the consistency of the data, the optimistic 
technique is used at points where each transaction is done. Despite the fact that most 
of the commercial database system use pessimistic techniques, which have a 
foundation on the locking protocol, many show interest in the optimistic techniques 
because optimistic techniques have the capacity to produce a much more improved 
transaction management performance if enough hardware resources can be used  
[3, 4]. 

We can see that the “concurrent access control” used to keep the consistency of the 
data has the same purpose as to solve problems caused by overlapping operation on 
shared resources in a collaborative developmental environment[5-7]. Traditionally, 
many collaborative development support tools chose to use the pessimistic technique, 
which has its foundation on the exclusive locking that uses reserved checkout. This 
technique only allows one member to modify the resource and can cause unnecessary 
delay in the team working environment. 

On the contrary, the optimistic technique uses unreserved checkout. This technique 
allows numerous members to modify their own local copy. This environment allows 
many members to work on shared resources at the same time [8]. This prevents any 
unnecessary delay in the development process. However, in certain situations, the 
possible conflicts are realized too late, and this can lead the waste in financial expense 
as well as unnecessarily overlapped work. 

Our method provides an opportunity for all users to freely modify the copies of the 
provided data instead of restricting it to one selected user. This shortens the time 
required for an inquiry to be authorized to use the shared data. However, the original 
data that is used to make copies is managed through the server. This is based on the 
traditional optimistic technique but is hoping to make positive adjustments on 
conflicts that may be caused by overlapping operations on the same data. 

This paper is composed as followed. After the introduction in the first section, the 
second section describes the techniques that prevent conflicts based on P2P (peer to 
peer) and the system architecture are introduced. Also, the software system 
implementation and execution is described. The third section shows the effectiveness 
of our system through the comparison of the existing collaborative software 
development systems. The conclusion is in the fourth section. 

2   P2P Based Conflict Prevention Technique 

2.1   Introduction of Conflict Prevention Technique 

The P2P based conflict prevention technique that is introduced in this paper is 
fundamentally based on the optimistic technique. The optimistic technique allows a 
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free modification process of the local copy that was downloaded from the source code 
server. The server distinguishes the possible conflicts when uploading occurs at the 
server, and notifies the user. This process is shown in Fig.1. 

As seen in Fig.1, the optimistic technique’s downside is that when overlapping 
operation occurs among many users, each user has to finish his or her work and 
incorporate it into the server in order to find out whether a conflict has occurred or 
not. If the conflict is recognized, other versions that were uploaded by other users 
need to be downloaded from the server and be compared in order to find out the 
difference and find out how to incorporate them together. Due to this time consuming 
process, this causes more delay in the resolving process as well. 

 

Fig. 1. Optimistic Technique 

 

Fig. 2. P2P based conflict prevention technique 

The core process of the P2P based conflict prevention technique is shown in Fig.2, 
where when the source is being modified, the possibilities of conflicts can be detected 
and solved. The time to detect conflicts and solve them is shortened and this 
functionality makes collaboration easier and more effective. To make this possible, 
this system consists of four major functions. 

• File System Change Monitor function 
• P2P Status Observer function 
• P2P Conflict Notifier function 
• P2P Conflict Resolver function 

With these functions as the foundation, let us assume as the following in order to 
explain the process described in Fig.2. User A and B download Source P from the 
server (process ①) and decide to modify it as they would need. If User A modifies 
source P and produces P’, the file system change monitor detects this and notifies 
User B through the P2P status observer function. If User B uses the same Source P to 
produce P’’ (process ②), P2P Status observer function detects that a conflict has 
occurred and that specific file that has been overlapped is notified to User B through 
the P2P conflict notifier (process ③). When User B receives this information, User B 
uses P2P conflict resolver function to receive P’ that was produced by User A in order 
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to visually compare the differences and to incorporate these different information 
(process ④ ). If User B needs to communicate with User A in the process of 
incorporating the information, they can use the messenger function to communicate. 

When the conflict is resolved through the ④  processes, the user reflects the 
integrated result into the server (process ⑤). At a point of integration, the possible 
conflicts with the server’s recent version are examined (process ⑥) and if conflict is 
not detected, the integration is completed to make a new version (process ⑧). If 
another version was produced by another user before integration, the modified 
information needs to be incorporated together like the optimistic technique (process 
⑦). This occurs when the conflict between the users is not detected very well or due 
to the time difference of updating the new version to the server, and this is an 
exceptional case of conflict prevention technique. 

2.2   System Architecture and Embodiment 

For the P2P based conflict prevention’s four major functions, Fig.3’s system 
architecture is provided. Each user’s local system has the four components and the 
integrated workspace environment is installed. With this, P2P communications 
between the users are provided. Through the client/server architecture, necessary 
resources can be downloaded or modified results can be incorporated. 

 

Fig. 3. System Architecture 

The P2P collaborative development supporting tools dealt in this research usually 
do not use exclusive locking like the traditional collaborative development supporting 
tools, but helps many users to receive checkouts from the same source. The checkout 
in this case means the module of basic unit that is managed in the server being 
downloaded into the user’s own local area (process � of Fig.2). When the module is 
saved in each user’s local area, this creates a workspace. 

The concept of checkout is based on the preexisting CVS, which is an open system 
that provides the foundation for the version management, comparing differences, and 



 P2P Based Collision Solving Technique for Effective Concurrency Control 419 

 

functions relating to amalgamation [10]. First, the module that was checked out by 
many users becomes the shared resource, and the users can be identified through the 
system’s user list. A module that has been checked out has many files and each of 
these files becomes the subject for modification. Also, the user can check the list of 
users who are using the same module that he or she has checked out. 

The system observes the possible changes, such as modification or deletion, of the 
module that is being shared by many users. If certain files are modified within the 
module, the system recognizes the information and notifies other P2P users. Fig.4 
shows the workspace application which include checked out modules and how the 
notification looks like when a specific file is modified within specific module that is 
being shared by other users. 

 

Fig. 4. Receive the Notification Message that File Modified 

3   Evaluation of Effectiveness 

P2P based Intelligence Agent is a tool used to help provide effective developmental 
environment in cases of conflicts in the process of software development. 

In this section, the technical effectiveness of the system introduced in this paper 
will be discussed through the comparison of numerous well-known products that 
support software collaborative software development. 

The criteria for evaluation are focused on whether parallel development and 
distributed environment is supported or not and the availability of the tools’ 
implementations that are core in the collaborative developmental environment [11, 
12]. Table 1 shows the criteria for evaluation. 

Table 2 shows the evaluative results on functional effectiveness with other well-
known collaborative software development tools based on the features in Table 1. 

Other tools have a limitation to support branching except ClearCase. CVS, 
Subversion and VSS are uses single repository model. If all users use the same 
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repository, and one user make a change in the main tree, all users are affected by this 
change. ClearCase has typical centralized system architecture. This system allows 
accessibility to clients in a local area only where the server is installed. This feature 
has a limitation to support accessibility in distributed environments. To overcome this 
problem, users have to purchase the high-priced product package separately and it can 
be a burden to users. Furthermore, this policy to support distributed environments 
does not provide complete functionality. The idea applied in ClearCase to supports 
distributed environments is assigning branches in each site. However, the branching 
of ClearCase is different from dynamic branching that is proposed in this paper. The 
branch of ClearCase is modified by one site only. That is, the branch in the other sites 
is possible to read only. This is an example of the pessimistic technique[14]. 

The Peer-to-Peer(P2P) architecture is a communication architecture for the sharing 
of resources that are expected to be operated on. Unlike the other tools that were 
previously mentioned, this architecture allows all users to modify the copy of master 
resource that is managed by the server and also supports the conflict prevention and 
solving algorithm. Through this architecture, diverse forms of parallel development 
will be enabled and the limitation of distributed environments can be overcome. 

Dynamic branching, P2P architecture, True parallel development, or multi-site 
development can be interpreted in the same perspective. ‘Post-event trigger’ enables 
the work flow performed by developers, in a conflict, this function allows perform to 
notify the event and compare the differences. ‘Accurate recording of all history’ is a 
function for more complete parallel development, this record and notify the working 
history of all users. In the P2P environment, each client can detect the result of works 
on specific resources made by all users, and the server allows the users to refer to who 
worked on which operations at what time. In the case of VSS, because not enough 
background or objectives are recorded in the new version of the same resource, it is 
limited in parallel development since it is hard to understand the intentions of the 
changes of the other users. 

Table 1. Qualitative Evaluation Criteria for Effectiveness Comparison 

Features Explanation 

Graphical checkin tool 
Graphical tool for file and changeset checkins which 
promotes more useful comments to speed up development 
process 

Dynamic branching 
Any workspace can be turned into a branch. 
Advanced planning for branching is not needed. 

Peer-to-Peer architecture 
Supports any workflow for enhanced development process. 
Supports the rapid open source style of development. 

True parallel development Enhanced productivity. Faster time to market. 

Multi-site development 
Provides functionality and productivity at all distributed 
sites. 

Post-event triggers 
Supports notification of events for provides easier process 
management. 

Accurate recording of all 
history 

Accountability: Easy to find who did what when. 
Provides a complete picture of parallel development. 



 P2P Based Collision Solving Technique for Effective Concurrency Control 421 

 

Table 2. Comparison Functionalities with Other Well-Known Collaborative Software 
Development Tools 

 CVS Subversion ClearCase VSS Proposed 
system 

Graphical checkin 
tool 

No No Yes Limited Yes 

Dynamic 
branching 

No No No No Yes 

Peer-to-Peer 
architecture 

No No No No Yes 

True parallel 
development 

No No Yes(complex) No Yes 

Multi-site 
development 

No No Yes(add on) No Yes 

Post-event triggers Weak Yes Yes No Yes 
Accurate recording 
of all history 

No No No No Yes 

4   Conclusion 

As the software types and scale is increasing as time passes by, the need for effective 
collaborative development support tools to lessen the trials and errors to control the 
high quality of the products is increasing, as well. However, the reality is that the 
domestic software developmental companies are unable to construct an effective 
collaborative environment.  

This research suggests a P2P based software collaborative development support 
tools that will enable the system to work more in harmony in the software 
development process. CVS is relatively popularized version management system and 
with its functional elements, the goal is to make a high quality software collaborative 
development environment construction. By using the version management function 
that uses the branch/merge model, it is expected to increase the flexibility of the 
software development.  

Furthermore, this research is hoping to construct the combined environment with 
configuration management system that supports project management, process 
management, and change management functions.  This will increase the maturity of 
the software development organization, and will contribute to the improvement of the 
software quality. 
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Abstract. To research the chemical and optical properties, SiOC films made by 
the inductively coupled plasma chemical vapor deposition were analyzed the 
chemical shift by the Fourier transform infrared spectra and photoluminescence 
spectra. The chemical shift obtained in Fourier transform infrared spectra 
resulted from the increase of right shoulder Si-O bond in the main bond due to 
the delocalization and lowering polarization of carbon in Si-CH3. Increasing  
of the right shoulder bond of Si-O in side of higher wave number caused to 
change the degree of amorphous bonding structure depending on the reduction 
of polarization after annealing. The phenomenon of the delocalization in the 
carbon related bond of Si-CH3 was also confirmed by the chemical shift in the 
photoluminescence spectra. The PL intensity increased after annealing at 
samples 9 and 13 with low polarity. Low polarization induced to decrease the 
thickness of SiOC film, which could contribute to improve the stability due to 
the low surface energy and the effect of electron deficient of carbon. It was 
observed the blue shift by FTIR (Fourier transform infrared spectra) and red 
shift by PL (photoluminescence) spectra in LP (low polarization) SiOC films. 

Keywords: Photoluminance, Low polarization, Chemical shift, Thickness. 

1   Introduction 

The progress of the ultra large scale integrated (ULSI) circuits for the reduction in 
size involves the increasing of the capacitance between wiring, and results in a signal 
propagation delay. To solve this problem, there is a need for new interlayer dielectric 
materials with low dielectric constants (k < 2.5) instead of conventional SiO2 film  
[1-2]. The promising candidate for low-k (low dielectric constant) materials is SiOC 
film, which is produced by the chemical vapor deposition (CVD) and spin on coating 
deposition (SOD). The nano pore formed in the film by the steric hindrance effect of 
the alkyl group and low polarization is the reason of lowering the dielectric constant 
in SiOC film. The chemical shift SiOC film observed in FTIR spectra has been many 
attention by many researcher, because the chemical shift observed in FTIR of carbon 
based organic thin films gave us much information to understand the bonding 
structure about Si-O-C and its related sites [3-5] and the chemical shift in SiOC film 
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is also important factors to define the low dielectric constant. Recently, many 
researcher has been referred the correlation between the thickness and the lowering of 
the dielectric constant in SiOC film. The low dielectric constant of SiOC film 
deposited by CVD originates from the reduction of polarization and annealing 
process. The annealing process progresses the mechanical-electrical properties of 
SiOC film, so the hardness becomes higher than that of as deposited film and the 
dielectric constant also decreases because of the lowering the polarization and the 
reduction of the thickness [6-8].  

In this study, SiOC film was produced by the ICP-CVD (inductively coupled 
plasma chemic vapor deposition) with MTMS (methyltrimethoxysilance) and oxygen 
mixed precursor. Optical properties of SiOC film were measured by the Photo 
Luminescence and also researched the correlation between the polarization and 
optical properties. 

2   Experiments 

The low-k SiOC films were obtained using the mixed gases of oxygen and 
methyltrimethoxysilance (MTMS) by inductive coupled plasma chemical vapor 
deposition (ICP-CVD). The films were processed at annealing temperature 500℃ for 
10 minutes by using the rapid temperature annealing. The MTMS was vaporized and 
carried by argon gas at 35 ℃ with a thermostatic bubbler and the MTMS flow rate 
with Ar gas was varied for 3 sccm ~ 13 sccm. The base pressure of the mixture was 
kept at 3 Torr and the rf power was 600 W in each experiment. The chemical-optical 
properties of SiOC film was analyzed by Photo Luminescence (SPEX, SPEX) and 
Fourier Transform Infrared spectrometer (FTIR, Galaxy 7020A). The thickness and 
refractive index were measured by the Ellipsometer (uvsel/fpd-12, Horiba Jobin 
Yvon) with the source of 632.8 nm. PL spectra were researched by the UV-visible 
spectrometer at Korea Basic Science Institute, Gwang Ju , South Korea.  

3   Results and Discussion 

SiOC films were deposited by inductively coupled plasma chemical vapor deposition 
(ICP-CVD) and it was researched the relationship of polarity and optical properties by 
using the photo luminance spectra. Sample numbers were the MTMS (Ar) flow rate.  

Figure 1(a) shows the FTIR spectra in the narrow range of 950~1250 cm-1. SiOC 
film consists of absorption bands due to the three bonds of Si-O-C of 950~1250 cm-1, 
Si-CH3 at 1270 cm-1 and Si-O-C under 950 cm-1 in FTIR spectra. Intensity of the main 
bond of 950~1250 cm-1 decreased after annealing. For the main Si-O-C bond of 
950~1250 cm-1, the main bond was united two bonds of C-O and Si-O. Figure 2(a) 
displays the difference between the as deposited and annealed films. The right 
shoulder of Si-O in the main bond increased after annealing. It means that the 
increasing of Si-O bond and shifting to higher wave number of the main bond became 
more density cross-link in a bonding structure.  
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Fig. 1. (a) Comparison of the FTIR spectra between as deposited and annealed films of sample 
13 in the main bond range of 950~1250 cm-1, (b) FTIR peak position of the main bond range of 
950~1250 cm-1 in SiOC films with various flow rater ratios. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Comparison PL spectra between as deposition and after annealing of SiOC films with 
various flow rate ratios; (a) sample 3, (b) sample 4, (c) sample 8, (d) sample 9, (e) sample 12, 
(f) sample 13 

Figure 1(b) indicates the peak of Si-O-C in the main bond of 950~1250 cm-1 in 
FTIR spectra. The peaks of samples 4, 9 and 13 were higher wave number than that of 
any others, because the right Si-O bond of main bond increased at samples 4, 9 and 13 
as shown in Fig. 2(a). Most peaks moved to higher wave number after annealing 
process. Increment of Si-O and decreasing of the relative carbon content made the 
cross link structure owing to the low polarity, which causes to decrease the thickness 
of SiOC film and increase the film density.  
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Figure 2 is the comparison of the PL spectra of 350~650 nm between the as-
deposited films and annealed films of samples 3, 4, 8, 9, 12 and 13. There were two 
kinds of samples such as samples 3, 8 and 12 with high wavelength and samples 4, 9 
and 13 with low wavelength in as deposited films as next mentioned in Fig. 3. In view 
of the peak position in the range of 350~650 nm, samples 4, 9 and 13 were almost 
same after annealing process, in spite of the chemical shift of samples 3, 8 and 12 in 
PL spectra. Lowering the polarization and the reduction of the thickness gives the 
stability of final materials due to the reduction of π-π* band gap originated from the 
electron donation effect of electron deficient group.  

Figure 3 indicates the peak position of PL spectra of as deposited and annealed 
SiOC film with various flow rate ratios. The band peaks at samples 4, 9 and 13 were 
almost similar after the deposition and annealing, but that of samples 3, 8 and 12 
showed a large difference. Samples of 4, 9 and 13 with low polarity were observed 
very little variation in the optical properties. Moreover, the peaks of PL spectra of 
samples 4, 9 and 13 are lower wavelength than those of other films. The PL peak 
position of samples 4, 9 and 13 changed very little in spite of annealing at 500℃, 
because of lowering the polarization due to the dispersion of proton charge. In other 
words, the other samples 3, 8 and 12 had polar properties, so the effects of after 
annealing occurs much variation in the PL analysis as an optical results generated 
from the chemical reaction of oxidation.  
 

 

 

 

 

 

 

Fig. 3. Peak position of PL spectra of SiOC film with various flow rate ratios 

Figure 4 is the thickness and refractive index of annealed SiOC films with various 
flow rate ratios. The thickness decreased at samples 4, 9 and 13 with high wave 
number in the Si-O-C main bond, and also showed the trend of the reduction in the 
refractive indexes at those samples without sample 13. The thickness abruptly 
decreased at the sample 4, 9 and 13. The diminution of thickness was owing to the 
increment of Si-O cross link and the reduction of polarization, which is caused by the 
weak boundary condition due to the elongation effect of bonding length. The effect 
induced the stability owing to the low surface energy, so the density of the film 
increases by the lowing of the thickness depend on the increment of the Si-O cross 
link bond. But sample 8 produces the steric hindrance in the film by the aloof force 
between polar sites and then increases the thickness.  
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Fig. 4. Thickness and refractive index of annealed SiOC films with various flow rate ratios 

Generally, the refractive index is in proportion to the dielectric constant, so we 
know that the dielectric constant of samples 4, 9 and 13 could be decreased. Low 
polarity in SiOC film was due to the chemical reaction between alkyl and hydroxyl 
group, and the PL spectra at SiOC film of low polarization did not change by the 
annealing process, but that of film with polarity had much variation after annealing.  

4   Conclusion 

SiOC films were prepared at various flow rate ratios by the inductively coupled 
plasma chemical vapor deposition and annealed at 500 ℃ . The chemical shift 
strongly influenced the lowering of the polarization between the carbon bond in Si-
CH3 and hydroxyl sites. The reduction of the polarity in FTIR spectra increased the 
right shoulder bond of Si-O in the main bond range of 950~1250 cm-1, so the moving 
to higher wave number of the main peak induced the blue shift. Lowering the 
polarization depends on the electron deficient group as the contribution of carbon 
increased in accordance with the carbonation. In the case of PL spectra, the peak 
intensity was found to be decreased with the reduction of the polarity. The chemical 
shift observed in FTIR and PL spectra of SiOC film with low polarity gives an insight 
into reduced thickness of SiOC films and then increased density.  
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Abstract. This paper proposes an ultra-low power sensor network system for 
energy harvesting environments. The system is composed of two types of 
sensor nodes: master nodes, which can acquire relatively sufficient energy from 
batteries or mains, form the backbone of the entire system; and slave nodes, 
which are powered by using energy harvesting technology, are scattered around 
the master nodes. To overcome the limitation of harvestable energy, a slave 
node is usually turned off and is activated when a master node sends a request 
signal which contains the ID of the slave node. To verify the energy 
effectiveness of the proposed architecture and techniques, a simple pilot system 
is implemented and tested. The experimental results show that the proposed 
techniques drastically reduce energy consumption of the sensor nodes. 

Keywords: energy harvesting, ultra-low power, sensor network. 

1   Introduction 

A lot of sensor networks have been studied during the last decades. Most of sensor 
nodes use batteries as their power source. A sensor node can be operated for a long 
time, since it consumes very low power. However, it may eventually stop when the 
power of its battery is completely exhausted. As the number of stopped sensor nodes 
increases, operation of the entire sensor network may be severely restricted as well. 
This issue can be moderated by making low-priced sensor nodes and replacing 
stopped sensor nodes with new ones. Unfortunately, however, environmental 
pollution due to the used sensor nodes and batteries will cause a new problem. 

Recently, energy harvesting has been focused as a solution to the battery problem 
of the sensor nodes. Energy harvesting is a renewable energy technology which 
acquires electrical power from surrounding natural or artificial energy sources. 
Energy harvesting is environment-friendly and we can acquire energy permanently as 
long as the energy source exists. 

Heliomote [1], [2], [3] is the most famous sensor network node using the energy 
harvesting technology. It acquires relatively sufficient energy by using solar cells in 
outdoor environments and is able to perform the functions of general sensor nodes. 
However, the amount of energy that can be harvested from most of other energy 
sources is very small as shown in Table 1. Many well-known traditional low-power 
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techniques, e.g. DVS [4] and duty cycle control [5], [6], [7], are hardly useful for this 
degree of energy deficiency. Therefore, a novel approach should be devised to run a 
sensor network in such ultra-low power environments. 

Table 1. Common energy harvesting sources [3], [8], [9] 

Power Source Power Density 
Solar(outside) 15(mW/cm2) 
Solar(inside) 10(µW/cm2) 
Temperature(5°C Gradient) 40(µW/cm2) 
Human Power 330(µW/cm3) 
Airflow(5m/s) 380(µW/cm3) 
Vibrations 200(µW/cm3) 
Acoustic Noise(100dB) 960(nW/cm3) 

 

This paper proposes an ultra-low power energy harvesting sensor network system. 
The system is composed of two types of sensor nodes: master nodes, which can 
acquire relatively sufficient energy from batteries or mains, form the backbone of the 
entire system; and slave nodes, which are powered by using energy harvesting 
technology, are placed around the master nodes. To reduce energy consumption of 
slave nodes having a very limited energy budget, a slave node is usually turned off; 
and it is turned on only when a master node sends it a request signal. At this time, the 
request signal contains an ID of a specific slave node to be operated. Thus, only one 
slave node is activated for a request signal, and no communication collision occurs 
unless multiple master nodes in the same region send request signals simultaneously. 
Moreover, for less power consumption during an active period, the slave node is 
designed so that each module can be individually turned on and off by CPU. 

2   System Design 

This section proposes an ultra-low power sensor network system for energy 
harvesting environments. First, the architecture of sensor network is expanded for the 
environment. Then, two techniques for sensor nodes which are powered by using 
energy harvesting technology are proposed. The operation procedure of the entire 
system is explained at the end of this section. 

2.1   Network Architecture 

We assume that the energy harvesting environment discussed in this paper cannot 
supply sufficient energy to energy harvesting sensor nodes to directly execute all 
functions of a general sensor network node. Nonetheless, the sensor network system 
which contains such energy harvesting sensor nodes should be still able to support 
those functions. For that, this paper proposes novel sensor network architecture for 
ultra-low power energy harvesting environments by expanding traditional sensor 
network architecture. Fig. 1 illustrates the traditional sensor network architecture as 
well as the expanded sensor network architecture. The traditional sensor network in 
Fig 1(a) has a mesh topology. The sensor nodes in the architecture can execute 
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various functions, such as sensing, message routing, etc. As shown in Fig. 1(b), 
however, the sensor network proposed in this paper has an expanded star topology 
based on Fig. 1(a). In the proposed architecture, a new layer which is composed of a 
set of slave nodes is added. The slave nodes are implemented by using energy 
harvesting technology and act as remote sensors of the upper layer sensor nodes, i.e. 
master nodes. Due to the energy limitation, a slave node has restricted capability. It 
gathers information of attached sensors and delivers the information to the master 
node. On the other hand, a master node has relatively sufficient energy. Thus, it can 
communicate with neighboring slave nodes and can execute energy consuming 
functions including message routing. 

 

Fig. 1. The general and expanded sensor network architecture 

The expanded sensor network structure can be easily applied to various 
environments. For example, when the sensor network is established at home, a slave 
node can be installed at any places without considering electric power supply, and a 
master node can be installed at the places where the master node can steadily receive 
power, e.g. a ceiling. 

2.2   Slave Node 

The slave node is constructed as shown in Fig. 2. To reduce power consumption of 
slave nodes, two techniques are devised: the two-stage activation technique and the 
selective power control technique. 

The two-stage activation technique energizes only one slave node, although many 
slave nodes receive the same request signal from a master node. This technique is 
implemented by two modules of each slave node: a pre-wakeup module and a main 
wakeup module. 
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Fig. 2. The block diagram of a slave node 

The pre-wakeup module turns on the main wakeup module without consuming the 
energy stored in the slave node. A slave node is usually in idle state. During the state, 
a slave node is turned off 1. Therefore, the pre-wakeup module and the main-wakeup 
module are also turned off in the idle state. To reduce consumption of the energy 
stored in slave nodes, the pre-wakeup module does not use the energy; instead it 
employs the battery-less startup technology used in general passive RFID tags. When 
a master node needs to communicate with a specific slave node, it sends a request 
signal with an amplitude-modulated continuous wave. Then each pre-wakeup module 
receiving the signal extracts energy from the wave to use power for its own sake, and 
turns on the main-wakeup module. 

Although many main-wakeup modules are activated by a single request signal, 
only one main-wakeup module turns on the rest part of the slave node. For this, each 
slave node stores a unique ID in its own main-wakeup module, and a request signal 
sent from a master node contains the ID of a specific slave node. When a main-
wakeup module is activated, it demodulates the request signal which activates itself, 
and compares the ID extracted from the signal with its own ID. The main-wakeup 
module whose ID is equal to the ID contained in the request signal sends a wakeup 
signal to its own power module. Then the power module supplies energy to its CPU 
by using the selective power control technique, which will be described later. Note 
that the demodulation operation in the main-wakeup module also does not consume 
the energy stored in the slave node; instead the demodulation operation use the energy 
extracted from the request signal as the pre-wakeup module does. Thus, the main-
wakeup module consumes a very small amount of the stored energy only while 
comparing IDs. Also, note that, since only one slave node is activated for a request 
signal by the benefit of the main-wakeup module, no communication collision occurs 
unless multiple master nodes in the same region send request signals simultaneously. 

Selective power control technique enables that the sensor and the transmitter in a 
slave node can be individually turned on or off by the CPU of the slave node. This 
technique is implemented in the power controller of a slave node. Operation of the 

                                                           
1 However, a miniscule amount of energy is consumed by the power module of a slave node 

even in the idle state. 
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power controller is initiated by a wakeup signal of the main-wakeup module as 
explained earlier. Then the power controller supplies energy to the CPU. After the 
CPU executes its startup routine, it controls the power controller to turn on or off its 
sensor and transmitter. Since the CPU can control energy supply to the devices 
individually, unnecessary energy consumption can be eliminated. When the CPU 
eventually finishes processing the request received from the master node, it sends a 
self-power-off (SPO) signal to the power controller to turn off the CPU itself. Thus, 
the slave node is completely turned off until it receives a request signal from a master 
node again. 

2.3   Operation Procedure 

Fig. 3 illustrates the operation of the proposed sensor network system. The system 
operates as follows.  

 

Fig. 3. The operation procedure of the entire system 

① All slave nodes are in the idle state. The pre-wakeup modules and the main-
wakeup modules in slave nodes are completely turned off.  

② A master node M sends a request signal containing a command and the ID of a 
specific slave node S. 

③ The pre-wakeup modules of all the slave nodes which receive the request 
signal turn on their own main-wakeup modules. 

④ The main-wakeup modules demodulate the received request signal and extract 
the ID information. The main-wakeup module of the slave node S detects that 
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the extracted ID equals to its own ID and then sends a wakeup signal to the 
power module to supply energy to its CPU. Now, the slave node S is activated; 
but other slave nodes are still in the idle state. The master node M ceases to 
send the request signal and waits until the slave node S sends a response. 
Therefore, all main-wakeup modules and pre-wakeup modules are turned off. 

⑤ The CPU of the slave node S gathers sensor data and broadcasts the data using 
a transmitter. At this time, the sensor and the transmitter acquire energy from 
the power module only while they operate. The master node M receives the 
broadcasted data. 

⑥ After the CPU of the slave node S finishes the broadcasting, it sends a SPO 
signal to its own power module to turn off itself. Then the slave node S is to be 
in the idle state until it receives the next request signal. 

3   Implementation 

The ultra-low power energy harvesting sensor network system proposed in this paper 
is implemented as shown in Fig. 4. Especially, the main-wakeup module of a slave 
node is implemented as an IC with the use of the TMC 0.18µm process in order to 
reduce consumption of the energy obtained from an energy harvesting module. The 
energy harvesting module is implemented by using a 150mm x 38mm thin film solar 
cell. 

 

Fig. 4. The implementation of the master node and the slave node 

The implemented system is tested in an indoor environment. With a light intensity 
of 600 lux, the energy harvesting modules of slave nodes acquire 17.3µW/cm2. 
Operation of slave nodes is tested with varying output power of master nodes and the 
distance between master nodes and slave nodes. The experimental result shows that 
the operable distance can be extended up to 10m when the output power is 24dBm. At 
this time, it was measured that a slave node consumes 0.0231µW in idle state and 
167.53µW in active state. The power consumption in the idle state is caused by the 
standby current of the power module. Also, it is measured that the main-wakeup 
module operates for about 300usec to process a single request signal. Thus, the main-
wakeup module consumes energy of just 0.503µJ per a request signal. Note that the 
standby current of the power module is independent of characteristics of other devices 
in the slave node. Thus, the amount of the current is not considerably changed in other 
hardware configurations. 
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4   Discussion and Conclusion 

Now we will discuss how much the proposed techniques can reduce energy 
consumption. Usually, the total energy consumption of a sensor node strongly relies 
on the electrical characteristics of the used IC chips. To guarantee fairness, the energy 
reduction performance is discussed with the Mica2 mote, the most well-known sensor 
node, in this paper. Table 2 presents detail energy consumption of the Mica2 mote. 
Mica2 mote consumes 21.33mW if the CPU and the radio device for an idle state 
operate at a power-save mode and an Rx mode respectively. Even the radio device is 
turned off during the idle state, Mica2 consumes 0.33mW. In comparison, the 
proposed slave node consumes just 0.0231µW caused by the standby current of the 
power module in the state with the same operating voltage. 

Table 2. Mica2 platform current draw measured with a 3V power supply [10] 

Device/Mode Current Device/Mode Current 
CPU Radio  

Active 8.0mA Rx 7.0mA 
Idle 3.2mA Tx(-20dBm) 3.7mA 
ADC Acquire 1.0mA Tx(-8dBm) 6.5mA 
Extended Standby 0.223mA Tx(0dBm) 8.5mA 
Standby 0.216mA Tx(10dBm) 21.5mA 
Power-save 0.110mA Sensors  
Power-down 0.103mA Typical Board 0.7mA 

 
This paper proposes noble expanded sensor network architecture to overcome 

energy limitation of the ultra-low power energy harvesting environment in which the 
amount of harvestable energy is extremely small. Also two-stage activation technique 
and selective power control technique are proposed to effectively implement the 
architecture. To verify the energy effectiveness of the proposed architecture and 
techniques, a simple pilot system is implemented and tested. From the experimental 
results, we can conclude that the proposed techniques drastically reduce energy 
consumption of the sensor nodes. The techniques proposed in this paper can be 
applied not only to the energy harvesting environment but to other energy-critical 
environments. For example, the lifetime of a traditional battery-powered sensor node 
can be lengthened by using the techniques. 
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Abstract. This study searched the IEEE 802.15.4a technology which is the 
standard of the location awareness WPAN system which provides the 
communication and location. The UWB technology can provide the function of 
the location awareness as it is adopted as the standard technology for the 
communication and location which requires the degree of precision within 
several dozens of centimeters in a relatively narrow area. Relevant common 
products will be released from now on because the research and development 
have actively been proceed at home and abroad as the IEEE 802.15.4a standard 
was completed.  

Keywords: UWB, Ranging, Location awareness, MAC, WPAN. 

1   Introduction 

The UWB technology which comes into the spotlight as one of the new generation 
wireless system technology is the wireless technology which takes more than 20% or   
500MHz of the occupied band-width in the center frequency. This UWB technology 
has received attention as the PHY of the location awareness WPAN system because it 
can offer functions of the minute location awareness and tracking by using the 
characteristic of the very wide frequency band occupation [1, 2]. 

The location awareness using the UWB technology can enable the location 
awareness indoors or in the shaded area and the service for the location awareness 
which requires the degree of precision within several dozens of centimeters in a 
relatively narrow area can create the new application technology and market. The 
IEEE 802.15 Alternate Task Group (TG4a) launched for the low-power PHY standard 
based on the location as the new networking technology to provide the minute 
location awareness, the basis of the ubiquitous environment which will become the 
main issue from now on has come to the fore.  The technical specification required 
for the standardization of IEEE 802.15.4a was presented. The work for the integration 
by the adjustment of each proposal based on the UWB and CSS method by receiving 
the total 26 proposals was done. As a result, the final standard baseline was decided. 
This study realized the UWB PHY technology adopted for the use of the 
communication and localization as hardware and measures its characteristics. 



438 B.-S. Shim and H.-K. Park 

2   UWB Technology for the Location Awareness 

2. 1   UWB Frequency Band and Channel 

In case of IEEE 802.15.4a, a 3.1～10.6GHz frequency brand allowed as the 
communication in the FCC and frequency brand under 1GHz were divided into 3 
types of brands such as a sub-band, low-band, and high-band as in Table 1 and all the 
16 channels were allotted. Channel number 0, 3, and 9 are the mandatory channel 
each brand and one of them should surely be realized.  

It can flexibly be responded to the case that the further interference problem 
happened through the management of these channels. For example, even if some 
specific brand can use the UWB without any problem in any country, the interference 
with other communications can be in a serious situation in other country. In this case, 
it is necessary to make some specific brand not to be used in some region to avoid the 
interference. This problem can be responded as the brand which contains that brand is 
not used. The radio techniques which is a basics does not need to be revised because 
the frequency bandwidth of the rest of channels including the mandatory channel are 
the same  except channel number 4, 7, 11, and 15 in Table 1. 

Table 1. Channel frequency of IEEE 802.15.4a(MHz) 

Ch.# Sub-Band 4 3994.6 10 6486.4
0 499.2 Ch.# high-band 11 7987.2

Ch.# low-band 6 6988.8 12 8985.6
1 3494.4 7 6489.6 13 9484.8
2 3993.6 8 7488.0 14 9984.0
3 4492.8 9 7987.2 15 9484.8

 
That is, the same technology as the existing frequency band can be applied. The 

frequency band of 3.1～4.8GHz and 7.2～10.2GHz was allowed to be used as the 
UWB in Korea [3]. However, the interference avoidance technology (DAA) should be 
applied in a 3.1～4.8GHz band. The application of the DAA was decided to be 
postponed in a 4.2～4.8GHz band [3,4]. Therefore, the current status of the frequency 
band should certainly be identified when the WPAN system of location awareness 
corresponding to the IEEE 802.15. 4a standard is developed. 

2.2   UWB PHY System Technologies 

The UWB PHY is based on an impulse system and can compose two pans by using its 
own acquisition code each frequency band. Two pans from one band among the 
frequency band number 0, 3, and 9 in Table 1 is supposed to be realized. The chip-
rate is the same with 499.2MHz regarding three mandatory frequency bands. 

The modulation system for the UWB PHY assumes the form of combining the 
BPM and BPSK to support all the synchronization and asynchronous reception, and 
each symbol consists of the burst which several the UWB pulse. Various data service 
is provided by adjusting the length of a burst. 
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Fig. 1. The transmission and reception of the UWB PHY 

The sending end is supposed to go out into the channel through RS encoder, 
convolutional code, symbol mapper, preamble inserter, pulse shaper, and antenna. 
The receiving end restores the signal entered as a transmitting signal through RF 
through pulse shaper, synchronization, data demodulation, convolutional decoder, and 
RS decoder. 

2.3   Ranging Technology  

The degree of precision in the location awareness at the level of several dozen cm is 
required between devices in IEEE 802.15.4a. There is TOA (time of arrival) which 
seeks the location by measuring the wave transfer time between two nodes as the 
method of the location measurement for this. In addition, there are AOA (angle of 
arrival) and TDOA(time difference of arrival).  

 

Fig. 2. Two-way ranging based on TOA 

The device A operates its own counter by sending a ranging message as in Fig. 2. 
The device B starts to operate the counter and sends ACK message to the device A 

after the receiving process time ( replyBt ) if it receives the corresponding ranging 

message from the device A. The Device A stops its counter and obtains the value of 

RTT(round-trip time, roundAt ) as soon as it receives a message from device B. The  
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value pt  can be shown as in the formula (1) corresponding to TOA as it can be 

known in the device A by a method such as loading a message.  

2
replyBroundA

p

tt
t

−
=       (1)

There may be many errors because of the leading edge detection of a signal, the 
precision of a counter, crystal offset, internal delay of a transmitter-receiver, when 

calculating pt  based on Two-way ranging. Therefore, the algorithm which can do 

the precise ranging should be drawn considering these errors. 
To ensure that the reproduction of your illustrations is of a reasonable quality, we 

advise against the use of shading. The contrast should be as pronounced as possible.  
If screenshots are necessary, please make sure that you are happy with the print 

quality before you send the files.  

2.4   MAC Technology  

IEEE 802.15.4a MAC follows IEEE 802.15.4 MAC basically. 16 slots were placed 
during a super-frame, a characteristic of IEEE 802.15.4 MAC. It was made by 
transmitting most of data and adopting the method of operating as a sleep mode in the 
inert state. The data operates based on CSMA/CA for the CAP period.  A super 
frame was designated based on a beacon. Accordingly, it increased the data transfer 
rate and liquidity of the applied distance as it supported the mode of messaging a data 
in a state without a beacon as well as the mode of transmitting data according to this.  

The characteristic of IEEE 802.15.4a MAC is the addition of MLME-DPS and 
MLME-DITHER, a service access point (SAP) by the UWB PHY method regarding a 
ranging. MLME-DPS is a primitive regarding the DPS setting which can prevent 
“Spoof Attack” as it uses a preamble different form a normal mode in the UWB PHY 
on ranging. The MLMEDITHER is a primitive to give the “Dither Time” on the ACK 
message response time so that other device cannot be involved in ranging on the 
TWR ranging in the UWB PHY [4]. 

3   Realization of IEEE 802.15.4a PHY 

3.1   The Transmission Structure of UWB PHY 

The form of UWB frame realized was composed SHR preamble, PHY header, and 
payload. SHR, a preamble signal in Fig. 3 is used for the algorithm at the sending end 
such as AGC, Signal acquisition, estimation of frequency offset, and ranging. It was 
divided into SYNC, a section in which a preamble symbol is repeated as in Fig. 3 and 
SFD section in which the preamble was ended.  
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Fig. 3. The form of UWB frame 

Preamble symbol suggested in IEEE 802.15.4a is a ternary code with the length of 
31 or 127. Two ternary codes were allotted each channel. The ternary code had the 
peak value when the characteristic of a periodic correlation was multiplied by its own 
code, and is used as a code of separating different PAN because the rest part is 0.  

Table 2. The ternary code with a 31 length 

Index Ternary Code Ch. #
1 -0000+0-0+++0+-000+-+++00-+0-00 0,1,8,12
2 +0+0-0+0+000-++0-+---00+00++000 0,1,8,12
3 -+0++000-+-++00++0+00-0000-0+0- 2,5,9,13
4 0000+-00-00-++++0+-+000+0-0++0- 2,5,9,13
5 -0+-00+++-+000-+0+++0-0+0000-00 3,6,10,14
6 ++00+00---+-0++-000+0+0-+0+0000 3,6,10,14

 
The PHR in Fig. 3 is composed of the data transfer rate, section length of 

preamble, field 8bit which has the flag information telling ranging, and length field 
8bit which has the length information on a pay-road which must be transmitted. It is 
altered by the BPM-BPSK modulation method. 

The transmission structure needed to generate this UWB frame was the same as in 
Fig . 4.  

 

�

Fig. 4. FEC encoder 
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A FEC encoder in Fig. 4 uses by connecting RS(Reed-Solomon) encoder and 
Convolutional encoder in series as shown in Fig. 5. 

 

Fig. 5. FEC and Modulation Process 

Above all, 378 bit (b0,...,b329, p0,...,p47) is generated in the by attaching 48 parity 
to the data of 330bit(b0,...,b329) in the RS encoder.  The code rate R=1/2, Constraint 

Length K=3, and generation polynomial generates systematic-bit 
)(

0
kg  and parity-bit 

)(
1

kg by using (2,6)8. The Modulation of UWB PHY is altered by produced 
)(

0
kg and 

)(
1

kg  through a FEC encoder and the BPM-BPSK modulation method. The kth 

transmit signal of the UWB system changed according the modulation method of the 
BPM-BPSK can shown as in formula (2). 
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where, 
)(

0
kg  is altered as the location information of a burst, )(

1
kg is falsified as the 

polarity information of a burst. The sequence 
cpbkNns + is the spreading code for the kth 

transmission and )(kh decides the hopping location of kth burst. )(tp  is transmission 

pulse type of antenna input. 

3.2   The Reception Structure o f the UWB PHY 

As mentioned earlier, the transmitter and receiver were altered as BPM-BPSK as that 
it could support all the coherent and non-coherent reception. 

 

Fig. 6. The structure of the synchronous and asynchronous reception 
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The coherent reception is a structure of finding the location and polarity information 
through the back-diffusion  and correlator after it separates I, and Q, and takes the 
ADC each. On the other hand, the non-coherent structure stores the location 
information by judging whether the energy of the burst signal is located in front or at 
the back end. At this time, the location information stored went through only the RS 
decoder without convolutional decoder. 

 

Fig. 7. The result of P&R planned as the process of TSMC 0.13 

4   Chip Test and Verification  

The saw tooth wave and pulse data packet were generated to investigate functions and 
performance of the ADC and DAC in a modem chip. In addition, the verification was 
possible through the test mode setting in a board design as an ADC-to-DAC look-
back path was reflected into a plan.  

 

Fig. 8. Test board setup 

A ramp wave, a pattern signal known the inside of a modem chip was directly 
generated for a chip test, permitted into the input of the DAC. As a result of checking 
the output signal as a digital oscilloscope, the normal ramp wave was output in Fig. 9 
and Fig. 10. 
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Fig. 9. Internal PLL Mode[@1.2V] 

�

Fig. 10. External Bypass Mode[@1.2V]-998.4MHz 

FD_Flag was continuously measured as in Fig. 11 and Fig. 12 after the first packet 
received when the packet data transmitted from a modem platform was succeeded in 
receiving. 

 

�

Fig. 11. FD_Flag and SFD when the reception of the first packet was a success 
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Fig. 12. FD_Flag and SFD when the packet receives after the first packet receives 

4   Conclusion and Directions for Further Research 

This study searched the IEEE 802.15.4a technology which is the standard of the 
location awareness WPAN system which provides the communication and location.      
The UWB technology can provide the function of the location awareness as it is 
adopted as the standard technology for the communication and location which 
requires the degree of precision within several dozens of centimeters in a relatively 
narrow area. Relevant common products will be released from now on because the 
research and development have actively been proceed at home and abroad as the 
IEEE 802.15.4a standard was completed. It is also expected that this study will play 
an important role in realizing the ubiquitous sensor network. In addition, it is 
considered that the research and development for the location awareness WPAN 
system should be continued because it aims at the low price and low consumed 
electric power. 
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Abstract. A NLM generator is an alteration of LM generator with the addition 
of NFSR. NLM generator is high speed with low power consumption and has 
high security level. NLM-128, an instance from NLM family, is implemented 
and analyzed. This paper examines the hardware performance of NLM-128. An 
ALTERA FPGA Cyclone II device (EP2C35F672C8) is chosen to analyze the 
performance of NLM-128. The results show an output performance of 
83.33Mbps with low power consumption. In addition, it is easy to be 
implemented in hardware because NLM-128 requires little logic gates only. 

Keywords: NLM generator, stream cipher, simulation, FPGA, Galois LFSR,  
keystream generator. 

1   Introduction 

The cryptographic ciphers are generally divided into two types, which are public key 
encryption (also known as asymmetric encryption) and private key encryption (also 
known as symmetric encryption). We can further divide private key ciphers into two 
categories – stream ciphers and block ciphers. Stream ciphers have a speed advantage 
against block ciphers. In addition, it is more efficient than block ciphers and much 
simpler to be implemented. RC4 is one of the commercial applications that use stream 
cipher. It is almost two times faster than nearest block cipher and can be written in 30 
lines of code as compare to a typical block cipher which needs several hundred lines 
of code [1, 2].  

In year 1985, a summation generator was purposed [3]. It has excellent 
cryptographically properties such as the ability to produce random binary sequences 
with maximum period. Besides that, it has high linear complexity which makes  
the analysis of the sequences harder. However, the summation generator is suffered 
from correlation attack [4, 5], fast correlation attack [6] and divide and conquer attack 
[5, 7]. Then, a LM generator had been proposed in year 2000 with an addition of a 
memory bit to the summation generator [8]. Since the construction of summation 
generator and LM1 generator is analogous, similar attacks can be used to attack both 
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generators [9]. A NLM generator, based upon summation generator was proposed in 
year 2009 [10]. This scheme was proposed with an attempt to defeat the known 
attacks against the summation-type generators. NLM generator is an alteration of LM 
generator [8] with the replacement of one of the Linear Feedback Shift Register 
(LFSR) with Nonlinear Feedback Shift Register (NFSR). The purpose of the 
additional NFSR in the design is to increase the nonlinearity of the generated output 
keystream [10]. By doing so, the security level can be enhanced.  

This paper examines the hardware performance of NLM-128 in FPGA. 

2   Summation-Like Generator 

This section will briefly describe summation generator, LM generator, and NLM 
generator. 

2.1   Summation Generator  

In summation generator, there are r regularly clocked binary LFSRs and log2n bits of 
carry [3]. Two LFSRs are denoted as La and Lb respectively. c represents carry bit. aj 
is the output of La at time j. Similarly, bj is the output of Lb at time j. The output cj 
represents the carry bit of the generator at time j, and zj represents the generated 
keystream bit at time j. cj and zj are defined as: 

                                            
( ) 1−⊕⊕== jjjjjcj cbabafc                                        (1) 

                                                1−⊕⊕== jjjzj cbafz .                                             (2) 

Initial state (at time j = 0) of carry bit in the generator, c-1 = 0. 

LFSR A (La)

cj-1

cjcj-1

Output zj

LFSR B (Lb)

 

Fig. 1. Summation generator (r = 2) 

2.2   LM Generator  

Fig. 2 shows a LM generator [8] with r = 2. LM generator (as shown above) and 
summation generator (fig. 1) are very similar. A LM generator is an improved- 
summation generator with an additional memory bit, d. Notations La, Lb and c in LM 
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generator are defined exactly the same as in summation generator. The carry bit of 
LM generator at time j, cj is defined by equation (1), which is totally identical to 
summation generator. At time j, the additional memory bit of the generator is denoted 
as dj. dj is calculated by function fd as shown in equation (3). The addition of extra 
memory bits d affects the calculation of function z (fz). The fz is changed to include d 
in the calculation, as shown in equation (4). 

 ( ) 1−⊕⊕== jjjjdj dbabfd . (3) 

 11 −− ⊕⊕⊕== jjjjzj dcbafz . (4) 

Initial state (at time j = 0) of carry bit (c-1) and memory bit (d-1) is defined to be 0. 

 

Fig. 2. LM generator (r = 2) 

2.3   NLM Generator  

NLM generator [10] as shown in fig. 3, substitutes one of the LFSR in LM generator 
with NFSR. It is believed that the substitution of NFSR can produce more 
unpredictable outputs. All the notations used in NLM generator are defined exactly 
the same as in LM generator, except bj. bj is defined as the output of NFSR (instead of 
LFSR’s output in LM generator) at time j. At time j = 0, c-1 = 0, d-1 = 0. The function 
fc, fd and fz are identical to LM generator, except the definition of bj in the equation is 
different. 

 

Fig. 3. NLM family generator 
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NLM-128. An instance from NLM family generator is NLM-128. It has 127 bits of 
LFSR and 129 bits of NFSR. The two polynomials of NLM-128, pa(x) and pb(x) are 
defined as follwing: 

.1
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pa(x) is a primitive polynomial, and pb(x) is a de Bruijn sequence irreducible 
polynomial [10]. NLM-128 uses 128 bits of key, k and initialization vector, iv in 
initialization process.  

The initialization process runs the generator twice. In first iteration, starting state of 
127-bit La = (k⊕ iv) mod 2127. Modulus of 2127 after the XOR operation is essential to 
obtain 127 bits from the 128-bit result. Starting state of 129-bit Lb = (k << 1)⊕ (0|iv). 
This means the key (128 bits) embedded in 129-bit word is first shifted 1 bit to the 
left. Then, it is XORed with iv with a leading zero. Now, the cipher is run to produce 
an output string of length 256 bits, R1. In second iteration, the first 127 bits from 256-
bit R1 are used as the initial state of La, and the remaining 129 bits form the initial 
state of Lb. The cipher is run once again to produce a 256-bit output, R2. As 
previously, the first 127 bits of R2 form initial state of La, and the remaining 129 bits 
of R2 are used as the initial state of Lb. At this stage, the initialization process is 
accomplished. The LM generator initial state is now set and it is ready to generate 
keystream. The generated keystream is then XORed with the plaintext bit to produce 
ciphertext. 

3   Performance Analysis of NLM-128 

3.1   FPGA Implementation 

Galois implementation is used for LFSR and NFSR in NLM-128 rather than 
Fibonacci implementation. A FPGA design was done to assess the performance of 
NLM-128. FPGA schematic approach was used in Quartus II v9.1 to target device 
EP2C35F672C8 (Cyclone II family). An assumption was done for the assessment. 
The input for LFSR and NFSR in the design is assumed as the final output of 
initialization process, R2. That is, the two iterations in initialization process are 
assumed done. The generator is ready to be run after the input is fed to LFSR and 
NFSR. Thus, the implementation of initialization process is not included in this 
design. The focus of the design is mainly on the key generation. Table 1 shows the 
design environment for the assessment. 
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Table 1. Design environment 

Item Design Environment 
Platform PC, Windows 7 32-bit 

Design Tool ALTERA Quartus II v9.1 
Device family FPGA Cyclone II Family 
Device type EP2C35F672C8 

 

Karnaugh map was used to simplify the equation (3). The simplified equation is:  

 11 −− += jjjjj dadbd . (7) 

Simplification was not done on equation (2) because an adder’s megafunction 
provided in Quartus II tool could be used for equation (2). The Altera megafunctions 
are ready-made, pre-tested blocks of intellectual property that are optimized to make 
efficient use of the architecture of the targeted programmable device [11]. 

Fig. 4 is the total block diagram for FPGA design of NLM-128. Only a small part 
of LFSR and NFSR implementation is shown here due to the design diagram of LFSR 
and NFSR are too huge. The output of LFSR and NFSR at time j is denoted as aj and 
bj respectively in the diagram. aj, bj and dj-1 are then go through some combinational 
logic gates which are designed according to equation (7) to produce dj. On the other 
hand, the outputs of LFSR and NFSR together with cj-1 are passed to the megafunction 
mega_add at the same time to produce cj and partial result of zj (aj xor bj xor cj-1). The 
partial result of zj is then XORed with dj-1 to produce zj. After that, a plaintext bit can 
perform XOR operation with zj to produce ciphertext bit. 

 

Fig. 4. Design view of nonlinear function block in FPGA for NLM-128. 

Fig. 5 shows the implementation of LFSR and NFSR. LFSR and NFSR are formed 
by numbers of D flip-flop. Be noted that the XOR gates are appeared between D  
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flip-flops since Galois implementation is used. Design of NFSR is similar as LFSR, 
except the feedback function was implemented differently. A clock is used to control 
both LFSR and NSFR and is assigned as global clock to minimized clock skew.  

      

Fig. 5. Design view of LFSR and NFSR block in FPGA for NLM-128 

Fig. 6 is part of the diagram showing how the feedback function of NFSR is done. 
AND operation is performed to all the 129 D flip-flops’ output at certain time. Again, 
megafunction AND was employed to reduce the number of gates used in the design. 
AND megafunction can support 128 input ports only. Thus, an additional AND gate 
was essential to get the final result of feedback function. 

 

Fig. 6. Design view of NFSR feedback function block in FPGA for NLM-128 

…

…
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The design meets all the timing requirements in timing analysis. This reflects the 
setup and hold relationship in the design is not violated. set_input_delay -min is set to 
-1ns, and set_input_delay -max is set to 3ns. It means the input signal can take 
anywhere from -1ns to 3ns relative to the rising clock edge to reach the FPGA. 
Similarly, set_output_delay -min is set to -1ns, and set_output_delay -max is set to 
3ns. The goal for timing analysis on all paths is to have a positive slack. A slack is 
used to indicate how well a design is meeting or missing its requirements.  

3.2   Performance Analysis 

In fig. 7, the LFSR_input and NFSR_input are loaded to LFSR and NFSR 
respectively. As mentioned earlier, the two iterations in initialization process is 
assumed done and we are at the stage where the output of the initialization process, R2 
is ready to be loaded to La and Lb. LFSR_input and NFSR_input represent substring of 
R2, where LFSR_input represents the first 127 bits of R2 and NFSR_input is the 
remaining 129 bits of R2. In fig. 7, after 129 clock cycles, all registers in La and Lb is 
loaded with bit 1. This indicates all bits of R2 are 1 in this case. The initial state of the 
LM generator is now set and it is ready to generate keystream starting from 130th 
clock cycles. 

 

Fig. 7. Timing simulation result for NLM-128 

Table 2. Summarization of result 

Performance Category Result 
Throughput of data rate 83.33 Mbps 

Elements used 257 cells 
Total power dissipation 126 mW 

 
 

With this design, since the longest delay is 9.761ns, a clock with period equal to 
12ns is able to produce a throughput of 83.33 Mbps with a positive slack of 2.494ns. 
This proves NLM-128 can generate keystream rapidly. 

Total logic elements used in this design are 257 cells out of 33216, which mean the 
usage of logic elements is less than 1% over the total availability. This indicates 
NLM-128 requires little logic gates and it is easy to be implemented in hardware.  

The estimation of total power dissipation of the design is 126mW. It reflects just a 
little power is enough to run the generator. The value is an estimation value because 
there are external factors like toggle rate which affect the power consumption. 
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4   Conclusion 

NLM-128 is a stream cipher with good properties. It has high linear complexity and it 
is easy to be implemented in software and hardware. Apart from that, as shown in this 
paper, NLM generator can generate keystream in high speed and consumes little 
power only. The implementation of NLM-128 is easy and it is adequate to be used in 
various applications. 
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Abstract. We propose a simple optical clock signal extraction scheme
of a nonreturn-to-zero signal and experimentally demonstrate the clock
signal extraction using a single FBG filter. The proposed optical signal
processing shows the 10Gb/s PRZ pattern which can be used for optical
clock recovery.

Keywords: optical signal processing, clock recovery.

1 Introduction

In order to cope with the recent explosive increase in IP traffic, many research
groups have focused on all optical clock recovery for real time data processing
which is expected to be realized in the near future for all optical transparent
networks [1,8] . For real time optical signal processing, a number of methods
for all optical clock recovery have been proposed and demonstrated [4,5,7,6]. To
apply the reported methods, however, these schemes require specially designed
a DFB laser[4,6], a Fabry-Perot laser diode[5], or semiconductor optical ampli-
fier Mach-Zehnder interferometric switches[7], of which systems are complex to
implement. On the other hand, an optical clock recovery system employing pas-
sive components has been reported for 40 Gb/s nonreturn-to-zero (NRZ) signal
with two fiber Bragg grating (FBG) filters [2,3]. The scheme of Ref.[3] can not
only generate the pseudoreturn-to-zero (PRZ) but eliminate noise components
between the carrier and the clock component.

In this paper, we further simplify the previous scheme of Ref.[3] to convert
the NRZ signal to pseudoreturn-to-zero (PRZ) for clock recovery using a single
FBG filter. The experimental result shows that the proposed scheme employing
a FBG filter converts the NRZ signal to PRZ.

2 Proposed Scheme for Clock Extraction of NRZ Signal

Figure 1 show a random digital sequence of an NRZ signal in which the bit of
”1” holds the value of ”1” throughout the bit period. In other words, an NRZ

G. Lee, D. Howard, and D. Śl ↪ezak (Eds.): ICHIT 2011, CCIS 206, pp. 454–458, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Waveform of an NRZ signal

(a) (b)

Fig. 2. Simulation results for RF and optical spectra of input 10Gb/s NRZ signal (a)
and(b), respectively

waveform does not return to zero for the period of the bit interval for a signal
value of ”1”. The power spectral density of an NRZ signal is

ΨNRZ(f) =
A2Tb

4
[sinc(fTb)]

2

[
1 +

1
Tb

δ(f)
]

(1)

where A and Tb are the amplitude of the bit of ”1”and the bit period of the signal,
respectively. Since the sinc function of the power spectral density of an NRZ
signal in eq.(1) falls on the value of ”0” at the multiples of the clock frequency of
the NRZ signal, 1/Tb, an NRZ signal does not have the clock components in its
spectrum, as shown in the simulation result of Fig. 2(a). The real pulse shape
of an NRZ signal in an optical transmission system, however, is not rectangular
due to limited response times of devices used in systems. The rise/fall time of
devices in a system transforms the ideal NRZ rectangular pulse to the shape
with an exponential increase/decrease. Nonlinear properties of optical devices in
terms of response time account for the clock components in the optical spectrum
in Fig. 2(b). However, the amplitude of the clock components in the optical
spectrum are not large enough to be used for clock extraction compared with
the carrier frequency component. Spectral components Ω(ω) of the NRZ signal
in eq.(1) can be described as follows:
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Fig. 3. Experiment setup for optical preprocessing for NRZ-to-PRZ conversion

Ω(ω) =
∑

i

Ciδ(ω − iω0) (2)

Since the clock signal is generated through the beating process between two
frequency components which are spaced the clock frequency from each other,
the amplitude of the NRZ clock signal can be expressed as

Cclk =
∞∑
−∞

CiCi−N (3)

where N is given from ω0 = 2π/NT . Note that the ideal NRZ signal does not
have any clock components in its spectral domain as mentioned in this section
and shown in the simulation result of Fig. 2(a). That is, the amplitude of the
clock component, Cclk in eq.(3) in spectral domain is theoretically ”0”. However,
by suppressing or enhancing amplitudes of some frequency components in eq.(3),
we can have the clock component, Cclk, in an NRZ signal.

For the clock extraction for an NRZ signal, we propose a scheme in which
the clock component is generated by suppressing the carrier component, which
disturbs the balance between the positive and the negative terms in the eq.(3).
Figure 3 shows the proposed scheme in which the amplitude of the carrier fre-
quency component is reduced through the reflection of the FBG filter.

We conducted numerical simulation by reducing the carrier component by
99.9% as shown in Fig. 4(b), generating the clock component even in the rf

(a) (b)

Fig. 4. Simulation results for RF and optical spectra of the output signal through the
proposed scheme (a) and (b), respectively
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spectrum, Fig. 4(a). In the numerical simulation, the amplitude of the clock
component, Fig. 4(a), is enhanced and larger than 7 dB compared other fre-
quency components adjacent to the clock component. The optical amplifier after
the FBG filter in Fig. 3, amplifies the optical power of the PRZ signal to be
received by the photodetector.

3 Experiment

We conducted an optical experiment to convert a 10 Gb/s NRZ signal to a PRZ
signal using the proposed scheme, Fig. 3. The bandwidth and reflectivity of the
FBG filter used in the experiment are 0.17 nm and 90%, respectively. The mod-
ulated optical NRZ signal of which RF spectrum and eye diagram are shown in
Fig. 5(a) and (b), respectively, and propagates to the FBG filter through a circu-
lator. The FBG filter reflects frequency components around the carrier frequency
component in the optical frequency domain, reducing the carrier component am-
plitude and reshaping the optical spectrum of the NRZ signal. By passing the
NRZ signal through the FBG filter, the proposed scheme enhances the ampli-
tude of the clock component in the RF spectrum, Fig. 5(c), and converted the

(a) (b)

(c) (d)

Fig. 5. RF spectra and eye diagrams of the input 10Gb/s NRZ signal (a), (b), and of
the output signal through the proposed scheme (c), (d)
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NRZ signal to the PRZ signal, Fig. 5(d). Figure 5(c) shows that the amplitude
of the clock component in the rf spectrum is 10 dB larger than other frequency
components adjacent to the clock component. The PRZ signal is amplified by
the optical amplifier and other noise components which exist beyond the clock
frequency components are eliminated by the bandpass filter.

4 Conclusion

We proposed a simple NRZ-to-PRZ conversion scheme and experimentally demon-
strated the NRZ-to-PRZ conversion using a single FBG filter. Through the
scheme, the amplitude of clock component increases and is 10 dB larger than
other frequency components adjacent to the clock components. The proposed
optical signal processing scheme shows the PRZ pattern which can be used for
optical clock recovery.
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Abstract. As the social environment rapidly changes and health concerns 
increase, medical expenses have also been increasing. Also, the source of value 
in the medical service industry is changing from single service competitiveness 
to a total solution philosophy. In addition, any attempt to manage personal 
health data and U-Health continue to grow by innovations and are processed 
through IT convergence services such as Google Health or Touch Doctor. Basic 
U-health services are created by sending and receiving data between personal 
health devices, gateways, service providers and medical institutions. It is 
incomplete to implement U-Health, although a guideline based on standard 
focusing Continua is currently suggested. Thus in this paper, we designed a 
message server based on relevant requirements and standards. The proposed 
server can implement dynamic modules. It also allows many different standards 
to be accepted and expanded, so it is expected to help U-Health service provider 
systems to be implemented. 

Keywords: OSGi, HL7, Personal Health Data, Message Gateway Server, U-
Health. 

1   Introduction  

The interest in health has been growing socially as the quality of life has improved 
with the increase of personal income. Also, information technology develops while in 
the medical industry, a technical and institutional environment regarding U-Health 
has been implemented via Touch Doctor or Google Health.  These services are 
changing the concept of the traditional medical services. So consumer demand is also 
increasing. 

Previously, U-Health was independent, so health care services were available only 
in the hospital and depended on doctors and medical devices. The market of medical 
devices has expanded with the Internet and the changing paradigm of the medical 
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service industry [1][2][3]. Furthermore, as the number of chronic patients and elderly 
people has rapidly risen, and consumers become more aware of how to prevent 
diseases, an increasing number of people manage their health with Personal Health 
Devices (PHD) at home [4]. 

Basic U-Health services transmit biometric data to a gateway after measuring 
blood pressure, pulse, ECG, etc and transfer personal health information to medical 
institutions via Service Providers [5]. So it allows people to manage their health data 
and take proper medical treatment for their medical conditions. U-Health services 
currently have guidelines based on standard focusing Continua, but these guidelines 
are not yet complete enough to implement a u-Health service. 

Thus, in this paper, we designed a message server based on relevant requirements 
and standards. The proposed server can be implemented as a dynamic module. It is 
also able to accept and extend diverse standards. It is expected to help the U-Health 
service provider system to be implemented. 

2   Relation Study 

2.1   Continua 

Continua attempts to solve these problems by suggesting a Continua Design 
Guideline for Interoperability gaps which occur when adopting them, using as many 
current standards as  possible instead of setting up new standards to provide 
connections between personal health devices. 

In order to implement U-Health services, end-to-end architecture should be defined 
for personal health devices measuring biometric data to a medical information server 
which analyzes it. Continua End-to-End Architecture categorizes medical information 
devices required for u-Health services by interface according to their roles and 
purposes as shown in Fig. 1, and adopts standard techniques appropriate to each 
interface. Continua End-to-End Architecture solves end-to-end interoperability 
problems by suggesting a Continua Design Guideline [6][7]. 

 

Fig. 1. Definitions and graphical notation 
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Two interfaces – a Personal Area Network (PAN) and a Heath Record Network 
(HRN) - were defined in the Continua Design Guideline version 1.0. Basic End-to-
End Architecture for U-Health services was completed after two more interfaces - 
Wide Area Network (WAN) and Local Area Network (LAN) - were additionally 
defined in the v1.5 specification published in 2010. The range of guidelines is 
expected to gradually expand after new standard techniques such as Bluetooth Low 
Energy (LE) by interface is adopted in the v 2.0 in 2011 as shown in Table 1 [8]. 

Table 1. Standard technique classified by interface adopted in Continua 

Interface Standard Technique Area Adopt Guideline 
PAN ISO/IEEE 11073-Device Specialization 

Bluetooth LE Thermometer 
Data v1.0 

v2.0 
 ISO/IEEE 11073-20601-2008 

ISO/IEEE 11073-20601A-2010 
Bluetooth LE Protocol 

Message v1.0 
v1.5 
v2.0 

 USB PHDC 
Bluetooth HDP 
Bluetooth LE 

Transport v1.0 
v1.0 
v2.0 

LAN ISO/IEEE 11073-Device Specialization Data v1.5 
 
 
 
 
WAN 
 
 
HRN 

ISO/IEEE 11073-20601-2008 
ISO/IEEE 11073-20601A-2010 
ZigBee HCP 
ZigBee many-to-many connectivity 
IHE PCD-o1 (HL7 V2.6 Message) 
W3C WS-1 BP,BSP, RSP 
SOAP 1.2, HTTP v1.1 
HL7 PHMR(CDA R2) 
IHE PIX 
IHE XDS 
IHE XDR 
IHE XDM 

Message 
 
Transport 
 
Data 
Message 
Transport 
Data 
Patient ID 
Message 
Transport 

v1.5 
v1.5 
v1.5 
v2.0 
v1.5 
v1.5 
v1.5 
v1.0 
v2.0 
v1.0 
v1.0 
v1.5 

2.2   ISO/IEEE11073 

ISO/IEEE 11073 has been developed and adopted by almost every country to provide 
complete connections between medical devices, interoperability, plug and play, 
transparency, ease of use and configurations. ISO/IEEE 11073 contains commonly-
used standards in different levels which provide connections to relevant devices and 
complete solutions from low to high levels (abstract expression of data and services). 

Those standards are divided into device data, general application services (event or 
polling), transmission (cable or radio), network communication (few network 
connecteds by a party telephone network) and gateway standards (DICOM or HL7 
messages) [9]. ISO/IEEE 11073 enables communication between medical devices and 
external medical systems. It also automatically saves information regarding signal 
data of patients and equipment movement. 
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ISO/IEEE 11073 aims to provide real-time plug and play interoperability for 
medical devices connected to patients and make it easy to efficiently exchange life 
signals obtained from point-of-care with medical device data in every health care 
environment. Fig. 2 is a reference model for medical device communications [10]. 

 

Fig. 2. Reference model for medical device communications 

3   Dynamic Message Server for Personal Health Devices 

We designed a message gateway server which collected diverse PHD data and 
connected it to a hospital healthcare system.The message server based on OSGi 
collects data from diverse devices and PHD by communication and improves 
productivity by embedding a framework usable in the server. 

Data collected by the server is provided to users in diverse forms such as HL7 and 
CDA. The proposed server can implement devices and services in the form of 
bundling and expansion. The framework based on the server can support applications 
regarding U-Health services without any expert knowledge for medical information 
standards and OSGi. Fig. 3 shows the architecture of the entire system. 

 

Fig 3. System architecture 
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As shown in Fig. 4, users provide data to the gateway after measuring it with a 
device. In the gateway, the user receives measured data and sends processed data to 
message the broadcast server if requested. The message gateway server transforms 
personal health data such as ECG and blood pressure into the forms of HL7 and PCD-
01 suited to medical institutions. Moreover, the message gateway server searches for 
diverse bundle types of device protocols and services, and provides them to medical 
institutions through service providers. 

Medical institutions provide users, hospital EMR, and other health care institutions 
with data in the form of graphs after transforming numerical data from a message 
gateway server into HL7, CDA, and PCD-01. Personal health information transferred 
to EMR enables applications in diverse services other than in medical systems. 

PHD MGS SP medical institution

1 : Transmit Personal Health data:ECG,B.P. and so on()

2 : ACK()

3 : Convert receive message to HL7, PCD-01()

4 : Request patient infomation()

5 : Request patient information()

6 : Information retrieval()

7 : Transmit search result()
8 : Transmit search result()

9 : Transmit converted  message that comform to patient information()

10 : Transmit medical data()
11 : Save medical data()

 

Fig. 4. Sequence diagram of the message gateway server system 

4   Implementation and Experiment 

4.1   Implementation Environment 

Java 6.x and the embedded platform gateway based on an Intel Atom Process were 
used in this experiment as shown in Table 2. The message gateway server was 
implemented using Eclipse Equinox, an integrated development platform and library 
for Java and JPA in a Linux-based and Java v1.6 environment. 

4.2   Experiment 

We use a 1-channel personal ECG device (EP202, Parama-Tech, japan) in order to 
validate the proposed message gateway server. Fig. 5 shows the results connected to 
the gateway. 
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Table 2. Experiment environment 

Item Description Remarks 

H/W Spec Linux 
Set-top based on Intel Atom 
Process  
 

Embedded 
Platform 

 EP 202 
 

1 channel  
ECG Device 

   
S/W Spec 
 
 
 
 
Data Format 

JDK 6.x or higher 
OSGi -R4 
Eclipse Equinox 
JPA(Database) 
 
HL7, PCD-01, CDA 

Message 
Transmission 
Server 
 
 
Data Format 

   

 

Fig. 5. ECG measurement (result of previous research) 

This was transformed into a PCD-01 message as shown in Fig. 6 by the message 
gateway server, conversion module, and outbound module. 

 
MSH|^~\&|E018||||20110404090030||ORU^R01^ORU_R01|MSGID1234|P|2.6|||NE
|AL||||Barcode|IHE PCD ORU-R01 2006^HL7^2.16.840.1.113883.9.n.m^HL7 
PID|||12072507^^^GMC^PI||Kang^Dae^Seoung^^^^L^A 
PV1||E| 
OBR|1|GilHospital|||||20110404090032 
OBX|1|ST|Protiein|1.0.0.1|4.8|%|||||R 
OBX|2|ST|Albumin|1.0.0.2|21.7|g/dl|||||R 

Fig. 6. PCD-01 message 

The transformed data can be sent to medical institutions through a message 
gateway server as shown in Fig. 7. As a  result of the experiment, measured data can 
be confirmed in the medical institution, and the messages are normally sent to the 
external HL7 gateway system through the HL7 outbound module. 
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Fig. 7. Experimental results 

5   Conclusion 

In this paper, we designed and implemented a message server for broadcasting 
personal health data. The proposed message server supported dynamic component 
architecture based on OSGi, so it easily expanded and improved diverse modules. 
Also, medical information standards such as HL7 and IHE PCD-01 were observed by 
the proposed message server. 

We succeeded in connecting data measured from PHD with Gil Hospital's EMR 
system through our experiment. Also, receiving messages could be transformed into 
CDA, the medical information exchange standard, and transmitted to other HL7 
servers. The created message was verified by IHE and proved that the proposed 
message server was available. 
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Abstract. Personalized radio-frequency identification (RFID) tags can be ex-
ploited to infringe on privacy even when not directly carrying private informa-
tion, as the unique tag data can be read and aggregated to identify individuals, 
analyze their preferences, and track their location. This is a particularly serious 
problem because such data collection is not limited to large enterprise and gov-
ernment, but within reach of individuals. In this paper, we describe the security 
analysis and implementation leveraging globally networked mobile RFID ser-
vice. We propose a secure mobile RFID service framework leveraging mobile 
networking. Here we describe the proposed framework and show that it is se-
cure against known attacks. The framework provides a means for safe use of 
mobile phone-based RFID services by providing security to personalized RFID tags.  

Keywords: Mobile RFID, Privacy, Security, Hospital, Healthcare. 

1   Introduction 

The recent medical security guidelines and the development of information 
technology make hospitals reduce the expense in surrounding environment and it 
requires improving the quality of medical security of the hospital. That is, with the 
new guidelines and technology, hospital business escapes simple fee calculation and 
insurance claim center. Moreover, MIS (Medical Information System), PACS (Picture 
Archiving and Communications System) are also developing. Medical Information 
System is evolved toward integration of medical IT and situation si changing with 
increasing high speed in the ICT convergence. These changes and development of 
ubiquitous environment require fundamental change of medical information system. 
Mobile medical information system refers to construct wireless system of hospital 
which has constructed in existing environment. Through mobile RFID development in 
existing system, anyone can log on easily to Internet whenever and wherever. 

RFID technology is widely used in supply chain management and inventory 
control, and is recognized as a strong potential vehicle for ubiquitous computing. 
However, continued development and global adoption has also raised fears of the 
potential for exploiting such tags for privacy infringement in ‘Big Brother’ type 
scenarios. We propose a secure framework for mobile-phone based RFID services 
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using personal privacy-policy-based access control for personalized ultra-high 
frequency (UHF) tags employing the Electronic Product Code (EPC). The framework, 
called mobile RPS, has dynamic capabilities that extend upon extent trust-building 
service mechanisms for RFID systems. This new technology aims to provide absolute 
confidentiality with only basic tags. 

2   Security Framework Architecture 

2.1   Privacy Protection Framework for Mobile RFID Services 

The objective of personal privacy in mobile RFID services is to allow individuals to 
control their personal information related to RFID services. In other words, unautho-
rized distribution of personal information carried on the tag shall be prevented and a 
privacy protection mechanism shall be applied to the information collection process 
through the use of terminals. This paper aims to provide privacy protection services 
by adopting a privacy protection system (RPS) in the mobile RFID service network. 
Figure 1 shows the structure of mobile RFID service including RPS. 

Privacy protection in mobile RFID services refers to technological measures 
against unauthorized access of personal information. Access to platform resources can 
be controlled based on each user’s privacy protection level. Privacy protection in 
mobile RFID services is based on the following concepts.  

 

Fig. 1. Mobile RFID service 

1) For privacy-secure mobile RFID services, the privacy protection system guar-
antees confidentiality and integrity of privacy information on the network and 
ensures authorization of entities. 

2) Mobile RFID application and contents provides detailed access control me-
chanisms that can manage object information, log data, and personal informa-
tion by user group. 

3) Mobile RFID application and contents provision systems communicate with 
RPS systems through secure communication paths. 
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4) Mobile RFID application and contents provision systems provide auditing 
functions with stronger privacy based on the privacy protection policy that 
each individual user defined in the RPS system. 

 5) The Mobile RFID application and contents provision system manages personal 
privacy information based on the rules that individual users defined in the RPS 
system. The system operators are obliged to protect personal privacy informa-
tion in earnest.  

6) Mobile RFID application and contents provision systems have a mechanism to 
negotiate privacy policies with mobile RFID terminals to prevent them from 
gathering personal information. 

2.2   Application and Contents Information Server of the Service Provider 

The application and contents information server of the service provider provides an 
extended access control for greater stability. Depending on the tag owner’s policy 
transmitted from RPS, the application and contents information server manages priva-
cy contents, checks who is accessing information, and controls access based on the 
privacy protection level that shall be set by the object holder.  
 

 

Fig. 2. Application and contents information system of service provider 

2.3   Procedure for Secure Mobile RFID Services 

There are three privacy protection scenarios for mobile RFD services.  

2.3.1   Privacy Policy-Setting Stage 
1) Subscribing to RPS and Setting the Privacy Policy 
Figure 3 shows the procedure for subscribing to RPS. To use the privacy protection 
service, the user shall subscribe to RPS and define his/her privacy protection policy. 
In the same way, the service providers that intend to provide privacy-secured services 
shall also subscribe to RPS and comply with the default privacy policy of the corres-
ponding service or the privacy protection policy set by the user.  
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Fig. 3. Subscribing to privacy protection service in a mobile RFID environment 

2) Personalization of Tag-attached Object (Privacy Information Combining Phase) 
In Figure 4 above, the privacy policy is applied when the tag-attached object is perso-
nalized or when privacy information is combined. The following describes the proce-
dure in more detail.  
①The mobile RFID terminal reads the tag. Depending on the user’s decision, the 

RFID terminal starts the application program to personalize the tag-attached ob-
ject (such as purchase.)  

 

Fig. 4. Personalization of tag-attached object 

②The RFID terminal finds the mobile RFID application server in the ODS server 
and sends the request. At this time, the mobile RFID application server receives 
information requests and checks whether there is any privacy policy for the own-
er’s tag-attached objects.  

③In case the application server does not have a privacy policy for the tag-attached 
object owner, the RFID terminal requests the policy from the RPS server. Then, 
RPS checks whether there is a privacy policy for the tag-attached object. 
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3) Provision of Privacy-protected Information  
In the above procedure, privacy-protection information is provided in three ways as 
shown in Figure 5. The following describes the procedure.  

①The mobile terminal reads the tag’s information. At this time, the privacy policy 
stored in the tag is also sent to the mobile RFID terminal.  

②The mobile RFID terminal is coupled with the user’s terminal application service 
and finds the mobile RFID application server in the ODS server. At this time, the 
mobile RFID application server receives the request and checks whether it has 
the privacy policy of the tag-attached object owner.  

③In case the mobile RFID application server does not have the privacy policy of 
the tag-attached object owner, the mobile RFID application server will request 
the RPS server to send the policy. Then, RPS checks whether it has the privacy 
policy of the tag-attached object owner.  

④RPS stores personal privacy policy when the object is personalized and sends the 
privacy policy to the application server. In case RPS does not have a policy, the 
owner will send the privacy information request in a short text message and will 
inform who is requesting the privacy information. To avoid delays, the default 
privacy protection policy determined based on the privacy impact assessment re-
sult is sent to the application server. 

 

Fig. 5. Mobile RFID privacy protection scenario 

⑤The mobile RFID application server sends information of which privacy protec-
tion level is lower than the one defined by the user. In other words, only privacy-
protected information is sent to the one who is requesting the information.  
Appendix 1 shows an example. 

2.4   Classification of Privacy Levels 

The following table is an example of how the privacy levels are classified and how 
each level is applied. The privacy level is from 0 to 10. In Level 0, virtually no priva-
cy protection is provided, and in Level 10, tags are killed or the levels are not in use. 
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As shown in Table 1, levels actually used for privacy protection are from 1 to 9. 
These levels are again classified into Low Level (1 ~ 3), Medium level (4 ~ 6), and 
High Level (7 ~9.) Each level is for the privacy protection in each application service. 
However, it is recommended that the privacy protection system should support the 
following levels to ensure compatibility with the RPS system. In other words, privacy 
platforms have three groups of privacy protection levels that are from 1 to 10. Three 
groups of privacy protection levels include Low Level (where most information is 
disclosed), Medium Level (where object information and history are disclosed) and 
High Level (where only part of the object information and object category are dis-
closed.) The default privacy level is applied to the tag and the RPS system.  

1) Low Level (Open)  
Low levels refer to levels where privacy is least protected among all privacy pro-
tection levels. When the privacy level is a low level, most mobile RFID terminals 
can access the system and related information including parts of personal informa-
tion. Low levels are allowed only for those who are reliable.  

2) Medium Level (Object Information and History)  
When mobile RFID accessing individuals are reliable or information carried on the 
tag does not infringe on a users’ privacy, Medium levels are applied. In Medium 
levels, parts of information are not protected because some security keys are dis-
closed and disclosed information does not affect security.  

3) High Level (Part of Object Information and Object Category) 
Access to High-level information is not reliable, and all access is controlled. Only 
limited parts of information such as object names or object categories are allowed 
in High levels. For example, in a High level, mobile RFID service is sensitive to 
privacy and the object owner allows the least information to be exposed to third 
parties. 

Table 1. Default privacy protection level 

Privacy Level 
Object  
Information 

Low Level  
(1~3) 

Medium Level 
(4~6) 

High Level  
(7~9) 

1 2 3 4 5 6 7 8 9 

Object Category O O O O O O O O X 

Object Name O O O O O O O O X 

Object Code  O O O O O O O X X 
Object History O O O O O O X X X 

Price O O O O O X X X X 

Distribution Information O O O O X X X X X 
Object Description O O O X X X X X X 

Owner ID O O X X X X X X X 

Owner Account O X X X X X X X X 

Owner Personal O X X X X X X X X 

  X: Not to be disclosed/ O: To be disclosed. 
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3   Implementation of Application Solutions 

3.1   Implementation of Customized Healthcare Service 

In the proposed hospital data management system, RFID-tagged medical card are 
given to patients on registration. Patients with sensitive conditions, for example, heart 
disease or cerebral hemorrhage, can use the medical card to rapidly provide medical 
history that can used for fast application of first aid. Further, biosensors can be incor-
porated to provide real-time data to the doctor for each specific patient. The RFID 
patient tags also can be used to verify patient identity to ensure the correct treatment 
is administered. Thus, the system allows chartless service. 

 

Fig. 6. Proposed customized ubiquitous hospital model 

3.2   Implementation 

The hospital generated an initial set of control data, which included the patient code, 
medical ID, and related information. The default privacy level was used and the pa-
tient was not allowed to control security policy. In order to provide authentication and 
privacy interface to patient as a agent in medical discovery gateway and hospital's 
information server system. Essentially, each bit of sensitive data was initially classi-
fied by the default privacy weight, which was then modified by the end user's detailed 
policy. The user-controllable privacy policy in this system evaluation is considered a 
basic part of RFID privacy management. The compatibility and scalability may be 
limited, which will hamper system migration, but the mechanism is suitable for policy 
based privacy control. The proposed privacy management mechanism was imple-
mented in an actual medical emergency room, including a networked medical  
information RFID kiosk, RFID networked emergency rescue system, and medical 
examination service. There is some approach applying the RFID to medicine and 
hospital. From above, proposed privacy scheme has advantages in custom centric  
approach aspect for constructing a privacy aware ubiquitous medical system. 
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4   Conclusion  

RFID technology will evolve to become ubiquitous, allowing automatic detection and 
delivery of information on the surrounding environment, and interconnecting them 
through the network. This will require RFID implementation of security measures as 
the technology is vulnerable to privacy infringement via counterfeiting, falsification, 
camouflage, tapping, and tracking. Therefore, it is necessary to enact laws and regula-
tions that meet the expectations of consumer protection organizations that are sensi-
tive to individual privacy, and develop and apply secure technologies that can follow 
such laws and regulations.  

Mobile RFID readers are being actively researched and developed throughout the 
world, and more efforts are underway for the development of related service technol-
ogies. Though legal and institutional systems endeavor to protect privacy and encour-
age data protection, the science and engineering world must also provide suitable 
technologies. Seemingly, there are and will be no perfect security/privacy protection 
methods. The technologies proposed in this paper, however, would contribute to the 
development of secure and reliable RFID systems.  
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Abstract. We propose mobile healthcare monitoring system embedded using a 
portable base station. The portable base station is integrated with ECG sensor 
node and responsible to act as a gateway to interface two wireless technologies: 
Zigbee and Bluetooth. We show the working principle of portable base station 
and also demonstrating it with a few practical approaches. Wearable biosensors, 
mobile application for vital signal monitoring, PC program for remote vital 
signals monitoring are also demonstrated.    

Keywords: Portable base station, body area network, healthcare monitoring. 

1   Introduction 

In the past 10 years, wearable and mobile healthcare monitoring had been marked up 
as a convenience solution for real time and non-invasive healthcare monitoring. User 
trial experience on mobile healthcare concluded that users are demanding for good 
telemedicine service [1]. Jonese and Valerie Gay suggest wearable physiological 
signal device to have Zigbee linked with user’s mobile system [2], but a setback is to 
have a Zigbee compatible interface board connecting to user’s mobile system. Lubrin 
and Lawrance work out another body area network prototype by communicating 
several wireless motes to user’s mobile system using Zigbee solution [3], but yet, a 
bulky Zigbee compatible interface board is required to plug on user’s mobile system. 
Aleksandar, Chris, and Emil Jonanov discuss about the basic working principle of 
body senor network on personal healthcare monitoring but yet still promoting the 
same idea of using Zigbee compatible board to interface Zigbee bio sensor node with 
user’s mobile system [4]. In this paper, we propose an idea of using a portable base 
station to replace the existing Zigee interface board solution. Portable base station 
receives Zigbee transmitted data and sends to user’s mobile system using Bluetooth 
connection. Thus, user’s mobile system need no to connect with an extra interface 
board and hence promoting better flexibility and reserving battery power for user’s 
mobile system. 



476 J.H. Yap, Y.-H. Noh, and D.-U. Jeong 

 

2   Overview of System Architecture for Mobile Healthcare 
Monitoring  

We propose a portable base station to integrate with ECG sensor node within a body 
area network. ECG sensor is attached to user’s chest area to acquit 
electrocardiography (ECG) signal, where ear PPG sensor is clipped to user’s ear lope 
and finger PPG is clipped to user’s thumb to obtain photoplethysmograph (PPG) 
signal. Ear PPG and finger PPG sensors are Kmote integrated. Therefore both of the 
PPG signals are sampled and transmitted to portable base station via Zigbee 
transmission. Then, sampled ECG data, ear PPG data, and finger PPG data are sent to 
user’s mobile system (Smart Phone) in real time and simultaneously display on screen 
for monitoring purpose. At the same time, Smart Phone uploads the vital signal data 
to Server PC via Bluetooth connection. At server PC, a remote PC monitoring 
program is developed to display vital signal graph for healthcare monitoring purpose. 
Vital signal graphs are then uploaded to Wide Area Network (WAN) or Local Area 
Network (LAN) via Internet. Third party users like doctors, medical service provider, 
and patient’s family are able to access the very first hand vital signal information by 
tracing the corresponding IP address of the Server PC within WAN or LAN.   

ECG signal is band limited at the range of 1.59Hz~40Hz and amplification factor 
is set to be closed to 1000. Ear PPG signal is band limited at 0.1~3HJz and Finger 
PPG signal is band limited at 0.35Hz~10.5Hz . Amplification factor for both PPG 
amplifiers is set to be closed to 20. Both PPG sensors are integrated with Kmote, 
where Kmote is an ultra low power wireless node in which used for Zigbee 
communication [5].  

 

Fig. 1. Overview of system architecture for mobile healthcare monitoring system using portable 
base station 
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Fig. 2. Portable base station receive ear PPG and finger PPG data using Kmote (Zigbee 
communication) and send ECG, ear PPG and finger PPG using ESD200 (Bluetooth 
communication) 

Portable base station consists of one microcontroller integrating with ECG senor 
node, Kmote and ESD200 Bluetooth transmitter [6]. ECG signal is sampled using the 
ADC port from the microcontroller (ATMega128) [7] and transmitted to Smart Phone 
using Bluetooth transmitter. On the other hand, Kmote as part of the control unit of 
the microcontroller act as a Zigbee receiver to receive Zigbee transmitted data from 
both ear PPG sensor and finger PPG sensor. All the vital signals data are handled with 
appropriate time synchronizing scheme and then send to Smart Phone via Bluetooth 
transmission.  

Since the portable base station is integrated with ECG sensor node and embedded 
control on three bio sensor node for wireless transmission to user’s Smart Phone, an 
extra Zigbee interface board which in used in [2], [3], [4] is no longer a must. This 
promotes mobile flexibility and power saving for Smart Phone battery. Another main 
idea of portable base station is to demonstrate the possibility of interfacing two or 
more wireless technologies within a body area network. Portable base station as a gate 
way to integrate with difference wireless technologies is foreseen to be a potential 
market in mobile healthcare.   
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3   Demonstration of Mobile Healthcare Monitoring System 
Architecture 

In this section, we illustrate the proposed body area network architecture with three 
kinds of demonstrations. 

3.1   Demonstration of Mobile Healthcare Monitoring System Using Portable 
Base Station  

Patch-type ECG sensor node integrated with portable base station is attached at user’s 
chest [8]. Ear ring-type PPG sensor is attached to user ear lope [9]. Finger-clip type 
PPG sensor node is clipped at user’s thumb. Both PPG signals are digitize sampled at 
a rate of 300Hz using TI MSP430 microcontroller in Kmote. Sample data are 
transmitted to portable base station using CC2420 radio chip. PPG signals are sent 
and receive simultaneously at portable base station using Zigbee transmission method. 
ECG data, ear PPG data, and finger PPG data are then sent to user’s Smart Phone via 
Bluetooth using ESD200 as a Bluetooth transmitter. Three vital signal graphs are 
displayed simultaneously on user’s Smart Phone as shown in Fig. 3.  

 

Fig. 3. Demonstration of mobile healthcare monitoring system using portable base station 

3.2   Demonstration of Displaying Vital Signals on Smart Phone 

Nevertheless, the core idea of this body area network is to receive vital signal data by 
Smart Phone via Bluetooth communication and displaying it on the screen for 
convenience healthcare monitoring purpose. Fig 4 shows the android application for 
displaying three simultaneous vital signals: ECG, Finger PPG, and Ear PPG signals 
on the Smart Phone screen. 
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Fig. 4. Screen shot on android phone while monitoring three simultaneous vital signals 

3.3   Displaying Vital Signals on a Remote Personal Computer for Third Party 
Monitoring Purpose  

Remote monitoring program for personal computer is developed to monitor three 
simultaneous vital signals data. With this program, third party user like doctor, 
physician or any other medical service providers are able to monitor a user’s real time 
vital signal information. Real time and continuous monitoring of vital signal serve 
crucial purpose for healthcare monitoring. Any abnormal occurrence in vital signal 
monitoring gives us a pre-alert on our healthy level in daily life.   

 

Fig. 5. Screen shot on a remote personal computer for simultaneous vital signal monitoring 

4   Conclusions 

In this paper, mobile healthcare monitoring system is presented. From system 
architecture expect, we suggest portable base station to be integrated with ECG senor 
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node to have optimum system design architecture within the body area network. 
Portable base station as a central control unit for body area network, serve as a gateway 
to handle Zigbee transmission from sensor node and Bluetooth transmission to user’s 
Smart Phone. From demonstration expect, we show several practical demonstration of 
the proposed mobile healthcare monitoring system. Several programming effort and 
hardware design effort are covered in section 3.1, 3.2 and 3.3. 

Body area network for mobile healthcare monitoring are made possible with the 
embedded control of three bio sensor node using portable base station. Mobile 
healthcare monitoring system is designed to serve the purpose of convenience, real 
time and continuous healthcare monitoring. Patch-type ECG sensor integrated with 
small size portable base station serve the convenience purpose of mobile healthcare 
monitoring. Ear-ring type PPG sensor design is as user friendly as Bluetooth ear 
phone available in the market. Finger-clip type PPG system is expected to be 
improved to glove-type in order to have better user flexibility. Vital signals can be 
continuously monitoring using Smart Phone and even on a remote personal computer, 
thus, meet the objective of mobile healthcare monitoring.  
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Abstract. This paper has presented the algorithm for P300 Speller Paradigm. 
The dataset used has been dataset II of the BCI competition III 2005. The 
novelty in the approach is that for each epoch the dataset has been split, 
organized and then preprocessed by average function of number of raw / 
column that was intensified. For each character classification is based on the 
Euclidean distance between a pattern P300 calculated on the training set and 
patterns of six rows and six columns calculated on the testing set. 

Keywords: EEG, BCI, P300, speller paradigm. 

1   Introduction 

The usage of electroencephalographic signals EEG as a vector of the communication 
between humans and machine is one of the new challenges existing in the theory of 
signals. The main element of such a communication system, known as the “Brain 
Computer Interface-BCI”, is represented by the interpretation of the EEG signals 
interpretation corresponding to the characteristic parameters and of the electric 
cerebral activity [1] [2]. A definition of a BCI, subsequently accepted by most of the 
researchers in the field is that a BCI is a communication system in which the messages 
or the commands sent to the exterior environment by an individual do not pass 
through the normal output paths of the brain, paths constituted by the peripheral 
nerves and muscles. 

The purpose of BCI is to establish a communication system which translates the 
human intentions – represented by appropriate signals – into control signals for an 
output device, for example a computer or a neural prosthesis. 

A BCI system can offer to the paralyzed persons (for example from lateral 
amyotrophic sclerosis, stroke or severe polyneuropathy) or lacking the muscle 
control, the possibility of giving quick responses to simple questions, of controlling 
the environment, to process slowly certain words or even to control a neural 
prosthesis [2]. At the same time, the performance of this new technology, measured in 
terms of speed and precision, or by an inclusive measure, the transfer speed of the 
information, it is modest [3]. The current systems do not have a transfer speed of the 
information of more than 25 biti/min. The exceptions are the system based on the 
visual evoked potentials. These systems do not depend directly on the muscular 
control, but they require direct control on the gaze. Therefore, they cannot be used for 
the persons with complete paralysis. [6] 



482 M. Fira 

 

As any communication system, a BCI has inputs (electrophysiological signals 
resulting from the monitoring of the brain’s activity), outputs (actions executed by an 
active device), elements which transform the inputs into outputs and a protocol based 
on which the system is working [6], [7]. 

This paper presents the algorithm for classification on the dataset produced by a 
P300 speller matrix during the BCI III competition. The P300 Speller is a paradigm 
where a user sits in front of a 6x6 matrix of letters and numbers on a computer 
monitor and using his/her thoughts is able to spell words on the computer screen. 

2   The Data Set - Description 

The P300 speller paradigm [4] [5] use visual stimulation enabling to write by spelling. 
The method consists in displaying a 6x6 matrix composed by the figures and letters. 
Lines and columns of the matrix are successively highlighted. When the line or the 
column contains the chosen letter, a P300 ERP appears. A classifier is then used to 
determine if this signal correspond to a positive response or not.[1] 
For BCI III competition the dataset has been recorded from two different subjects in 
five sessions each and signals was been bandpass filtered from 0.1 - 60Hz and 
digitized at 240Hz. Each session is composed of runs, and for each run, a subject is 
asked to spell a word. For a given acquisition session, all EEG signals of a 64-channel 
scalp have been continuously collected. [2] 

 

Fig. 1. Placing the 64 electrodes to acquire the EEG signals in BCI competition III 

Row/column intensifications were the block is randomized in blocks of 12. The sets 
of 12 intensifications were repeated 15 times for each character epoch (i.e., any specific 
row/column was intensified 15 times and thus there were 180 total intensifications for 
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each character epoch). Each character epoch was followed by a 2.5sec period, and 
during this time the matrix was blank. The train set contains 85 characters and the test 
set is on 100 characters for each of the two subjects A and B. A more detailed 
description of the dataset can be found in the BCI competition paper [1]. 

 

A B C D E F 
G H I J K L 
M N O P Q R
S T U V W X
Y Z 1 2 3 4 
5 6 7 8 9 _ 

Fig. 2. Example of a 6 × 6 user display in P300 Speller 

3   Methods 

We present the methods we followed for building our classifier in this section. Our 
method has two major stages, namely: 

1. The preprocessing stage: a preprocessing based on the average of several 
channels and  the 15 repetitions in order to calculate the P300 pattern from 
all 85 epochs and for the calculation of 12 the average signals for each epoch 
(corresponding to the six lines and six columns) 

2. The classification stage: a classification stage for signals obtained from the 
previous stage, based on the Euclidean distance from P300 pattern. 

1   Preprocessing Stage 
At first, for some predefined channels of all 64 of channels, we extracted and 
normalized all data samples between 0 and 1 sec posterior to the beginning of an 
intensification. We obtained such, from a training set of 85 characters spelling a  
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Fig. 3. The P300 patterns 
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database of 12*15*85 = 15300 signals of 240 samples for each analyzed channel. 
These 15 300 signals (for every channel analysis) are then divided into signals with 
P300 and  nonP300 signals, resulting two subsets, the subset of 2550 signal with P300 
and the subset of 12750 signals without P300. From all subsets P300 by averaging a 
pattern P300 we obtained. 

For classification we constructed 12 test signals (corresponding to the six lines and 
six columns) by averages of the all 15 repetitions on the testing set, for each character 
(epoch). In other words, mediating all 15 intensifications corresponding to each row 
or column will get a pattern corresponding to the respective line or column. Patterns 
thus obtained are subjected to median filtering with a window of 10 samples. 
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Fig. 4. Example of pattern and filtered pattern (with P300) 
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Fig. 5. Example of pattern and filtered pattern (without P300)
 
2   Classification Stage 
The classification of the patterns obtained on the previous stage is actually a binary 
classification and the results are converted into a decision for the 36-class by crossing 
the line and column corresponding binary classification. 

The problem is to find only a single line of six lines containing P300 and the like to 
find a single column of six columns containing P300. The decision which the line (or 
column) contains the P300 is based on the Euclidean distance of the six patterns 
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corresponding to the six lines (or the 6 columns) and P300 pattern (calculated on the 
preprocessing stage). In other words, all 6 Euclidean distances are calculated and the 
row (column respectively) which corresponds to the smallest distance is categorized 
as having P300. 

For each character (time) once marked the row and column containing the P300, 
the final classification decision is at the intersection line with the column containing 
P300. In other words, for a correct classification the both row and column containing 
P300 should be identified. A wrong classification of the corresponding line or column 
of P300 leads to an invalid final decision. If a character string followed a decision, the 
correct classification probability is 1 / 36, i.e. 2.77%. 

4   Experimental Results 

In literature there is no universal recipe of channels to be used to ensure success in 
BCI P300 Speller, relevant channels for the same methods ranging from one topic to 
another. Therefore, most algorithms that have shown outstanding performance 
involving a training stage in which to determine which channels are optimal in terms 
of classification performance, following that once this channels are determined the 
classification will be based only on signals from these channels. 

In the proposed method, a first stage was the channel sensitivity analysis, i.e. to 
find which channels are best in terms of classification based on the proposed method. 
Thus, using one single channel and using the proposed algorithm it the classification 
performances of these channels were found. Table 1 summarizes the performance for 
several channels. 

Table 1. The classification performances for a single channel 

channel  Classification % channel Classification % 

F3 - 32 31 Cz - 11 51 

F1 - 33 47 C2 - 12 39 

F2 - 35 44 CP3 - 16 17 

FC3 - 2 42 CP1 - 17 38 

FC1 - 3 54 CPz - 18 44 

FCz - 4 35 Pz - 51 47 

FC2 - 5 53 P1 - 50 30 

C3 - 9 23 POz - 58 20 

C1 - 10 40 PO7 - 56 17 

 
Starting from the idea that using EEG signals from multiple channels will increase 

the classification performance, and taking into account the sensitivity of the channel 
for (presented in table 1) the proposed algorithm, we have tested various 
configurations of channels used and classification performance is presented in  
Table 2. 
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Table 2. The classification performances using various configurations of channels 

Channels used  Classification performances 
3, 5, 11 64.7 
3,5 60 
3,5,18 58.82 
3,5,11,51 58.8 
3,3,5,10,11,12,17,18,19 58.5 

5   Discussion and Conclusions 

This paper has presented the algorithm for P300 Speller Paradigm. The dataset used 
has been dataset II of the BCI competition III 2005. The novelty in the approach is 
that for each epoch the dataset has been split, organized and then preprocessed by 
average function of number of raw / column that was intensified. Thus, for each 
epoch, from the signals corresponding the 12 intensification repeated on 15 times by 
preprocessing presented has obtained only 12 signals (one for each row or column) on 
which we decide the character follow. The decision is taken on the basis of 
comparison of 12 signals with a P300 pattern (this pattern is constructed from training 
dataset). 

The best classification performance is obtained when using three EEG channels, 
i.e. channels 3, 5, 11 ie, FC1, FC2 and Cz, when we obtain a classification of 64.7%, 
on a testing set of 100 characters. 

The proposed algorithm is sensitive to the channels used and therefore it is 
necessary to analyze the sensitivity channels. After finding the sensitivity of channels 
to obtain improved results can be used more channels (choose channels with higher 
sensitivity). 
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Abstract. Neurofeedback is a kind of bio feedback that induces the brain wave 
pattern or the regional cerebral blood flow (rCBF). For the last thirty years, this 
technique was clinically applied in order to increase the effect of the 
psychotherapy. However, most of the studies which were carried out until now 
were just simple ones that analyze the patterns of the brain waves according to 
specific stimulations. It seems that the studies related to the environmental 
factors for the specific time have not been carried out yet. There was a problem 
caused by the difference according to the surrounding environment when a 
specific type of stimulation is applied to a specific patient. Such a problem was 
an obstacle in the clinical utilization of this technique. In order to solve such a 
problem, this study has analyzed the characteristics of the brain waves along 
with the changes of the surrounding environment for the time when the 
stimulation is applied to the patient. Based on the results, the trend for inducing 
emotional changes in the environmental factors was analyzed. Also, a way to 
utilize brain waves for stable neurofeedback treatments, and related training 
techniques and health-care tools, which were not influenced by the 
environmental changes, was suggested. 

Keywords: brain waves, changes of emotional status, changes of temperature, 
environmental factors, influence. 

1   Introduction 

The most basic and sensitive condition required in the u-health industry is the ability 
to measure the private health-related information in the u-health environment. The 
level of sensitivity, which is related to the user, is very high for the medical data. 
However, regarding the acquisition of the data for biological measurements, since the 
level of change is too severe due to the status of the user and the surrounding 
environment, the precision and credibility of the obtained data will influence the 
usage of the system. [1], [2] 

The technology of measuring biological information, which is expected to be 
widely used in the ubiquitous environment, measures the signals of the current or 
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voltage created by the neurons or muscle cells in the brain. The source of such signals 
is believed to be the membrane potential.  

Electroencephalogram is one of the biological signals that were widely used in the 
fields of the u-healthcare tools and the neurofeedback treatment. The study about such 
a signal has received positive attention and feedback. By utilizing various methods of 
handling the signals, the field related to such a signal was continuously developed. 
Several methods of using the signals to diagnose and treat various diseases were 
suggested. [3],[4] 

However, regarding many EEG-related studies, which were carried out until now, 
such fields as the exact measurement of the signals related to the brain waves and the 
elimination of the artifacts related to such signals were analyzed. Also, the field of 
pattern recognition was analyzed. Such fields of studies, which were analyzed more 
than others, have caused many unexpected results to occur, due to the different ways 
of using the study results. As a result, the potential problem caused by such a situation 
has become an obstacle for the utilization as tools by the medical and the health-care 
industries, which focus on the level of credibility. 

By considering the environmental factors, which were regarded as diverse 
variables when measuring biological signals; this study analyzes the influence of the 
environmental factors on the biological signals. The results of the analysis for the 
changes of the characteristics related to the biological signals influenced by the 
environmental factors make it possible to provide the results of the analysis for the 
stable biological signals which were not ultimately influenced by the environmental 
factors. Based on such results, it is expected that the findings will be utilized in 
various fields including the stable neurofeedback treatment and training, and various 
health-care tools. [1-7] 

This study is composed of the following parts. In the second chapter, the usage of 
the brain waves for the medical tools and the study trend related to the clinical 
diagnosis were introduced. In the third chapter, the experiment related to “the 
characteristics of the brain waves when exposed to the emotional changes by 
considering the changes of various environmental factors,” which was carried out in 
the study, is introduced. The environmental structure and the content of such an 
experiment were discussed. Also, in the fourth chapter, the results provided by the 
experiment which was executed in the study were suggested. In the fifth chapter, the 
conclusion and the study trend in the future were discussed. 

2   Related Works 

In order to utilize the biological signals in the fields of the health-care technology and 
neurofeedback, some major studies were globally carried out. The themes included in 
such studies were classified into four categories, including the sensor technology for 
measuring the biological signals, the technology for transmitting the biological signals 
and the related monitoring technology, the technology related to the tools for 
measuring the biological signals, and the technology for standardization. 

The study related to the brain waves among the biological signals was actively 
carried out. According to the study, the potential difference of the weak brain waves 
occurring in the physiological activity of the brain provides electrodes on the skin of 
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the head. Such electrodes were used to analyze the frequency elements of the brain 
waves. Also, various preceding studies and various types of utilization were carried 
out to find out the functional status of the central nervous system accompanied with 
the brain tumor, cerebrovascular injuries, and external head injuries. 

However, most of the studies which were carried out until today, regarding  
the brain waves, were independently limited to the four fields mentioned above.  
The composite study considering major environmental factors has not been carried 
out yet. 

Various techniques were suggested, regarding such things as the utilization of the 
biological information for the field of the health-care technology and the technique 
for treating various psychological diseases by using the neurofeedback. At this time, 
in order to determine which clinical utilization is most credible, it is necessary to 
carry out composite studies related to the environmental factors. 

3   Configuration of Experimental Environment 

3.1   Environmental Factors 

In order to analyze the changes of the emotional status according to the changes of the 
surrounding temperature, this study was carried out in an experimental environment 
composed of three independent rooms, as shown in Figure 1, in order to measure the 
brain waves after applying the changes of the room temperature and the emotional 
status. 

 

Fig. 1. Experimental Environment 

During the experiment, the room temperature and humidity of each independent 
room were kept at 28℃ and 30%, 38℃ and 39%, and 50℃ and 35% respectively, in 
order to prevent the composite environmental changes and increase the level of 
credibility for the analysis of the influence according to the changes of the 
temperature.  
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3.2   Subjects 

The subjects of the study included 20 men and 20 women, in good health and in their 
20s. The range of ages varies between the early 20s to the late 20s. Also, in order to 
make the subjects feel comfortable, the experiment was carried out between three in 
the afternoon and eight in the evening. The changeability according to the time of 
measurement was eliminated. 

3.3   Placement of Electrodes and Device for Measurement of Brain Waves 

In order to carry out the analysis for the changes of the emotional status and the 
characteristics of the brain waves according to the changes in temperature, the same 
conditions were applied for all the elements that influenced the experiment other than 
the changes in temperature. The measurement device used in the study is the eight-
channel brain-wave measurement tool (Laxtha Co., Ltd., Korea). Regarding the 
electrodes for the measurement of the brain waves, such locations as Fp1, Fp2, T3, 
T4, C3, C4, O1 and O2 were selected among the placement of electrodes, according 
to the 10-20 methods with the international standard for arranging the locations of 
electrodes. When measuring the brain waves, the data related to the brain waves of 
the subjects were digitalized by using the sampling rate of 256Hz. 

 

Fig. 2. International 10-20 system of Electrode Placement 

Regarding the selection of the placement of electrodes, Fp1 and Fp2 were selected 
to analyze the changes of the status for the brain activity of the frontal lobe. 
Regarding such physiological factors as the body temperature and the blood pressure, 
T3, T4, C3 and C4 were selected to analyze the changes of the status for the brain 
activity of the hindbrain which is involved in the activity of the diencephalon and 
other activities related to digestion, circulation, respiratory control and reflex action. 
Also, O1 and O2 were selected to analyze the changes of the status for the brain 
activity of the occipital lobe, which deals with the time-related information.  
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3.4   Methods 

�  Step 1 
Electrodes were attached to the scalp of the subject participating in the experiment. 
The subject enters the room where the measurement takes place according to the 
prearranged order and remains there, without moving, for ten minutes. 

�  Step 2 
After the time for stabilization passes, the subject’s pulse and the blood pressure were 
measured, and then their brain waves were measured for three minutes. 

�  Step 3 
After measuring the brain waves, the subject was given one minute to rest. The 
subject was advised to remain in a natural state. During such time, the brain waves 
were not measured. 

�  Step 4 
After the measurement of the brain waves was completed in the state of stabilization, 
the subject was directed to watch the moving images for five minutes. Such moving 
images could induce changes in the emotional status. While the subject was watching 
the moving images, it was necessary to measure his or her brain waves. The moving 
images which the subject watches in this step need to contain the contents that could 
influence the emotional status or the mind of the subject. In this study, images related 
to traffic accidents were shown, in order to make the subject become emotionally 
unstable and nervous, and even felt disgusted. 

�  Step 5 
After completing the step 4, the subject goes out of the room where the measurement 
takes place and takes a 10-minute break. After the break, the subject needs to enter the 
room where the next measurement takes place. After he or she enters the room, the 
whole process from the step 1 to the step 4 is repeated. If the moving images shown in 
the step 4 were same as before, the subject would not show emotional changes as 
before. In order to prevent such a situation, new moving images with a similar story 
were shown. The study is repeated until the measurement is complete in three rooms 
with the room temperatures of 28℃, 38℃ and 50℃. 

4   Experimental Results 

In the study, the cross-correlation coefficients between the EEG signal channels were 
analyzed to trace the movement of the emotional information when the brain carries 
out its activities. Also, the cross-correlation coefficients were used as the typical 
standard to analyze the influence of the changing temperature on the movement and 
change of the emotional information. By activating the ‘All Pair-Cross Pearson’s 
Correlation Function’ method, it is possible to generalize the process in the statistical 
way. Also, in order to analyze the influence of the element in the specific frequency 
contained in the brain waves, the band-path filter was used. Through such a process, 
the frequency of the EEG signal was classified into various fields. By activating the 
‘All Pair-Cross Pearson’s Correlation Function’ method to analyze the cross-
correlation coefficients between the channels according to the individual frequency, it 
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is possible to check the central field of the signals in the brain waves, which plays a 
significant role of delivering the emotional information. 

Also, in order to prevent such a factor as the rapid noise from decreasing the 
credibility for the results of the analysis, it is necessary to analyze the ‘Ensemble 
Averaging over Moving Window’ method in the interval of measurement. Figure 3 
shows the analysis of the signals in the brain waves in the block diagram. 

 

Fig. 3. Block diagram of analyzing process of the brainwave 

4.1   Analysis of Characteristics for Brain Waves in Stabilized Intervals 
According to Changes of Temperature 

In order to analyze the characteristics of the brain waves in the state of stabilization 
and the cross-correlation of the brain activities according to the changes of 
temperature, the eight electrodes in such locations as Fp1, Fp2, T3, T4, C3, C4, O1 
and O2 provided the required data for the brain waves. Such data can be used to 
analyze the cross-correlation. The average value for the data of 40 subjects was 
measured and shown in Figure 4. 

 

  
(a)28℃, Brain Map (b)38℃, Brain Map (c)50℃, Brain Map 

  
(d)28℃, Cross-Correlation Map (e)38℃, Cross-Correlation Map (f)50℃, Cross-Correlation Map 

Fig. 4. Cross-Correlation between channels in the state of stabilization according to the changes 
of temperature 
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After analyzing the characteristics of the signals in the brain waves in the state of 
stabilization according to the changes of temperature, it seems that active exchanges 
of information occur in the brain at the low temperature rather than the high 
temperature. Also, as the room temperature increases, the Cross-Correlation between 
the left hemisphere of the brain and the hindbrain increases as well, activating the 
exchange of information. (In other words, the Cross-Correlation among T3, T4, C3, 
C4, O1 and O2 increases.) 

4.2   Analysis of Characteristics for Brain Waves According to Changes of 
Temperature when the Emotional Status Changes 

In order to analyze the characteristics of the brain waves and the correlation of the 
brain activities according to the changes of temperature when the emotional status 
changes, the eight electrodes in such locations as Fp1, Fp2, T3, T4, C3, C4, O1 and 
O2 provided the required data for the brain waves. Such data can be used to analyze 
the cross-correlation. The average value for the data of 40 subjects was measured and 
shown in Figure 5. 
 

  
(a)28℃, Brain Map (b)38℃, Brain Map (c)50℃, Brain Map 

  
(d)28℃, Cross-Correlation Map (e)38℃, Cross-Correlation Map (f)50℃, Cross-Correlation Map 

Fig. 5. Cross-Correlation between channels according to changes of temperature when the 
emotional status changes 

By analyzing the characteristics for the signals in the brain waves according to the 
changes of temperature when the emotional status changes, the same stimulation as 
shown in Figure 5 was applied to the subject in order to change the emotional status 
of the subject. As the room temperature increases, the intensity of the reaction 
becomes bigger. As a result, it seems that a lot of information is exchanged in the 
entire brain. Especially, when the emotional status changes at the high room 
temperature, the amount of information which is exchanged in the brain becomes 
bigger in the left hemisphere of the brain and the hindbrain than the time when the 
room temperature changes in the state of stabilization. As a result, the cross-
correlation coefficient between the channels in such locations as T3, T4, C3, C4, O1 
and O2 increases more than the case of the stabilized situation. 
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4.3   Analysis of Factors Influencing Changes of Emotional Status for Each 
Element of Brain Waves in Each Frequency Band 

According to the analyzed results shown in 4.1 and 4.2, the changes of the room 
temperature influence the amount of information exchanged in the brain. Also, such 
changes influence the emotional status. In the study, in order to analyze the factors 
influencing the exchange of information in the brain and the emotional status, the 
measured data of the brain waves were classified into each frequency band. Then the 
cross-correlation between the channels was analyzed. Based on such results, the 
analysis for the characteristics was carried out.  

4.3.1   Analysis of the Influence Provided by the Delta Wave (0.1Hz~4Hz) on the 
Change of the Emotional Status 

When the emotional status changes in the band of the delta wave, as shown in Figure 
6, the change of the cross-correlation coefficient between the channels is similar to 
the one of the entire signals in the brain waves shown in Figure 5. At this time, it is 
possible to measure the amount of exchanges information between the channels. Also, 
the intensity of the reaction in the band of the delta wave is analyzed by applying the 
same kind of stimulation to the subject as shown in Figure 5. Even if the emotional 
status changes, the intensity becomes stronger as the room temperature increases. It is 
evident that the amount of information exchanged becomes bigger in the entire brain. 
(The cross-correlation coefficient between the channels in the locations of T3, T4, C3, 
C4, O1 and O2 increases.) Such a result is similar to the one shown in the analysis for 
the state of stabilization in the band of the delta wave. Also, it is similar to the one 
shown in the analysis for the signals in the brain waves in the state of stabilization 
throughout the entire frequency band. 
 
 

  
(a)28℃, Brain Map (b)38℃, Brain Map (c)50℃, Brain Map 

  
(d)28℃, Cross-Correlation Map (e)38℃, Cross-Correlation Map (f)50℃, Cross-Correlation Map 

Fig. 6. Cross-Correlation between the channels in the band of the delta wave according to the 
changing room temperature and the changing emotional status 
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4.3.2   Analysis of the Influence Provided by the Theta Wave (4Hz~8Hz) on the 
Change of the Emotional Status 

As shown in Figure 7, there is a big difference between the changing cross-correlation 
coefficient between the channels, which can be used to measure the amount of 
information exchanged in the brain when the emotional status changes in the band of 
the theta wave, and the changing correlation for the entire signals in the brain waves, 
which is shown in Figure 4 and Figure 5. 
 
 

  
(a)28℃, Brain Map (b)38℃, Brain Map (c)50℃, Brain Map 

  
(d)28℃, Cross-Correlation Map (e)38℃, Cross-Correlation Map (f)50℃, Cross-Correlation Map 

Fig. 7. Cross-Correlation between the channels in the band of the theta wave according to the 
changing room temperature and the changing emotional status 

If (a), (b) and (c) shown in Figure 7 were compared with (a), (b) and (c) shown 
between Figure 4 and Figure 5, It is evident that the amount of information exchanged 
in the brain is relatively low when the temperature and the emotional status change. 
Also, it is evident that the cross-correlation coefficients between the channels, which 
were shown from Figure 4 to Figure 6, were greatly influenced by a small change 
(such as the change from 28℃ to 38℃). However, the cross-correlation coefficient 
between the channels in the band of the theta wave was hardly changed. When the 
room temperature was rapidly changed, there seem to be small changes for the cross-
correlation coefficients between the channels. Also, the amount of information 
exchanged as shown between Figure 4 and Figure 6 is shown as the changing cross-
correlation coefficient between the channels of such locations as T3, T4, C3, C4, O1 
and O2. When the cross-correlation coefficient between the channels in the band of 
the theta wave is influenced by the rapid change of the surrounding temperature, there 
seemed to be a small change among such locations as T3, C3, C4, O1 and O2. By 
combining all the technical contents mentioned above, the cross-correlation 
coefficients including the band of the theta wave among the values that were used to 
measure the amount of information exchanged in the brain, were not greatly 
influenced by the changing temperature and environment. 
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4.3.3   Analysis of the Influence Provided by the Alpha Wave (8Hz~13Hz) on the 
Change of the Emotional Status 

It is evident that the change of the cross-correlation coefficient between the channels, 
which can be used to measure the amount of information exchanged in the entire 
brain when the emotional status changes in the band of the alpha wave as shown in 
Figure 8, is similar to the one in the theta wave shown in Figure 7.  
 
 

  
(a)28℃, Brain Map (b)38℃, Brain Map (c)50℃, Brain Map 

  
(d)28℃, Cross-Correlation Map (e)38℃, Cross-Correlation Map (f)50℃, Cross-Correlation Map 

Fig. 8. Cross-Correlation between the channels in the band of the alpha wave according to the 
changing room temperature and the changing emotional status 

When (a), (b) and (c) of Figure 8 were compared with (a), (b) and (c) of Figure 7, it 
was possible to know that the cross-correlation coefficient that was used to measure 
the amount of information exchanged in the brain is relatively smaller than that of 
Figure 7. When the cross-correlation coefficients between the channels were 
compared in the room for the measurement where the temperature is kept at 50℃, it is 
evident that the amount of information exchanged in such locations as T3, T4, C3, 
C4, O1 and O2 is active in Figure 7. However, the amount of information exchanged 
(the cross-correlation coefficient between the channels) among all the electrodes 
excluding T3 and C3 is not increased. If all the technical contents shown above are 
summarized, it is evident that the cross-correlation coefficient between the channels 
including the band of the alpha wave, among all the correlation coefficients used to 
measure the amount of information exchanged in the brain, is not influenced by the 
changing temperature and environment. Especially, in the case of the theta wave, the 
cross-correlation coefficient between the channels is changed a little when the room 
temperature is changed. In the case of the alpha wave, the cross-correlation 
coefficient between the channels is hardly influenced by the rapidly changing 
temperature. 
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4.3.4   Analysis of the Influence Provided by the Beta Wave (13Hz~30Hz) on the 
Change of the Emotional Status 

It is evident that the change of the cross-correlation coefficient between the channels, 
which can be used to measure the amount of information exchanged in the entire 
brain when the emotional status changes in the band of the beta wave as shown in 
Figure 9, is similar to the one in the alpha wave shown in Figure 8. However, the 
amount is relatively lower than that of the alpha wave.  
 
 

  
(a)28℃, Brain Map (b)38℃, Brain Map (c)50℃, Brain Map 

  
(d)28℃, Cross-Correlation Map (e)38℃, Cross-Correlation Map (f)50℃, Cross-Correlation Map 

Fig. 9. Cross-Correlation between the channels in the band of the beta wave according to the 
changing room temperature and the changing emotional status 

When (a), (b) and (c) of Figure 9 were compared with (a), (b) and (c) of Figure 8, 
It is evident that the cross-correlation coefficient that was used to measure the amount 
of information exchanged in the brain is relatively smaller than that of Figure 8. The 
change of the cross-correlation coefficient between the channels in the room for 
measurement at the room temperature of 50℃ is not small. However, it seems that the 
amount of information exchanged in the locations of O1 and O2 is relatively active.   

When all the technical contents mentioned above were summarized, it was evident 
that the cross-correlation coefficient between the channels including the band of the 
beta wave, among the cross-correlation coefficients that were used to measure the 
amount of information exchanged in the brain, was not influenced by the changing 
temperature.  

5   Conclusions and Future Study 

In the study, various types of analyses were carried out in order to investigate the 
characteristics of the brain waves according to the changes in these characteristics and 
the changes of the emotional status, by considering the environmental changes. 
Especially, the ‘Cross-Correlation’ method was carried out to measure the correlation 
coefficient for the amount of information exchanged in the brain, and the ‘Ensemble 
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Average over Moving Window’ method was carried out to minimize the errors of the 
analysis, which can be caused by the variation of the biological signals between the 
individuals and the absorption of the noise waves in the same environment for the 
subject.  

Also, regarding the analysis for the cross-correlation between the channels, which 
was carried out in this study, the widely-used method of analyzing the signals in the 
brain waves for each frequency band was utilized. By executing such a method for the 
analysis of the cross-correlation between the channels, it has become widely known 
that it is possible to use such a method in the practical field. 

By summarizing the experiments and the analysis techniques used in this study, it 
is possible to show the following results in Table 1, regarding the results of the 
analysis for the characteristics in each frequency band according to the changing 
temperature and emotional status. 

Table 1. Analysis for Characteristics of Brain Waves according to Changing Temperature and 
Emotional Status 

 Stabilized State 
Emotionally Changing State 

 (Visual Stimulation) 

Low 
Temperature 

(28℃) 

- Maintaining a relatively flat state of 
activation for the cross-correlation 
coefficients in the entire channel. 

- Maintaining a relatively flat state 
of activation for the cross-
correlation coefficients in the entire 
channel. 
- Increasing cross-correlation 
coefficients compared to the state of 
stabilization. 

Medium 
Temperature 

(38℃) 

- Increasing state of activation among 
the channels of T3, T4, C3, C4, O1 

and O2. 
- The cross-correlation between the 

channels with the element of the  
theta wave is not influenced by the 

changing temperature. 

- As the room temperature increases, 
the state of activation for the brain 
and the amount of information 
exchanged among the channels 
increase. 
- The cross-correlation between the 
channels with the element of the 
theta wave is not influenced by the 
changing temperature. 

High 
Temperature 

(50℃) 

- Increasing state of activation among 
the channels of T3, T4, C3, C4, O1 

and O2. 
- The cross-correlation between the 

channels with the element of the  
theta wave is partially influenced by 

the changing temperature. 
- The cross-correlation between the 
channels with the elements of the 
alpha wave and the beta wave is 

hardly influenced by the changing 
temperature. 

- As the room temperature increases, 
the state of activation for the brain 
and the amount of information 
exchanged among the channels 
increase according to the external 
stimulation of the same degree. 
- The cross-correlation between the 
channels with the element of the 
theta wave is partially influenced by 
the changing temperature. 
- The cross-correlation between the 
channels with the elements of the 
alpha wave and the beta wave is 
hardly influenced by the changing 
temperature. 
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Recently, the neurofeedback treatment method was widely used to treat the 
psychological and the mental diseases. Such a method was used to analyze the 
individual frequency band contained in the brain waves of the patient. As a result, it is 
possible to provide the external stimulation that helps to contain the elements with the 
level of a normal person. The results of the analysis in this study can be used 
immediately in the practical field. 

The study for the movement of the information in the brain and the influence of the 
changing temperature, for the time when the emotional status is changed, will be used 
to add variable environmental factors other than temperature, in order to provide 
results that can be used in the practical field. 
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Abstract. e-Learning 2.0, which is based on Web 2.0 technology characterized 
by users’ participation, sharing, and social networking, is being changed to a 
new e-Learning paradigm. Existing LMS/LCMS have limitations in providing 
various types of interactive components of video contents. It lacks real-timeness 
and interactivity between teachers-learners and learners-learners in video con-
tents operation. Thus, in order to overcome such limitations of e-Learning and 
to maximize learning effects, this study proposes a system emphasizing the cha-
racteristic (interactivity) of e-Learning 2.0 by implementing real-time interac-
tive video contents (bidirectional learning components) usable in online video 
lectures. For this purpose, we design a standard by expanding the SCORM 
standard used currently in building LMS/LCMS, and implement e-Learning 2.0 
environment based on the design. 

Keywords: Video-contents, SCORM, LMS/LCMS, interactive, real-time. 

1   Introduction 

Learning methods like e-Learning, which is being used throughout the world, appli-
cable in various education environments have advantages such as low expenses of 
education and availability of education to everybody at any time and in any place. The 
current e-Learning can be defined as fusion technology that integrates various infor-
mation technologies such as CG (computer graphics), VR (virtual reality), network, 
game, vision and mobility with learning systems [1, 2]. e-Learning consists of three 
components, which are learners, contents and platforms, and is used as means of self-
development, human resource development (HRD), lifelong education, etc. 

                                                           
* Corresponding author. 
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The introduction of such a new concept as Web 2.0 has brought many changes to 
the environment of e-Learning [3, 4]. According to O'Reilly’s definition of 7 prin-
ciples on Web 2.0, technological trends in the age of new e-Learning 2.0 that adopted 
the concept of Web 2.0 are the expansion of SNS (Social Networking Service) and the 
use of blogs or podcasting in the field of education [1]. These trends require e-
Learning environment based on user-centered LMS (Learning Management System) / 
LCMS (Learning Content Management System), which is more cooperative than 
existing e-Learning and allows learners to direct their learning. In this way, e-
Learning 2.0 equipped with the function of SNS is spreading steadily in the process of 
solving problems in existing e-Learning environment using Web 2.0 technology, and 
this makes it possible to personalize contents and is diversifying the contents of e-
Learning. 

Some of trends expected in the development of e-Learning in 2011 is “Social 
learning”, “Rapid Learning”, “Mobile Learning” and “Cloud Computing for Learn-
ing” [1]. Analyzed through such changes and forecast of the e-Learning paradigm, 
existing learning environment based on videos and flashes is still inadequate for  
supporting real-time interaction. Changes in the e-Learning paradigm suggest the 
necessity to develop technologies for real-timeness and high interactivity that enhance 
learners’ satisfaction and, at the same time, maximize the efficiency and outcome  
of learning. This requires the evolvement of existing video-based environment,  
which provides unidirectional education only, into real-time interactive learning  
environment.  

With the emergence of new paradigm of education environment (e-Learning 2.0), 
e-Learning is attracting people’s attention throughout the world, spotlighted as a new 
knowledge industry, and expected to make substantial achievements in human re-
source development. At present, a lot of investments and efforts are being made in the 
development of e-Learning technologies, and many studies are being conducted on 
new technologies for next-generation e-Learning.  

Table 1. Representative e-Learning 2.0 services [1, 5] 

Service Contents 

http://elgg.org/ is an open source system that provides personal blogs, file storages, 
RSS readers, etc. 

 

http://edublogs.org/ is a blog-based e-Learning service that provides functions such 
as automatic storage, automatic spelling check, and convenient upload of files and 

images. 

 
http://www.digication.com/ is an online classroom service through which students 

submit assignments online and teachers manage students. 
http://www.wikispaces.com/ is a Wiki-based e-Learning service that is easy to edit 

and update and allows free exchange of opinions. 

 
http://chinesepod.com/ is a Chinese language learning site using podcasting, RSS 
and blogs, through which learners can participate in discussions and have bidirec-

tional learning and multimedia learning. 

 

http://www.dickinson.edu/ forms language learning communities so that language 
learners find native speaker partners in overseas and practice conversations through 

Skype. 
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In international e-Learning markets, new online services such as integrating Web 
2.0 technology and e-Learning are emerging. Such services are spreading rapidly 
because they pursue sharing and openness rather than monopoly.  

In order to overcome the existing passive environment of e-Learning 1.0 in re-
sponse to trends in the age of e-Learning 2.0, this study proposes the base of learning 
environment suitable for e-Learning 2.0 that has emerged from Web 2.0. In this study, 
we develop real-time interactive video contents (bidirectional learning components) 
that maximize learning effects, and design an expanded standard based on SCORM, 
which is used as a current standard to construct LMS/LCMS [6, 7]. In this paper, 
Chapter 2 proposes an expand standard based on the SCORM standard. Next, we 
propose e-Learning environment implemented based on the results of this study, and 
draw conclusions. 

2   Designing LMS/LCMS Using Expanded SCORM Standard 

In consideration of the flow and trends of the e-Learning paradigm, we can analyze 
the shortcomings of LMS/LCMS, which manages existing e-Learning systems that 
are mostly video lectures, as follows. In existing video-based e-Learning systems, it is 
hard to measure learners’ progress rate accurately, real-timeness is not sufficient in 
contents operation, and there is a limitation in providing interactive components in 
contents. Although there are problems also in the volume or availability of video 
contents, these shortcoming mentioned above impair the functions or effects of  
e-Learning. Moreover, the operation of video contents can impose restrictions on the 
operation of learning courses. In order to overcome these limitations in e-Learning, 
this study proposes an expand standard based on SCORM so that new bidirectional 
components can be added to existing video lecture systems. In addition, we imple-
ment LMS/LCMS that maximizes the effect of learning through supporting real-time 
interactive video contents. 

2.1   System Flow Diagram 

The Webpage and learning window (video contents) of LMS/LCMS are built  
on the Internet and flash video (FLEX), which are installable to all users (teachers, 
learners, administrators), for the efficient expression of e-Learning 2.0 functions.  
This system is implemented using the expanded SCORM standard so that a running 
video content may be interlocked with LMS/LCMS and execute required actions. 
[Figure 1]. 

Lastly, learning components with various functions are implemented for real- 
time interaction during a video lecture and, consequently, video contents can be orga-
nized as in [Figure 1]. As video contents such as real-time chatting and discussion, 
Q&A and bulletin board are implemented based on the expanded standard, users  
can gain new learning effects by clicking desired icons in the interactive learning 
environment. 
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Fig. 1. Interactive e-Learning 2.0 environment in real time 

2.2   Designing a Standard for Expanding SCORM 

First, in order to connect LCMS developed based on the SCORM standard to real-
time video contents, we design a new XML-type standard by expanding the existing 
SCORM standard. Using the designed expanded XML schema, contents (lectures) 
developers produce contents. The produced contents are packed, parsed, and stored in 
the database. In this study, we define these processes and then expand the standard so  
 

 

Fig. 2.  XML standardized idea architecture based on expanded SCORM 
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that video contents can be connected to (communicate with) interactive components 
(chatting, discussion, quizzes, learning materials, etc.) through LCMS. [Figure 2]. 

2.2.1   (A) XML Schema Standard 
Manifest XML defined in SCORM is described as four layers Metadata, Organiza-
tions, Resources and Sequencing. This study expands the Metadata and Organization 
tags into new structures in order to support the packaging of interactive video contents 
in real time. 

2.2.2   (B) Contents Packaging Import Module Standard 
When LCMS packages contents, it ports contents using the contents of database (con-
tents information) based on import modules (Upload /Unzip module, Parsing module, 
and Data Process module). At that time, it builds contents packaging import modules 
through LCMS by defining three modules, which are packaging module, XML file 
parsing module, and database storage module.  

2.2.3   (C) Standard for Linking Interactive Learning Components 
Table 2 shows information defined for linking LCMS to interactive learning compo-
nents (e.g. discussion, quizzes, supplementary learning materials, etc.) in video con-
tents running online in real time. 

Table 2. Information related to connected components 

Information Description 

Discussion 

· Information on discussions in packaged contents, connected to LCMS 

and presented and managed in a table for discussions. Used as standard  
information on discussions in LMS when a LMS courses are opened 

· LCMS course information - System serial number, course classification 

serial number, course serial number, and session serial number 

· Discussion information –serial number, name, object ID 

Quiz 

· When a quiz-related event is triggered while a learner is learning video 

contents, the following information is created in the learning history 
information table. 
- The total number of quizzes registered in contents 
- The number of quizzes to which the learner has answered correctly 

Supplementary 

learning  

material 

· When an event related to supplementary learning materials is triggered 

while a learner is learning video contents, the following information is 
created in the learning history information table. 
  - The total number of supplementary learning materials  
  - The number of supplementary learning materials in which the learner 
has participated 
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For example, when a real-time discussion function in video contents is imple-
mented, the base model for nodes are included in the XML standard. 

2.3   Standard for Linking Web Services 

Second, because this study is for Web-based video learning, we design a standard for 
linking Web services. When a user logs in a LMS-based website and calls the learning 
window, information on the learner and the learner’s learning history in LMS should 
be connected to and communicates with contents information in LCMS. Moreover, 
XML schema should be designed so that when the learning window (video lecture) is 
executed it is connected to tasks such as discussion, quiz and learning history tracking 
that appear between LMS/LCMS and videos. [Figure 3] 

 

Fig. 3. Standardized idea architecture for Web service connection 

Here we define standard information for linking between LCMS (contents) and 
LMS (courses) such as course information in LMS, and course and learner informa-
tion in LCMS. Information necessary for the connection is as in Table 3. 

Table 3 shows information necessary for linking related to LMS course, learner, 
bulletin board and discussion in order to support real-time interaction when the video 
player imports contents. 
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Table 3. Information necessary for linking 

Information Description 

LCMS 
· LCMS information on the contents of the course that the learner is taking 

· LCMS course information : System serial number, course classification 
serial number, course serial number, session serial number 

LMS 

· Information on the course that the learner is taking 

· LMS course information : System serial number, course classification 
serial number, course serial number, term serial number, session serial 
number 

Learner 
· Information on the learner 

· Learner information : Serial number, ID, Name 

Bulletin 
board 

· Information on the bulletin board of the course that the learner is taking 

· LMS course information: System serial number, course classification 
serial number, course serial number, term serial number, session serial 
number 

· Bulletin board information: Bulletin board serial number, post serial num-
ber, post title, post contents 

· Learner information : Serial number, ID, Name 

Discussion 

· Information on the course that the learner is taking 

· LMS course information : System serial number, course classification 
serial number, course serial number, term serial number, session serial 
number 

· Discussion information : Discussion serial number, contents ID, discussion 
name, discussion contents 

· Learner information : Serial number, ID, Name 

2.4   Designing Learning History and Progress Rate Measuring Module 

Third, we design standards for learning history and progress rate measuring modules. 
The existing learning management system (LMS) measures learners’ progress rate 
using only learning hours. In order to overcome the shortcoming, we design logic that 
calculates learners’ participation rate based on the designs proposed above and calcu-
lates the progress rate by tracking learning history using actual learning hours. The 
progress rate measuring process involves actual learning hours, participation in 
quizzes, participation in supplementary learning, etc. and the rate can be changed by  
contents producers. For this, we define a database structure that allows the efficient 
management of learning history, and design XML schema for communication  
between LCMS and learning history, which is learners’ response to video contents. 
[Figure 4]. 
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Fig. 4. Standardized idea architecture of learning record and progress measurement module 

The standard database structure for managing learners’ learning history is designed 
for data connecting between LCMS and LMS courses, between learner information in 
LMS and LCMS, and between learning history and quizzes/supplementary learning 
materials.  

3   Real-Time Video-Contents Linking System (Implementation) 

3.1   System Structure and Implementation 

The system is designed for sharing information using video contents, real-time com-
munication between users (teachers-learners, learners-learners) through chatting, 
replies or bidirectional information exchange, and viewing information on all  
interactive components available. In this part, we propose a platform for video con-
tents operation by implementing a contents linking system, and implement an  
e-Learning system that can overcome the shortcomings and limitations of existing 
LMS/LCMS. 

As in Figure 5, bidirectional learning components (video contents) implemented 
through linking between LMS and LCMS support learning environment personalized 
in the video learning window, and provide various functions including progress rate 
management and learning event support, and enable interactive learning through real-
time edition and distribution. Such a system environment maximizes the effect  
of learning, and may become a new technology of e-Learning 2.0 paradigm that  
expresses technological functions based on Web 2.0 efficiently.  
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Fig. 5. Schematic diagram of system functions 

The system was built by AJAX, which is Web 2.0 technology, based on AOP (as-
pect-oriented programming). The general architecture, which is independent from 
platform, was built on J2EE and implemented so that all services can be provided 
through a Web browser and therefore learners can access all services at any time and 
in any place. [Figure 6]. 

 

Fig. 6. Detailed structure of architecture 
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3.2   Implementing Various Real-Time Interactive Components 

3.2.1   Real-Time Edition and Distribution 
This component allows real-time edition of contents and immediate sharing among all 
users using the editing function. This function provides video learning contents ser-
vices based on Web 2.0, which can be edited and executed on the Web [Figure 7]. 
Moreover, contents (texts, images, flashes, sounds, videos, etc.) can be edited, added, 
deleted or updated through online cooperation between teachers and learners, and 
contents can be tested and distributed freely [Figure 7]. 

 

Fig. 7. Real-time edition and distribution functions 

3.2.2   Communication 
The communication component provides functions such as real-time chatting, replies, 
bidirectional information exchange (file transmission [Figure 8]), discussion, and 
Q&A. 

 

Fig. 8. Communication function (File transmission) 
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This function enables one-to-one communication with an online tutor. It provides a 
communication channel for conversation between a tutor and a learner who are con-
nected, and they can use functions such as file transmission and walkie-talkie while 
talking through the screen. In addition, we can implement a real-time function as in 
Figure 8 by which a tutor can send a message or a material to multiple learners attend-
ing the class at once. 

3.2.3   Real-Time Statistics 
This component provides real-time view of useful statistics on videos such as view, 
edition, recommendation, and link registration. These functions also provide useful 
statistics to users by analyzing learners’ participation in various interactive compo-
nents included in learning contents and participation in quizzes, discussions, etc. Such 
statistics can be used to correct inadequacies in existing video contents and to manage 
learners’ progress rate and actual learning hours. [Figure 9] 

 

Fig. 9. Real-time statistics function 

4   Conclusion 

Changes in the e-Learning market triggered by the emergence of Web 2.0 have a very 
important meaning in that learners’ participation began to be recognized as a new 
factor of competition [1]. In e-Learning 2.0 as well, learner-centered interactive com-
ponents are being spotlighted. 

With this background, this study expanded the existing SCORM standard model as 
well as the components of the packaging file (manifest.xml), and furthermore, ex-
panded API used in real-time learning environment. Such a video contents linking 
system provides a platform for video contents operation, and solves problems in  
existing learning environment using videos. 

Learning events of various functions designed based on the expanded SCORM 
standard and useful in watching videos allow users to monitor learners’ state of learn-
ing and progress rate and provide various types of useful information. Furthermore, 
using real-time edition and distribution functions for editing contents and sharing 
them among all users in real time, users can create user-centered e-Learning 2.0  
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environment. In this way, collaborative real-time LMS/LCMS as a contents linking 
system can enhance the efficiency and effectiveness of learning and can be utilized as 
learner-centered customized learning environment. 
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Abstract. Generally, CSP used to analyze and describe the system’s process. 
And SCORM proposed the international standard to manage the learning 
contents for e-learning system. Therefore we developed e-learning system that 
is able to support learning materials include learning contents and topics 
according to SCORM interface. We also used CSP to the system to analyze the 
system’s process and identified the logics efficiently. 

Keywords: E-learning system, learning contents, SCORM API, CSP. 

1   Introduction 

Cyberphilosophy, according to Moor and Bynum [2], is a term which designates to 
the intersection of philosophy and computing. Similarly Floridi[3,4], implies that the 
[ethical ]question of ‘‘what is the nature of right and wrong?” is one of the field 
questions of that [cyber]philosophy [of information and ICT ](words in italics added 
for emphasis).Ethics is people ’s desire to do good and the need to avoid doing 
harmful behavior [5, 1]. E-learning that is similar way is used for efficient learning 
progress. Numerous research works regarding to e-learning have been done to 
enhance teaching quality in e-learning environments. Among these studies, 
researchers have indicated that adaptive learning is a critical requirement for 
promoting the learning performance of students [6]. Actually, there are too many 
learning contents to use learning system to support user. Therefore, a developer has to 
make many learning contents according to learning courses or subjects. To develop 
and manage the contents on the web, teacher and developer of e-learning system used 
SCORM(Sharable Content Object Reference Model) that has reached great 
acceptance, since it brings together several standards of different standardization 
institutes in diverse fields of e-learning [7]. Additionally, it used CSP(Communicating 
Sequential Processes) to design and develop the system process exactly when we 
implement the system. CSP, originally developed by Hoare [8] and more recently by 
Roscoe [9], models concurrency via multiple CSP. However, CSP abstracts away 
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trueconcurrency through the nondeterministic sequential interleaving of 
simultaneously observed events by an Olympian. The notion of reasoning about a 
computation being equivalent to reasoning about its trace of observable events is 
central to the elegance – and utility – of CSP [10].  

In this paper, we aimed SCORM based interface model for e-learning system. We 
also used CSP to design the process when we developed the system. The proposed 
system is under the environment as many learning contents used on the web. The rest 
of this paper is organized as follows: Section 2 reviews related works. Section 3 
presents the proposed learning system mechanism include SCORM API interface 
with CSP. Finally, Section 4 provides a conclusion. 

2   Related Works 

With the development in communication and network technology in recent years, 
under the gradual improvement of network bandwidth and quality, the real-time 
transmission of high-quality video and audio becomes possible. Therefore, the 
transmission of multimedia and relative network application technologies have 
gradually been developed and become popular, such as the technology of Distance 
Education, Video Conference and Video on Demand. The advantage of e-Learning is 
that it can overcome the obstacle of geographical location; making students on remote 
sites feel that they are like being in the environment of attending classes in a 
classroom. Moreover, it can save cost and time of the students for their commuting to 
and fro the classroom. Currently, SCORM is the most popular standard for learning 
contents, and it is proposed by the U.S. Department of Defense's Advanced 
Distributed Learning (ADL) organization in 1997. The SCORM specifications are a 
composite of several specifications developed by international standards 
organizations [11]. SCORM references specifications, standards and guidelines 
developed by other organizations that are adapted and integrated with one another to 
form a more complete and easier-to-implement model. SCORM defines, in the 
SCORM Content Aggregation Model (CAM) book the components used to build a 
learning experience from learning resources and how they are aggregated and 
organized into higher-level units of instruction. It defines five different components as 
shown in Fig. 1. Assets are electronic representation of media that can be collected 
together to build other assets. If this collection represents a single launchable learning 
resource that utilizes SCORM RTE to communicate with an LMS, 1 it is referred to 
as an SCO (Sharable Content Object). An Activity is a meaningful unit of instruction 
that may provide a learning resource (SCO or asset) or be composed of several sub 
activities. To create a course, the activities compose a Content Organization, a map 
that represents the intended use of the content through structured units of instruction. 
Last but not least, a Content Aggregation is an entity used to deliver both the structure 
and the resources that belong to a course in a Content Package, which consists of a 
compressed file with the physical resources of educational content and at least one 
XML file - called manifest - that embodies a structured inventory of the content of the 
package [7]. 
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Fig. 1. Example of e-learning system with SCORM interface 

The content packaging scheme defines a teaching materials package consisting of 4 
parts, that is, (1) Metadata: describe the characteristic or attribute of this learning 
content, (2) Organizations: describe the structure of this teaching material, (3) 
Resources: denote the physical file linked by each learning object within the teaching 
material, and (4) (Sub) Manifest: describe this teaching material as consisting of itself 
and another teaching material [11]. 

CSP is a very useful programming model. Roscoe described [13] “CSP was 
designed to be a notation and theory for describing and analyzing systems where 
primary interest arises from the way in which different components interact”. CSP 
came into the world of practical software development. In CSP related books, often 
(state) transition diagrams are used to illustrate CSP interaction patterns. Those are in 
fact Finite State Machine (FSM) kind of diagrams. Every node in such FSM 
represents a state of the process and every edge/transition is associated with some 
event. Figure 1 represents one CSP description and its associated visualization based 
on a FSM. In fact, the FSM in Fig. 2 is a typical UML-like visual representation of a 
state machine. In the picture, states 3 and 6 are named respectively Temp1 and 
Temp2, defining in such a way auxiliary processes needed as recursion entry points in 
the CSP description [12]. 
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Fig. 2. Example of Classical FSM diagram with CSP 

3   SCORM Interface Model for E-Learning System with CSP 

This research focused interface model with CSP between SCOs or Items in SCORM. 
Proposed e-learning system considered activity and behavior of interface the SCORM 
API that designed by CSP model. The structure of the system was shown in Fig. 3. 

 
Fig. 3. The structure of proposed e-learning system 
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Organization constructed many items according to learning course that was made 
design by teacher or developer for e-learning system. Teacher is able to direct access 
LMS(learning management system) and compose the learning course to the 
organization. Item consist of SCO or Asset. In this environment, we can describe the 
behavior for interface to them as shown in Definition 1. 

Definition 1 (behavior). A process, P and Q, is an interface process to access 
Organization and SCO in SCORM. It is able to assemble as the law. 

P || Q = Q || P 

Next, we define a search the learning contents by SCO or organization. Fig. 4 shows a 
simple structure of SCORM interface. The interface is able to connect SCOs or Items. 
Learning contents can make compose SCOs or Items according to learning course by 
teacher or developer. 

 

Fig. 4. A simple structure of SCORM interface with SCOs and Items 

Definition 2 (connect). when a, b and c are an alphabet to link SCO, and x and y are 
an alphabet to connect Items, the connect action to access SCORM API to interface 
learning materials (organization or SCO) should be 

(a : S1 → I(a)) || (b : S2 → I(b)) || (c : S3 → I(c)) = CONNECT to SCO 
      if a ≠ b ≠ c 
(x : T1 → I(x)) || (y : T2 → I(y)) = CONNECT to items if x ≠ y 

Definition 3 (compose). If P and Q are learning process with the contents, then 
learning material of the course can be show the notation 

P ∏ Q  (P or Q) 

That is to denote a process which behaves P or Q, without the knowledge of control of 
the external environment. 

Example is : Learning material is consist of SCOs or Items, and can be made by 
composing with them. 

Let LMi is i’th learning material according to the course, then 
LMi = (S1 → S2 → S3 → LMi) ∏ (T1 → T2 → LMi) 
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Let P and Q are learning process with the contents as compose SCOs and Items, then 

LMi = (P || Q) 
P = S1 → S2 → S3 → LMi 
Q = T1 → T2 → LMi 

The SCOs or Items in learning process have interacted to SCORM interface with CSP 
between them. 

P = μI • ((a → μI) ∏ (b → μI) ∏ (c → μI)) 
Q = μI • ((x → μI) ∏ (y → μI)) 

Let Sp be a finite nonempty set of learning process with SCOs and Sq be a set with 
Items. 

Sp = {a, b, c}, Sq = {x, y} 

Then we can define 

∏α:SP(α) = P(S1) ∏ P(S2) ∏ P(S3) 
∏β:SQ(β) = Q(T1) ∏ Q(T2) 

Fig. 5 shows learning contents as SCO that is VOD and lecture note. Fig. 6 shows 
Item in this learning course. 

     

(a)                                                                  (b) 

Fig. 5. A sample contents as SCOs, a is VOD type of content and b is Text type. 

 

Fig. 6. Items of learning course. It shows the sequence of learning process 
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By composed method with CSP-SCORM interface, we constructed the contents 
and developed learning system as shown Fig. 7. 

 

Fig. 7. Learning system composed SCOs and Items 

4   Conclusion 

In this article, we focused interface method between SCOs and Items to construct 
learning contents and to make the system. Actually, it normally used many learning 
contents using SCOs, and teacher or developer design the learning course using Items. 
Therefore, it needs efficient interface method between SCOs and Items, and to 
suggest making learning course using them. For this purpose, SCORM that is 
standards and guidelines to manage them was suggested. We proposed SCORM 
interface with CSP, formal method for interaction. Using the proposed interface, we 
constructed SCOs and Items to learning system.  
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Abstract. In this article, we aimed a web service based learning system for 
ubiquitous computing environment. In the environment, there used many 
devices and it can be different types according to company. To support the 
learning service with each different type, we implemented the web service 
considering meta data related the device types. The meta data include 
information of device characteristics such as screen size, memory capability, 
and type of operating system. The management service for the meta data 
register in UDDI. And the other web service is deal with control of learning 
contents. 

Keywords: U-learning system, Ubiquitous computing, Learning system, Web 
service. 

1   Introduction 

The ultimate goal of ubiquitous computing is to provide services via a natural 
interface that can satisfy various user needs anytime, anywhere, with any device, 
running on any network. To reach this goal, services should be available dynamically 
in the ubiquitous network while considering users context or needs. Not only the 
dynamic nature of service delivery, but the diversity of user needs is also an important 
consideration. When user needs are highly diversified, new services are required to be 
dynamically composed [1].  

With the development of e-learning area, it appears some new requirement [2]:  

�The numbers of users increase fast, the load of the e-learning server make the 
system slower and the risk of crash increases. E-learning system needs a new 
method to balance the load.  

�Users are more scattered. More users are cross-state and cross-province, the 
low-speed of internet results poor user experience. E-learning users hope to 
have the same user experience as they are in the same city. 
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Cause of the requirement, development of e-learning system need to change technique 
in application environment to ubiquitous computing. Many students and teachers want 
that the system is able to use more learning contents and apply to any devices such as 
PC, mobile phones or any other equipment. The phenomenon that is often referred to 
as ubiquitous computing is one of the latest transformational educational paradigms 
that foster an anywhere, anytime learning environment [3]. Even more recently, there 
has been a change in the nature of ubiquitous computing. The proliferation of portable 
electronic devices and wireless networking is creating a change from e-learning 
(electronic) to m-learning (mobile) [4]. The emphasis on technology in education is 
not to imply that the technology is the goal of the educational process; however, a 
technological learning environment can alter the way students learn and the way 
professors teach [2].  

It also used web services as business logics of e-learning process. Web services, 
which are developed for this purpose, represent a new technology that permits the 
exchange of information through the network, using standard protocols and allowing 
communication between heterogeneous architectures. Today Web services are 
essentially based on four standards: the eXtensible Markup Language (XML), the 
Simple Object Access Protocol (SOAP), the Web Services Description Language 
(WSDL), and the Universal Discovery, Description and Integration (UDDI) [5]. 

In this paper, we implemented learning system for ubiquitous computing 
environment using web service. For the development, we used the business logics as 
web service through UDDI on the web. And applied ubiquitous device used PDA 
phone. 

2   Related works 

2.1   Web Service 

The world wide web (www)has become a universal platform where people can 
publish and receive all kinds of information through standardized protocols .In 
addition to simple content sharing, new Web services are emerging to enable 
heterogeneous application functionality with prescribed message exchange 
communications. People are able to rapidly design, implement, deploy and deliver 
various application functionalities using a standardized Web services model. To be 
more responsive and cost-effective in today’s economy, many enterprises provide 
different Web services. Examples of this include Google SOAP Search API for 
information queries, Amazon Web services for various e-commerce solutions, 
Dealersphere’s Web services based integration hub for promoting B2B process 
automation in the auto industry, and Galileo’s GDS, which enable partners in the 
travel industry to build customized applications [6]. Service-oriented architecture 
(SOA) is essentially an architectural style to allow a collection of loosely coupled  
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software agents interacting with each other .The most common way of implementing 
SOA is by the use of Web services. There are today many definitions for Web 
services. According to W3C [7], Web services are software systems designed to 
support machine-to-machine interaction over a network via well-defined interfaces. A 
Web service is specified in a standard way by a service descriptor using a service 
description language, Web Service Description Language (WSDL, [8]) for example. 
Each service descriptor must contain all the information needed to make the service 
interaction possible, including message format, transportation protocol and binding 
information. Fig.1 shows Web services architecture. Web services can interact with 
other systems, in the way described by the service descriptors, using Simple Object 
Access Protocol (SOAP) to receive and send information. SOAP exchanges XML-
based messages over another application layer protocol, usually Hypertext Transfer 
Protocol (HTTP) or Multipurpose Internet Mail Extensions (MIME). Those messages 
can differ in type and style. The two most common messages types are Remote 
Procedure Call (RPC) and Document. The RPC messages wrap program methods into 
the message, allowing them to be remotely invoked. The body and all parameters are 
sub elements. By contrast, in the Document type, the message content is placed 
directly into the body element, making Document-based Web services loosely 
coupled and document driven [9].  

 

Fig. 1. Architecture of web service 

Actually, developers and teachers tried to apply web service to e-learning system. 
In contrast to traditional e-learning platforms, LearnServe, being developed by 
Muenster University, makes e-learning offerings available though the emerging 
paradigm of Web services. Peter [10] proposed e-learning system using web service 
dividing in two parts: client software and Web services provided by several suppliers, 
as show Fig. 2. The client was the access point for users who could use the learning  
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services. These services implemented on distributed servers and in particular include 
authoring, content, exercise, tracking, and discovery services as well as 
communication services such as email and message boards. The usage of learning 
services in their research was not limited to our clients because the implementation of 
the entire functionality as Web services enables an integration of the e-learning 
functionality directly into a business application to interact with applications, 
processes and information. 

 

 

Fig. 2. Example of e-learning system using web service from Peter [10] 

2.2   U-Learning System 

Ubiquitous computing is a vision of invisible computing integrated in our everyday 
surroundings, introduced by M. Weiser and his group at Xerox PARC in 1988 [12]. 
Recently, the advance of wireless communication, sensor and mobile technologies has 
provided unprecedented opportunities to implement new learning strategies by 
integrating real-world learning environments and the resources of the digital world. 
With the help of these new technologies, individual students are able to learn in real 
situations with support or instructions from the computer system by using a mobile 
device to access the digital content via wireless communications [11].  

Initially, the mobile learning researchers focused on applying distance learning 
techniques to mobile devices instead of desktops. Learners studied the sequence of 
instruction developed and experimented by transforming traditional distance education 
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into a form more suitable for a mobile learning environment. The requirements for 
mobile learning environment include tailored contents, technologies, and suitable 
pedagogies [12]. Huang et. Al [12] proposed the enhanced student feedback model –
the Interactive Service Module, which illustrates how the teacher and students interact 
with each other, as shown Fig.3. They said due to the restrictions of most mobile 
devices’keypad, especially cellular phones, keying in words is not easy. Therefore, a 
typed interactive solution, such as a chat room, is not suitable for mobile interaction. 
They have developed a friendly feedback process in which students can send their 
opinions to the instructor without keying in complex sentences or words. During the 
synchronous instruction process, the instructor can design a multimedia question/ 
questionnaire by using the web-based Questionnaire Design Tool. 

 

Fig. 3. The communication processes of Interactive Service Module by Huang et. Al [12] 

3   U-Learning System Using Web Service 

In this research, we focused development of u-learning system using web service. At 
the first time, we need business logic to perform the program and make/upload web 
service to UDDI. Then we are able to search the service for the system and composed 
the learning process according to learning progress or course. Fig. 4 shows proposed 
u-learning system’s platform. 
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Fig. 4. The platform of proposed u-learning system. The system use web service as business 
logic for learning process 

Fig. 5 shows the sequence diagram to learning process using web service. For this 
sequence, it consists of 6 objects: Search WS, UDDI Agent, Learning WS, U-learning 
meta handler, Comp u-learning, and Course ontology. Search WS is deal with the 
searching process to request web service’s interface information. UDDI Agent control 
and manage handling process between search process and information interface in 
UDDI server. Learning WS has real business logic to perform the business of learning 
service. U-learning meta handler has meta data for various device’s information, such 
as smart phones, mobile phones or any other devices using wireless network. Comp u-
learning is to compose learning process and contents. It is main process to construct 
and make learning contents according to learning course. Finally, Course ontology 
has learning structure of the course. Therefore, it has each of learning unit’s and 
section’s information. Developer or teacher makes the course ontology for the 
purpose that student is able to get high performance to training the learning course. 
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Fig. 5. The sequence diagram for u-learning with web service 

4   Conclusion 

In this article, we proposed u-learning system’s platform using web service. To use 
web service as business logic for learning system, we have to search the web service 
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to fit on our learning process or course. If there are not web service what we want the 
process in UDDI, we implemented the service and registered it on the web in UDDI 
server. However, after process finding web service for learning process, it is very easy 
to make and compose learning process. Additionally, this process support to user, 
developer and teacher, is able to control and manage the process for learning system.  
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Abstract. The development of computer-based modeling systems has allowed 
the operationalization of cognitive science issues. Human cognition has become 
one of the most interested areas in artificial intelligence to emulate high-level 
human capability. This paper introduces a methodology well-suited for design-
ing of an intelligent system to evaluate human cognition. The research investi-
gates how to elicit and represent cognitive knowledge from human being.  
Crucial to this research is to identify the collective perception to aggregate the 
congruence or sharing of individual psychological cognition. Unlike standard 
approaches based on the statistical techniques, the modeling presented employs 
a theory of fuzzy relation to deal with the required issues of similarity.  

Keywords: Cognitive Structure, Collective Cognition, Fuzzy Relational  
Product. 

1   Introduction 

Human cognition has long been a problem for psychologists seeking to model the 
high-level mental capability of human beings. It is a major area in studies of 
intelligent systems where one tries to emulate the human behavior. In spite of the 
endeavoring efforts to model human cognitive perception, there still exist complexity 
and high degree of intricacies which traditional techniques have suffered to model 
human behavior properly. This paper describes a methodology well-suited for 
instantiation of an intelligent system to model human cognition in domain specific 
manner. The chosen domain of application is urban planning.  

The goal of this research is to develop urban advisory system to evaluate the 
psychological cognition of the urban inhabitants and provide a decision-support 
mechanism. The environment is viewed as a series of spatial elements that are 
composed of the physical aspects of the city known as urban objects. Cognition is 
described in aspatial terms characterized by the socio-cultural needs, values, or 
emotions of urban residents. Research efforts start with establishing three main sets: 
urban objects, constructs and respondents. Urban objects are the physical or 
functional description of spatial entities existing in the urban environment. Constructs 
are verbal formulations and the aspatial aspects assigned to the urban objects. Finally, 
respondents are the set of individual urbanites that contribute relational information 
between the spatial and aspatial sets. 
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The rest of this paper is organized as follows. We present the reasonable derivation 
of the cognitive structures as means of the cognition representation in section 2. A 
new approach for the assessment of the degree of congruence among individual 
cognitive structures is introduced in section 3. By the proposed scheme, we aim to 
seek collective cognition shared by like-minded groups of respondents to lead to the 
wisdom of crowds [1] or desired advice to solve the outstanding urban problems. 
Finally, our brief conclusions are given in section 4. 

2   Representation of Cognition 

We collected urban knowledge from the inhabitants using a knowledge elicitation 
technique based on the Personal Construct Theory [2]. A construct is a bipolar 
dimension, consisting of primary and contrasting poles. A construct is defined by two 
concepts acting as polar opposites such as “beautiful vs. ugly”. An individual 
respondent is presented with a list of urban objects and labels of constructs where he 
can relate each construct to urban objects using a rating scale with a range of values 1 
to 7. The points of 1, 2, and 3 on the rating scale indicating ‘very’, ‘moderately’, and 
‘slightly’, respectively in verbal response can code a rating for the primary pole. 
Similarly, a rating for the contrasting pole can be coded by 5, 6, and 7. 

Table 1. Constructs for Siena Group 

No Primary Pole Contrasting Pole 

1 Familiar to you (Familiar) Unfamiliar to you (Unfamiliar) 

2 Central Peripheral 

3 Beautiful Ugly 

4 You feel that it belongs to you (Yours) You feel that it belongs to others (Others) 

5 It makes you feel at ease (Myf at ease) It makes you feel at unease (Myf uneasy) 

6 Important to you (Important) Dispensable to you (Dispensable) 

7 Makes you feel proud (Myf proud) Makes you feel ashamed (Myf ashamed) 

8 You find it exhilarating (Exhilarating) You find it depressing (Depressing) 

9 It presents the spirit of Siena (Rep. Spirit) It contradicts the spirit of Siena (Contrd. Spirit) 

10 You go there often (Go often) You avoid it (Avoid) 

11 
It promotes social contacts and encounters (Con-

tactful) 
It inhibits social contacts and encounters  

(Contactless) 

12 Make you feel recognized (Myf recognized) Make you feel anonymous (Myf anonymous) 

13 Make you feel free (Myf free) Make you feel controlled (Myf controlled) 

14 
You approve of the activities that take place there 

(Approve) 
You disapprove of the activities that take place 

there (Disapprove) 

15 
It exerts a positive influence on the city 

(Pos. influence) 
It exerts a negative influence on the city 

(Neg. influence) 

16 
You participate in the activities that go on there 

(Participate) 
You hold aloof from the activities that go on there 

(Rejecdt) 
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The work in this paper focuses on “Siena data” gathered from 12 residents in local 
neighborhoods of Siena, Italy. 16 constructs are listed in Table 1 with abbreviated 
form used for the implementation of the purposed intelligent system. Urban objects 
consist of 18 buildings or areas such as city hall and hospital, etc. The application of 
constructs to urban objects forms a binary relation between both entities. If we 
convert the rating values in each cell of the matrix to fuzzy ones between 0 and 1, the 
matrix can be an ideal application area for Zadeh’s fuzzy set theory [3]. The mapping 
for fuzzification is based on an even distribution with exception of the neutral point so 
that the crisp values; 1, 2, 3, 4, 5, 6, and 7 are converted to l, 0.8, 0.6, 0.5, 0.4, 0.2, 
and 0, respectively. The output is a fuzzy binary relation between two sets, having 
constructs and objects as the rows and columns in a matrix form. Table 2 shows a 
binary relation fuzzified onto [0,1] from a specific rating of a respondent.  

Table 2. Fuzzy Binary Relation Matrix 

 URBAN  OBJECTS 

O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13 O14 O15 O16 O17 O18 

C 
O 
N 
S 
T 
R 
U 
C 
T 
S 

C1 0.8 1.0 1.0 0.8 0.8 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.8 0.8 1.0 n 0.8 0.6 
C2 1.0 0.0 0.8 0.6 0.2 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 n 0.6 0.2 
C3 1.0 0.8 1.0 0.8 0.2 1.0 1.0 1.0 0.6 0.8 1.0 1.0 1.0 1.0 0.8 n 0.8 0.5 
C4 1.0 0.8 0.6 0.5 0.2 1.0 1.0 1.0 0.8 0.8 1.0 1.0 0.6 0.8 0.8 n 0.8 0.2 
C5 1.0 1.0 0.5 0.5 0.0 1.0 1.0 1.0 1.0 0.8 1.0 1.0 0.8 0.8 0.5 n 0.5 0.5 
C6 1.0 1.0 0.5 0.5 0.0 1.0 1.0 0.8 0.8 0.8 0.8 1.0 0.8 0.8 0.5 n 0.6 0.5 
C7 1.0 0.8 0.8 0.5 0.4 1.0 1.0 0.8 0.6 0.8 0.5 1.0 1.0 1.0 0.5 n 0.6 0.5 
C8 1.0 0.6 0.6 0.5 0.0 1.0 1.0 1.0 0.6 0.6 0.5 1.0 0.8 0.8 0.5 n 0.5 0.5 
C9 1.0 0.5 1.0 0.5 0.0 1.0 1.0 1.0 0.8 0.8 0.8 1.0 1.0 1.0 0.8 n 0.6 0.5 
C10 1.0 0.8 0.6 0.4 0.0 0.8 0.6 0.8 0.8 0.6 0.6 0.8 0.8 0.6 0.5 n 0.6 0.0 
C11 1.0 0.8 0.8 0.5 0.5 1.0 0.8 1.0 0.8 0.6 1.0 1.0 0.8 0.6 0.5 n 0.8 0.8 
C12 1.0 0.8 0.6 0.5 0.5 1.0 0.8 1.0 0.8 0.6 0.8 0.8 0.8 0.6 0.5 n 0.8 0.5 
C13 1.0 0.8 0.8 0.5 0.5 1.0 0.8 1.0 1.0 0.8 0.8 0.8 0.8 0.6 0.5 n 0.8 0.5 
C14 1.0 0.8 0.8 0.5 0.8 1.0 0.5 0.8 0.8 0.5 0.6 1.0 0.6 1.0 0.5 n 0.8 0.0 
C15 1.0 0.5 0.8 0.5 0.2 1.0 1.0 1.0 0.8 0.5 0.5 1.0 1.0 1.0 0.5 n 0.8 0.5 
C16 0.8 0.8 0.6 0.5 0.5 0.8 0.5 0.8 0.8 0.5 0.6 0.8 0.6 0.8 0.5 n 0.6 0.0 

 
Fuzzy relational theory [4] developed by Bandler and Kohout provides a proper 

mathematical implement to be used further analysis of the relational structure. They 
introduced fuzzy relational products, which are composed of two triangle products 
and one square product with two relations; R and S. The definition for each product is 
as follows. Here, → means the fuzzy implication operator. 

 

 
Our major concern is of the triangle subproduct since we are searching for the 

degree to which whenever the respondent applies construct xi, he also applies 
construct xj. The formula for the subproduct translates as the degree to which xi 
relating to yj (Rij) implies yj relating to zk(Sjk) for the two relations R and S where 
x∈X, y∈Y and z∈Z.  What we want to find is the degree to which construct xi implies 

Triangle Subproduct, <  : (R < S)ik = minj(Rij → Sjk)  (1) 

Triangle Subproduct, >  : (R > S)ik = minj(Rij ← Sjk) = (S-1 < R-1)-1
ik  (2) 

Square product,  □  : (R □  S)ik = minj(Rij ↔ Sjk)  (3) 
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construct xj based on how a respondent applied both constructs to the urban objects. 
Formally, it is the degree to which given xi relates to y in R, xj relates to y in R for all 
y. So, we want X and Z to be the same set and R and S to be the same relation. Using 
the inverse relation of R, we can have a formula of the subproduct on single relation. 

The degree may be interpreted as a certainty value in the statement, “whenever the 
respondent attributes construct xi to an object, s/he also attributes construct xj”. The 
formula above is regarded as a harsh version since it takes the minimum of all those 
values. As the mean value has been more suitable to some applications [5], we adopt a 
mean version in which an equivalent definition is produced as follows.  

We first discover the degree of implication for the two constructs applied to the same 
object according to the implication operator used. Afterwards, we combine this result 
with the degree of implication for all other objects and take the mean of all the 
implications. The implication operators allow change to occur in the computational 
process of the triangle subproduct. Many definitions [6] exist for the fuzzy 
implication operator, →. The operator used in this paper follows Lukasiewicz’s 
definition, →5.  

a →5 b = min(1, 1-a+b) (6) 

As a preliminary stage for the representation of cognition, the triangle subproduct 
contains a cognitive view of the respondent implicitly. The result is a unary relation 
from constructs to constructs. The main concern is to transform the unary matrix into 
a graphical representation illustrating the order-like links among constructs. We 
achieve this transformation through the use of a transitive closure of the original 
relation and the technique of α-cuts. An order is a relation R from a set of elements X, 
to itself, that has the properties of reflexivity, transitivity, and anti-symmetry. These 
properties permit the partitioning of the elements of X into n exclusive subsets called 
an equivalence class. The resulting structure is a one-way hierarchical order. The 
relationship among constructs is expressed as Hasse diagram. The Hasse diagram is 
the directed graph of an order where each construct implies those which can be 
reached from it by paths upwards and is implied by those on paths downwards. Fig. 1 
shows a Hasse diagram at a specific α-cut value which our system generates.  

A construct hierarchy offers insight into cognition of an individual respondent’s 
view about his environment. A Hasse diagram can be viewed as a cognitive structure 
through the dependencies of constructs specific to a respondent’s thought and men-
tality about the particular set of the urban objects.  The following can be spelled out as 
in Fig. 1. Whenever the respondent feels that a particular urban object belongs to him, 
he finds it is ‘beautiful’, and when he finds the urban object is beautiful, he finds it 
‘familiar’. By the transitivity, if the respondent feels it to ‘belong to him’ then he also 
feels it to be ‘familiar’. 

Urban inhabitants usually give different opinions on their environments or 
surroundings and consequently each respondent's cognitive structures are vastly  
 

(R < R-1)ij =  mink(Rik → Rkj)  (4) 

( ) ( )R R
N

R R
ij

k

ik kj

k

< − = →∑1 1  (5) 
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different. Empirically, the majority of respondents in the Siena group is neither fully 
agreed nor disagreed, but very often overlapped in their arrangement of implications. 
Thus, collective cognitive structures by groups of individuals beyond individual 
structures exist. We try to identify the structures that characterize “like-mindedness” 
of groups by determining effective criteria in the following section. 

 

Fig. 1. Cognitive Structure of Individual Respondent 

3   Elicitation of Collective Cognition 

Two cognitive structures can be compared by examining how two individuals share 
meaning – the measurement of understanding and agreement between two 
individuals. Two respondents have an area of common knowledge or experience in 
their own matrix to reflect the application constructs to urban objects. The square 
product equation provides a valuable method to measure similarity between two 
matrices.  

Using the inverse relation of R, instead of S, we derive the following equation. 

The square product can be calculated by taking minimum values between the 
subproduct and inverse of the subproduct. (R □ R-1)ij gives the degree to which a 
respondent attributes construct xi to exactly the same object to which s/he attributes 
construct xj. In other words, it is the degree to which the respondent applies construct 
xi and xj, interchangeably, or mutually. Based on the square product of two relations 
extended easily from one on a single relation, the square product of relations, R1 and 
R2 from two different respondents is given by 

(R □  S)ik ∑ ↔=
j

jkij
j

SR
N

)(
1  (7) 

(R □  R-1)ij })(,)min{( 111
ijij RRRR −−−= <<

 
(8) 
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The formula gives the degree to which one respondent attributes construct xi to the 
same object that the other respondent attributes construct xj. Our interest is just (R1 □  
R2

-1) ii, occurring when i = j, as it may represent similar or different uses of each 
construct from two people. All the values of (R1 □  R2

-1) ii make up the main diagonal 
of the square product matrix. Accordingly, (R1 □  R2

-1) ii gives the degree to which two 
respondents attribute each construct, xi to the objects mutually. This leads to a mutual 
implication value of xi happening between two respondents. An average value of 
those values resulting from each construct is taken as a measure of similarity in that 
two respondents understand and empathize with each other in the context of each 
construct’s mutual implication. 

The mapping of pairs of matrices identifies subgroups of “like-minded” 
individuals, and may place these in the perspective of the entire group. Now every 
pair of matrices in the group is tried by the square product, thereby each pairing yields 
a measure of similarity regarded as mutual implication of corresponding two members 
of the group.  

The goal of this research is to seek collective cognition to represent and reflect 
cognitive knowledge of all the individuals of a group. Each individual set of personal 
constructs may represent a person’s thoughts and feelings. If some of his ideas are 
shared by other members of the group, as an expression of his construct system, they 
may benefit all the members. Our concern is to extract normative constructs which 
integrate individuals’ ideas beneficially for the entire group. Remember that the 
square product for an individual and every other respondent produces mutual 
implications for every construct between each pairing. If we take an average of those 
construct mutual implications over the numbers of pairing, we can derive the degree 
to which the individual and others in the group apply each construct, mutually. In 
turn, every other person is considered to find this value. 

Table 3 shows those values obtained for each member where respondents and 
constructs represent the columns and the rows of the matrix, respectively. 
Specifically, an entry at row i and column j indicates how similarly jth respondent and 
every other one in the group use construct xi with respect to objects. The respondent 
to show maximum degree marked in bold from Table 3 contributes his own construct 
and then constructs donated from some members in this manner complete 16 
normative constructs. The respondent may be an influential [7] to have the greatest 
effect on the entire group in terms of the donating constructs. 

The collection of these constructs make up a normative matrix. The normative 
matrix is not a consensus which discovers the mean of the individualities of the group, 
but it is believed that the matrix reflects the commonality or sharing within the group, 
adequately. Eventually, collective cognition can be instantiated in the form of a 
collective cognitive structure from the normative matrix in the usual way discussed 
previously. Fig. 2 shows a collective cognitive structure for Siena group. It may lead, 
hopefully, to ideals incorporating the overall viewpoints of respondents of the group 
to greatest extent. In other words, this representative cognition may involve 
overlapping and congruence among individual cognition when it is interpreted for 
investigation of group sharing. As noticed, collective cognition may be called 
normative in that it ought to be according to the ideals and values of the individual or 

(R1 □  R2
-1)ij })(,)min{( 11

12
1

21 ijij RRRR −−−= <<
 

(9) 
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one or more groups of individuals. Our technique to elicit collective cognition may be 
effectively applied to emerging web science to deal with issues of collective 
intelligence [8-9]. 

Table 3. Mutuality of Constructs among Siena Respondents 

 RESPONDENTS 

1F 2F 3F 4M 5F 6F 7F 8F 9M 10F 11F 12M 

C 
O 
N 
S 
T 
R 
U 
C 
T 
S 

C1 88.09 91.91 92.05 82.55 90.27 91.18 91.55 91.55 90.00 91.73 92.09 89.91 
C2 93.64 90.55 92.09 91.73 91.55 93.45 93.27 93.73 93.91 94.09 93.55 90.64 
C3 91.00 87.73 89.27 89.73 86.91 75.64 91.00 89.55 91.36 90.27 90.73 89.73 
C4 81.91 83.64 85.00 83.36 79.82 83.00 84.91 85.27 84.27 84.36 83.82 78.45 
C5 81.55 86.09 86.36 84.64 76.45 85.00 85.64 85.45 85.18 83.18 86.18 83.00 
C6 80.18 83.18 84.55 83.82 81.27 86.64 86.18 84.45 84.36 81.55 86.91 84.91 
C7 81.91 87.55 87.18 83.55 86.09 85.55 87.00 87.27 89.00 83.64 88.45 88.45 
C8 85.55 87.82 84.36 86.91 78.36 87.36 87.55 85.64 86.82 84.45 87.91 85.45 
C9 83.64 89.91 88.82 90.09 84.09 85.36 89.55 89.27 90.45 89.73 90.09 88.45 
C10 82.45 86.55 86.73 85.09 83.00 86.09 85.82 86.09 82.18 82.09 85.55 84.73 
C11 85.73 88.45 86.36 86.18 84.27 76.55 86.64 88.55 87.82 83.73 89.09 84.27 
C12 83.27 84.55 79.45 83.36 81.09 74.73 82.73 85.64 79.64 76.36 85.00 76.18 
C13 82.09 81.91 83.64 85.91 74.27 83.18 85.45 84.27 86.45 85.18 84.64 79.36 
C14 77.09 86.82 84.55 84.82 80.73 77.91 82.00 86.45 86.36 83.55 82.91 83.18 
C15 75.91 87.00 89.55 86.91 85.36 87.55 88.36 88.18 89.64 85.27 86.55 88.64 
C16 83.19 85.18 83.91 87.73 77.82 85.09 85.00 87.64 86.64 79.73 86.18 84.09 

 
 

 

Fig. 2. Collective Cognitive Structure of Siena Group 
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4   Conclusions 

The application of mental constructs to an urban environment in conjunction with the 
socio-cultural attributes of the urban inhabitants when expressed as fuzzy relations, 
represents a powerful knowledge presentation scheme for human cognition. 
Obviously, the fuzzy relational approach to the cognitive structure presented, provides 
a new view to evaluate cognition in a way that differ from the standard approach 
based on statistical techniques in that it may analyze personal construct systems 
directly by means of meaningful logic. Essentially, the square product from fuzzy 
relational theory yields good measure of similarity in individual knowledge by the 
mutual implication. In our work, the mutual implication algorithm yields desirable 
results as an effective criterion for similarity theory. It is appropriately applied to 
search for the collective cognition to represent individual perception of a group. 

With the success of the model, the possibility exists to place inhabitants in the 
forefront of urban planning to lead a more human decision-making system or advisory 
system. Empirical results in the field work suggest that fuzzy relational approach is 
sound from an urban perspective. It is believed the applicability of these techniques 
from our research to other social science areas associated with human cognition is 
high.  
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Abstract. In this paper, we present a new educational game interface using 
laser pointer based interaction with screen. Previous researches have focused on 
the display issue including stereoscopic and multimedia research, however they 
still use uneasy and un-natural interface based on keyboard/mouse or joystick 
along with PC for educational interaction. We implemented a laser based input 
device which composed of laser pointer and large active screen which tracks 
laser pointer. Laser based input device can give lots of flexibility on teaching 
staffs, and we propose an efficient character input configuration for the laser 
based large screen model for effective educational software framework. 
Experimental results show that we can easily input characters and numbers with 
more than 99 % of recognition rate.  

Keywords: Laser based input, educational software, educational game, input 
configuration. 

1   Introduction 

Rapid development of multimedia research leads to new display device including 
stereoscopic and ultrasound display, however, there is little improvements on the 
input device for natural interaction. For example, first-person shooter (FPS) game is a 
video game that renders the game world from the visual perspective of the player 
character and tests the player's skill in aiming guns or other projectile weapons. All 
FPS feature the core game-play elements of movement and shooting, but many 
variations exist, with different titles emphasizing certain aspects of the game-play. 
Most modern FPS on the PC utilizes a combination of the WASD keys of the 
keyboard and mouse as a means of controlling the game (commonly referred to as 
"WASD/Mouse"). One hand uses the mouse, which is used for free look (also known 
as mouse look), aiming and turning the player's axis. On the keyboard, the arrow keys 
(or other keys arranged in the same manner, such as WASD, ESDF or IJKL) provide 
digital movement forwards, backwards, and sidestepping (often known as "strafing" 
among players) left and right. Usually these buttons make the player run, and a nearby 
button must be pressed in order to walk. 
                                                           
* Corresponding author. 
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In this paper, we improve the interaction interface between player and game world 
by means of new control system: LaserTouch, which includes large screen, laser 
pointer, and directional device. LaserTouch creates a real life-like space for players. 
Because traditional display for FPS uses CRT, it cannot support large screen display 
due to limitation of CRT technology. To support more interaction including number, 
character, and gesture, we design a new typing method for laser touch. It is based on 
the constrained input configuration, whereby we can decrease the recognition errors. 
We review previous research issues in section 2, propose our input configuration in 
section 3, and show experimental results in section 4. We conclude in section 5. 

2   Related Works 

We review interaction scheme for FPS games, because FPS game is a good model for 
educational game framework. As shown in Figure 1, FPS is a video game that renders 
the game world from the visual perspective of the player character and tests the 
player's skill in aiming guns or other projectile weapons.  

 

Fig. 1. Example of interaction device for First Person Shooter games 

Most modern first-person shooters on the PC utilize a combination of the WASD 
keys of the keyboard and mouse as a means of controlling the game (commonly 
referred to as "WASD/Mouse") as shown in Figure 2 (a). WASD/Mouse interface is 
not natural way of FPS game interface because WASD/Mouse is initially designed for 
entering texts. Besides FPS game on PC, we can experience arcade FPS as shown in 
Figure 2(b). As shown in Figure 2(b), arcade FPS game uses CRT display, and the 
display cannot be larger than 30 inches due to the limitation of CRT technology. The 
primary advantage of CRT monitors is their color rendering. The contrast ratios and 
depths of colors displayed were much greater with CRT monitors than other type of 
monitors. The other advantage that CRT monitors is the ability to easily scale to 
various resolutions. This is referred to as multi-sync by the industry. By adjusting the 
electron beam in the tube, the screen can easily be adjusted downward to lower 
resolutions while keeping the picture clarity intact. While these two items may play 
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an important role for CRT monitors, there are disadvantages. The biggest of these are 
the size and weight of the tubes. An equivalent sized LCD monitor for example is 
upwards of 80% smaller in size and weight compared to a CRT tube. The other major 
drawback deals with the power consumption. The energy needed for the electron 
beam means that the monitors consumer and generate a lot heat. Cons of large CRT 
display include (1) Very heavy and big, (2) large amounts of energy consumption, and 
(3) Generation of excess heat. Arcade FPS uses CRT for its main display and gets 
gunshot position (x, y) information using cathode ray position tracking. 

  

Fig. 2. Traditional input device: (a) WASD/Mouse interface for PC FPS games, (b) CRT ray 
tracking for gunshot positioning 

Recently a new gaming device and interaction method for FPS based on ChairIO 
has been developed by University of Hamburg [1, 2] as shown in Figure 3(a). ChairIO 
is based on a stool and is similar to a joystick, but controlled by the user’s body 
motion.  

  

Fig. 3. Advanced input device for FPS: (a) ChairIO and InertiaCube2, (b) PistolMouse device  

The ChairIO interaction is augmented by a game console gun to form a new 
interaction method for FPS. An initial evaluation compares several ChairIO and gun 
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based interaction methods with traditional keyboard and joystick controls. They 
developed a gun in three degrees of freedom using InertiaCube2 a motion tracking 
product using Virtual Reality (VR) from InterSense Inc. This tracking device provides 
an absolute rotation in three axes with real-time update frequency and minimal drift. 
Another notable gaming interface is Pistol Mouse as shown in Figure 3(b). It has a 
joystick and gun interface. It is basically same as InterCube2 technology. Because 
traditional display for FPS uses CRT, it cannot support large screen display due to 
limitation of CRT technology. In our previous research works, we designed and 
implemented a new input device using laser recognizable display [3]. Our new control 
system is different from University of Hamburg’s which has to deal with the problem 
of accuracy. Our approach comes from interplay between the large screen and a 
specially designed laser gun. The Laser beam coming from the gun draws a marker on 
the screen and its position is recognized and is inputted to the computer with other 
trigger information. As shown in Figure 4, there are three components in our new 
control system, laser gun, large screen and directional device. The Laser gun is 
installed away from the large screen, it can fire laser beam that will reach the screen 
and locate the position of target for the player. In addition, laser gun contains a set of 
buttons that deal with activities involved with weapon and ammunition such as 
switching weapon, firing. The Large screen is a special one made of optical sensors 
with capabilities of rendering image and receiving signals from laser gun. The 
Directional device in the form of a chair is developed similar to the ChairIO, for use 
as a joystick; and operation techniques allow the game characters to move around. 

 

Fig. 4. LaserTouch: active laser recognizable screen, laser gun, and directional device for 
movement 

3   Laser Based Character Input Scheme for Edu-Softwares 

Most people are watching TV on the wall, sitting on the couch. Normally, when TV 
has bigger inches, distance between TV and couch gets more distant. The distance 
should be more than two miters. For the large audience lecture, the distance should be 
more than 6 meters. For this reason, laser based input device has strong advantage 
over touch based electronic board system for educational purpose. To support 



 Laser Pointer Based Constrained Input Scheme 541 

character recognition on IPTV or electronic board, we can use keyboard, mouse, and 
pen (enables curves recognition with pointing device). However, those devices have 
strong disadvantages that the audience should get closer to the display to touch or 
input characters [4, 5]. To solve this problem, we propose a laser pen input device 
which can recognize characters from far distance. To increase the character 
recognition rate without uneasiness, we provide a constrained input configuration as 
shown in Figure 5. The reason for design like above is people use straight lines and 
curved lines when they write the numbers and letters. To write the numbers and 
letters, there must be start and ending point of the writing. This method allows users 
to write characters on TV as like they write on the paper. 

 

Fig. 5. Input zone was designed to constraint based input scheme for numbers and letters 

The standard pattern offered to input numbers and letters are shown in Figure 6. 
They are standard pattern, and we don’t need training pattern for recognition. Each 
target has 8digits binary, and we assign unique number on each zone.  

Given unique number, we can compute the distance between each zone. For 
example, we can compute the distance between left-top and right-bottom zones as 
follows. The unique number of Left-top zone is 00000011. The unique number of 
right-bottom zone is 11111100. Now we compute XOR on those two unique numbers, 
which results in 00000011 XOR 11111100 = 11111111. The character recognition 
algorithm is summarized as follows.  

 
1. Senses Laser beam input from the user’s laser pointer. 
2. Check what zone the laser beam input is touched on.  
3. Recognize which process occurs when more than two inputs enters  
4. Show character or number which has similar order and place on the center. 
5. Find chosen character or number on the center with 3 to 5 zone chosen using the 

dynamic programming approach which is based on DTW (dynamic time warping) 
techniques [6, 7, 8] for our matching as follows. 
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Fig. 6. Prototype for alphabet and number recognition with lasertouch pointer 
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Program DTWDistance (char s[1..n], char t[1..m], int d[1..n,1..m])      
   declare int DTW[0..n,0..m] 
   declare int i, j, cost 
   for i := 1 to m 
      DTW[0,i] := infinity 
   for i := 1 to n 
      DTW[i,0] := infinity 
   DTW[0,0] := 0 
   for i := 1 to n 
      for j := 1 to m 
         cost:= d[s[i],t[j]]  
         DTW[i,j] := cost + minimum(DTW[i-1,j], 
                    DTW[i  ,j-1], DTW[i-1,j-1]) 
   return DTW[n,m] 
end. 

4   Experimental Results 

Comparing with previous input scheme used in PDA, cell phone, and tablet pens, our 
character recognition scheme is unique in the sense that we recognize characters via 
zone based constraint for efficient implementation of IPTV environments. In our 
experiments, we experimented with 100 recognition tests for each 36 alphabet letters 
and 10 digit numbers, which leads to total 4600 recognition tests. .Our experimental 
results show that we achieved 99% recognition rate for the alphabet and numeric 
input. We also experimented with 10 simple gestures including X, O, wipe-out, etc, 
and we achieved 90% recognition rate because of similarity of O and alphabet o. To 
decrease the miss-recognition, we used “mode” to discriminate alphabet input mode 
from gesture input mode.  

Table 1. Experimental Results 

Character Recognition (%) Character Recognition (%) 
0 100 I 100 
1 100 J 100 
2 100 K 100 
3 100 L 100 
4 100 M 100 
5 100 N 100 
6 100 O 80 
7 100 P 100 
8 100 Q 100 
9 100 R 100 
A 100 S 100 
B 100 T 100 
C 100 U 100 
D 100 V 80 
E 100 W 100 
F 100 X 100 
G 100 Y 80 
H 100 Z 100 
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5   Conclusion 

In this paper, we proposed a new character recognition scheme for laser based input 
device. Design goal includes the easy and natural interface with efficiently simple 
implementation and high recognition rate. To target for English and mathematical 
education for children, we focused on the number and character input recognition. 
Children do not like typing keyboard, rather they like to use joystick which offers 
more flexibility. Our experimental results show that children use our laser based input 
device as a kind of joystick. Our laser input device supports numbers [0-9], characters 
(English alphabet), and also simple gestures (10 major gestures). We designed and 
implemented a DTW based constrained recognition scheme, which achieves high 
recognition rate (average recognition rate is more than 99%) and also gives easiness 
of use.  
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Abstract. This paper provides an overview of an experimental mobile 
augmented reality system that combines the municipal public transport 
navigation capabilities with augmented reality visualization on a mobile device. 
The system is able to provide directions to tram and bus stops and monitors user 
journey in real time using geolocation data and schedule information.  The 
system described herein has been implemented in a prototype form, that has 
been tested in a real case usage scenario in an urban environment. 

Keywords: Augmented reality, municipal transport systems, navigation 
devices, mobile devices. 

1   Introduction 

Virtual Reality (VR) has become a term quite widespread both in popular culture and 
in science in recent years. However despite an initial enthusiasm it quickly turned out 
that contemporary computer systems are still incapable of producing “virtual worlds” 
that would be of high enough quality to be actually useful. Fortunately many 
technologies developed with VR in mind, proved to be adaptable to applications 
where the simulated elements of human visual stimuli are merely enhancing the real 
world perception, thus giving birth to Augmented Reality (AR) systems. This field of 
research is quite young and advanced dynamically, so it is not easy to provide a set of 
formal definitions of AR (these has been formulated – see e.g. [1] and [2], but not 
completely consistent), however for most practical purposes AR can be understood as 
a technique of overlying a realtime video feed (from a camera or via some kind of 
half-transparent screen) with computer generated imagery that is supposed to more or 
less seamlessly integrate with this feed. 

Practical examples of such systems have been implemented in many different 
fields, such as military (helmet mounted displays modern combat aircraft), education, 
cinematography (virtual camera system used in production of the Avatar movie), or 
even advertising. Finally navigation and information systems (such as prototype 
campus information system created in the Columbia University [3]) have been created 
with this technique. 
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Augmented reality technology is especially attractive when combined with 
wearable computing and mobile devices. Wearable computing were – for quite a long 
time – a domain of costly and dedicated hardware platforms. Typical such AR system 
(including these mentioned above) would therefore consist of visual systems (cameras 
and displays), sensors and detectors required to “connect” the virtual world with the 
real one, and computers powerful enough to run the software. However, recent 
advances in mobile consumer electronics, such as creation and proliferation of 
powerful mobile devices such as smartphones allow to create such systems with 
COTS components, or – in some cases as demonstrated by our prototype system – 
even entirely in software. 

Contemporary smartphones are not just expensive gadgets, but extremely powerful 
mobile computers. Newest models are equipped with a main processor with 1 GHz 
clock rate, which performance is greater than 10 MFLOPS. They also usually have a 
dedicated graphical chipset and hundreds of megabytes of RAM memory. What is 
more, nearly all smartphones have a camera, a GPS modules, accelerometers and 
magnetic field sensors [4]. 

Most existing mobile AR applications for mobile platforms, that could be classified 
as navigation and information systems, (like Wikitude World Browser [5] and Layar 
[6]) are however very simple. The main idea of such application can be summarized 
as follows: a user looks at his surrounding using his device camera and sees on the 
display not only real objects, but also some additional, virtual text boxes or markers, 
which provides information about what them. Using this kind of applications may be 
found much more convenient for finding nearby places than using traditional systems 
which are based on digital maps. 

2   Augmented Reality for Personal Navigation 

Mobile AR applications mentioned above have a real great potential in terms of 
providing information. However, it is not difficult to notice that their navigational 
functionality is very limited: only few of the currently available mobile AR 
applications offer a point-to-point (POI to POI) navigation; the majority of them can 
just track the location of the only one (final) point. 

The only exception is AugSatNav created by the Phyora group [7], which is a car 
navigation system. What differs it from other similar software (e.g. Google Maps or 
NaviExpert) is the fact that it can draw the whole way to a destination point using the 
augmented reality technology. Another AR navigation application, called Wikitude 
Drive, is being prepared by Mobilizy. The project started in the middle of the year 
2009 and was supposed to be ready before the end of 2010. 

There is no reason why mobile AR navigation systems should be only targeted at 
users who travel by car. The other group of people that could benefit from such kind 
of systems are users of public transport. Although there are several AR applications 
which help travelling through a city (e.g. Nearest Tube for iPhone [8], which shows 
locations of underground stations in London), none of them has the ability of planning 
a journey and none of them offers a point-to-point navigation. 
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The aim of the project described in that paper was to investigate how augmented 
reality can enhance travelling speed and convenience in an urban environment. The 
market is already overcrowded with car navigation systems, so it was decided not to 
compete with them but rather focus only on alternative ways of travel, i.e. by means 
of a public transport and on foot. In order to be a fully-operative navigation system, 
the application should have the ability of finding the best way to the chosen 
destination. It should also use AR markers to guide a user point-to-point (stop to 
stop), so that he always knows where exactly he should go and which mean of 
transport is most appropriate. 

The system, which received a codename ‘NavAR’, was implemented as an 
application for the Android platform. All routes calculations are performed by the 
jakdojade.pl service. Jakdojade.pl is a web site, which allows planning journey with 
public transport; currently, it supports eight major cities in Poland (available from: 
http://jakdojade.pl/  as per December 2010). 

3   Prototype Application 

Consider the following scenario. The user equipped with a smartphone with the 
NavAR application wants to travel to a place in the other part of the city. He only 
knows the address of that place, but does not know its exact location. He types the 
city name together with the street name and number into the NavAR search panel. 
While he is typing, the application connects to a Google location service in order to 
provide him with list of all known places that match the specified address. The user 
selects the place which he means and chooses what optimization technique the 
application should use to find the best routes, including selecting fastest and/or most 
convenient connections (e.g. minimizing walking distance). 

The NavAR search module connects via Internet (GPRS, 3G connection or Wi-Fi) 
to the jakdojade.pl service and fetches information about the most appropriate routes. 
Each route is represented as the list of lines and each line consists of the list of stops. 
The last stop of every line has exactly the same coordinates as the first stop of the line 
that follows it. Walking parts of routes are treated as ordinary lines, which mean of 
transport is described as ‘walk’. The user reviews the found connections and chooses 
the one that will be used for navigation. 

The user holds the device in front of his eyes and looks at the camera image visible 
on the display. As he looks around, he can notice up to three virtual markers 
(presented on figure 1) that shows him the exact location of key points at the route: 

 
• the closest stop, i.e. the line stop to which the user should travel directly; 
• the last stop of the current line (right marker in Fig. 2), i.e. the place where the 

user should change the mean of transport; 
• the route destination (checked black and white marker), i.e. the place the user 

wants to reach. 
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Fig. 1. The augmented reality view generated by the NavAR application. The right marker 
indicates the position of the last stop of the current line and the checked black and white marker 
indicates the position of the destination location. 

The number of rendered markers may be less than three in a situation when two or 
three tracked key points are identical, e.g. when the closest stop is also the last stop of 
the current line. The user is also provided with information about distances to each of 
these locations and when he selects one of them (by touching an appropriate marker), 
he gains an access to the location details: stop name, information about the line which 
should be used to reach the location (name, direction and type), names and types of 
alternative lines which can be used instead of the main line, estimated time of arrival 
to the location and estimated time of departure from the location. 

When the system detects approaching one of the tracked key points, it informs the 
user about that event and automatically starts showing guidelines to a new location. It 
also displays special messages, when an action is required from the user, e.g. when he 
should change the line (see figure 3) he is travelling with. When the user reaches the 
route destination, he is prompted if he wants to exit navigation or continue until he 
decides himself that he knows exactly where he is. 

The main part of the NavAR application is the augmented reality engine. The 
purpose of that software module is to perform a real-time conversion of the 
geographical data about the positions of the user and a tracked location into screen 
coordinates of an AR marker. The engine uses four different input signals: 

 
• coordinates of tracked object, received from an external data source; 
• coordinates of the user, received from a GPS module; 
• azimuth, i.e. the angle between the direction the device camera is 

pointing at and the geographical North, calculated using data from 
magnetic field sensors; 

• roll, i.e. the angle of rotation of the device around the axis of the camera, 
calculated using data from accelerometers; 

• inclination, i.e. the angle between the direction the device camera is 
pointing at and the plane of Earth, calculated using data from 
accelerometers. 
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The application uses the coordinates of the device and the tracked object to calculate 
the bearing value. The x coordinate of an AR marker is calculated according to the 
formula 1. The origin of the used coordinate system is placed in the top left corner of 
the screen. The X axis points right and the Y points down. 

 (1)

The y coordinate is calculated in a similar way, according to the formula 2. 

 
(2)

The last step of the algorithm is multiplying the screen coordinates vector with a 
rotation matrix. The rotation value is equals to the device roll and the rotation pivot is 
in the screen centre, i.e. it is the point with coordinates  

. (3)

4   Evaluation and Conclusion 

Field tests of the NavAR system were performed in Warsaw, Poland; it was used for 
travelling on foot, by bus, by tram and by underground. The device used for tests was 
HTC Desire smartphone (known also as T-Mobile G1), which was powered by the 
Android 1.6 platform. 

Virtual markers generated by the NavAR augmented reality engine merge 
coherently with real-world objects captured by the device camera and they have only 
a limited tendency towards oscillations. When a device moves slowly, all AR markers 
change their positions smoothly and follow objects which are tracked by them. After a 
rapid turn of a device, it may be noticed that virtual markers need some time (up to 
1.5 seconds) to fix their position on the screen. The delay is caused by the low-pass 
filter which is used to remove noise from signals generated by accelerometers and 
magnetic field sensors. 

The augmented reality engine of another mobile application, Wikitude World 
Browser (version 9.04, the newest release available in October 2010) works in a 
complete different way on the test platform. AR markers rarely keep their position 
and have a strong tendency to oscillations. When a device is in move, all virtual 
objects change their position randomly what completely disrupt the coherence 
between them and real objects. When a device is held still again, it takes up to 2.5 
seconds for virtual markers to fix their position. 

 The other top market application, Layar (version 4.0, the newest release available 
in October 2010), has performed much better on the test hardware. AR markers 
generated by it keep exactly their position when a device is still and fix immediately 
their position after a rapid move. The only noticed problem occurs when a device is 
moved slowly: virtual markers do not move smoothly but with visible breaks. The 
most probable reason of that behaviour is the fact that the Layar engine is not as 
lightweight as the one used by the NavAR system, so the test device has problems 
with the performance. 
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The NavAR system was used on many routes in different parts of the city and 
every time it allowed reaching chosen destinations in a fast and convenient way. 
Although it is very difficult to keep a constant eye contact with a mobile device 
display, this is not required to use the AR navigation system: it is enough to make a 
quick glance once every few seconds. Apart from that, using application with an 
augmented reality interface on a crowded pavement is much safer than navigating 
with a traditional map-based software, because it lets controlling the way in front of 
the user and reading navigation guides simultaneously. 

The average accuracy of the information about the device position acquired from a 
GPS module in an urban environment is usually better than 16 m and worse than 8 m. 
Such values are enough for an effective navigation and automatically detection of 
approaching one of tracked stops. 

However, the system does not work correctly in all conditions. The device 
determines its orientation by means of accelerometers, so the signals are disturbed 
when the smartphone is influenced by other accelerations type than gravitational, e.g. 
when a bus breaks or turns rapidly. When such situation happens, user may see that 
all AR markers “run out” from the screen and come back to their original position 
after a few seconds. 

The application has also major problems when a user wants to travel by 
underground. First of all, the external data provider, jakdojade.pl, treats all stops as 
single geographical points. That approximation is good enough for bus and tram 
stops, which do not occupy large areas, but does not work at all for underground 
station, which (in Warsaw) have up to 300 m length. As a result of that data 
inaccuracy the system sometimes may suggest to its user that he should avoid the 
nearest entrance to a station and go to another one  on the opposite side. Apart from 
that, there is no signal from GPS satellites in underground stations, so the system may 
rely only on location information estimated using the identifier of the nearest base 
transceiver station. The accuracy of such information is often worse than 1000 m, so 
it cannot be used for precise navigation. 

The NavAR system in its current form remains a prototype which, while useful, is 
not yet ready for commercial deployment. Main issue that remains to be solved, and 
which will be worked upon by NavAR team, is positioning accuracy and determining 
user location in places where GPS signal and base station triangulation cannot be used 
(e.g. underground). Planned approaches include filtering sensor data and measuring  
device acceleration in order to improve virtual markers stability, especially while 
travelling on board of a bus or tram and implementing WiFi based localization 
together with position prediction system using detailed maps of underground station 
layouts. 
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Abstract. Topic map is generally used to recommend shopping list as analyze a 
user preference in internet shopping mall. It is useful method to propose the 
preference that is related access rate and selecting time of production. In this 
research, we apply this method to analyze the user characteristics in on-line 
shopping system. To analyze user preference, we used the topic preference 
vector that is able to calculate the access rate with visiting time and production 
selection. And we designed and developed the path of on-line shopping site. It 
will help to navigate the shopping by recommendation of on-line shopping list. 

Keywords: U-learning system, Ubiquitous computing, Learning system, Web 
service. 

1   Introduction 

Recent findings by industry analysts such that online consumers are impatient, easily 
dissatisfied and are likely to abandon their shopping carts and move to a different 
retailer if a site’s features fail to meet their expectations [1]. When studying online 
shopping behavior, we should bear in mind that the Internet as a shopping channel is 
competing with the long established in-store channel and that the former has not yet 
reached the ‘‘mainstream ’’status that many had predicted. Despite steady continuous 
growth of online shopping, retailers are still concerned about the low conversion rates 
on their websites. But Moe and Fader [4] have highlighted that the low conversion 
rate from visits on retailers ’websites may be explained by the fact that the cost of 
browsing and searching for product information online is lower than doing these same 
activities of fline. Consequently, the consumer searches more frequently and intensely 
online than of fline. Furthermore, a retailer should not be concerned if a consumer 
decides to browse its website but does not buy online since the consumer may then 
decide to buy the product in-store [3]. By the Forrester Consulting report [2], 
however, also finds that attributes such as fast loading of pages, ease of navigation, 
efficient search and detailed product content are some of the features that online 
                                                           
* Corresponding author. 
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consumers expect from retail sites and decrease the likelihood that consumers will 
leave sites without making purchases. In addition, investigations by scholars of online 
consumer behavior suggest that diversified selection, convenience, customization, 
availability of information, ability to interact with the site and efficiency of the 
shopping process are important to online consumers [1]. Brown et al.[8] find seven 
shopping styles [1] 

 
(1)Personalizing: these shoppers look for retailers that provide personalized 

service. 
(2)Recreational: shoppers who shop for the ‘‘pleasure of shopping ’’(Brown et 

al.,2003,p.1674). 
(3)Economic: these consumers are interested in finding the lowest prices. 
(4)Involved: consumers whose style includes multiple styles such as 

personalizing, recreational and economic. 
(5)Convenience oriented recreational: these are shoppers who are primarily 

interested in the convenience of shopping but secondarily in the pleasure of 
shopping as well. 

(6)Community oriented: shoppers who prefer to buy from the online sites of 
retailers that are local to where they live. 

(7)Apathetic convenience oriented: these consumers buy online only for 
convenience but do not enjoy the shopping process. 

 
By this the styles, the propensity to consume of user influence the propensity to 
purchase of production in on-line shopping mall. That is directly means success or 
failure whatever the shopping mall is. Therefore administrator or developer for the 
on-line shopping wants to know what the user wants or likes the production. So 
Knowledge management (KM) becomes a critical issue for the on-line shopping. 
Topic Map (TM) is a new standard, emerging as one of the structures for the semantic 
web. It is built on the ISO 13250 Topic Maps (TMs). TMs are used to organize 
information in a way that can be optimized for navigation [9]. 

In this paper, we proposed the recommendation using TM for on-line shopping 
mall. To analyze the user preference of the propensity to purchase, we make a block 
that is deal with process distribution of the user’s purchase history.  

2   Related Works 

There is now ample evidence that the Internet has changed the way in which 
consumers purchase goods and services. Consumers are not interested in the 
technology per se but how the Internet can improve their shopping experiences and 
help them make better decisions. Some consumers have adopted the Internet for 
shopping whilst others have not. Many in the former group only use the Internet to 
search for product information and subsequently buy in-store [3]. Therefore, it is very 
important factor to know exactly what the user wants to purchase in on-line shopping 
mall. Fig. 1. shows an example of on-line shopping mall. The users define electronic 
shopping cart use as an online behavior in which a consumer places item(s) of interest 
in an online shopping cart.  
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Fig. 1. An example of on-line shopping mall 

The motivations for these synergistic and at times opposing online behaviors 
(placing an item in a cart and purchasing during that session versus abandoning the 
purchase) may be different, as theories of motivation and online consumer behavior 
suggest [5].  

 

Fig. 2. Conceptual framework for adoption and usage behavior of online shopping 
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As the one hand of this approach, Didier and Alastair [3] developed the framework 
to apply in marketing, where behavioral attitude and beliefs are assumed to be 
predictors of behavior as shown Fig. 2. 

The other method can be MBA(Market basket analysis). MBA refers to 
investigating the composition of the basket of products purchased by a household 
during a single shopping experience. Retailers have long been interested in learning 
about the cross-category purchase behavior of their customers, since such information 
makes it easier for the retailer to decide whether to group products by brand or by 
product type, for example. The market basket choice refers to the decision process in 
which a consumer selects items from several product categories during the same 
shopping experience. Therefore, basket analysis can provide the distribution of 
shoppers ’purchases based on different viewpoints, such as the product itself, the 
product category, the shopper’s background, or the average purchases per shopper. 
Such distribution information will aid decisions on aspects such as planning and 
designing advertising, sales promotions, store layout, and product placement [6].  

The other method will be Clickstream. Clickstream can be defined as the path a 
consumer takes trough one or more websites. It can include within-site information 
such as the pages visited, time spent on each page and between-site information such 
as the websites visited. Thus, researchers have investigated consumer behaviors across 
websites and within a particular website. In the latter category, some studies focused 
on single visits to a particular website, on multiple visits or on both types of visits. 
Within-website research has focused on clickstream or website related variables that 
help explain the goal pursued by consumers who visit a website, why consumers 
continue browsing on a website and which visitors are likely to make a purchase. Thus 
far, no study has investigated the different consumers’ decision-making processes 
within one specific type of visit, namely directed-purchase visits [7]. 

To analyze the knowledge management of user’s the propensity to purchase, TM 
was used. TM defines a standardized notation for interchangeably representing 
information about the structure of information resources used to define topics, and the 
relationships between topics [9]. Topic maps provide a bridge between the domains of 
knowledge representation and information management and link them to existing 
information resources. The basic concepts are shown as following. 

 
• Topics correspond to the formal description of concepts or objects in the real 

world. An expressive topic name is helpful to understand an object or a concept. 
Topic types are naturally created to classify topics. 

• Occurrences are the original information resource connected to the meaningful 
topic names. A topic is an abstract label, and the occurrences are substantial 
references. 

• An association is formally a meaningful link that specifies a relationship among 
several topic names. These semantic association relationships help users 
understand the connections among topic names. 

 
Topic map standardization can provide a clear structure in assisting an enterprise to 
organize knowledge from different information resources and to build a knowledge-
sharing environment for users to gain knowledge. Topic maps are used to construct a 
navigable knowledge map of composite e-services [10]. 
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3   Recommendation System for On-Line Shopping Mall Using 
Topic Map 

This paper has focus to support recommendation to the user who purchase the some 
production using on-line shopping mall by internet. Existence on-line shopping mall 
system support purchase history list as shown in Fig 3.  

 

Fig. 3. An example of user’s purchase history list 

We used the user’s purchase history information as user’s preference using topic 
map. The diagram explains the structure of the recommend system as shown in Fig. 4. 
The structure consists of four blocks; TM, Analysis of purchase history, Analysis of 
user preference, and Make a recommendation. Each block has database, Analysis of 
purchase history used User's private information, User’s history information, and 
Product information to analyze user’s propensity to purchase from previous to now a 
day. After process of Analysis of user preference finished, the system is able to make 
a recommendation for next purchase order with user preference of product 
information, that the process used Product information database.  

Fig. 5. shows user’s interesting product from user’s the propensity to purchase with 
purchase history list. If the interesting product list was made by the process of 
Analysis of user preference, then the process of Make a recommendation make a 
decision for recommendation using user’s the propensity to purchase, such as refer to 
product review, purchase count and so on. 
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Fig. 4. The structure of proposed recommendation system for on-line shopping mall 

 

 

Fig. 5. The structure of proposed recommendation system for on-line shopping mall 
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Fig. 6. shows the system suggests final recommendation among these product list. 

 

Fig. 6. The final recommendation for purchase product in on-line shopping mall system 

4   Conclusion 

In this paper, we focused recommendation system in on-line shopping mall. For this 
process, the system had four blocks; TM, Analysis of purchase history, Analysis of 
user preference, and Make a recommendation. Analysis of purchase history was used 
to analyze user preference information and user’s history information. Application for 
this research, we could show the final recommendation from some product. The 
decision was refer to product review, purchase count and so on. 
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Abstract. While there have been many research activities for model-based 
engineering for user interfaces (UIs) for multiple devices, they are still far from 
practical. We identify three major limitations for the conventional approaches. 
We propose a Pattern and Event based Logical UI Modeling framework 
(PELUM) to model UIs targeted for multiple embedded systems. PELUM 
encompasses (1) a pattern-based method for deriving a UI implementation from 
a UI model, (2) a meta-model for modeling both abstract UI and task model, 
whose name is Logical User Interface Model (LUM), and (3) its supporting 
tool. We incorporate events as a first-class modeling entity, essential to model 
UIs for embedded systems. PELUM does not employ the task model widely 
used in the conventional approach. Instead, we incorporate events as navigators 
to cover the task model in LUM. We also incorporate patterns as types of each 
LUM component. This makes UI modeling concise. 

Keywords: User interface modeling, model-driven architecture (MDA), 
embedded systems, pattern-based transformational UI development, multi-
device/plastic UI. 

1   Introduction 

The proliferation of various smart embedded devices, including smart phones, tablets, 
navigators, and smart TVs, has lead to the ever increasing needs for applications that 
are adaptable for multiple devices. One of the important bottlenecks for increasing 
such reusability is that the user interfaces (UIs) for multiple devices cannot be the 
same. Accordingly, there have been many research activities to provide a model-
based user-interface development environment (MB-UIDE) or model-driven 
engineering (MDE) of user interfaces for multiple devices. They are listed in some 
survey work [3, 4].  

While these approaches have some variances, most of them share a hierarchical 
model-driven architecture, as shown in the first column in Table 1, where there are 
five hierarchical models. The higher models are more concrete compared to the lower 
models. In the view point of OMG MDA (model-driven architecture) [5], the higher 
model is the platform specific model (PSM) and the lower model is the platform 
independent model (PSM). The lowest model in Table 1, the observed model, itself is 
not the part of UI models. However, it plays the role of base model for UI modeling. 
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The highest model, the final UI, is the executable UI implementation, and thus much 
previous research did not include this model in the framework. The task model is 
usually modeled with a concurrent task tree (CTT) [6]. Abstract UI models abstract 
UI components, such as inputs and outputs. Representative modeling languages for 
this are UMLi [7], UsiXML [2], and Canonical AUI [8]. The concrete UI maps the 
abstract UI components in the abstract UI to platform specific UI controls or widgets 
and specific location of some layout. 

However, as [9-11] addressed, these previous research activities received criticisms 
about their practicality. While there were many different viewpoints for the inherent 
causes of the limitation of these approaches, we determined the following as dominant 
limitations. 

 (L1) Modeling the abstract UI (AUI) models tends to be tedious and redundant 
work, since designers should model all the abstract UI components 
corresponding to all tasks in the task model. 

 (L2) The abstract UI (AUI) model [1, 2, 8] is unsuitable for modeling 
embedded systems, since AUI cannot model events that are not associated with 
visible UI components. 

 (L3) The task model [1, 2, 6] is instable [12] and unpredictable [9]. 

The first limitation (L1) was noticed by many pattern-based UI development 
approaches [13, 14] . While these research activities provide various reusable patterns 
and pattern-based languages, the difficult formality of these languages create a steep 
learning curve [9]. 

The second limitation (L2) is mainly due to the focus of conventional approaches 
on modeling UIs for web or PC (personal computer) together with mobile embedded 
systems [15, 16]. Events in embedded applications are much more diverse than that of 
web or PC-based applications. Events of web or PC-based applications are usually 
coupled with any kind of presentations or visible UI components. However, 
embedded systems, especially mobile embedded devices, have various kinds of 
sensors, such as gyroscope, accelerometer, compass, proximity sensor, ambient light 
sensor. The events generated by such sensors usually do not have corresponding 
visible UI components. However, these events play a very important role in 
constructing UIs especially in the control parts in the MVC (Model, View, and 
Controller) pattern. 

Table 1. Comparison of model-driven architecture for UI modelling  

Conventional Approaches 
(TERESA [1], CAMELEON [2], and etc.) 

PELUM 

Final UI (FUI) Graphical Resource Model (GRM) 
Concrete UI (CUI) UI Controls and Layout Model (CLM) 
Abstract UI (AUI) 

Logical UI Model (LUM) 
Task & Concept (Task Model) 

Observed Model Programming Interface Model (PIM) 
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Fig. 1. A walk-through example: an Android alarm application targeted for a cell phone of 
HVGA with 160 ppi. 

The third limitation (L3) is because tasks are anyhow related with input or output 
of data and if the content of data is changed, the task model should be changed 
accordingly [12]. In addition, the task model is not available at run-time, the links 
between the FUI and its original task model are lost [9]. With such observations, [9] 
focused on modeling or supporting flexibility at run-time, while [12] introduced the 
so-called interaction model similar to UML use-case models. However, the approach 
of [9] still leaves how to provide an appropriate initial UI to end-users an open 
problem, while the interaction model of [12] is too abstract to replace the task model. 

This paper proposes a Pattern and Event based Logical User-interface Modeling 
framework (PELUM) for modeling UIs targeted for multiple embedded systems. 
PELUM encompasses (1) a pattern-based method for deriving a UI implementation 
from a UI model, (2) a meta-model for modeling both abstract UI and task model, 
whose name is Logical User Interface Model (LUM), and (3) its supporting tool.  

First, our method for deriving UI implementations is based on the template-based 
UI transformation method in [17]. We associate each pattern in LUM with an 
implementation template. Here we also propose MDA-based hierarchical models as 
shown in the second column in Table 1, whose detail will be explained in Section 2. 
Second, we propose the Logical User Interface Model (LUM) that solves the 
limitations (L1)-(L3) mentioned above. Specifically, LUM adopts the following 
approaches, where each approach is to solve each limitation (L1)-(L3). 

 
 (A1) LUM incorporates patterns, as types of each LUM component. 
 (A2) LUM incorporates (abstract) events, as a first-class modeling entity. 
 (A3) LUM incorporates events, as navigators. 
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Fig. 2. Meta-model of PELUM LUM (Logical UI Model) 

The approach (A1) enables LUM to be concise. (A2) enables modeling events that 
do not have visible UI components. (A3) enables LUM implicitly cover the task 
model. We will explain details of these approaches in Section 3. 

Finally, we fully implemented the modeling tool for LUM as an Eclipse plug-in 
using the Eclipse Graphical Modeling Framework (GMF). We performed a case study 
with an alarm application in Android targeted for multiple embedded systems, such as 
a cell phone of HVGA with 160 ppi that is the same as that of Apple iPhone 3G, a 7 
inch tablet device with 170 ppi that is the same as that of Samsung galaxy tab, and 
XGA with 130 ppi, the same as that of Apple iPad. We use an Android alarm 
application for HVGA with 160 ppi, as a walk-through example shown in Fig. 1. 

The remainder of this paper is organized as follows. Section 2 explains our pattern-
based method for deriving UI implementations from UI models. Section 3 presents 
the proposed logical user interface model. Section 4 concludes the paper. 

2    Pattern-Based Method for Deriving UI Implementations from 
UI Models 

The second column in Table 1 shows the proposed hierarchical models. As shown, we 
merged the AUI and task model into the Logical UI Model (LUM), while the names 
of other models were changed to explicitly emphasize the modeling entities in each 
specific modeling layer. Specifically, we renamed the observed model as the 
programming interface model (PIM), since this layer is usually given as API 
(Application Programming Interface) according to the specific platform, such as 
Android API level 7 or level 8. We also renamed concrete UI as UI Controls and 
Layout Model (CLM), since this layer is specifically to decide what kind of UI  
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                              (a)                                                                    (b) 
Fig. 3. LUM examples for an Android alarm application showing (a) containers of 
Container, Population and Options and (b) a container of type Settings 

 
controls or widgets are used for each abstract UI element and how they are located 
with a specific layout. Finally, we renamed the final UI as the Graphic Resource 
Model (GRM), since this layer provides specific graphical resources for each UI 
element. In GRM, [18] can be integrated for automatic graphical rendering 
specialized in specific targeted devices. 

Each UI component in LUM can be incorporated with a specific type that  
corresponds to a specific UI pattern [13]. We prepare GRM and CLM templates for 
each target device for each pattern in LUM. We can easily derive run-time flexible UI 
targeted for multi-devices, applying the template-based UI transformation method in 
[17] to this. 

3   Logical User Interface Model (LUM) 

In this section, we present the proposed logical user interface model (LUM). As 
explained in Section 1, LUM adopts three approaches (A1)-(A3) to solve the 
limitations (L1)-(L3). We explain each of them in the following subsections. 

3.1   Incorporating Patterns as Types of LUM Components 

Fig. 2 shows the proposed LUM meta-model. LUM is composed of two types of 
components, Container and Presentation. Container can contain any 
Component: that is, Container can also contain another Container. 
Presentation is for visible UI components, similar to the abstract UI components 
in AUI [2]. Along with Container and Presentation themselves, each child 
type of Container and Presentation corresponds to a pattern provided by 
LUM.  
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Fig. 4. LUM example for the walk-through example of Fig. 1 modeled in PELUM tool 

 
The type names are self-explanatory. Fig. 3 shows an example usage of these types 

for the walk-through example in Fig. 1. Type Population was inspired by the 
population presentation pattern of JUST-UI [19]. In PELUM, a population represents 
a collection of instances of a class in PIM (programming interface model). As shown 
in Fig. 3 (a), we do not need to model repeated alarm items using Population. 
By also making the container editAlarm in Fig. 3 (b) be Settings, we do not 
need to model “Done” and “Revert” buttons, since the template in CLM (UI Control 
and Layout Model) will contain these items. Containers of InternalService are 
usually linked to an API of PIM, whose example is onOffClockDisplay in 
container commandOption in Fig. 3 (a). As shown in Fig. 3 (b), using Editable 
and Selectable types for time, label, ringtone, and repeat, we do not 
need to model all LUM components by specifying a specific type, since CLM will 
have templates for these required components. This makes LUM concise. 

3.2   Incorporating Events as a First-Class Modeling Entity 

LUM incorporates events as the first-class modeling entity. As shown in Fig. 2, the 
LUM meta-model explicitly contains Event as a modeling entity. Note that Event 
is not a child of Component but a compositional member of Component. This 
solves limitation (L2), since LUM can represent events that are not associated with 
visual UI components. As there are, and will be emerging, various kinds of sensors in 
embedded systems, events also drastically vary among different kinds of embedded 
devices. Thus, we do not model these events as device-specific but model as abstract 
events. Templates in CLM we presented in Section 2 map these abstract events to 
specific device-specific events. 
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3.3   Incorporating Events as Navigators 

We do not employ the task-model usually adopted by conventional approaches. As 
mentioned in [20], the task model is not good at modeling the transition of dialogues. 
Our view is that the dominant reason for this is due to the task model being the lower 
model of AUI. We model events together with AUI components, by employing events 
as navigators with associations with LUM components. As the LUM meta-model in Fig. 
2 shows, each Event has two associations with Component, whose role names are 
source and target. The key concept is that the source component of an event 
receives the event and the target component appears at the occurrence of the event.  

Fig. 4 shows how LUM models the transitions of dialogues in the walk-through 
example in Fig. 1, modeled in our tool based on Eclipse GMF. Event MAIN from 
container appAlarm to container listAlarms represents that listAlarms 
appears when application appAlarm is launched. Event TIMOUT from container 
appAlarm to container notifyAlarm represents that notifyAlarm will appear 
when event TIMEOUT is triggered at any time. Conversely, event OPT from alarm 
to contextOptions represents that contextOptions will appear only when 
event OPT is received by container alarm. Note that the event OPT is ‘long touch’ in 
Fig. 1. As such, LUM models abstract events and the templates in CLM will map 
these abstract events to specific events in the target device.  

4   Conclusions 

While there have been many research activities for model-based engineering for user 
interfaces (UIs) for multiple devices, they are still far from practical [9-11]. We 
identified three major limitations (L1)-(L3) for the conventional approaches. We 
proposed three approaches (A1)-(A3) to solve these limitations. We proposed a 
Pattern and Event based Logical UI Modeling framework (PELUM) to model UIs 
targeted for multiple embedded systems, by adopting these approaches. PELUM 
encompasses (1) a pattern-based method for deriving a UI implementation from a UI 
model, (2) a meta-model for modeling both abstract UI and task model, whose name 
is Logical User Interface Model (LUM), and (3) its supporting tool.  

PELUM incorporated events as a first-class modeling entity, essential for modeling 
UIs for embedded systems. PELUM did not employ the task model widely used in the 
conventional approach. Instead, PELUM incorporated events as navigators to cover 
the task model in LUM. PELUM also incorporated patterns as types of each LUM 
component, which makes UI modeling concise. 
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Abstract. Smart phone technology has the potential to improve crime figures 
by preventing certain crimes altogether or diminishing their frequency or 
severity. Elementary school sexual assault incidents as well as female serial 
murder cases have captured the public`s attention, and when facing such social 
hazards, the user with a smart mobile device that is equipped with fusion 
technology may evade physical harm or evade the danger altogether. This paper 
discusses the components of context awareness system for this purpose and 
describes a putative implementation on a phone. The u-SAFE service aims to 
fight crime when it inputs phone sensing information (audio, video, image) and 
performs context acquisition and analysis, and pattern analysis of data tempered 
by knowledge of the user`s activity history.  

Keywords: Context-Awareness, Ontology, Data-mining, u-SAFE, UML. 

1   Introduction 

What two cruel murder cases, 'Jo Du Soon' and 'Kim Gil Tae', that most shocked us 
recently, have in common is that they targeted female victims especially for children. 
Sex-related crime as sexual attack in elementary schools or serial killers targeting 
women is creating serious social problems. Consider that a mobile device empowered 
by software-hardware and sensors that fuse complex IT decision making into the 
wireless communication, now in the hands of a potential victim, has the potential to 
deter, stop or diminish the danger or damage that results from such crimes.  

In other words, an environment recognition technology taking advantage of 
environment values (facial information, brightness, sounds, images, time, location and 
activity status and others) means a technology which enables users to receive a 
distinctive and proactive service by recognizing individual situations before and after 
incidents automatically when in an emergency[1]. Furthermore, the incredible market 
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growth in the smart phone market offers the required wide spread availability of 
environment recognition capabilities and the high potential of deployment of all 
environmental sensing and sensor fusion technologies.  

For these purposes, this paper intends to design a system by which users are able to 
escape from any dangerous situation. This system is a Context Aware Service that 
enables users to solve any emergency. It comprises a Context Sensing phase that is 
based on historical information as sensed by the phone.  

We use UML to produce an object oriented specification for such a system and 
consider issues such as future maintenance after deployment. 

2   Previous Work 

Study [2] proposed a paradigm addressing issues of re-usability and scalability for 
software by securing re-usability and independence of component modules. In other 
words, it suggested that requirement analysis, re-usable component model, re-using 
existing model and strategy for purchasing components via a component distribution 
market all of these became highlighted through the life cycle in overall development. 

Study [3] designed and proposed the so called Context awareness-based u-Silver 
care service encompassing a Context aware Agent with multi-agents and a modeling 
toolkit for context awareness. For these purposes, the study proposed a Context aware 
Agent phase which manages and analyzes context information acquired from 
surrounding sensors and agents, a modeling toolkit phase which defines various 
context awareness including users from context information defined at ontology and 
context awareness modeling information application phase. 

Study [4] proposed an ontology-based context aware system for the ubiquitous 
environment. This study creates a context ontology using an ontology standard 
language, OWL to generate context information and infer context and share 
knowledge. In addition this study uses SWRL rule language to create a device context 
information employing rule inferring-based, Jess to provide the created device context 
with diagnostics and repairing services, and it proposed the use of Jess Tab API for 
inter-connectivity with the OWL-based context ontology. 

3   Proposed System 

3.1   Overview for the System 

This paper proposes our so-called "u-SAFE Service system" for context aware 
applications which is designed based on object-oriented UML diagrams using data 
mining and ontology techniques to process context awareness.  

Fig. 1 shows a construction plan of mobile context-awareness. And Fig. 2 shows a 
schematic overview for the system to be proposed in this paper. 
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Fig. 1. Construction plan of mobile context-awareness 

  

Fig. 2.  System configuration for context aware system to be proposed 

3.2   Design of Context-Awareness System for U-SAFE 

3.2.1   Design of Context-Awareness 
This system comprises: A) Sensors (location, images, sounds, temperature, humidity, 
brightness, contact, recognizing approaching objects and acceleration to surrounding 
information for user's emergent situation), B) smart phone records (receiving and 
sending records, history of SMS and LMS and application usage history), C) user 
created data and personal information (images, video clips, schedule, phone book).  

A context aware information are converted into high level of meaning information 
although they could conceivably be directly used. For women who are weak at smart 
phone usage and when they are in an emergency situation, the system defines the 
user's activities and corresponding data which includes objects within the user`s 
environments in the device.  
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Fig. 3 shows categories for technological structure to recognize the surrounding 
context value. Fig. 4 shows a configuration for processing an ontology and a data 
mining method to analyze patterns in the u-SAFE system. 

 

Fig. 3. Technology structure for context-awareness 

 

Fig. 4. Structure for context-awareness system 
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3.2.2   Design of Ontology and Data-Mining 
The u-SAFE system receives surrounding context values to check any dangerous 
situation from sensor, history data and static data and then it checks and infers 
whether or not there is any data pattern based on ontology and Bayesian networks.  

Fig. 5 shows context-awareness agent structure. 

 

Fig. 5. Context-awareness agent structure using ontology 

Fig. 5 shows a configuration for processing an ontology and a data mining method 
to analyze patterns from our u-SAFE system. Context aware system approach through 
a Bayesian network for data expresses surrounding context values only with high 
causality in connection with existing data acquired from emergent situation using 
methods which compose probable model effectively and are able to infer and learn 
contexts. Assuming inter-dependency for unexpressed relations, this system uses the 
Bayesian network structure which expresses probability distribution by defining only 
conditional probability from direct causality.  

Formula 1 represents a combination rule for a basic Bayesian network inference to 
combine new data coming from historical and sensor data [5]. 

 
P(X, Y) = P(X|Y)P(Y) = P(Y|X)P(X) 

P(X`|Y`) = P(X`), P(Y`|X`) = P(Y`)                                     (1) 

Where X` and Y`∈∈ independent 

Formula 2 represents a binary tree feature to make data inference tree structure 
using Marginalization feature of conditional probability. 

 

P(Y) = ∑P(Y, xi) = P(Y, x1) + P(Y, x2) + … + P(Y, xn)                   (2) 

          =  
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3.3   Object-Oriented Modeling Design 
We devised the UML-based system considering re-usability and scalability. This 
system consists of context aware, context analysis, pattern application and command, 
that suggests a diagram for the context awareness module. 

Fig. 6 enumerates system functions extracted from user needs and represents 
usecase diagram for obtaining context aware. 

 

Fig. 6. Usecase diagram for obtaining static situation context-awareness 

Fig. 7 is the sequence diagram expressing the flow of user cases that is 
encapsulated in Fig. 6 as interactions between objects. Fig. 7 captures the dynamics of 
the exchange of messages between such objects. 

 

Fig. 7. Sequence diagram for obtaining static situation context 
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3.4   Ontology Design 
Ontology design to implement analysis process of situation recognition system to be 
proposed by this paper is following. 

Fig. 8 shows not a subjective part of the system to be expressed by information, but 
designing subjective facts. 

               

Fig. 8. Express of Information 

Fig. 9 shows an expression of situation recognition in which determines system 
proceeding after comparing surrounding situation data obtained from sensors based 
on situation recognition pattern analyzed by learning inference with existing situation 
recognition data. 

 

Fig. 9. Express of Context Awareness 
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4   Conclusion 

This paper proposed an Object-oriented UML-based user intelligent situation context 
aware system. This system intends to postulate functions that enable users to escape 
from dangerous situations. Invoking the u-SAFE system by compares and analyzes 
environment data and existing History Activity data that originates from the 
surrounding situations without any user's physical reaction.  

For this purpose, the situation recognition context is defined through pattern 
analysis using context acquisition of surrounding environments (facial information, 
voice, image and brightness), data-mining-based Bayesian network inference 
technology and ontology inference technology. We have postulated a design for our 
u-SAFE service system for users based on the situation recognition context defined 
through pattern analysis and from existing history activity data pattern analysis.  

And this system is designed based on specification by means of an object oriented 
UML diagram to minimize maintenance costs depending on stabilized system design 
and modification and scalability after implementation.  

In further thinking about this topic it will became necessary to enhance reliability 
for reactions to real time-based situations for users. 
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Abstract. Decision trees are known to have very good performance in the task 
of data mining of classification, and sampling is often used to determine some 
proper training sets. Among many parameters the accuracy of generated 
decision trees depends upon training data sets much, so we want to find some 
better classification models from the given data sets by oversampling the 
instances that have higher error rates. The resulting decision trees have better 
accuracy for classes that had lower error rates, but have worse accuracy for 
classes that have higher error rates. In order to take advantage of the better 
accuracy and compensate the worse accuracy, we suggest using class 
association Experiments with real world data sets showed promising results.  

Keywords: Decision trees, classification, biased sampling, association rules. 

1   Introduction 

The task of data mining usually contains incomplete or imperfect data so that there is 
always the possibility that the trained knowledge model might predict poorly for 
future or unseen cases. Many data mining algorithms have been suggested to deal 
with the problem, and among them decision tree algorithms have been studied by 
many researchers to cope with the problem [1, 2].   

Decision tree algorithms have the property that fragment a training data set into 
many subsets corresponding to terminal nodes. The algorithms split the training data 
set based on how likely the subsets become purer or are more predictable for a class, 
so that each training instance becomes to belong to a specific terminal node. But the 
property of decision tree building might not be good for some data sets, because we 
often might not have a complete data set, even though the data sets are very large. 
Since we usually do not have a complete data set for training, some heuristic-based 
pruning strategies are applied to the generated tree to avoid data over-fitting problem.  

Another good point of decision trees is understandability in the condition that the 
generated trees are not so large, because the structure of decision tree is represented in 
symbolic form.  This good point of understandability of decision trees makes it easy 
to use the decision trees with some other data mining method. On the other hand, 
some other representative data mining algorithms like neural networks [3, 4, 5] do not 
give us much margin for us to use the neural networks with some other data mining 



 An Effective Method to Find Better Data Mining Model 577 

 

method, because neural networks have no symbolic representation for their 
knowledge representation.  

We are especially interested in decision trees, because their knowledge structures 
are represented in symbolic representation, and it is highly possible that they may be 
used with some other symbolic data mining algorithms like association rules.  

In section 2, we provide the related work to our research, and in sections 3 we 
present our method. Experiments were run to see the effect of the method in section 4. 
Finally section 5 presents some conclusions.  

2   Related Work 

Because of the understandable structure of decision trees we may want to use them 
for the case that we need to understand the structure of trained knowledge models.  
There have been a lot of efforts to build better decision trees to minimize the error 
rate with respect to available data sets. Among them C4.5 [6] and CART [7] might be 
two representative decision tree algorithms, because the two algorithms are based on 
very different ideas in tree building process and frequently referred in literature [8]. 
C4.5 uses an entropy-based measure to split branches based on feature values, and the 
measure selects the most certain split among possible splits of candidate features. So 
classes that have more certain splits with respect to entropy are preferred. CART uses 
a purity-based measure, and the algorithm splits the training data set based on how 
probably the subsets become purer for a class, and it tries to generate more optimized 
decision trees, so CART generates relatively smaller trees than C4.5. A good point of 
decision tree algorithms is their scalability because they need relatively shorter 
computing time than other data mining algorithms like neural networks. 

Because decision tree induction method decisively divides the target data sets, the 
behavior of trained decision tree models are very dependent on the training data set. 
So, we can infer that the trained knowledge model will be dependent on sample size 
as well as the composition of data in the samples. Fukunaga and Hayes [9] discussed 
the effect of sample size for parameter estimates in a family of functions for 
classifiers. Some interesting fact is that even neural networks are suffered much from 
imbalanced data sets. In [10] the authors showed that class imbalance in training data 
has effects in neural network development especially for medical domain. SMOTE 
[11] used synthetic data for the effect of over-sampling in minority class and showed 
improved performance in decision trees.  

Association rules [12, 13] indicate how often a set of items occur together in 
transactional databases. These rules give information on association patterns that exist 
in the databases. Many good algorithms were suggested to find association rules 
efficiently. Apriori algorithm uses candidate frequent patterns for efficiency [12], and 
DHP algorithm uses hash-table to find short frequent patterns [14], and in [15] 
random sampling method was used to find frequent patterns more, in [16] tree 
structure was used to find association rules more efficiently. Other related work is 
multidimensional association rules. Multidimensional association rules are basically 
an application of general association rule algorithms to table-structured databases. If 
the table has condition attributes and decision attributes, the found association rules 
are called class association rules (CAR). In papers like [17, 18], class association 
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rules have better accuracy than decision trees for most of example data in small size. 
They used small data sets, because association algorithms may generate, potentially, a 
large number of rules and most of the rules are useless. Therefore, some rule selection 
based on interest measure [19, 20] and generalization is important [21, 22]. Hybrid-
dimension association rules are a generalization technique to reduce the number of 
association rules [23].  

3   The Method 

Many data sets for data mining have some imbalanced distribution with respect to 
class values, and this fact can be easily checked if we sort them with respect to 
classes. Moreover, if we generate decision trees, we can easily check which classes 
are more accurate in prediction by inspecting confusion matrices.  

The method first builds a decision tree. Then, we inspect the number of 
misclassified objects for each class, and we choose classes that should be over-
sampled. Let’s call the class inferior class. Over-sampling the instances in the inferior 
classes might generate worse data set for training. So the decision tree algorithms will 
try to treat instances in other classes more importantly, and let’s call it superior class. 
Therefore, it is highly possible that the decision tree will be built to cover instances in 
superior classes more importantly so that the prediction accuracy for the instances 
will be better than the decision trees from the original training data set. The following 
is a brief procedure of the method.  

After generating decision tree with over-sampled data, we generate conditional 
association rules for the inferior classes. The parameters for CAR are minimum 
support and minimum confidence. By inspecting the accuracy of inferior classes of 
the generated decision tree, we can determine the minimum support. In order to 
determine an appropriate minimum confidence, we may use domain knowledge.   

 
procedure (Output): 
Begin 
/* X, MS, MC: parameters */ 
1. Generate a decision tree; 
2. Inspect the accuracy of each class to determine  
over-sampling for some classes; /*inferior classes*/ 
3. Do sampling of X % more for the classes 
4. Generate a decision tree for the new sample set; 
 /* do discritization first to find CARs */ 
5. Generate CARs for inferior classes with MS & MC; 
6. Use the decision tree and CAR to predict;  
End. 
 
In the above procedure there are three parameters to be defined, X, MS, and MC. 

MS represents minimum support to find class association rules. MC represents the 
minimum confidence of the CAR to find. The values of minimum support and  
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minimum confidence can be dependent on the accuracy of the decision tree for the 
inferior classes and the domain of the data set.  

4   Experimentation 

Experiments were run using data sets in UCI machine learning repository [24] called 
‘adult’ [25] and 'statlog(Landsat satellite)' [26] to see the effect of the method. The 
number of instances in adult data set is 48,842, and the number of instances in statlog 
data set is 6,435. The data sets were selected, because adult data set may represent 
business domain and stalog data set may represent scientific domain. The total 
number of attributes is 14 and 36, and there are two classes and six classes for adult 
statlog data set respectively. There are six continuous attributes for adult data set, and 
all attributes are continuous attributes for stalog data set. We used C4.5 [6] to 
generate decision trees. We did sampling of relatively small sizes for the experiment 
to reserve relatively large testing data sets. For adult data set sample size of 1,920 is 
used, and for stalog data set sample size of 480 is used. All the remaining data are 
used for testing. Before we sample in the above mentioned sample sizes, we sampled 
the sample size of 1,600 for adult data set, and the sample size of 400 for statlog data 
set. For each sample size seven random sample data sets were drawn. Table 1 and 
table 2 show misclassification ratio of each data set for each class for the case that we 
generate decision trees. All data in the data sets are used to generate the decision trees 
to determine which class objects should be sampled more. 

Table 1. Misclassification ratio for each class of adult data set 

Class Misclassification ratio 
>50K 36.9% 
≤50K 4.6% 

Table 2. Misclassification ratio for each class of statlog data set  

Class Average misclassification ratio 
1 0.4% 
2 0.4% 
3 1.5% 
4 6.4% 
5 4.1% 
6 2.1% 

 
 
So, 20% more objects were sampled from the object pool of ‘>50K’ class for adult 

data set, and 10% more objects were sampled for each class 4 and 5 for statlog data 
set. The following table 3 thru 4 shows average error rate of the decision trees of 
seven samples for adult and statlog data set. Table 3 shows average error rate of the 
decision trees with for adult data set. 
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Table 3. Average error rate for each class of adult data set samples with inferior class over-
sampling(ICOS) and conventional sampling 

Class Sampling method 
ICOS          Conventional 

>50K 39.8%            26.4% 
≤50K 9.0%             13.2% 

 
If we look at table 3, we can notice that we can find better classification accuracy 

for superior class and worse classification accuracy for inferior class.   
Table 4 shows the result of experiment for statlog data set with inferior class over-

sampling. Note that class 4 and 5 has been chosen as inferior classes. 

Table 4. Average error rate for each class of statlog data set samples with inferior classes (4, 5) 
over-sampling(ICOS) and conventional sampling 

Class Sampling method 
ICOS          Conventional 

1 8.1%             9.8% 
2 7.7%             9.1% 
3 12.1%            15.4% 
4 58.6%            54.3% 
5 30.1%            28.3% 
6 14.0%            22.0% 

 
If we look at table 4 carefully, we can notice that we have some similar result with 

the result of adult data set.  
So we could find some better classification accuracy for superior classes, and some 

worse classification for inferior classes. The next step is to compensate the 
classification for inferior classes. We used CAR algorithm to find good classification 
association rules. For discritization MDL-based method is used [27]. The following 
rule is an example class association rule for adult data set among 14,426 un-
generalized rules.  

If marital-status=Married-civ-spouse and capital-gain=’(5119∼∞)’ Then 

class= ‘>50K’  confidence:1 (54/54); 

The numbers in (54/54) after the confidence means the number of instances that 
belong to the condition and conclusion. The rules came from the first training data set 
of adult data set of size 1,600. The given minimum support is 0.5625% that is based 
on 9 instances in a terminal node of ‘>50K’, and minimum confidence is 90%. The 
part of corresponding decision tree for the parameters looks as Fig. 1. Similar 
procedure to generate CARs can be applied to statlog data set. 
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capital-gain = '(-∞∼5119]' 
|   marital-status = Married-civ-spouse 
|   |   education-num = '(-∞∼12.5]' 
|   |   |   capital-loss = '(-∞∼1881.5]': <=50K (457.0/129.0) 
|   |   |   capital-loss = '(1881.5∼1938]': >50K (9.0) 
|   |   |   capital-loss = '(1938∼∞)': <=50K (6.0/1.0) 
.  .  .  .  .  . 
|   |   capital-loss = '(1938∼∞)': >50K (3.0) 
|   marital-status = Married-spouse-absent: <=50K (23.0/2.0) 
|   marital-status = Married-AF-spouse: <=50K (1.0) 
capital-gain = '(5119∼∞)': >50K (71.0/3.0) 

Fig. 1. Decision tree 

5   Conclusions 

Because data mining tasks usually do not have complete data sets for training, we 
may want to resort to some heuristics to overcome the problem. Decision trees are 
considered to be one of the best data mining tools, because we can get some 
understandable knowledge structures. On the other hand, decision tree algorithms 
suffer from data fragmentation problem, because a training data set is divided into 
terminal nodes thru many subtrees and branches. This problem can become worse 
when the available data sets are well not consisted of good premises for classification. 
On the other hand, class association rule finding algorithms can find rule exhaustively 
within given parameters of minimum support and confidence. But it may require a 
huge computing time and generate a lot of rules unless we give some limitation, so we 
need some method to make the input of the association rule finding algorithm be more 
compact.  

We propose a method to find better classification models using decision trees and 
class association rules. We first generate decision trees to determine if there is 
relatively higher number of errors depending on classes, then we sample more for the 
classes, and decision trees are generated for the over-sampled data sets. If the trees 
from the over-sampled data sets have worse accuracy for over-sampled classes and 
better accuracy for the other classes, we find class association rules for the over-
sampled classes, and use the class association rules to compensate the worse accuracy 
of the decision tree with over-sampling. This can reduce the training data set size for 
class association rules. Experiments with two real world data sets in business and 
scientific domain give us the conclusion that we can we can find better data mining 
models effectively.  
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Abstract. Similarity measure is very important in data mining techniques such 
as clustering, nearest-neighbor classification, outlier detection and so on [1][4]. 
There are many similarity measures have been proposed. For numeric data, 
there are many Minkowski distance-based similarity measures. However, the 
similarity measures for categorical data have been studied for a long time, it 
also has many issues. The main issue is to understand relationship between 
categorical attribute values. For categorical data, the similarity measure is not 
clear as well as numeric data. In this paper, we propose a new approach to 
understand relationship between categorical data. This approach is based on 
artificial neural network to extract significant features for computing distance 
between two categorical data objects. 

Keywords: Categorical data, Artificial Neural Network, Similarity Measure, 
Significant Feature. 

1   Introduction 

Many researchers were interested in studying similarity measure for data objects. 
Though many similarity measures have been proposed, there are still many problems. 
The main issue is to understand relationship between attribute values. For numeric 
data, there are many Minkowski distance-based similarity measures. For categorical 
data, measuring its similarity between two objects is a very difficult task [6] since the 
similarity between categorical data is not straightforward as well as numeric data and 
mainly depends on the specific domain. Therefore, each similarity measure is 
designed to fits into the characteristic of the specific data set.  

In this paper, we propose a novel method to extract the significant features by 
measuring categorical data similarity. This method is based on artificial neural 
network (ANN) model. We use this model to extract the significant features from 
categorical data during artificial neural network testing process and calculate the 
similarity between two categorical data objects. In this paper, we applied proposed 
method to k-means clustering to evaluate the goodness of our method.  
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2   Related Work 

Study of similarity measure has a long history. A lot of similarity measures were 
proposed for calculating similarity of categorical data. These similarity measures can 
be divided into two groups. The one is for numeric data and another one is for 
categorical data.  

2.1   Similarity Measurement for Numeric Data 

For numeric data, the notion of similarity is clear. The similarity between two 
numeric data objects is defined as distance of them. The Minkowski distance is one of 
the most famous similarity measures for calculating distance between two numeric 
data objects. Especially Euclidean distance and hamming distance are two widely 
used similarity measure in many data mining techniques such as nearest-neighbor 
classifier, support vector machine and clustering [1][4][6]. 

Hamming distance can be used for both numeric and categorical dataset. For 
numeric data, it also called Manhattan distance. In Manhattan distance, the distance 
between two points in a grid that is based on a strictly horizontal and vertical path is 
as opposed to the diagonal or as the crow flies distance. The Manhattan distance is the 
simple sum of the horizontal and vertical components, whereas the diagonal distance 
might be computed by applying the Pythagorean Theorem. 

Euclidean distance is the straight-line distance between two points which are located 
in Euclidean space. Because of its efficiency in calculating distance between two 
vector data objects, it is applied to many data mining techniques; they transform the 
values of categorical attributes into a series of numbers and calculate their similarity. 

2.2   Similarity Measurement for Categorical Data 

Categorical data has been studied for a long time in various contexts [1]. Sneath and 
Sokal discussed categorical similarity measures in detail in their book [7]. The main 
concerns in the book were biological relevance, and computation efficiency. 

There are several measures for similarity of categorical data [6][8]. The chi-square 
test which was proposed by Pearson is used to test the independence between 
categorical attributes. Chi-square statistic was modified and extended, leading to 
several other measures. One of commonly used similarity measure for categorical 
data is overlap. Overlap similarity measure simply counts the number of attributes 
that match in the two categorical dataset. The range of the similarity value for overlap 
is (0, 1). When one of the attribute values match, similarity between two attributes is 
1; when no attribute values match, similarity between two attributes is 0. 

Overlap measure is the most widely used similarity measure and the popularity of 
overlap measure is related to its simplicity and ease of use [1]. There are many other 
similarity measures modified and extended from overlap. 

3   Proposed Approach 

The proposed approach is based on Artificial Neural Network. For calculating 
similarity of categorical data, we applies Artificial Neural Network model to extract 
significant features which are used to compute categorical data similarity. 
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3.1   Concepts of Artificial Neural Network 

The study of artificial neural network is inspired by attempts to simulate biological 
neural systems [9]. The simplest structure of artificial neural network is called 
perceptron. This structure consists of two layers which are called input layer and 
output layer. Each layer includes some nodes which have their own parameters such 
as sum, value and so on. Usually, the number of input nodes is equal to the number of 
attributes and the number of output nodes is equal to the number of class labels. 

Artificial neural network can have a more complex structure than perceptron 
model. The artificial neural network model can contain several intermediary layers 
between input layer and output layer. Such intermediary layers are called hidden layer 
and the nodes embedded in these layer are called hidden nodes. An example of a 
multilayer feed-forward artificial neural network is shown in Fig. 1. In a feed-forward 
neural network, the nodes in one layer are connected only to the nodes in the next 
layer. These intermediary layers allow model to have more complex relationships 
between the input layer and output layer. 

Commonly, the multilayer feed-forward artificial neural network has one hidden 
layer [2][3][9]. In multilayer feed-forward artificial neural network, each node in one 
layer is only connected to the nodes in the next layer. Every node in each layer has its 
own parameters such as sum, value and so on. The sum is a parameter that is 
calculated by a formula which is shown as equation, where n is the number of income 
connections, w and x are the weight and value of node connected by the income 
connection and k is the index of connections and the values of nodes. Usually the 
w0x0 is a constant which shows the bias of them. 

 

Fig. 1. Example of a Multilayer Feed-forward Artificial Neural Network 

3.2   Extracting Significant Features Using Artificial Neural Network 

Artificial Neural Network is known as an efficient classification algorithm. Artificial 
neural network model transmits information from one layer to the next layer. 
Information is transformed by weighted connection which connects two nodes in 
different layers. 

In fully connected multilayer artificial neural network model, all of information 
that leaves from one layer is centralized into each node in the next layer. Hence, each 
node's information is compressed data of the whole information of the previous layer 
from connections. This information also includes the characteristics of the next layer. 
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Traditional artificial neural network model has at least one hidden layer. Hidden layer 
is located at the middle of input layer and output layer. Information of input nodes is 
centralized into each hidden node and the information of hidden node is transmitted to 
each output node. Therefore, hidden nodes catch the information of attributes and 
class label. For calculating similarity between two categorical data, we require some 
significant features which only take the information of data attributes. We designed 
artificial neural network structure at which the number of input nodes is the same as 
that of output nodes. To make the hidden nodes have only information of data 
attributes, we make the values of output nodes the same as to the input nodes. In this 
artificial neural network structure, the class label of data set does not need to apply to 
the ANN model during the step of learning data set. 

In order to apply the categorical data into proposed artificial neural network, the 
values of each categorical attribute should be transformed to numeric format by data 
preprocessing. There are many transformation functions to give categorical values 
some identified weights. 

The preprocessed data is applied to Artificial Neural Network as training dataset to 
build a classifier. After that, an Artificial Neural Network model is built from training 
dataset. We apply the data which is used as training dataset to the obtained model. 
However, in this method, the Artificial Neural Network model is not used to predict 
the class label as well as traditional Artificial Neural Network do. The classifier 
model is used to extract the features from target dataset. So the values of output nodes 
are not any significance in proposed method. In our method, it catches the value of 
hidden nodes. The value of each hidden node is come from its sum, and the sum is 
come from all of the input nodes.  The value of each hidden node has the information 
of all the input nodes. In other words, the value can represent the characteristic of 
each data instance. Process of extracting significant features is shown as Fig. 2. 

 

Fig. 2. Process of Extracting Significant Features 
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Fig. 3. Entropy for 9 Neural Networks which have Different Number of Hidden Nodes 

According to the evaluation results, we can see that entropy graphs whose number 
of hidden nodes are 1, 2 and 3 are unstable than others. The best number of hidden 
nodes is 5. But the proposed method can calculate similarity between categorical data. 

5   Conclusion 

The data mining techniques are used in many fields of studies to understand 
undiscovered knowledge. The most important part in data mining is to calculate 
proximity between two data objects.  

The notion of similarity for numeric data is well-defined, and there are many useful 
similarity measures were proposed for numeric data. The most used measure is 
Euclidean distance. Euclidean distance is used in many clustering techniques as there 
similarity measure. For categorical data, the similarity between two categorical data 
objects is not straightforward as well as numeric data. However, several similarity 
measures for categorical data have been proposed, there are still many issues have to 
be solved. The main problem of measuring two categorical data objects is to find 
relationship between there attribute values. Overlap is the most popular simplicity 
measure for categorical data, because of its simplicity and easy use. However, overlap 
is cannot represent the relationship of categorical data. 

In this paper, we proposed a novel approach for measuring the similarity between 
two categorical data objects which is based on Artificial Neural Network. We use the 
Artificial Neural Network whose structure is redesigned for extracting significant 
features from categorical data to perform unsupervised learning to get similarity 
between the categorical dataset. 
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Abstract. As the utilization of internet becomes generalized, people are able to 
contact vast information through web. However, as the quantity of information 
increases rapidly, search engines show the status of limitation in search 
performance, that they display the information which users do not need. 
Because of this, it became that users should spend more time and effort to 
search necessary information. This study suggests a method that a search engine 
can find out accurate information which users need, and provide it to users 
swiftly by using query expansion. 

Keywords: query expansion, associated word, HITS, personalized search. 

1   Introduction 

Ordinary information search systems use the method to construct a database with 
enormous numbered web pages of more than hundreds of millions, and display the 
ones of higher similarity from the database for the queries input by a user. Because at 
this time, multiple web pages of diverse themes can be opted, for one query. This 
phenomenon is due to the ambiguity of the meaning which a word expresses, both in 
a search query and in a key word. Therefore, it is not easy to find out the result which 
a user wants, by using only some limited numbered search query. In this case, if more 
specified queries which are made by adding certain words to the query input by a 
user, for the first time, is offered to the user, it will enable the user more effective 
search. That is, it will be possible to make more specified queries by opting associated 
words in the meaning with the query, among the words occurring in the web pages 
which a user visited by the search result by the first query which the user input, and 
offer this more specified queries to the user. For query expansion, a search system can 
extract words which have high association with the words contained in the input 
query, or words which fit the search theme, that is, the content of the input query [1]. 
This study suggests a method for word extraction which uses HITS algorithm and 
word association relationship. This paper reports on this study and is organized as 
follows: section 3 describes the procedures required to extract the terms and the 
subsequent calculation for the weight of each term by means of the weight-value 
model that we propose; section 4 presents tests that we carried out with the weight-
value model and with the TF-IDF weight-value model using NDCG; a discussion 
together with some conclusion are presented in section 4. 
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For instance, the more the numbers of connected links, a hub or an authority 
has, the better one, it is [4]. Though HITS algorithm is used only for calculating 
the weight value of web pages, initially, Yuanhua Lv applied this algorithm, to 
weight value measurement too, referring to the associated relation between words 
and web pages, and make the  algorithm to be able to exercise a good 
performance. [5] However, this algorithm has the fault that it classifies respective 
words simply on individual level, without considering the association relationship 
between words. 

3   HITS Algorithm Based on Word Link 

In this chapter, association relationship of words, and the expression of this 
association relationship, is elucidated. The words occurring in a same web page 
have association relationship mutually. This association relationship can be 
expressed by methods such as a HITS graph.  

3.1   Word Directionality 

For the words occurring in a same web page, they have the mutual relationship 
that all of them can be linked, one another, not a unilateral relationship that only a 
certain words can direct to another word. Further, the connected two words have 
including relationship which makes a link between the words have bi-
directionality. D3 of Figure 2, illustrates the bi-directionality between words by 
bi-directional link of d={A,D,Q,Z} in case of d={t1,t2,t3, … ,tn}, where d is a 
web page, and t is a word. Likewise, all the words, occurring in a same web page, 
are connected by bi-directional links among themselves. 

3.2   Method of Graph Composition 

As elucidated in Chapter 3.1, all the words occurring in a web page, are linked, 
bi-directionally. However, if it is regarded that all the words are linked simply, as 
in Chapter 3.1, the weight value of all the words, which come out as the result 
value by the propagation of weight value of words in HITS. Therefore, it is 
necessary to remove unnecessary links in order to obtain proper weight value.  

 

Fig. 2. Link between Words Included in Respective Web Pages 
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For removing unnecessary links, the words occurred in different web pages, are 
not connected by links, between themselves. For instance, if the web pages of d1, 
d2, d3, d4 exist, and the words occurring in the respective web pages are 
d1={D,W,S}, d2={D,W,E}, d3={Q,A,D,Z}, d4={A,D}, the links between the 
web pages are like in Figure 2.  

   

Fig. 3. Between Connectivity of Respective Web Pages by Co-occurring Words 

 

For this status, if the web pages d1, d2, d3, d4 are expressed in one graph, it is 
like in Figure 3. If the web pages are connected by co-occurring words as the 
criteria in one graph, the phenomenon that all the words become linked can be 
avoided, and as the result, unnecessary links can be removed as the criteria by the 
respective web pages in which a certain word occurs. Because, in this graph, links 
are removed as the criteria by respective web pages in which a certain word 
occurs, a word which occurs in all the web pages in common, such as the word D, 
becomes the connecting ring which connects the individual web pages. In this 
case, the more similar the themes of the content of respective web pages are, the 
bigger the weight value of a word which takes the role of connecting ring, 
becomes, and, on the contrary, when the weight value of the word D, which 
occurs in all the pages, concurrently, the flow of the weight value which is 
propagated over all the graph becomes smaller, and in the result, the weight 
values of all the words in the graph, becomes similar scale.    

3.3   Association Relationship Measurement by Using HITS 

In HITS Algorithm introduced in 2.3, when nodes are mutually linked, and the 
links have directionality, the weight value is propagated to the linked node. 
However, HITS does not consider including relationship between words. At this 
time, in order to propagate a proper value, a node should not propagate the weight 
value which the node owns, as it is, but should propagate the value after raising or 
lowering the weight value, considering the including relationship and association 
relationship between words. 

In this study, a method to adjust propagating value by giving weight value to a 
link between nodes, as a word is used as a node, is suggested. For instance, in 
case of A=>B, the association relationship between the two words can be 
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measured, by the ratio between the case that the word B occurs including the 
word A, and the case that the word B occurs alone by itself. That is, propagating 
value can be adjusted taking this association relationship as the weight value of a 
link. This association relationship is called as lift. 

 
(1)

Formula (1) represents one to pursue the weight value which B  propagates to 
A by using the weight value of B  and lift P(A|B ). Here, A and B  each 
indicates a random word. n is the number of words which indicate A, and B  is 
the weight value of B . A  is the weight value of the word A. B  is the 
complementary set of B  except B . P(A|B ) is the conditional probability that 
A will occur simultaneously when B  occurs. In this Formula, because the 
probability that A will occur when B  occurs by conditional probability, is 
pursued, it means, all in all, the probability that B  occurs including A, is 
pursued. P(A|B ) is the conditional probability that A will occur simultaneously 
when the residue different words except B  occur.  

4   Method of Test 

4.1   Criteria Words for Performance Estimation 

The criteria words for performance estimation are selected among the words 
contained in the web pages which a search system user visited by the search result 
which is offered according to the input query by the user. Among the words 
contained in the web pages visited according to the result of the initial search 
result, all the words which enable the web pages completely correspondent to the 
search theme, that is, the intention of a search user, being brought about and 
placed within the 10 highest positions in retrial search result, when search is 
retried by attaching the words to the initial query, are selected as criteria words. 
For the priority of the criteria words for performance estimation, those words 
which make more respective results which are closer to the search theme, are 
positioned in the upper level of the search result, are defined to be higher. 
However, the occurrence frequency of words, that is, how many times a 
respective word occurred in the visited web pages, is not considered, in the 
selection of criteria words. 

4.2   Performance Estimation Test 

For the estimation of respective algorithms, first, the weight value of words 
contained in the web pages are calculated, by the respective test applied 
algorithms, and next, when these words are arranged by the priority of the 
calculated weight value, an algorithm which enable more criteria words selected 
previously, being contained in the 30 most upper leveled words by the calculated 
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weight value, is determined to be superior. In case that same numbered criteria 
words are contained in the 30 most higher leveled words in the priority of weight 
value by respective algorithms, the algorithm which suggests the weight value 
priority in which higher prior criteria words according to the previously 
determined priority for the criteria words, will be estimated to be more excellent. 

The performance of respective algorithms according to the various modes that 
a user visits web pages is estimated by the value of Normalized Discounted 
Cumulative Gain (NDCG) [6]. NDCG uses the method to evaluate the priority of 
respective units among an applied group by the priority of desirability. NDCG, 
which is originally a method for estimating web page priority, is used in this test, 
as it is proper for estimating the result according to the various given  
conditions [7]. 

 DCG rel  
rellog i , NDCG DCGIDCG  

p : A particular rank position rank position. DCG : The DCG accumulated at a particular rank position p. 
 rel : The graded relevance of the result at position i; rel {0,1} 
 IDCG : This is done by sorting documents of a result list by relevance, producing an ideal DCG

at position p.  
 

(2)

 

NDCG is measured using Formula (2). In the experiments, only the Terms 
ranked in the top 30 were used, and are thus denoted as NDCG@30. For Query 
Expansion for which the search theme of a search system user should be grasped 
in the shortest time to suggest associated words for search expansion, the number 
of web pages for the test is limited and set as 4 pages.  

The test is conducted by the assumed 2 types of scenario in the way that users 
visits web pages. The first scenario is conducting the test by designating the order 
of visiting web pages by a user, so that the difference between the search theme of 
a user and the theme of a web page might become lower gradually, though the 
theme of all the used web pages complies with the search theme of a user. The 
second scenario is conducting test in the way that, in advance, a web page which 
does not comply with the search theme, is visited, and next the first scenario is 
conducted as it is. This scenarios involved the search for Java-related books. 
From 100 search results, we visited web pages related to "Java network 
programming", and evaluated performance of each method for term extraction. 

For the test, the web pages are used in the status of original text mode without 
HTML tags and images. The web pages are give a itemset to use in the 
experiments. This itemset is all texts which except HTML tags and multimedia 
datas in the web pages. 

4.3   Test Result 

The value of NDCG algorithm used for examining test result, shows a value 
which is closer to 1, when the applied sample has high performance, and shows a 
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value which is closer to 0 when the sample has low performance. In the respective 
tables of test result, below, ‘total word number’ means the number of total words 
which occur in the web pages that a user visited. The number of total words is 
counted by adding the number of words in a newly visited web page to the 
number of words of previously visited web pages, in accumulation, whenever a 
user visits a new web page, additionally. But the number of words in a new web 
page, which occur dually with the words in the previous web pages, is not 
counted. ‘The number of criteria words’ is the number of words which are used as 
criteria words among the entire words. In selecting criteria words, the occurrence 
frequency of a word is not considered. In this test, the ratio of the words of which 
the occurrence frequency is higher than the average occurrence frequency is less 
than 30% of the entire criteria words. 

Table 1. Test Result by First Scenario 

Number of Visiting Web Pages 1 2 3 4 
Simple HITS(S_HITS) 0.21135 0.18704 0.27605 0.13182 

Term of Connectivity Based HITS (TCBH) 0.52238 0.48015 0.44566 0.35544 
TF-IDF 0.52238 0.37442 0.35939 0.32730 

TF 0.21135 0.18704 0.31822 0.22292 
Number of Criteria Words 26 26 35 54 

Number of Total Words 280 409 486 798 

 

Table 1 is the test result by the first scenario. In this scenario, as seen in  
Table 1, when the number of total words increases in high ratio, in case of the 
existing algorithms, the performance of algorithms to suggest proper associated 
words for search expansion lowers much. The reason why the performance of the 
algorithms lowers, is, that the more the number of the total words is, the more 
words which have no relevance with the search theme of a user, but have high 
occurrence frequency, are contained in a web page. However, in this scenario, in 
case of TCBH, suggested in this study, even if the number of the total words 
increases in high ratio, it does not show the phenomenon that the performance 
lowers much, and shows the best performance in all the cases by the number of 
visiting web pages. 

Table 2. Test Result by Second Scenario 

Number of Visiting Web Pages 1 2 3 4 
S_HITS 0.10951 0.10951 0.37114 0.14910 
TCBH 0.52463 0.47426 0.44324 0.35515 
TF-IDF 0.52089 0.42092 0.42490 0.32087 

TF 0.10951 0.13630 0.17517 0.19556 

Number of Criteria Words 26 26 35 54 
Number of Total Words 363 676 1086 1286 
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This scenario is for estimating the performance of algorithms in case that web 
pages which have no relevance with the search theme, at all, are included in the 
web pages for estimation. As seen in Table 2, it is identified that even if web 
pages which have no relevance with the search theme are contained, this does not 
lower the performance of TCBH. This phenomenon is the same in case that web 
pages which have small numbered words having relevance with the search theme, 
are contained.   

Table 3. Result by a Test by Limiting Number of Criteria 

Number of Visiting Web Pages 1 2 3 4 

TCBH 0.579398 0.669273 0.703187 0.711706 

TF-IDF 0.579398 0.518952 0.561882 0.508262 

Number of Criteria Words 10 10 10 10 

 
Table 3 shows the result of a test which is conducted the same as the test by the 

first scenario, of which the result is described in Table 1, only by decreasing the 
number of criteria words. In this test, excluding the criteria words of which the 
occurrence frequency is very low, and using the words of which the occurrence 
frequency is placed in the first position to the 10th position, TF-IDF, and TCBH, 
of which the performance appeared to be approximately on similar level, in the 
result by the first scenario, are compared, once again. The tests of which the 
results are described in Table 1 and Table 2, are conducted for measuring how 
much the respective algorithms can embrace the words which have low 
occurrence frequency by including the words which have high relevance with the 
search theme, but have low occurrence frequency. In contrast, the test of Table 3 
is for estimating the performance of the respective algorithms to extract core 
associated words which enables web pages fitting to the search theme being 
placed on upper level in search result. As identified in Table 3, by the estimated 
result by NDCG, TCBH has higher performance than TF-IDF, and the more web 
pages a user visits, the larger this difference of performance becomes. 
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Abstract. Non-functional properties are highly important for dependable and 
distributed real-time systems as they are designed to operate in environments 
where failure to provide functionality or service can have enormous cost both 
from financial, influential or physical aspects. Therefore it is essential that these 
properties are calculated as precisely as possible during the design and 
operation of such systems. In this paper, we propose an aspect-oriented MDA 
approach for non-functional properties to develop dependable and distributed 
real-time systems. A case study illustrates the aspect oriented MDA 
development of dependable and distributed real-time systems. 

Keywords: Non-Functional Properties, Aspect-Oriented, MDA. 

1   Introduction 

Dependable and distributed real-time systems are an enabling technology for the 
information society. Their economic impact reaches far beyond their immediate 
market size, since the success of many industrial products depends on the provision  
of reliable control systems. As the rapidly growing functional and non-functional 
system requirements cause an enormous increase in system complexity, it is necessary 
to move into component-based design and aspect-oriented design: to provide pre-
validated hardware and software components and an appropriate integration 
methodology for the design of next generation dependable embedded real-time 
systems. 

Model Driven Architecture (MDA) [1] is based on a series of industry-standard 
software development frameworks, model drives the software development process, 
and using support tool model can to achieve automatic conversion among the models, 
between the model and the code. Its core idea is to establish a Platform Independent 
Model (PIM) with complete description of system requirements and specific platform 
implementation technology, through a series of model transformation rule set, the 
platform independent models to be able to transfer to complete presentation system 
requirements, and specific implementation techniques related to platform specific 
model (PSM), finally, using MDA tools will be making platform specific model 
automatically transferred to code. Aspect-oriented software development methods [2] 
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make up object-oriented software development methods in system development needs 
of non-functional characteristics of the existing limitations question problem. Use 
separate technology of concerns separates all the crosscutting concerns of the system, 
and then analyzed, designed, modeled for each cross-cutting concerns, to address 
crosscutting concerns in object-oriented software development, the code tangling and 
scattering problems, enhancing the system's modular degree, lowering coupling 
between modules. 

In this paper, we propose an aspect-oriented MDA approach for non-functional 
properties to develop dependable and distributed real-time systems. 

2   Non-functional Requirements of Dependable and Distributed 
Real-Time Systems 

Dependability is that property of a system that justifies placing one's reliance on it. 
The dependability of a system is the collective term that describes the availability 
performance of a system and its influencing factors: reliability, safety, maintainability 
and maintenance support performance. These non-functional properties are highly 
important for real-time systems as they are designed to operate in environments where 
failure to provide functionality or service can have enormous cost both from financial, 
influential or physical aspects. Therefore it is essential that these properties are 
calculated as precisely as possible during the design and operation of such systems. 
Reliability is the ability of a system or component to provide its required functionality 
or services under given conditions for a specified period of time. Availability is the 
ratio of total time that a system or a component is functional during a specified period 
and the length of the period. Maintainability can be specified as the probability that a 
component or system will be restored to a given condition within a period of time. 
Safety is described as the absence of serious consequences on the user or environment 
in case of failure. Safety can be defined as “a property of a system that it will not 
endanger human life or the environment” .A system is safety-critical if safety cannot 
be ensured when it fails to provide correct service. Integrity can be specified as the 
absence of improper alterations on the target system or component. Survivability can 
be defined as the ability of the system to remain functional after a natural or man-
made disturbance. The threats to dependability are faults, errors and failures. There is 
a relationship between these threats: A fault is a defect in the system which, when 
activated, leads to an error. An error is an incorrect system state that may affect the 
external behaviour, thereby causing a failure. A failure occurs when the delivered 
service deviates from what is considered correct. There exist four general means to 
achieve dependability: fault prevention, fault tolerance, Fault removal, and fault 
forecasting. Fault prevention deals with the objective of avoiding to introduce faults 
during the software development process. There exist four general means to achieve 
dependability: fault prevention, fault tolerance, fault removal, and fault forecasting. 
Fault prevention can be considered as an inherent part of it. Fault removal deals with 
uncovering faults that have happened at any phase of the development process. Fault 
forecasting is aimed at evaluating the behaviour of the system under the occurrence of 
faults such that it can be concluded which ones would lead to system failure. Fault 
tolerance techniques are the means to allow a system to provide correct service even 
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when faults occur. Such techniques use diverse forms of redundancy to detect and 
recover from faults. The most common approaches use either hardware redundancy, 
software redundancy, time redundancy or information redundancy to identify 
erroneous conditions. The subsequent recovery process relies on the remaining fault-
free parts of the system to correct the errors and/or prevent them from reappearing. 

Timeliness requirements apply to computations in which correctness depends not 
only on the results produced but also the time at which they become available. Soft 
real-time requirements are general performance goals, typically expressed via some 
measure of average response time. Such goals have a probabilistic or statistical 
flavour which takes them outside the scope of this study. More tangible are hard real-
time requirements in which particular events must occur at, or before, certain times. A 
periodic requirement states that some action must be performed at regular intervals, 
while a sporadic requirement states that some action must be performed immediately 
following an external “triggering” event. In real-time systems components do not only 
have to perform operations correctly, but also have to meet certain timing 
requirements. General purpose components like graphical user interface frameworks 
are often not design with a real-time scenario in mind and thus real-time programmers 
are many times forced to build large parts of their applications from scratch. Building 
components suitable for real-time applications is a difficult task, as besides the 
functional requirements attention has also to be paid to the non-functional timing 
requirements. This additional complexities makes building real-time components 
more expensive and error prone than general purpose components. Real-time and 
fault tolerance constraints can impose conflicting requirements on a distributed 
system. Real-time operation requires an application to be predictable, to have 
bounded request processing times, and to meet specified task deadlines. This 
predictability is often the most important characteristic of real-time systems. In 
contrast, fault tolerant operation requires that an application continue to function, 
even in the presence of unanticipated, potentially time-consuming events such as 
faults and fault recovery. Faults are often viewed as asynchronous unpredictable 
events that can upset a real-time system’s scheduled operation. Sustained operation 
with consistency of application data in the face of faults is often the single most 
important characteristic of fault-tolerant systems. Thus, there is a fundamental 
conflict between the philosophies underlying the two system properties of real time 
and fault tolerance. While real-time performance requires a priori knowledge of the 
system’s temporal operation, fault tolerance is built on the principle that faults can 
and do occur unexpectedly, and that faults must be handled through some recovery 
mechanism whose processing time is uncertain. When both real-time and fault 
tolerant operation are required in the same system today, trade-offs are made at design 
time, not at run-time. 

3   Applying AOP and MDA to Non-functional Requirements 

The real-time systems software development process based on aspect-oriented system 
is divided in five phases [3]. 

The first phase is a profound analysis of the requirements. The phase includes three 
steps: 
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Step one handles the non-functional requirements and then identifies which of 
those are crosscutting. 

Step two performs a traditional specification of functional requirements, in this 
case, using an UML-like approach where the use case model is the main specification 
technique. 

Step three starts by composing functional requirements with aspects; then it 
identifies and resolves conflicts that may arise from the composition process. 

The concepts of overlapping, overriding and wrapping can be adopted to define the 
composition part of the model. Overlapping indicates the requirements of the aspect 
modifies the functional requirements they transverse. In this case, the aspect 
requirements may be required before the functional ones, or they may be required 
after them. Overriding indicates the requirements of the aspect superpose the 
functional requirements they transverse. In this case, the behavior described by the 
aspect requirements substitutes the functional requirements behavior. Wrapping 
indicates the requirements of the aspect encapsulate the functional requirements they 
transverse. In this case, the behavior described by the functional requirements is 
wrapped by the behavior described by the aspect requirements. 

In the design phase, the distributed system will be designed considering both the 
requirements and the constraints posed by the system and system. Using the MDA 
approach [4]to produce the platform specific models includes five steps (see Fig. 1): 

Step one: Create the PIM for the distributed system. 
Step two: Select the target system and create the generic system aspects. 
Step three: Transform PIM to enhanced PIM using the application converter. 
Step four: Transform the generic aspects to enhanced aspects using the aspect 

converter. 
Step five: Weave the enhanced aspects into the enhanced PIM to produce the PSM.  

 
Fig. 1. Process view of the PSM generation 

4   Case Study: Intelligent Transportation Systems 

Intelligent Transportation systems (ITS)[5] – automotive, aviation, and rail – involve 
interactions between software controllers, communication networks, and physical 
devices. These systems are among the most complex cyber physical systems being 
designed by humans, but added time and cost constraints make their development a 
significant technical challenge. MDA approach can be used to improve support for 
design, testing, and code generation. MDA approach is increasingly being recognized 
as being essential in saving time and money. Transportation systems consist of 
embedded control systems inside the vehicle and the surrounding infrastructure, as 
well as, the interaction between vehicles and between vehicle and the infrastructure. 
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The dynamics of these interactions increases complexity and poses new challenges for 
analysis and design of such systems. 

In real-time systems such as ITS, the passage of time becomes a central feature — in 
fact, it is this key constraint that distinguishes these systems from distributed computing 
in general. Time is central to predicting, measuring, and controlling properties of the 
physical world. The modeling process of non functional requirements time of ITS by 
aspect–oriented MDA[6][7][8] is shown as Fig.2, Fig.3 and Fig 4. 

 

Fig. 2. Time mechanism model-CIM model 

 

Fig. 3. Aspect oriented time model: PIM model of time 
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OCL supplements UML by providing expressions that have neither the ambiguities 
of natural language nor the inherent difficulty of using complex mathematics. Time 
aspect is specified by OCL as folows. 

Context TimeAspect: 
 

inv: --the isSingleton is not equal isPrivileged 
    if self.isSingleton then self.isPrivileged=false  
    else self.isPrivileged=true endif 
    self.isSingleton=not self.isPrivileged 
    --maxTime always large than mixTime 
    self.maxTime>=self.mixTime 
    --the Clock has only one instance 

self.setClockAdvice.Clock.allInstances()->size()=1 
 

The time constraints of phase is specified by OCL as following: 

 

Fig. 4. Time constraints of phase 

Now we return to the model transformation, whose essential point is mapping to 
the special programming language code as shown in Fig.5. 

    

 

Fig. 5. Aspect code of time property: PSM model 
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Considering safety specification, the formal technique can be applied. The train 
control systems environment consists of train and road[9]. However, since just train is 
monitored, system environment is specified by MSV variable MSVtrain,which may 
have four states(distant, approached, on-crossinng and passed)[9]. 

1 train 11 12 13 14{ , , _ , tan }m MSV m enter m approached m pull in m dis t= = = = = =  

In addition, internal MSV variables, MSVtimer is considered to monitor passing of  
time [9].   

2 t im e {0 ,1, 2 , . . . , m a x }m M S V= =  

System-controlling component is just the system gate. It is shown by CSVgate variable 
(called Cgate), whose state is set by software as MoveDown, MoveUp and closes/opens 
the road [9]. Thus, 

1 11 12{ , }gatecs CSV c open c close= = = =  

We have the following safety constraints [9]: 
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The aspect -oriented fault-tolerant model is as shown in Fig.6. 

  

Fig. 6. Aspect-oriented Fault-Tolerant Model: PIM model 
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Fig. 7. Aspect code of train arrive: PSM model [9] 

5   Conclusion 

In this paper, we proposed an aspect-oriented MDA approach for non-functional 
properties to develop dependable and distributed real-time systems. We illustrated the 
proposed method by the development of ITS and demonstrated aspect-oriented MDA 
approach that can be used for modeling non-functional characteristics of complex 
system, effectively reduce the complexity of software development and coupling 
between modules to enhance the system's modular. 

The further work is devoted to developing tools to support the automatic 
generation of model and code. 
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Abstract. We proposed an algorithm to automatically control the seat, and 
notify dangerous traffic conditions for smart car system. The system is needed 
to adapt to both the driver and the circumstance for maximum convenience and 
safety. In order to solve these problems, we proposed an algorithm for 
developing smart vehicles.  

In this paper, it is simulated to compare the performance of a normal car 
with that of the algorithm-implemented vehicle in a potential accident. Through 
the computer simulation, we proved that the algorithm-implemented vehicle 
automatically adjusted the mirrors and seat for the maximum comfort and 
driver’s awareness of the circumstance. We used fuzzy neural network 
algorithm for design of optimal car speed, and proposed the system to prevent 
intelligently against traffic accidents. 

1   Introduction 

Smrat cars require a human-friendly technology. Ubiquitous technologies are 
certainly needed that vehicles become human –friendly. People could get pleasures to 
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be able to manage vehicles. We must be able to provide status information of a 
vehicle to a driver to realize ubiquitous functions on a vehicle. If we can transfer the 
information of vehicles effectively via cellular phones and PDAs, people will know 
easily the fact that their vehicles are stolen or broken [1-2]. The technology that we 
propose should be implemented in future cars. We are going to implement 
intelligence in vehicles. Making it as mentioned above, we think that future-oriented 
vehicles may be completed. Sensor network combines a number of disciplines of 
various fields. Sensor network is mixed technology of a sensor technology, 
communications technology, SoC, and MEMS technology and so on. This technology 
is a key technology of network and semiconductor industry for next generation. The 
purpose of this paper is to develop intelligent devices and improve driver's 
convenience and safety on vehicles [3-6]. We are going to develop a car with an 
intelligent algorithm which has an electronic control system. This device is connected 
to TPEG terminal with a wireless Internet. This terminal provides the status of the 
vehicles to the driver. The driver can know engine temperatures, conditions of 
exhaust gas, tire and gasoline [7-10]. Traffic accidents break out on the road. Drivers 
and a road do not hold a close relationship. Specially, they occur due to the causes 
such as insufficient safe facilities, erroneous road design, and uncomfortable mind of 
drivers. This paper is organized as follows. Section 2 explains automatic control 
algorithm which can automatically adjust car seat depending on the driver’s height. 
Section 3 explains the fuzzy rule algorithms for smart car. Section 4 shows that it can 
automatically adjust car speed when it finds an obstacle, or receives the traffic 
message broadcasted via a wireless data channel, and describes traffic accident 
simulation results. Finally, Section 5 will present our conclusions.  

2   Fuzzy Rule Algorithm for Smart Car 

For safe driving, a driver must be able to see the road well. Hence, a vehicle has a 
rearview mirror. Even though there are a number of deluxe cars, there is no vehicle 
that controls rearview mirror automatically. Drivers need a car to automatically 
control the rearview mirror, because of the need for a vehicle’s safety. The principles 
for controlling optimum seat and the rearview mirror for driver are as follows. 

e=R-Y  
Ce=e2-e1    

Constrained condition 

    Y: Optimum safety seat control 
    R: Reference input (driver average physical condition)  
    E: Error (reference input - driver's height, weight) 
    Ce: Change amount of error 
    E 2: Present error (upper body and lower body) 
    E 1: The present sampling previous error 
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Table 1. Safety seat control to consider physical condition 

Quantization 
step 

Range of quantization step to 
consider driver’s physical 

condition 
-6 x<=-60 meters 
-5 -60<x<=-40 
-4 -40<x<=-30 
-3 -30<x<=-20 
-2 -20<x<=-10 
-1 -10<x<=0 
0 0<x<=10 

+1 10<x<=20 
+2 20<x<=30 
+3 30<x<=40 
+4 40<x<=50 
+5 50<x<=60 
+6 x<60 meters 

OVER NONE 

Table 2. Fuzzy rule for automatic seat control 

  NB NM NS Z PS PM PB 
NB NB NS NB NB NB NS NB 
NM       NM NM     
NS     NM NS       
Z   NS NS Z PS     

PS     PS PS PM     
PM     PM PM       
PB PS PM PB PB PB PM PM 

Table 1 shows the most suitable value for safety seat control to consider driver's 
height condition. Also, physical condition changes the input value of fuzzy control. 

Table 2 is the fuzzy rule to revise for seat coordination. 
If the height is the same as the weight and the upper body is longer than the lower 

body, it will make an error. Also, when the driver's inclination differs from the result 
of the automatic seat control device, a variation occurs.  

In this paper, fuzzy safety seat control rule is as follows. 

(RULE 1)    IF DPSV IS PB  
                 AND USPC IS NS  
              THEN OPRG IS PB  
(RULE 2)    IF DPSV IS PB  
               AND USPC IS NM  
              THEN OPRG IS PM  
(RULE 3)    IF DPSV IS PS  
                 AND USPC IS NS  
              THEN OPRG IS PS  
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In above routine, the constrained condition is as follows. 

DPSV: Upper body condition and lower body condition error (E) 
     USPC: Driver's visual height 
     Driver's inclination: Error change amount (CE) 
     OPRG: The most suitable seat control 

To consider fuzzy control rule and driver’s physical condition, it produces the most 
suitable seat control output (OPRG). 

(Rule 1)  
  [0.3/4, 0.5/5, 1/6] | ^ [0.7/-3, 0.6/-2, 0.8/-1, 0.4/0, 0.1/1]  
   ^ [0.3/4, 0.5/5, 1/6]  
  = 0.3 ^ 0.7^ [0.3/4, 0.5/5, 1/6]  
  = [0.3/4, 0.5/5, 1/6]  

(Rule 2) 
[0.3/4, 0.5/5, 1/6] | ^ [0.3/-6, 0.2/-5, 0.8/-4, 0.5/-3, 0.4/-2,0.2/-1]  
  ^ [0.1/2, 0.5/3, 1.0/4], 0.5/5,0.2/6]  
  = 0.3 ^0.5^[0.1/2, 0.5/3, 1.0/4, 0.5/5, 0.2/6]  
  = 0.1/2, 0.3/3, 0.3/5, 0.3/5, 0.2/6  

(Rule 3)  
  [0.3/1, 0.9/2, 0.7/3, 0.3/4] | ^ [0.7/-3, 0.6/-2, 0.8/-1, 0.4/0, 0.1/1] | ^ [0.3/1, 0.9/2, 
0.7/3, 0.3/4]  
  = 0.3, 07^[0.3/1, 0.9/2, 0.7/3, 0.3/4]  

= 0.3/1, 0.3/2, 0.3/3, 0.3/4  
Non-fuzzification method: 

function membership of Value

function) of  valueIts function  of  valuemembership haveset that  (Big∑ ×
=U

 

3   Design of Optimal Car Speed 

The traditional Max-Min CRI method has a considerable error region. To overcome 
those problems, we adopt the new Max-Min CRI method [10]. The new Max-Min 
CRI method has an additional process which computes a similarity degree by a new 
similarity measure, and applies it to the inference process of the Max-Min CRI 
method. Most papers have discussed the above similarity measure in general point of 
view. A similarity measure needs not to have generality but to have specialty 
according to domain area and inference method. The above mentioned similarity 
measures can not apply to the Max-Min CRI method, because they can not be 
guaranteed except estimates of language similarities.  

Uuallfor
duuuf

duuuf
AASM

AA

AA ∈
∨
∧== ,

))(')((

))(')((
)',(

μμ
μμτ

 
(4)

For all universes of discourse ( Uu∈ ), the shadowed part is the intersection part of t
wo fuzzy sets and the white part is the union part of two fuzzy sets. 



 Implementation of Smart Car Using Fuzzy Rules 613 

 

 

Fig. 1. Optimal car speed depending on road condtions 

 

Fig. 2. Simulation for optimal car speed 

Fig. 1 and Fig. 2 show the simulation of optimal car speed depending on different 
road conditions. 

(1) Fuzzification  procedure 
The fuzzification membership functions in a fuzzy rule base are triangular types def

ined by equation (5) with Uuba ∈,, . The fuzzy rule base is composed of MISO (M

ulti-Input Single-Output) typed rule base. Each fuzzy membership function in a fuzzy 
rule base has a membership value area ]1,0[ , and should be normalized in this area. 

 

⎪⎩

⎪
⎨
⎧ ∈≤≤−

−=
otherwise
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2

 

(5)

This interval includes all possible values for the variable in universe of discourse (U ). 

All fuzzy sets in a fuzzy rule base have the same support interval ],[ ba . The equation 

can be represented all types of fuzzy membership functions including both fuzzy and n
on-fuzzy membership functions. 

 
(2) Inference Procedure 

The main process of new MAX-MIN CRI (NCRI) is as the following equation. 
Comparing to the Max-Min CRI method, NCRI makes use of the proposed similarity 
measure between input facts and fuzzy sets in a condition part (antecedent) of a rule. 
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The similarity degree which is estimated by the similarity measure is represented as 
τ  in (6). For all rule i , the following steps are performed for inference. 
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(6)

It is very difficult to produce the proper periodic signal and minimum car waiting 
time. Because the length of intersecting roads, the speed of car, the number of road 
lanes and straight or rotating car lanes must be changed, it is difficult to produce the 
proper periodic signal to allow easier flow of traffic as shown in Fig.1. and Fig. 2. 
Optimal green time using fuzzy neural network algorithm is given as Table 1.  

4   Intelligent Prevention Technology against Traffic Accidents 

Wireless communication is applied to various application fields. One of them is 
wireless data channel. It can offer traffic information to a driver. Such application 
could contribute to reduce the traffic accident. Communication between a vehicle and 
road side is basically achieved between a RSE (Road Side Equipment) on the road 
side and OBE (On Board Equipment) on the vehicle. 

Specially, the algorithm is developed to take advantages of information that is 
transmitted from the road and controls vehicle speed. Speed control of vehicles uses a 
throttle. The following is the vehicles speed control algorithm. 

O Entry alarm to a curve in the road 
O Alarm for the speed limit  
O Accident alarm and control for invisible area 

Fig. 3 could be explained as follows. It loads the speed limit, to make various 
controls and alarm information, received by the vehicles at a curve in the road. We 
propose the system that the sensors on RSE detect the vehicle's speed violation, and  
 

 

Fig. 3. Communication Flow for Prevention against traffic accident 
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the RSE sends to the car's ECU (Electronic Control Unit) the commands to reduce its 
speed in rainy day or when a car passes the accident sector. The driver's risk can be 
reduced very much if they can predict the road conditions in advance, such that the 
road is wet, icy or in the fog. Fig. 3 shows a flowchart to prevent traffic accidents.  

It could be explained as follows. When an accident occurs or an obstacle is found 
while a vehicle is driven, the RSE transfers such information. The RSE transfers the 
information to successive RSE through DSRC (Data Short Range Channel) network. 
The driver pushes a button to signal when an accident occurs. It could be explained as 
follows. Vehicles behind can obtain the existence of vehicles ahead by the RSE. 
Moreover  If vehicles in front are in an accident, vehicles are notified of the accident 
occurrence information. �

This paper simulated the system to primarily search ex-convicts (dangerous people 
group DB) stored in the database for searching the criminal when a crime was arisen 
around a railway station. Furthermore, the simulation was developed to search the 
person with the same clothes color of the criminal at the scene of a crime around the 
station if the clothes color of the criminal was entered at the site. Fig.3 is the screens 
executing the program, and the real time video area shows the real time video from 
the USB camera. The color is selected from 8 colors to search for the real time video, 
and a screen is divided into 16 areas for each frame of the video to check which color 
is mostly existed in each divided area, and the result is shown in the search result 
window. Since there is an option of the one time search and the continuous search, it 
could be decided whether searching the area where the suspect with the color once or 
continuously after specifying a color. Moreover, this paper proposed an intelligent 
traffic system which can adjust the speed limit adaptively rather than the fixed, 
according to weather condition. Fuzzy algorithm is used to improve the existing 
system to provide real-time traffic information. The traffic controller based on fuzzy 
logic computes the optimal traffic signal and vehicle speed according to sensor and 
traffic information. Simulation is carried out to show the validity of our approach, 
which is based on fuzzy traffic control under intelligent traffic system environment. 
The method utilizing test car which is used for collecting traffic data at present is still 
exploited despite of many weak points. This paper assumed that temperature and 
humidity sensor on the road perceived weather conditions and performed trial 
examination for automatic speed limit system that changed speed limit into over 1/3 
as adjusting speed limit to the weather conditions of rain or snow.  

5   Conclusion 

In this paper, we proposed an algorithm to automatically control the seat, and notify 
dangerous traffic conditions for smart car system. The system is needed to adapt to 
both the driver and the circumstance for maximum convenience and safety. In order 
to solve these problems, we proposed an algorithm for developing smart vehicles.  

Future traffic must be safe. It could be explained as follows. Vehicles behind can 
know the existence of vehicles ahead by the RSE. If vehicles in front are in an 
accident, vehicles are notified of the accident occurrence information. Also, people 
should be joyful to drive a car. Recently, people are interested in smart cars. Every 
smart car has some electronic equipment so that they can communicate each other. As 
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a result, every car can share information in all places. It will become more convenient 
for vehicles if they can control smart vehicles using fuzzy rules. This paper proposed 
an algorithm to automatically control the seat, and notify dangerous traffic conditions. 
Future vehicle must be both driver-friendly and able to adapt to changes in the road 
conditions. Through the computer simulation, we proved that the algorithm-
implemented vehicle automatically adjusted the mirrors and seat for the maximum 
comfort and driver’s awareness of the circumstance. We used fuzzy neural network 
algorithm for design of optimal car speed, and proposed the system to prevent 
intelligently against traffic accidents. 

Moreover, this paper simulated the system to primarily search ex-convicts 
(dangerous people group DB) stored in the database for searching the criminal when a 
crime was arisen around a railway station. Furthermore, secondly the simulation was 
developed to search the person with the same clothes color of the criminal at the scene 
of a crime around the station if the clothes color of the criminal was entered at the 
site.  
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Abstract. The use of intelligent computational techniques to improve
the software engineering process is a problem of increasing interest in
the literature. This paper is focused on the use of these techniques with
the aim to assist in the process of software libraries matching. Most
integration systems only take into account the information about the
structural component of the concepts. However, many conventional data
models consider both structural and behavioral knowledge. In this paper,
a novel approach that uses both kinds of knowledge is presented. To
do that, multiple criteria that can be taken into account to determine
class matches are considered, including those that are related to this
new behavioral information. These criteria are then integrated into a
hierarchical fuzzy multicriteria decision making model.

Keywords: data integration, schema matching, ontology, software li-
braries, fuzzy decision making.

1 Introduction

Information systems integration is a problem of increasing interest in many areas,
as Business Intelligence, Customer Relationship Management, Enterprise Infor-
mation Portals, E-Commerce, or E-Business. Often, software libraries are part
of the information systems, and for this reason, software libraries integration is
a topic of increasing interest.

There are many definitions of Information Integration among the literature.
Those definitions change depending on the research area (see, for example,
[10,12]). In [7], a compendium of some of the referenced definitions can be found:

Definition 1. Information Integration is the task that aims at building a global
system which provides an unified access to the information from many informa-
tion sources. Those information systems can be distributed (placed in different
places), autonomous (independently managed) and heterogeneous (with different
software, hardware, data model, etc.).
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This information integration process has three main steps [7]: Semantics Ex-
traction, capturing the semantics from each information source and translating
into a same conceptual model; Schema Integration, looking for matchings be-
tween the conceptual models of the different information sources; Data Consoli-
dation and Manipulation, looking for matchings between data instances from the
different information sources, and dealing with irregular objects that represent
instance matches.

There is much previous work about information integration. Nevertheless, this
research does not take into account software libraries as part of the information
systems. The proposal introduced in this work intend to aid in the second step
of the information integration process, when we deal with java software libraries
as data sources.

Current research in information integration aims to automate the schema in-
tegration process. This is a topic of increasing interest in the context of schema
translation and integration, knowledge representation, machine learning, and
information retrieval. Good surveys about the automatic schema matching ap-
proaches and their classification are in [6,8,10].

Most of tools for conceptual modeling allow to express information about the
structural component of the concepts, and current integration systems use this
type of knowledge in the matching process. In our case, the conceptual model is
the Java data model, where the concepts are the library classes and its structural
component refers to the classes name and fields, as well as to the class hierarchy.

Nevertheless, in some conceptual models (e.g., object-oriented data model),
the semantics consists of two types of knowledge: structural and behavioral
knowledge, that are related to the structural component and the behavioral com-
ponent of the model, respectively. In our case, the behavioral component refers
to the information about the methods of the classes. The use of this behav-
ioral information can enrich the matching process thanks to additional criteria
concerning to the behavioral component.

We use Jar2Ongology ([5]), a tool to semantically models the structure and
the behavior of the classes embedded in a jar file. Jar2Ontology can obtain as
output an ontology that includes a comprehensive set of information, because it
models both the structural and the behavioral knowledge from the java library.
With this tool we perform the semantic extraction step in the software libraries
integration process. It permits the matching process be afforded from a more
complete point of view, using a more comprehensive set of criteria.

In order to find a good matching, not only an appropriate set of criteria (as
wide as possible) has to be considered, but also the partial matching degrees
(related to each criterion) must be suitably aggregated into a global matching
opinion. As we will see, this problem can been formulated as a hierarchical fuzzy
multicriteria decision making process. The parametric approach of the model
lets users choose the importance of the diverse criteria, as well as the operators
that will be used to calculate the criteria aggregation.

The paper is structured as follows. Initially, section 2 is devoted to the de-
scription of the criteria that will be used as basic information in the matching



A Fuzzy Framework for Software Libraries Matching 619

Table 1. Matching Criteria

Matching Criteria

Class Matching Criteria
Element Level Criteria

Class Name Matching Degree

Package Matching Degree

Modifiers Matching Degree

Interfaces Matching Degree

Structural Component Matching Degree

Behavioral Component Matching Degree

Structure Level Criteria
Graph Based Matching Degree

Taxonomies Based Matching Degree

Field Matching Criteria
Field Name Matching Degree

Modifiers Matching Degree

Constraint Matching Degree

Method Matching Criteria

Method Name Matching Degree

Modifiers Matching Degree

Return Type Matching Degree

Parameters Type Matching Degree

Local Variables Matching Degree

Invoked Methods Matching Degree

Exceptions Matching Degree

Code Matching Degree

process. Then, section 3 shows how to aggregate the partial matching degrees
by means of a hierarchical fuzzy multicriteria decision making problem. Finally,
in section 4, some concluding remarks and guidelines for future work end the
paper.

2 Matching Criteria

As before mentioned, we use Jar2Ontology ([5]) to represent the structure and
the behavior of software libraries in OWL (Ontology Web Language). Once the
ontologies that model input libraries have been obtained, the next step is to find
matchings between the elements of the libraries. To accomplish this task, the
first thing to do is to select the criteria to be used in order to find matchings.
This section explains the semantic information that can be taken into account
and the diverse techniques that are necessary to determine matchings for each
criterion.

Table 1 depicts the diverse criteria that can be taken into account in the
software libraries matching process.

The criteria that can be used to calculate the partial matching degrees between
classes (table 1, section Class Matching Criteria) can be classified as follows:

– Element Level Criteria: They compute matching degrees between two classes
by analyzing them in isolation, ignoring their relations with other classes.
These criteria obtain as a result the matching degrees between the two
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classes, depending on the classes names, packages, modifiers, interfaces, struc-
tural components and behavioral components.

– Structural Level Criteria: They analyze how classes appear together in a
hierarchy in order to find the matching. Graph based matching degrees and
taxonomies based matching degrees are some of this kind of criteria.

When comparing the structural component of both classes (i.e., the set of fields),
two mechanisms are needed: a basic mechanism to match fields and a mechanism
to compare the sets themselves. The criteria to match fields are based on the
metadata about the fields that are modeled in the ontologies, i.e., the field name,
type, and modifiers.

A mechanism to compare sets is also needed when comparing the behavioral
component of both classes (i.e., the set of methods). In this case, the sets to
compare are the sets of methods of the classes. Method matching criteria depend
on the metadata about the methods that are modeled in the ontologies, i. e.,
method name, modifiers, return type, parameters type, local variables, invoked
methods, exceptions, and code (this kind of information is usually not taken
into account when looking for correspondences, though it is available in many
data models - like the object oriented one - and can be of help in the matching
process).

In order to obtain some of the partial matching degrees, some matching tech-
niques have to be used (for example, name matching techniques, constraint
matching techniques and structural level matching techniques). Interested read-
ers can find good surveys of these techniques in [6,8].

3 Fuzzy Matching Criteria Aggregation

Section 2 has explained a survey of the criteria that can be used to determine
the matching degree between two classes. These criteria can be applied in the
matching process, obtaining as a result a set of partial matching degrees that
have to been aggregated to obtain a global one.

This section shows how they can be aggregated, expressing this problem as a
hierarchical fuzzy multicriteria decision making model. First, a hierarchical ap-
proach to aggregate the partial degrees is presented. Then, a fuzzy multicriteria
decision making model needed to aggregate the partial degrees in each level of
the criteria aggregation hierarchy is described.

3.1 Criteria Aggregation Hierarchy

A global matching degree between two clases is an aggregation of the par-
tial matching degrees related to element and structure level criteria, i.e., class
name, package, modifiers, interfaces, structural component, behavioral compo-
nent, graph matching, and taxonomies matching (see table 1).

Some of these partial matching degrees are obtained as an aggregation of
another partial degrees. For example, to calculate field matching (table 1), par-
tial degrees are obtained, depending on the used matching criteria: field name,
modifiers, and constraints.
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Fig. 1. Criteria Hierarchical Aggregation Tree

Furthermore, there are some criteria that entail comparison of sets of ele-
ments, for example, when computing the matching degree according to the inter-
faces, modifiers, structural component, or behavioral component of the compared
clases. There exist remarkable works that take advantage of fuzzy set theory in
order of accomplish this comparison problem in the literature, as for example,
[1,4].

The methodology that we use is based on the theoretical hierarchical approach
of works like [4,2]. Following the before mentioned ideas, a hierarchical model
can be built to aggregate all the partial matching degrees and obtain a global
one.

Let us formalize this Model for the Hierarchical Aggregation of Criteria (MHAC),
that is used to compare two software classes.

Definition 2. We define a Model for the Hierarchical Aggregation of Criteria
as a tree that organizes the diverse matching criteria to compare two classes.
A graphic representation of this tree is shown in figure 1 and it is described as
follows:

– The root node A0
1 represents the global matching degree that determines to

which extent two classes match.
– Each internal node is calculated as the aggregation of the criteria represented

by its children, that are grouped in two types:
• Basic nodes: A basic node Bn

p represents a basic matching technique that
provides a partial matching degree in [0,1].

• Aggregated nodes: An aggregated node An
p represents a criterion that is

the result of the aggregation of many criteria that are represented by its
children. This aggregation produces a matching degree in [0,1].

– For each internal node An
p , there exists an aggregation procedure that com-

bines the decisions of its children.

This approach to build a MHAC can be used in any integration system, with
any kinds of criteria, and aggregation procedure. In this context, a matcher will
be a particular tree built following the above definition.

Figure 2 represents a particular example tree generated with the criteria before
mentioned in section 2. Nodes in dark background are basic nodes, and nodes in
white background are aggregated nodes.
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3.2 Fuzzy Multicriteria Decision Making Model

Once the criteria are hierarchically organized, an aggregation procedure should
be executed. This aggregation procedure can be considered as a hierarchical
decision making problem, where soft computing techniques are pretty useful
(see [3,9]).

Our proposal is based on two mainstays. On the one hand, we use a parametric
approach, which lets the user set up the configuration of the matcher according
to the desired comparison semantics. On the other hand, we want the aggregation
process to simulate a group of human experts looking for a consensus.

In order to solve this problem, quantified sentences of Zadeh [11] are used.
Quantified sentences are usually classified into two classes, namely, type I sen-
tences and type II sentences. A type I sentence is a sentence of the form: “Q of
X are A”, where X = {x1, ..., xm} is a finite set, Q a linguistic quantifier, and A
a fuzzy property defined over X. A type II sentence can be described in general
as: “Q of D are A”, where D is also a fuzzy property over X .

We use type II sentences because we want to use importance degrees to weight
children opinions, as well as to adjust the weight of such opinions in the aggre-
gation process using importance degrees. Thus, the accomplishment degree of
the matching property provided by a given node is computed depending on the
accomplishment degree of the quantified sentence

“Q of its important children think that the classes match”

This approach let us work in the nodes in a flexible way, because the user can
decide:

– What criteria are more important: providing an importance degree (wXn
p
)

to each criterion associated with a basic or aggregated node Xn
p . This im-

portance degree indicates the importance of this node when computing the
aggregated criterion represented in its parent.

– The used quantifier. A quantifier (QAn
p
) is provided to each criterion associ-

ated with an aggregated node An
p .

Figure 3 depicts the extension of the tree shown in figure 1, according to the
proposed fuzzy model approach. Let us formalize it.
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Fig. 3. Fuzzy Criteria Hierarchical Model

Definition 3. We define a Fuzzy Model for the Hierarchical Aggregation of
Criteria as an extension of the MHAC. Let O1 and O2 be two sets of classes,
Xn

p a node in the tree, the matching degree between ci ∈ O1, cj ∈ O2 associated
to the node Xn

p , matchingXn
p
(ci, cj), is computed as follows:

– If Xn
p is a basic node (Bn

p ): matchingBn
p
(ci, cj) is the matching degree be-

tween ci and cj produced by the basic matching technique associated to the
node.

– If Xn
p is an aggregated node (An

p ): Let ChildrenAn
p

be the set of children
of the node An

p in the tree, matchingAn
p
(ci, cj) is the accomplishment de-

gree of the quantified sentence “QAn
p

of the criteria that are WAn
p

are MAn
p
”,

where WAn
p

is the fuzzy set induced by the importance degrees wXn+1
k

in
ChildrenAn

p
and MAn

p
is the fuzzy set induced by the matching opinions

matchingXn+1
k

(ci, cj) in ChildrenAn
p
.

4 Conclusion

In this work we have presented a generic model for software libraries matching.
The approach takes as input two Java libraries (sets of object code files), and
uses two ontologies that model both the structural and behavioral components of
the classes. Then, a set of matching criteria are taken into account to determine
class matches.

Our proposal innovates mainly in two aspects: On the one hand, the set of
matching criteria taken into account is more comprehensive than in current in-
tegration systems, specially because we are the only that use both the structural
and behavioral component of the concepts. On the other hand, the use of com-
putational intelligence makes our proposal be a parametric approach that lets
users choose the importance of the diverse criteria, as well as the operators that
will be used to calculate the criteria aggregation.

This matching model lets the user set up the importance of each criterion
in fuzzy terms, and choose the fuzzy operators and quantifiers to use in the
aggregation of the partial matching degrees (related to each criterion).
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Abstract. In this paper, a new method of study on non-linear singular systems 
from fluid dynamics using the RK-Butcher algorithm is presented. To illustrate 
the effectiveness of the RK-Butcher algorithm, four cases in non-linear singular 
systems from fluid dynamics have been considered and compared with the 
classical fourth order Runge-Kutta, and are found to be very accurate. Local 
truncation error graphs for the non-linear singular system based nuclear reactor 
core problem are presented in a graphical form to show the efficiency of this 
RK-Butcher method. This RK-Butcher algorithm can be easily implemented in 
a digital computer and the solution can be obtained for any length of time. 

Keywords: Runge-Kutta method fourth order, RK-Butcher Algorithm,  
Non-linear singular systems and Ordinary differential equations. 

1   Introduction 

Runge –Kutta (RK) methods have been used by many researchers [1-15] to determine 
numerical solutions for the problems, which are modeled as Initial Value Problems 
(IVPs) involving differential equations that arise in the fields of Science and 
Engineering. Although the RK method was introduced at the beginning of the 
twentieth century, research in this area is still very active and its applications are 
enormous because of its nature of extending accuracy in the determination of 
approximate solutions and its flexibility.  

Butcher [16] derived the best RK pair, together with an error estimate and this is 
known as the RK-Butcher algorithm. It is nominally considered sixth order; since it 
requires six function evaluations (it looks like a sixth-order method, but in fact is 
fifth-order method). In practice the “working order” is closer to 5 (fifth order), but 
accuracy of the results obtained exceeds all the other algorithms examined, including 
RK-Fehlberg, RK-Centroidal mean and RK-Arithmetic mean methods.  
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Bader [17-18] introduced the RK-Butcher algorithm for finding the truncation error 
estimates and intrinsic accuracies and the early detection of stiffness in coupled 
differential equations that arises in Theoretical Chemistry Problems. Murugesan et al. 
[2] discussed the non-linear singular systems from fluid dynamics using the RK-
methods based on variety of means. In this paper, we consider the same non-linear 
singular systems from fluid dynamics (discussed by Murugesan et al [2]) but 
presenting a different approach by the RK-Butcher algorithm with more accuracy. 

2   Representation of Equations of Flow as a Non-linear Systems 

The simplified model consists of two connected sub channels filled with a steadily 

flowing fluid. Control volumes and flow variables for the system. Here, im , represents 

the axial mass flow rate in sub channel i  and w  represents the cross-flow rate per unit 
length, assumed positive if the flow is from sub channel 1 to sub channel 2. 

An application of the principles of conservation of mass, momentum and energy to 
the control volumes yields the following set of equations for sub channel 1. 

Continuity           : w
dx

dm i −=                                                                       (3) 

Axial momentum: ( ) ( ) ( )[ ]
dx

dp
AFuwHuwHwum

dx

d 1
112111 . −−=−++                 (4) 

Energy                : ( ) ( ) ( )[ ]21111 . hwHhwHwqhm
dx

d −+−=                 (5) 

Analogous equations for sub channel 2 can be obtained from these by substituting –w 
for w and by interchanging subscripts 1 and 2. In this equation set, H is the Heaviside 
unit step function. F represents pressure loss per unit length due to friction, A is the 
cross-sectional area, q represents the heat energy added per unit length, and the 
variables, u, p and h stand for particle velocity, pressure and enthalpy respectively. 

In analogy with the pressure drop due to friction in a long pipe, a lateral 
momentum balance may be taken as WCwpp =− 21

, where C is a cross-flow 

friction factor. 
To simplify the above equation, the following assumptions are made. Cross-

sectional area is constant; the coolant is incompressible; there is no enthalpy change; 
and the frictional pressure loss function is of the form FumF 111 = , where F is a 

constant. 
With these assumptions, the equations may be combined and written in the 

following form: 

w
dx

dm
−=1  

( ) ( ) ( )( )[ ]112
2

21
11

11 −−+−+
⎩
⎨
⎧ −

=∈ − mwHmwHw
m

ww
dx

d           
(6)
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To make the above system (6) into the symmetric form, take
2

,
2

1
1

w
ymx =−=  

and .xt =   

Hence we get y
dt

dx
2−=  

                  ( ) ( ) ( )[ ].224 1 yxyxyy
dt

d −+−= −ε
                                

(7) 

Replacing x  by 1x  and y by 2x , we have 

21 2 xx −=&  

( ) ( ) ( )[ ]2121
1

22 224 xxxxxx
dt

d −+−= −ε
                           

(8) 

An analysis is carried out in four different ways depending upon the values of 2x  and 

ε  as given below :             ( ) 02 >xi  and 0≠ε   

                                             ( ) 02 <xii  and 0≠ε    

                                             ( ) 02 >xiii  and 0=ε   

                                             ( ) 02 <xiv  and 0=ε  

In the first two cases the parameter ε  has been varied from 7210 10,....,10,10,10  
and in the last two cases, ε  has been set to zero. 

 
Case (i) : When 02 >x  and 0≠ε  
In this case eq. (8) becomes 

21 2 xx −=&  

212122 428 xxxxxx −+−=&ε                         (9) 

The above two equations can be considered as a system of equations of the form 

⎥
⎦

⎤
⎢
⎣

⎡
−

+⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
−

−
=⎥

⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡

212

1

2

1

2 4

0

21

20

80

01

xxx

x

x

x

x &

&

ε

         
(10)

 

This is of the form 

( )( ) ( ) ( ) ( )( )txftAxtxtxK +=&                              (11) 

The first order non-linear system (10), representing the highly simplified two channel 

model of a nuclear reactor core from fluid dynamics, when 02 >x  and 0≠ε , can 

be converted into a second order equation in order to reduce the number of equations, 
as well as the number of unknowns, and is given as 

,21
2

1
1

1

1
1 ⎥

⎦

⎤
⎢
⎣

⎡
+−

−
= x

x

x
x

&
&&

ε                                        (12) 

where 
2

1
2

x
x

&−
=

 
 



628 V. Murugesh, K. Murugesan, and K.T. Kim 

 

Hence eq. (12) is of the form  ( ) ( ),,, 112 xxtfx &&& εφ=  

where ( )
ε

εφ
2

1=

 
Case (ii) : When 02 <x  and 0≠ε  
In this case eq. (8) becomes 

21 2 xx =&  

212122 428 xxxxxx ++=&ε                     (13) 

i.e.,                          ⎥
⎦

⎤
⎢
⎣

⎡
+⎥

⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡

212

1

2

1

2 4

0

21

20

80

01

xxx

x

x

x

x &

&

ε                      (14) 

This is also of the form (11) 
The first order non-linear system (14), representing the highly simplified two 

channel model of a nuclear reactor core from fluid dynamics, when 02 <x  and 

0≠ε , can be converted into a second order equation in order to reduce the number 
of equations, as well as the number of unknowns, and is given as 

,21
2

1
1

1

1
1 ⎥

⎦

⎤
⎢
⎣

⎡
++= x

x

x
x

&
&&

ε
           (15)  

where 
2

1
2

x
x

&
=  

Hence eq (15) is of the form  ( ) ( ),,, 111 xxtfx &&& εφ=  

where ( )
ε

εφ
2

1=  

Case (iii) : When 02 >x  and 0=ε  
In this case eq.(8) becomes 

21 2 xx −=&  

2121 420 xxxx −+−=                    (16) 

i.e.,                            ⎥
⎦

⎤
⎢
⎣

⎡
−

+⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
−

−
=⎥

⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡

212

1

2

1

4

0

21

20

00

01

xxx

x

x

x

&

&
                 (17) 

The system (17) is a singular non-linear system and it is of the form (11). This system 
can be written as 

12 1

1
1 −
=

x

x
x&    and 

2
1

2

x
x

&
&

−
=  

The above equations has been converted into a second order equations as 

( )
,

12 2
1

1
1 −

−
=

x

x
x

&
&&                                       (18) 

where  
2

1
2

x
x

&−
=  

Hence eq. (18) is of the form ( ),,, 111 xxtfx &&& =  
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Case (iv) : When 02 <x  and 0=ε  
In this case eq. (8) becomes 

21 2 xx =&  

2121 420 xxxx −−−=                            (19) 

i.e.                             ⎥
⎦

⎤
⎢
⎣

⎡
−

+⎥
⎦

⎤
⎢
⎣

⎡
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xxx

x

x

x

&

&
               (20) 

                                                              
The system (20) is a singular non-linear system and it is of the form (11). This system 
can be written as 

1

1
1 21 x

x
x

+
−

=&    and 
2

1
2

x
x

&
& =  

Further, the above equations has been converted into a second order equations as 

( )
,

12 2
1

1
1 −

−
=

x

x
x

&
&&                                   (21) 

where  
2

1
2

x
x

&−
=  

Hence eq. (21) is of the form ( ),,, 111 xxtfx &&& =  

3   Numerical Methods and Results in Graphical Form 

The objective of this chapter is to find discrete solutions to the simplified two channel 
model of a nuclear reactor core from fluid dynamics under all four cases discussed in 
the section 2. In the case of (i) and (ii), the system has been reduced to a singular 
system, which is further converted into a second order equation. 

It is very difficult to obtain the exact solution of this non-linear equation. Hence it 
has been analyzed by the following numerical methods by the way of determining the 
discrete solutions at different time intervals: 

(i) Classical fourth order Runge-Kutta method (RK(4)). 
(ii) RK-Butcher Algorithm (RK-B) discussed by various authors [7-8, 19-21]. 

The discrete solutions of a two channel model of a nuclear reactor core problem for 
the cases  (i) when 02 >x  and 0≠ε  (ii) when 02 <x  and 0≠ε  [i.e., 

equations(12) and (15)] have been determined using the methods RK(4) and RK-

Butcher by varying the parameter ε  from 010  to 710 with ( ) ( ) 10,10 11 == xx &  and 

the discrete solution for the cases (iii) when 02 >x  and 0=ε  (iv) when 02 <x  

and 0=ε , [i.e., singular systems] have been determined using RK(4) with 
( ) ( ) 10,10 11 == xx &  
To exhibit the efficiency of the discussed methods, an error graph is presented for 

the observer variable ( )tx 1  and ( )tx 2  in figures 1 to 4 at various time intervals up to 
the time t = 5.0 and from this it is observed that the RK–Butcher algorithm gives more 
accurate results when compared with the STWS-I and STWS-II methods discussed by 
Murugesan et al. [2]. 
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Fig. 1.  Local Truncation Error graph for 1x  case (i) at 
710=ε  
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Fig. 2.  Local Truncation Error graph for 2x  case (ii) at 
710=ε  
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Fig. 3. Local Truncation Error graph for 1x  case (iii) 
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Fig. 4. Local Truncation Error graph for 1x  case (iv) 

4   Conclusions 

The nuclear reactor core problem has been studied under four different cases 
(specified in section 2) by way of determining the discrete solutions for different 
time‘t’ using the classical fourth order Runge-Kutta method and RK-Butcher 
algorithm. In [2], for the same problem, the approximate solution was determined 
using STWS method and it was mentioned that the classical RK method failed to 
obtained approximate solutions when the parameter 310≥ε . But in this paper, it has 
been established that the Runge-Kutta methods are adequate enough to determine 
approximate solutions for all values of ε  (i.e., 710 10,....,10,10,0=ε ). In cases (iii) 

and (iv), when 0=ε , the system reduces to a singular system for both 02 >x  

and 02 <x . It is observed that, for a singular system, the discrete solutions obtained 

by the classical Runge-Kutta method and RK-Butcher algorithms are found to be 
similar. By observing the graphs in the Figures-1 to 4 one could also easily visualize 
the Local truncation errors obtained by classical fourth order Runge-Kutta and RK-
Butcher algorithm. Hence, by comparing the results obtained for the nuclear reactor 
core problem discussed under four cases; the RK-Butcher Algorithm is more suitable 
for studying the nuclear reactor core problem. 
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Abstract. The successful use of array-type multiprocessors strongly depends on
how to efficiently distribute data and code in target applications. However, pro-
ducing efficient code for such multiprocessors is a difficult task. Hand-coding
efficient parallel programs for these processors can be extremely difficult, time
consuming and error-prone, so developers have turned to automatic compiler
techniques to ease the task.

To efficiently execute an multimedia application on array processors, a good
data partitioning is required. Default partitioning such as row-wise or column-
wise may not produce a good data distribution and, thus, will prolong the total
execution time of an application.

The two main approaches to this are using compilers that 1) generate data
transfer code, and/or 2) generate code for data distribution. Neither has been com-
pletely successful for all types of programs.

In this paper, we propose efficient methods for finding the data distribution
for array processors while minimizing the total execution time. The experimental
results indicate that our noble technique would be able to support many user
programs efficiently.

Keywords: Compiler, Memory Hierarchy, Performance, Data Partitioning,
Optimization.

1 Introduction

Array processors are a popular choice for image processing. The main components of
array processors include the PE (Processing Element) array and the local memory. The
PE array is a 2D array of possibly heterogeneous PEs connected with a mesh intercon-
nect, though the exact topology and the interconnects are architecture dependent.

The local memory is typically a high speed, high bandwidth, highly predictable ran-
dom access memory that provides temporary storage space for array data, which are
often input/ output of loops that are mapped to array PEs. To provide high bandwidth,
local memories are often distributed due to their relatively low cost and potentially high
performance. The main drawback of the distributed local memory system is that the
most natural and efficient way to program these architectures is via explicit data trans-
fer codes, which is well known to be a difficult programming model and can make
the cost of developing and debugging complex programs intolerably high. All data is
explicitly moved between PEs via operations in the user program.

G. Lee, D. Howard, and D. Ślęzak (Eds.): ICHIT 2011, CCIS 206, pp. 633–640, 2011.
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We are primarily addressing two areas.The both are the automatic distribution of data
and generation of data transfer codes. These areas have been studied extensively over
the last decade. Much work has been done on clever ways to optimize the data transfer
codes generated by a compiler.

Automatic data distribution and data transfer code generation tend to be successful
in situations where the data access pattern in a program is primarily simple and com-
pletely understood by the compiler. It tends to have excessive unnecessary data transfer
overhead even for simple access patterns. Thus, we tackle the problem of inefficiently
generated data transfer codes in this work.

The remaining parts of this paper are organized as follows. Section 2 discusses the
existing work for array processor architectures. Section 3 describes overall workflow
of this work. Section 4 gives the detailed algorithm that analyzes data access pattern
and generate data distribution. Section 5 provides some experimental results. Section 6
talks about some future work and concludes this work.

2 Related Work

A compiler of an array processor must take responsibility for collecting and analyzing
the data access pattern information from a sequential code, determining the distribution
of data, and then inserting data transfer codes in the proper places to exchange data
between PEs.

Research on data transfer generation of compilers began in the early 1990s. People
soon found out that the efficiency of generated code relied heavily on its data distribu-
tion. Improper data distribution decisions could degrade the performance significantly.
Since then, many efforts have been made, and are continuously being made, for devel-
oping automatic data distribution algorithms, which play an important role in paralleliz-
ing compilers [9,1,4,2,6]. Many algorithms try to pick a near-optimal solution from the
possible distribution candidates, while finding the optimal solution is an NP-complete
problem [7]. But in the real world, applications are so varied that most of these algo-
rithms can only succeed in limited cases. This is not only because of the program’s
complexity, but also because often run-time input information that is necessary for the
data distribution algorithm is unavailable at compile time.

However, the overhead for maintaining the runtime information will exist. Some
researchers [5] have proposed simple schemes to handle limited special cases, but in
general, it is quite difficult to reduce the extra overhead. Research [3], mostly done on
small benchmark codes or application kernels, indicates that the compiler targeting data
transfer code is more effective on programs with regular access patterns.

The difference between them and ours is that ours can easily take advantage of any
new improvement in the underlying data transfer codes without changing the inter-
face, as well as the improvements in compiler techniques in the field of explicit data
transfer.
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3 Overview of the Code Generating Framework

We give a brief outline of the proposed algorithm framework here. To describe the
outline, we firstly classified data by its usage patterns. Data accesses can be classified
into two classes: private data and distributed (shared) data.

Private data consists of variables that are only accessed by a single PE. No transfer is
needed for this data. Distributed data consists of variables, with simple usage patterns,
which might need to be moved between PEs. Movement of these variables is handled
by the transfer codes. Based on the classification, the algorithm consists of three phases,
preceded by the parallelization of the program targeting to PE array.

- Parallelization
This phase produces a parallel program for a certain array processor. It may be done

by a parallelizing compiler, or by coding the program in an explicitly parallel fashion
by hand. In either case, the result of this phase is a parallel program with variables
privatized as necessary, reductions indicated, and parallel regions marked. In this step,
we assume that data will be privatized based on a single parallel loop nest.

- Data classification and distribution
In this phase, we classify unprivatizable user data as distributed data. Distributed

data is divided among the PEs. The movement of distributed data will be handled by
the explicit data transfer codes. Data access patterns are analyzed in this phase. Detailed
algorithms of data access pattern analysis and pattern classification are represented in
Section 4.1 and Section 4.2 respectively.

Data having simple-enough access patterns is considered as distributed data. All the
other data in the program is considered as non-distributable data, except the privatizable
data, which was identified in the preliminary parallelization. The definition of simple-
enough depends on the data transfer capabilities of the compiler.

- Data transfer code generation
Codes for data transfers are generated and inserted in this phase. We generate explicit

data transfer codes for the distributed data. In the following sections, we will discuss
the second phase in more detail.

4 The Proposed Approach

4.1 Summarizing Data Access Patterns

Prior techniques for array access analysis sometimes fail because they are unable to
recognize some hidden simple access regions. To overcome this limitation, we use a
linear array access descriptor, which is developed from [11], generated from memory
access footprints. To create the footprint, we perform profiling several times. Using
the profiled information, access descriptors represent the access pattern precisely and
enable analysis techniques to expose the simplicity of array access patterns.

A linear array access descriptor is described by the triple start+[stride, span]. The
start is the offset, from the first element of the array, for the first location accessed. A
dimension is a movement through memory with a consistent stride and a computable
number of steps. The stride gives the distance between two consecutive array accesses
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in one dimension. The span is the distance (in memory units) between the offsets of the
first and last elements that are accessed in one dimension.

For example, an access footprint of 0,8,16, ..., 80 will be described by a linear array
access descriptor as 0+[8,80]. If the array is accessed in a two level nested loop, which
the outer loop has step 1 and span 5, the descriptor might be a multi-dimension pattern
like 0+[1,5][8,80].

4.2 Data Classification

In this section we describe data access pattern classification procedure by intersecting
both linear array access descriptors. Intersecting two arbitrary array access descriptors
is very complex and probably intractable. But if two array descriptors have the same
strides, or the strides of one are a subset of the strides of the other, which has been quite
often true in our experiments, then they are similar enough to make the intersection
algorithm tractable.

To illustrate intersection with two array access pattern descriptors, we present in
Figure 1 one simple intersection algorithm, which accepts two descriptors A1 and A2,
and produces a set of array access pattern descriptors that summarize the array regions
represented by A1∩A2. The output is a linear array access pattern descriptor set Over-
lap. An array descriptor set called Non-overlap represents the area of A1 that does not
overlap the area of A2.

Input: linear array access descriptors A1=start1+[s1, span1], A2=start2+[s2, span2]

Procedure Intersection:
if  start2 start1 > 0 then

if  start2 start1 span1 > 0 then return {A}; fi

l = 0; l =              ;

Non-overlap = {start1+[s1, l s1]};
else

if start1 start2 span2 > 0 then return {A}; fi

l=0; l =                            ;

fi

if start2 + span2 start1 span1      0 then

u = span1; u = span2 s2 - ;

Non-overlap = Non-overlap   {start1 + u + s1 + [s1, span1 s1 - u]};
else

u = span2; u = span1 s1 - ;

fi

if u l < 0 or u - l < 0 then return Non-overlap; fi
= Least Common Multiple ( s1, s2 )

Sub1 = sub-region descriptors of start1 + l + [        , u - l];

Sub2 = sub-region descriptors of start2 + l + [       , u - l ];

Overlap = Common_descriptors(Sub1, Sub2);

return Overlap;
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Fig. 1. The algorithm for finding the intersection of both linear array descriptors



A Memory Access Pattern Based Data Distribution Technique for Array Processors 637

for
   for I = 0 to 6 with step 1 do

=a[3*i+3] - a[2*i]

0 + [2, 12]
6 + [6, 6]

0 + [2, 2]
3 + [3, 18]

4 + [6, 6]

result

Non-overlapped
region

Overlapped
region

6 + [6, 6]

3 + [6, 12]

6 + [6, 6]

Fig. 2. Intersection of the two references

To explain this algorithm with an example, consider the code in Figure 2. In order
to partition the array a within the loop of Figure 2, we would have to identify what
region of the array a is overlapped. For the code in Figure 2, we would need to perform
0+[2,12]∩ 3+[3,18], then determine whether the result is empty. According to the inter-
section algorithm, the nonoverlapping area in 0+[2,12] should be first found, as shown
in Figure 2:

Non-overlap = 0 + [2, 2].

In the overlapping area, we intersect 4+[2,12], which is the subregion of 0+[2,12] in
the area, with 3+[3,18]. For this, we first find the least common multiple (LCM) of the
strides of both accesses, LCM(2,3)=6. Then, we calculate a set of sub-region descriptors
(which have θ as a stride) for 4+[2,12], which is

S1 = {4+[6,6], 6+[6,6]},
and a set of sub-region descriptors, which have stride=θ, for 3+[3,12], which is
S2 = {3+[6,12], 6+[6,6]}.
By intersecting S2 with S1, we can obtain the results in the overlapping area. The

operation S1 ∩ S2 is straightforward since they have a common stride 6; that is, it can
be performed by simply comparing the elements of the sets. This results in:

Overlap = S1 ∩ S2 = {6+[6,6]}.
This process continues until it can either be determined that no overlap occurs, or

until the inner-most dimension is reached where it can make the final determination as
to whether there is an intersection between the two.

4.3 Data Distribution

In the first phase (parallelization), privatizable data is recognized and parallelizable
loops are marked. In the next phase, we further classify the remaining user data, which
is involved in parallel loops, as distributed and non-distributed data. Notice that the
algorithms used in our framework are quite simple as shown in Figure 3.

The input to the algorithm is the set of references to a given array, found in a pro-
gram, and the loop information for loops surrounding each reference. The output of the
algorithm is the distribution decision for the array. The distribution of each dimension
of array is considered separately in this algorithm. The function of Step 1 computes
the access pattern for every dimension of each data reference with respect to the loop
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// the first step creates array access pattern descriptors for each array
GenerateAccessPatterns(Array* array){   

For(every reference of array)
For(every dimension of the reference)

ComputeAccessPattern(ref(array))
EndFor

EndFor
}

// step 2 Initilization
Initialize all the access pattern descriptors of the arrays as ``*'' (Undecided)

nonDistributableSet(thisDescriptor)

access pattern is separated

simply overlapped

endfor
endprocedure

Fig. 3. Data distribution algorithm

index. The access pattern could be non-overlapped, simply overlapped, or irregular, as
described in Section 4.2. This is the basic step for the following analysis. In the next
step of the algorithm, the distribution decision for each descriptor is initialized as ∗,
meaning the distribution is undecided in this dimension. In Step 3, we decide the pos-
sible distribution for each array reference. Notice that in this step, we only consider
the distribution of distributable data in the scope of an individual reference. Thus, the
distributions are local decisions. We analyze the array access pattern in each loop with
the procedure described in Section 4.1. If a loop is parallelizable, and the access pattern
of the corresponding dimension where the loop index is involved is non-overlapped or
simply overlapped, then we determine that the involved array in the loop can be dis-
tributable.

If the access pattern is too complicated, or cannot be precisely described at compile
time, we determine that such array is non-distributable. If a loop is sequential, we also
make decision the array to be involved in the non-distributable set, because in a parallel
program, a sequential loop implies the data is not distributed among PEs.

The reference-based local distribution decisions in step 3 may conflict with each
other for a given array dimension. The conflict is resolved based on the precedence of
the types of distributions. non-Distributable has higher precedence than Distributable,
which has higher precedence than ∗. By using the precedence rule, we can solve the
conflict of distribution in the scope of the whole program.
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In this algorithm, for simplicity, we only consider two distribution patterns: inde-
pendently distributed array data and replicated array data, based on which can be used
most efficiently. In Step 4, we decide which distribution pattern we should choose for
each distributable array. For each parallel loop, we classify accessing patterns of ele-
ments being accessed in each distributable reference to overlapped or separated. If the
patterns are involved in separated group, then they can be placed on PEs independently.
Otherwise, accessed elements of array should be replicated to each PE to distribute such
array.

5 Experiments

We have designed the framework of our technique for ICD-C [10], a source-to-source
translator developed at the University of Dortmund. ICD-C analyzes sequential codes
and provides the information necessary to generate data transfer codes. The actual ex-
periments were conducted on a coarse grained reconfigurable array processor, called
RSPA [8]. RSPA consists of 16 (4x4) processing elements (PEs) in which each PE is
connected to 4 neighboring PEs and 4 diagonal ones.

The benchmark set includes Jacobi, Gauss, Swim, Tomcatv, and SpMatMul. Jacobi is
a partial differential equation solver, using an iterative method. Gauss is Gaussian elim-
ination with partial pivoting, for solving a set of linear equations. Swim is a benchmark
for weather prediction from SPEC, solving difference equations on a two dimensional
grid. Tomcatv is a SPEC benchmark. Most of the access patterns in these codes are reg-
ular. SpMatMul is a code for multiplying a sparse matrix by a vector. The sparse matrix
is stored in the compressed row storage(CRS) format. This program has both regular
and irregular access patterns. The results of the experiments are shown in Table 1. With
the first four benchmarks, Jacobi, Gauss, Swim and Tomcatv, in which regular accesses
dominate the access patterns, the original codes show that it executed sequentially. By
introducing explicit data transfer, the transformed code with data transfer improved
performance by efficiently using memory bandwidth. SpMatMul has both regular and
irregular accesses. Irregular access patterns are hard to distribute into array PEs. Thus,
that yields less speedup than regular patterns.

Table 1. Experimental results

As we can see from Table 1, the array processor executes applications 15% to 1060%
faster than the original code. We also estimate the amount of code size increase. The
overall code size increase from the proposed technique ranges from 22% to 104%, and
the average increase is 69.4%. However, the applications are critical loop kernels which
typically account for 5% - 10% of entire application code size. By carefully applying the
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proposed technique to mission critical loops with profiling, overall code size increase
can be moderated.

6 Conclusion

We have presented a data distribution algorithm for array PEs which minimize the total
execution time. Array access descriptors can be collected before hand by the profil-
ing method or the earlier run of an application. From these data access descriptors,
distributability of data can be determined. The proposed approach can effectively be
applied to a wide range of applications. The experimental results show significant im-
provement compared with the original code.
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Abstract. This paper presents an efficient digital compensator that can be used 
for adjustment of gain and phase imbalances in linear amplification with 
nonlinear components (LINC) transmitters. The proposed compensator is 
designed in signal component separator (SCS) block using computational 
digital signal processing (DSP). Complex baseband equivalent signals and 
systems are considered to analyze error vector magnitude (EVM) and adjacent 
channel power ratio (ACPR) of the transmitter. Look up tables (LUT) based on 
the analyzed EVM and ACPR are used to compensate gain/phase imbalances of 
RF paths in the LINC transmitter. The suggested method is efficient to 
implement using computational software and DSP, and thus the compensator is 
reconfigurable for various input signals and RF transmitters. The LINC 
transmitter with the proposed compensator is implemented, and the suggested 
scheme is verified by showing the improvement of EVM and ACPR 
performance for the transmitted signals. 

Keywords: LINC, DSP, Transmitter, ACPR, EVM, DPD. 

1   Introduction 

Spectral efficiency and power efficiency are the most important factors in modern 
wireless communication transmitter systems. The spectrum is limited resource, but 
the number of wireless data and users has been rapidly increased. In result, it is 
required to send more data on the limited bandwidth. Complex modulation scheme 
such as 16-, 64-, and 256- quadrature amplitude modulation (QAM) is used to achieve 
high spectral efficiency. However, the complex modulation scheme causes high peak-
to-average power ratio (PAPR) and wide dynamic range of the transmitted signal. The 
large output back-off (OBO) is required for the high PAPR signal to reduce nonlinear 
distortion of the transmitted signal. The large OBO decreases power efficiency, which 
is measured by the ratio of the output RF power to the supplied DC power in the 
transmitter, significantly.  

Considering this problem, many techniques have been proposed and developed to 
increase power efficiency and linearity for high PAPR signal [1]. Such advanced 
wireless transmitter technologies are digital pre-distortion (DPD) scheme, linear 
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amplification with nonlinear component (LINC) scheme etc. DPD is a scheme to 
insert a digital block which has inverse nonlinear characteristics of RF power 
amplifier (PA). DPD can linearize the output signal of RF PA, reduce OBO of the 
transmitted signal, and improve power efficiency of the wireless transmitter system. 
LINC is a method to make two constant envelop signals using out-phasing scheme 
[2,3]. A signal component separator (SCS) is used to make two constant envelop 
signals in the LINC system. The LINC technique is a highlighted method in recent 
wireless communication system to improve efficiency and linearity of the transmitter 
[4,5]. However, the LINC system uses multiple RF paths, and gain / phase imbalances 
of two RF paths cause the significant output signal distortion [5-8]. To compensate 
the imbalance in LINC system, the pre-compensation scheme is required. 

The digital technology enables to implement the advanced wireless transmitter 
with low cost and efficiently. It has already been noted that DPD has become the most 
active area for PA linearization development [1]. The nonlinear behavior of the power 
amplifier can be characterized with the digitized data, and compensated by a digital 
system.  

The digital technology also enables to implement the efficient compensation 
system for the LINC transmitter. In this paper, we analyze a RF path imbalance 
problem, and suggest a digital compensator to improve error of the transmitted signal 
occurring from path imbalances. A digital compensator is designed effectively with 
look-up-table (LUT) using computational digital signal processing (DSP). The 
computational DSP enables effective and reconfigurable design for various RF 
transmitters with various input signals. The suggested scheme can be used in software 
defined radio (SDR) system to improve performance of wireless transmitter. 

This paper is organized as follows. In section 2, we analyse the signal distortion 
occurring from RF path mismatch in the LINC system and provide a design of 
compensator. In section 3, an advanced wireless transmitter using LINC scheme and 
the suggested digital compensator is implemented. The proposed system is verified by 
measuring error vector magnitude (EVM) and adjacent channel power ratio (ACPR) 
of the digitally modulated signals. The experimental results are summarized in  
section 3.  

2   Design of Reconfigurable Digital Compensator 

2.1   Analysis of RF Path Imbalance Problem 

LINC technique enables the wireless transmitter to improve efficiency and linearity. 
Fig.1 shows the architecture of the LINC system. In Fig. 1, the complex envelop of 
the input signal is as follows: 

    ( ) ( )
0 0 ( ) j tx t r t e θ=%                       ( 1 ) 

where 0 ( )r t  denotes the magnitude, and ( )tθ  is the phase of the input complex 

envelop signal. The SCS block converts the input signal %0 ( )x t  to constant envelope 

signals, %1( )x t and % 2 ( )x t . 
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                                              ( ) ( )( )
1,2 1,2 ( ) j tx t r t e θ α±=%                                             (2) 

The modulated signals by up-converted are  

                                             
1,2( )

1,2 1,2( ) Re ( ) cj tx t r t e ω φ+⎡ ⎤= ⎣ ⎦                                     (3) 

where ( )c tω  is the carrier frequency. For the LINC transmitter, the magnitude and 

phase of the separated signals are calculated such as 

( )( ) ( ) ( ) ( ) ( )1
1,2 1,2

max
( ) , cos

2 2
o

r t r t
r t c t t t

c
φ θ α θ − ⎛ ⎞

= = = ± = ± ⎜ ⎟
⎝ ⎠

        (4) 

The up-converted signals are amplified by RF PA with gain G1 and G2 for each path 

                                      1 1 1 2 2 2( ) ( ), ( ) ( )y t G x t y t G x t= ⋅ = ⋅                                   (5) 

The output signal combined by power combiner is  

                                                 0 1 2( ) ( ) ( )y t y t y t= +                                                (6) 

The complex envelope signals in the LINC transmitter are shown in Fig .1. 

 

Fig. 1. Block diagram of LINC system and its Signals 

Parallel branches that form the LINC system have unavoidable path imbalance on 
their gain and phase difference. In order to exactly recover the original signal, the 
gain and phase imbalances from the each path have to be perfectly compensated. Any 
gain and phase mismatch will cause the significant deterioration in linearity of the 
system. Thus it degrades ACPR and EVM performance of the wireless system. 

ACPR arises from spectrum regeneration when a band-limited digitally modulated 
signal is applied to nonlinear system. In general, ACPR is defined as the ratio of 
integral of power spectral density (PSD) function for the specific two frequency bands 
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[9] (usually in signal band from f1 to f2, in adjacent channel band from f3 to f4) as 
shown in Fig.1 (a). 

4

3
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1

f

f
UPPER f

f

PSD df
ACPR

PSD df

⋅
=

⋅

∫
∫

                                                 (7) 

EVM is defined as the magnitude from the ideal constellation to the actual 
transmitting constellation caused by path imbalance as shown in Fig.2 (b). And the 
deterioration of effects for path imbalance are described in Fig.2 (c) and (d). To 
model this effect, assuming that the ratio of gain of path1 to path2 is GΔ ( GΔ =G2/G1, 
and G=G1) the difference between phase delay of path1 and path2 is ϕΔ . Then, the 

output signal of LINC transmitter is 

                                         

( ) ( ) ( )
% %

0 1 2

1 2( ( ) ( ))j j

y t y t y t

Ge x t Ge x tφ φΔ

= +

= + Δ
                                 (8) 

The simulation data are described in Fig. 2 (c) and (d) by using the Matlab program 
for a given gain and phase mismatch. The 16-QAM signal is considered as an input 
signal of the system in this case. The results show that the LINC transmitter has 
considerable error degradation because of path imbalances.  

 

 

Fig. 2. (a) ACPR of the transmitted signal, (b) EVM of the transmitted signals, (c) 
Deterioration of ACPR versus gain and path imbalance of two paths, (d) Deterioration of EVM 
versus gain and path imbalance of two paths 
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2.2   Design of Digital Compensator 

The digital baseband signal is separated and pre-compensated in DSP part as shown in 
Fig. 3. The transmitter structure is similar with DPD system which compensates the 
nonlinear distortion of PA in the digital baseband domain.  

 

Fig. 3. The block diagram of digital compensator for RF path imbalance 

For the input signal, LUTs for the EVM and ACPR versus gain and phase 
imbalances are extracted analytically using the equations in [9]. The LUTs are two-
dimensional mapping for gain imbalance and phase imbalance. The EVM and ACPR 
are calculated from the input and output complex envelop signals, and the extracted 
values are used to get gain and phase imbalance values from LUTs as shown in Fig. 3. 
The gain and phase compensator uses phase shifter and attenuator. The compensator 
block can be implanted in DSP part or in analog part. 

3   Reconfigurable Wireless Transmitter Using Digital 
Compensator Using Computation DSP 

3.1   Implementation of System 

The advanced wireless transmitter using LINC scheme and digital path imbalance 
compensator is implemented as shown in Fig. 4. The Matlab program is used to create 
two outphased signals in the computer. The separated signals are converted into 
analog signal by IFRIO (NI-PCI5640R) [10]. The separated signals go into mixer 
(RF2051) and are up-converted to RF signals with 2.3 GHz center frequency. The 
signals are amplified at RF PAs located at each RF path. Both outputs of PAs are 
combined by the Wilkinson combiner. To get digital complex envelop signal of the 
output of the combiner, the RF signal analyzer (SA) is used in the measurement. The 
compensator block in Fig. 4 is implemented using computer and IFRIO in Fig. 4. 
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Fig. 4. Block Diagram of overall system 

The digital part of the system, which works as SCS and compensator, is shown in 
Fig. 5. The PCI-5640R is a 2-channel IF input and 2-channel IF output PCI board 
with a Xilinx field programmable gate array (FPGA). The PCI interface is provided 
by the NI DAQ, which has four direct memory access (DMA) channels able to 
transport streams between the host CPU and the Xilinx FPGA. Digital up-conversion 
and digital down-conversion are done within the analog digital converters (ADC)/ 
digital analog converters (DAC), thus offloading the Xilinx FPGA. The Matlab in the 
computer generates LUTs for EVM and ACPR using the input data from PCI-5640R 
and the digitized measured output data from the signal analyzer in Fig. 5. The 
generated LUTs are uploaded in the FPGA and the input signal is compensated using 
the LUT. The pre-compensated signal is converted into analog signal at the DAC and 
sent to the mixer through output ports in PCI-5640R. 

 

Fig. 5. Digital Compensator using Digital Computational Digital Signal 

The compensator based on the architecture shown in Fig. 5 can be applied 
adaptively to various RF transmitters and various input signals because LUTs are 
generated by computational software and uploaded on FPGA. The proposed 
compensator is reconfigurable using Matlab program and computational DSP. 
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3.2   Experimental Results 

ACPR and EVM are measured without/with the proposed compensator. ACPRs are 
plotted and compared in Fig. 6 for the 16-QAM digitally modulated input signal. For 
various input signals, ACPR and EVM performances are summarized in Table. 1. The 
results show that the proposed scheme can efficiently reduce EVM and ACPR. 

 

Fig. 6. Measurement ACPR Results 

Table 1. Summary of Performance 

 

4   Conclusion 

In this paper, path imbalance of the LINC transmitter has been discussed analytically. 
Based on the analytical results, the mismatch of gain and phase can be estimated from 
EVM and ACPR of the output signal, providing a useful guide for compensation 
circuit design. Compensation block has been designed based on LUT structure. The 
block is implemented efficiently using software and computational DSP, and thus it is 
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reconfigurable for various input signals and various transmitters. The proposed 
reconfigurable compensation block is demonstrated by showing the improvement of 
EVM and ACPR for the various digitally modulated signals such as 16- and 64- QAM 
signals. The proposed architecture and design method can be applied to SDR system 
in the advanced wireless communication system. 
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Abstract. This paper presents a joint rate control method for the multi-channel 
video services. Each encoder analyzes the spatio-temporal complexities of its 
video frames and reports the result to the look-ahead statistical multiplexer. 
And then the multiplexer assigns a QP level to each encoder. The proposed 
joint QP control scheme regulates the quality of the video sequences and 
minimizes decoder buffering delay, and in consequence improves the overall 
QoS level in multi-channel IPTV system. 

Keywords: H.264, AVC, Joint Rate-Control, QoS. 

1   Introduction 

As multimedia coding and bandwidth efficiency have been greatly improved, the 
multiple channel service became common in most conventional broadcasting 
networks such as terrestrial, satellite and cable. Especially the birth of IPTV 
accelerated this trend and the problem of how to jointly deal with multiple video 
sequences became very important. Many studies have shown that joint rate control is 
an effective way in maintaining a more uniform picture within a sequence and among 
sequences by allocating dynamically the available bandwidth to each sequence 
according to its relative complexity [1]-[5]. Most approaches are based on bit 
allocation strategy in which joint rate controller assigns target bitrates for each 
sequences and then encoder individually controls according to the assigned target 
bitrates [1]-[4]. In this approach, there can be some delay in responding time since the 
rate controller cannot instantaneously change the target bitrates and the previously 
assigned target bitrates are maintained at least during an intra-period. 

Meanwhile, the joint rate control scheme which is based on QP control strategy is 
proposed [5]. It introduces the concept of super frame and joint buffer. The encoding 
bits for each channel can be allocated by frame level in this approach. But it is not 
easy to manage the scene change in a single channel since every frame should be 
encoded as same frame type. Also some degradation over every channel is likely to 
occur when super frame is encoded as the I-frame.  

In this paper, we propose an efficient joint rate control algorithm with look-ahead 
capability. The statistical multiplexer controls the QP of each channel by frame level 
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2.2   Joint QP Control 

The bits rate for encoding the frame is controlled by the above-mentioned estimated 
bits of the future frames and leaky-bucket joint buffer model. The number of bits 
required by the overall encoders for the succeeding N frames in the future is predicted 
by the joint QP controller with (6): 

′ . (6)

where N is the size of the look-ahead window and L is the number of programs.  
The actual buffer level after n-th frame encoding is updated by (7): 

1 . (7)

where b is the number of bits actually generated for encoding frame and C is the 
target transmitted bits per frames for the overall channel. 

Then, we can expect the future joint buffer level when we are to hold the current 
QP for the next N frames: 

′
′ C N . (8)

where S is the total buffer size (i.e.  ). 
In consequence, we can control the joint buffer level by adjusting the QP according 

to ′ : 2, 0.9 ′ .1, 0.7 ′ 0.9 .,                 0.5 ′ 0.7 .1, 0.3 ′ 0.5 .2, ′ 0.3 .  (9)

3   Experimental Results 

3.1   Performance of the Required Bits Prediction 

Experiments are performed for the 2 type QVGA@15fps sequences, ‘Soccer’ is high 
motion sequence and ‘Game’ is low motion sequence. The JM 10.2[7] is used for 
encoding. 

Fig. 3 and 4 show the comparison between the estimated and the actual bits for 
encoding with the options that the QP is 35 and the intra period is 2 second. They 
show the prediction accuracy of the proposed method is reliable in both high and low 
motion sequence and in both I-frame and P-frame type. 
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Abstract. In the WWW, server push, which allows bidirectional 
communication between the server and the web browser, is an essential part of 
modern web application. In order for the server push to ensure high levels  
of interaction with the browser, the performance of the server application is of 
utmost importance. The server push application has a different communication 
mechanism from the typical web application, hence making it hard for the 
currently-existing load test tools to run an accurate performance test. In this 
paper, in order to run an accurate performance test of the server push 
application, we analyzed the workload characteristics of server push, while 
designing and implementing SERLOG, a load test tool that can run accurate 
tests on the performance. In addition, through comparisons with the other web 
load testing tools, we have proved how SERLOG accurately represents the 
workload of server push and provides the necessary performance data. 

Keywords: Server Push, Performance measurement, Load testing. 

1   Introduction 

Server push is a web-based bidirectional communication architecture that allows the 
server to deliver information to the browser without its request[1]. In the WWW, 
server push is an essential part of modern web applications because of its ability to 
allow high-quality interaction between the server and the browser[2]. 

Server push must be able to provide active, supporting services to masses of 
simultaneously-accessing users, hence making the server application’s performance 
very important. The server application’s performance is quantified through the load 
test[3,4,5], but the complicated and unique communication mechanism of server push, 
differing from the previous web-based load test tools, makes it impossible for correct 
representation of server push workload. Hence, in order for a correct quantification 
analysis and performance predictions of server push application to be established, 
there is a need for a load test tool that can handle and gather data through the server 
push application’s environment, such as response time and throughput. 

In this paper, in order to lay hands on accurate quantified performance analysis  
and estimation, we have analyzed the characteristics of the server push workload and 
defined its representation model. In addition, we took our defined model and 
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implemented SERLOG(SERver Push WorkLOad Generator), a load test tool. 
SERLOG, in comparison with the previously-existing web based load test tool 
JMeter, showed that it could better represent the server push workload and recorded a 
higher server resource-usage. In addition, it provided accurate performance data on 
the response time, service success rates and throughput that matched the server push 
environment. 

2   Server Push Characteristics 

In order to make an accurate performance prediction of the server application, we 
focus on the working sections of the server business application. 

2.1   Comparison between Traditional Web Application and Server Push 
Application 

In typical web application, response time is the time elapsed from the user click until 
the arrival of the last object composing a web resource[6,7]. If we only focus on 
processing the server application, the response time will be defined as the time 
duration between the moment one HTTP connection requests the service and the 
moment they received response data. Hence, a transaction starts when HTTP 
connection’s request is sent to the server, and ends when the server’s response is 
received. The matter of success/failure of a transaction depends on whether the HTTP 
connection receives a legitimate response; if yes, it is a success, and if not, it is a 
failure. The HTTP request parameter is usually sent in a key=value format. 

On the other hand, server push differs from the browser’s HTTP connection in 
having a different HTTP connection to process the server’s response. The server’s 
response is sent through a long-lasting, continuous receive-only connection called 
long-polling[1]. Long-polling receives a server’s response only if the server’s event or 
the other browser’s event satisfies the sending conditions in server application. In 
other words, request and response can be caused by unidentified server events, unlike 
the typical web application[1,2]. Such request/response pattern makes it difficult for 
the previously-existing tool server to run performance tests. Server push's response 
time can be defined as the time duration between the moment of the request of a 
browser event from an HTTP connection and the moment of the long-polling 
response received from another HTTP connection[8,9]. Also, the transaction starts 
when this event request is delivered to the server and ends when the long-polling’s 
response is received. If the response to the request is well-sent as the long-polling’s 
response, this transaction succeeds, and if not (for example, failing to deliver 
message, timeout, server error…etc.), it fails. Also, the long-polling’s data request 
format that gets sent from the browser to the server, follows the constructive data 
format defined by the server push application, often using formats such as JSON and 
XML[1,10]. 

2.2   Server Push Workload Characteristics 

A main-stream server push technology, COMET, as the communication model  
such as Fig.1. 
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Fig. 1. Comet Web Application Interaction Model[11] 

In Fig. 1, the Comet Client and the Browser UI is a Javascript application that 
works in a browser. Comet Client is a module in charge of COMET communications. 
Comet Server is a server module that processes the COMET request and browser 
event request received from the Comet Client. Business App is a module that 
communicates with the Comet Server, processing business logic. 

When the browser first connects to a Comet Server, its connection is initialized by 
the Comet Client (T2(20)). From here, when an event takes place in the server, a 
push-pattern of message sending from the server to the browser is made possible. 
After that, like T1(60), when a specific event takes place on the browser, the server 
processes that event and sends it back to the browser (T4(80)). 

SERLOG records the COMET request and browser event request of Comet Client 
and sends it to the server after mimicking this data as many as the number of the 
VUser(virtual user) during load test; when this happens, the performance data such as 
the response time and throughput is gathered. 

2.3   Method for Server Push Performance Analysis 

In Fig. 1, the web transaction can be defined as the T2(65) section that delivers the 
browser’s event and the T3(85) section that delivers the processed message back to 
the browser T2(65)  T3(85). The response time is defined as the time difference 
between the start of transaction at the Comet Client and the end of it T2(90) - T2(65).  
The matter of success in a transaction is when, upon T2(65)’s request, the intended 
T2(90) response is received. In all other cases, it is defined as a failure. 

Server push uses a long-lasting and continuous long-polling requests, hence 
allowing timeouts to occur, as the browser and server’s processes are delayed. The 
client timeout occurs when T2(40, 50, 80) + Client Timeout Duration) < T2(50, 80, 
90). Server timeout occurs when server-side processing time of browser event request 
exceeds the server timeout, and in Fig.1, it occurs when T3(70) + Server Timeout 
Duration < T3(85). The hit count is the number of times a transaction succeeded in a 
testing period, and can be defined as the Count(success). Throughput can be defined 
as the Hit Count / Test Duration. 
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3   Obstacles and Solution to Creating Server Push Workload 

Server push has different communication pattern from the typical web applications, 
and hence there are many obstacles in the way of correctly representing the workload. 
We have divided these obstacles into three kinds(Response Event Obstacle, 
Transaction Obstacle and Transmission Data Model Obstacle). 

3.1   Response Event Obstacle and Assumption 

In a server push application, a transaction is defined as long-polling’s response 
following the browser’s event request. Here, the long-polling’s response from the 
server depends on the different business terms. Such terms show that an event request 
cannot be met by a response, and this proves to be an obstacle in measuring the 
response time or the transaction’s matter of success. Hence we assume, for the sake of 
measurement feasibility, that one event request must be met by one response. 

3.2   Transaction Obstacle and Solution 

From the assumption of section 3.1, we can simplify the transaction into a browser’s 
event request and long-polling’s response sectors, because the browser’s request is 
always met with a response. However, a problem occurs that the two HTTP 
connections synchronize to provide the results for the request and response. In order 
to solve this transaction obstacle, we have designed an algorithm where one VUser 
can process two connections. 

Algorithm : Generation of a User Behavior 

run() { 
  while(scenarioChain.hasNext()) { 
    try { 
      step = scenarioChain.next(); 
      longpollingRequest = 
createLongpollingRequest(step); 
      sendRequest(longpollingRequest); 
      waitForRequestComplete(longpollingRequest); 
      waitForTime(serviceInterval); 
      messagePushRequest = 
createMessagePushRequest(step); 
      sendRequest(messagePushRequest); 
      waitForAllComplete(); 
      reportResult(); 
    } catch(e) { 
      reportError(); 
}}} 

 

The test scenario consists of multiple tasks where a browser communicates with the 
server. Each task records information about one server push transaction. In the 
algorithm, the test scenario is a scenarioChain object that gets delivered to the VUser 
thread. Each task, as a part of the scenarioChain, is objectified as objects called step, 
and they record long-polling’s request to receive server response, the corresponding 
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longpollingRequest information, and the messagepushRequest information which 
responds to the browser’s event request. 

Each VUser chronologically processes each of the steps which are a part of the 
scenarioChain, and collects data. At each step, a VUser first creates a 
longpollingRequest and sends it to the server. When the longpollingRequest is 
successfully delivered, it will wait for a preset interval before sending 
messagePushRequest to the server. A VUser will wait until the response to both 
requests are received, then record the results, and continue the following steps using 
the same pattern until the chain ends. 

3.3   Transmission Data Model Obstacle and Solution 

In a server push, a browser and a server exchange constructed data. Generally, JSON 
and XML are frequently used. This format is in the key=value structure that is hard to 
formalize, and hence a request parameter recording method is required to run each 
step of the load test tool. 

SERLOG does not limit the HTTP Body domain’s data to key=value, and allows it 
to be edited in order to support such structured request parameter. 

4   Implementation and Validation of SERLOG 

We have implemented SERLOG based on the solution we used to represent the server 
push workload that we analyzed. We also ran performance tests of the frequently-used 
web-based load test tool Apache JMeter and SERLOG under the same server push 
environments, comparing the load of work they send to the server and the offered 
performance test data. 

4.1   Implementation 

SERLOG was constructed using Java in order to avoid influences from the OS. JDK 
used Sun Java SDK 1.6.0 for the sake of the native performance and better thread 
scheduling. UI component used SWT 3.6.2 for the sake of fast UI rendering speeds, 
OS-friendly screens, and various UI components. Finally, we used Jetty 7.3 to 
represent the workload of server push. Jetty 7.3 provides API that processes HTTP 
connections in a non-blocking IO. This API allows the server push transaction’s two 
connections to be synchronized at the thread without delay. We were able to use Jetty 
7.3’s API to create an algorithm that, in a thread, sent browser event requests to the 
server when a long-polling’s request was successfully received by the server. 

4.2   Experimental Validation 

We have run comparison tests between SERLOG and Apache JMeter. Because, in the 
comparison test, JMeter and SERLOG run tests about the same server application 
program in the same environment, let we analyzed the performance data gathering of 
message latency without considering the influence from network, hardware and 
running environment. 
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Experimental Setup. The hardware and software environment where the test took 
place is as follows in Table.1. 

Table 1. Test Environment 

 Server Test Client 
CPU Intel Xeon Quard Core 2G x 2 Intel Core 2 DUO 2.4G 
Memory 8 GB 3 GB 
OS Windows Server 2008  64 bit Windows 7  32 bit 
Language/Version Sun Java SDK 1.6.0 Sun Java SDK 1.6.0 
Tool Tomcat 7.0 

Springframework 3.0 
CXF 2.3.3 

SERLOG 
JMeter 2.4 

Monitoring JConsole 1.6.0 SERLOG 
JMeter 2.4 

Network 1 Gbps LAN 
 

We have implemented a simple server push software for the test. The implemented 
server application used Tomcat 7.0 as its server, Springframework 3.0 and CXF 2.3.3 
as its foundation for processing long-polling and browser event requests. 

JMeter can only process one HTTP connection from one task, and hence we ran 
two applications simultaneously to separately process the long-polling request and the 
message push. SERLOG, in one program instance, follows each step of the test 
scenario chronologically. 

Result. Each test was done repeating a scenario 10 times with 150 VUser. The 
interval between each step was set to 100ms. From the test and JConsole monitoring, 
we collected server resource usage as follows in Fig.2. 

 

Fig. 2. Push Server CPU, Memory Usage : The two graphs on the top are the test results using 
JMeter, and the lower two graphs are the test results using SERLOG. 
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As a result of the test, we found out that JMeter used 14% of Server CPU and 260 
MB of memory while SERLOG using 28% Server CPU and 460 MB of memory. As 
visible from Fig.2, under the same VUser situation, SERLOG was able to better 
mimic the server push browser behavior, hence resulting in higher CPU and memory 
usage and more frequent usage. Also, when compared to the server log, the response 
time provided by SERLOG had approximately 50ms of error per transaction, and this 
can be described as accurate data considering the delays due to the processing by each 
network and tier. On the other hand, JMeter required for human to analyze and 
estimate from the JMeter log and results in order to collect server push performance 
data. 

5   Conclusion and Future Research 

In this paper, we described the load test tools for the server push application. We first 
compared the communication characteristics of browsers and servers in server push 
applications and typical web applications. In the comparison data, the server push 
application sent its requests and responses through different HTTP connections, and 
they were sent in uncommon structural formats such as XML and JSON. This 
characteristic served as the reason why current web-based load test tools could not run 
performance tests on the server push applications. In order to overcome this problem, 
we have classified the obstacles into three categories and provided solutions for each. 
The proposed solution was realized in the form of SERLOG. 

In order to verify SERLOG, we ran comparison tests with the commonly-used web-
based load test tool JMeter. The test was done under the same server push application 
environment, with the JMeter and SERLOG using the same number of VUsers to run 
load tests; then we collected and compared the amount of work delivered to the 
server. As a result of the test, we could find the twice usage of CPU and the memory 
in server in the case of SERLOG, compared to JMeter. In addition, SERLOG 
provided test result information needed for accurate estimation of the server push 
performance, and when compared to the server log, we discovered that the values 
were quite close. 

In this paper, we need to make an assumption before SERLOG can solve a 
problem proposed in section 3.1. There are plenty of limitations in accommodating 
various server push event environments. Also, there is need for further research in 
order for the recording and the more automatic performance analysis of the server 
push workload. 
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Abstract. A number of sensor networks may produce a huge amount of data, 
and there has been a necessity the data are processed in a single system. 
However the viewing or navigating toward data interested has not been evolved 
suitably because of the overwhelming volumes of sensor data. This work 
introduces a data browsing technique from distributed databases of sensor data 
condensed according to semantics shared among servers. Web links of a 
colored presentation could enhance the view of sensor data indexed along a 
hierarchy from distributed databases in the geographic regions. 

Keywords: Sensor Databases, Data Browsing, Semantic Condensing. 

1   Introduction 

Sensor devices are being embedded in public facilities for pervasive computing these 
days. In many cases, however, much of data collected for a long time are nearly 
meaningless. For the volume reduction of sensor data, most of the data managements 
refine and filter raw data. In the process there is hardly any condition to filter off data 
definitely useless. Further data captured by diverse kinds of sensor devices have 
diverse filtering or capturing conditions different from each other. As an example, a 
number of sensor nodes are capturing environmental factors such as carbon 
monoxide(CO), dust density and smoke in public facilities. As such public facilities 
are spread in a region, the volume of aggregate data should be huge in the sensor 
database of the region, constituted with organization databases of the public facilities. 
If a central management of those sensor data is necessitated for the regional or 
national coverage, reducing volumes of the aggregate is required. 

The motivating application in this work is monitoring environmental factors for 
habitat concerns. A condensing method is introduced for reducing the volume of 
aggregate data and it constructs hierarchical views in the form of Web links to the 
sensor data the user is interested. Data lost in condensing the raw data is 
supplemented by building alternative multiple hierarchies. An early system designed 
to provide a worldwide sensor database system is IrisNet[1]. It supports distributed 
XML processing over a worldwide collection of multimedia sensor nodes, and 
addresses a number of fault-tolerance and resource-sharing issues[2]. 
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2   A Motivating Application and Semantic Condensing 

Among the public facilities transportation facilities are often crowded with people. 
Rare events such as fire or toxic gas however could develop into a catastrophe. In the 
subway stations sensor nodes with several kinds of sensor devices are being deployed 
against several kinds of environmental factors including air temperature, carbon 
monoxide, dust density, smoke, and carbon dioxide(CO2). For the case of fire, rapid 
escalation of air temperature might implicate imminent fire. However this single 
property is not sufficient to indicate imminent fire. Properties such as current 
temperature and average temperature for one hour could be associated for higher 
probability. A forest for the navigation toward sensor data of the environmental 
factor, air temperature, is shown in Fig. 1. An organization(subway station) operates a 
few sensor networks with several kinds of sensor devices, and maintains a database of 
raw data gathered. The data of each organization is marked as a circle. These data are 
condensed and supplied to a region database that represents organization databases in 
the region. The condensed data of each region database is marked as a rhombus. 
Among these condensed data only a little above a threshold are supplied to the central 
database, as they are data might indicate a phenomenon evolving into significant 
situation. The condensed data of the nation database is also marked as a rhombus. 

Congregational Level

Regional Level

Central Level

Client

A BC

Organization of the event

Original 
Resolution

Lower 
Resolution

Lower Resolution 
above a threshold only

 

Fig. 1. Spawn queries to the interested sensor data in the trees of condensed data 

In Fig.1, the trees of root A, B, and C consist of temperature variations for a preset 
duration, current temperatures, and average temperatures for another preset duration, 
respectively. The sample scenario is as follows; in the tree of root A, the temperature 
variations greater than 2.5 degrees centigrade for 1 minute are supplied to the regional 
level. Variations greater than 2.5 degrees centigrade above 35 degrees centigrade are 
supplied to the central level on its occasion. On this update, the event is reported to 
the user connected to the central server of the center database. The server 
automatically queries to current temperature of uncondensed data, average 
temperature of uncondensed data, and temperature variation of uncondensed data. 
Those properties of air temperature are displayed to the client and the client makes a 
decision on whether to notify the regional command of the fire brigades. Although 
that event is also notified by the regional server and the organizational server, one 
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central server covers the occasion of fire in regions and the regional servers aid co-
operation of regional fire brigades. The clients could be connected to each of regional 
servers directly. Additionally, querying to the forest of CO and that of smoke should 
be helpful in detecting imminent fire if the forests are built in the databases. Reducing 
rates by the semantic condensing is derived in our previous work[3] with a similar 
sample scenario. A similar work except condensing the sensor data is dealt in [4][5]. 
The work is to integrate real-world devices to the Web, for easy combination with 
other virtual and physical resources. The proposed architecture is implemented on the 
Sun SPOT platform and on the Ploggs wireless energy monitors, with a resource 
oriented approach. Our work deals with upper layers in the system covering large 
area. 

3   Web Links to Sensor Data in the Hierarchical Views 

The semantic condensing described is vertical decomposition of one environmental 
factor into properties and filtering off insignificant data according to predefined 
conditions. The central server and regional server are able to manage all the events 
concentrated from the lower level, with the reduced volumes of condensed aggregate 
data. 

 

Fig. 2. Status browsing at each level along the hierarchy and a tuple listed in a screen 

The user interface is designed basically in semi-CUI, as shown in Fig. 2. Every 
entity is sorted and listed at each level along one of three screen modes. The entity 
name is the region, organization, network, and node(place) names respectively, from 
the central level. The attributes of environmental factors are displayed in colors at 
each level except the Network level. For the attributes of temperature, i.e., from the 
regional level one of 8 statuses, one of 4 statuses(ORDINARY, NOTICE, 
WARNING, DANGER), one of 2 statuses(NORMAL, ABNORMAL) is displayed in 
colors, respectively. Colors of congregational and network level are the same to that 
of regional level. Each attribute of the environmental factor is a link to the lower 
level. When the user click on a rectangle of one level, a query on the attribute is 
requested to the server of that level, and the data in that level is displayed soon. Note 
that, the highest status among the attribute values determines the attribute value of the  
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Fig. 3. Captured and stored data in the congregational level(left) and in the regional level(right) 

entity. In the central level, one region’s temperature value is ABNORMAL as soon as 
one organization has the temperature status corresponds to ABNORMAL in the 
region. 

Those data captured and supplied are stored as records for future references. Fig. 3. 
shows the records of Dust, for example, in the congregational level and the regional 
level. The data in the original resolution in the level are condensed into data in a 
lower resolution (1/100). There were 32 value changes at the resolution of condensing 
thus only 32 tuples are sent to the regional server for this factor. At the time one 
occurrence above a threshold (1.000) is reported from a region database although the 
corresponding original data is below the threshold in the organization database. This 
round-off error, by the condensing into the lower resolution, however makes the 
center database record one tuple from the region database. The CUI is planned to 
evolve toward a Google Map-style GUI. 
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Abstract. Performance of OLAP queries becomes a critical issue as the amount 
of data in the data warehouses increases rapidly. To solve this performance 
issue, we proposed a high performance database cluster system called HyperDB 
in which many PCs can be mobilized for excellent performance. In HyperDB, 
an OLAP query can be decomposed into sub-queries, and each of the sub-
queries can be processed independently on a PC in a short time. But if an OLAP 
query has nested form (i.e., nested SQL), it could not be decomposed into sub-
queries. In this paper, we propose a parallel distributed query processing 
algorithm for nested queries in HyperDB system. Traditionally, parallel 
distributed processing of nested queries is known as a difficult problem in the 
database area.  

Keywords: Distributed Database System, Data Warehouse, OLAP, Query 
Parallel Distributed Processing, Nested Query. 

1   Introduction 

DW (data warehouse) is a collection of information for business intelligence systems 
[2]. DW maintains subject-oriented, integrative, time-variant, and non-volatile 
organizational data[3], and supports decision-making in an organization[3]. OLAP 
(On-Line Analytical Processing) is a tool which quickly provides answers for 
decision-making using DW[12]. OLAP queries are usually more complex than 
conventional OLTP (On-Line Transaction Process) queries[2] because complex  logic 
for decision making should be represented in the OLAP queries. For this reason, 
OLAP queries’ performance has been a critical issue in DW area.   

To solve performance issue, we have proposed a high performance distributed 
database system called HyperDB[4,5,6,10]. HyperDB consists of multiple PCs 
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connected by high speed network. Each node participates in the computation of 
complex OLAP queries via NFS (Network File System). A specialized chip called 
LanLinux (http://www.Lanlinux.com) is used for the seamless connection of the PCs. 

In this paper, we propose an algorithm for nested query decomposition and parallel 
query evaluation. Typical OLAP query can be decomposed easily and its decomposed 
queries are able to be processed independently on each PC node[10]. But if OLAP 
query has nested form (i.e., nested SQL), it could not be decomposed into sub-
queries[11]. Therefore, nested queries can’t exploit the merit of multiple PCs in 
HyperDB[4]. 

To process nested query on HyperDB, we use Kim[9] and Ganski[7]’s efficient 
technique to rewrite the initial nested query form to its canonical equivalent non-
nested form. But, temporary tables generated in the processing of the nested queries 
are major obstacle in the parallel distributed processing of the nested queries in 
HyperDB. We propose a temporary table allocation method in HyperDB. 
Performance analysis for TPC-H database benchmark (http://www.tpc.org/) has been 
done and the result shows good performance for the nested queries. 

The paper is organized as follows. In Section 2, we introduce HyperDB system. In 
Section 3, we describe nested query decomposition technique and how to deal with 
temporary tables in HyperDB. In Section 4, we present the experimental results for 
TPC-H benchmark. In Section 5, we conclude the paper. 

2   Related Work - HyperDB 

In this section, we introduce HyperDB[4,5,6,10] developed by Chungbuk National 
University. HyperDB consists of several PCs. Fig 1 shows HyperDB architecture. PC-
nodes are booted from Boot Server, not from their local disks. After booting, each 
 

 

Fig. 1. HyerpDB Architecture [4,5,6.10] 
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node mounts a DW DB stored in a Server and caches a specific partition of the 
database via NFS. This means that DW DB, physically stored in a server, is shared by 
all the PC nodes. HyperDB provides parallel distributed query processing like intra-
query parallelism. Intra-query parallelism consists of having multiple nodes 
processing, at the same time, different operations of the same query[1]. 

 

Fig 2 (a) shows the original star schema in a data warehouse: the fact table F and 4 
the dimension tables D1, D2, D3, D4. If we have n-nodes in HyperDB, each node has 
dimensional tables (replication) as shown in Fig 2 (b). Note that the dimension tables 
are very small compared with the fact table. However, the fact table is stored in the 
server system, and the node PCi is able to access predefined part (denoted by Fi, 
i=1,2,…,n) of the fact table via NFS. A field in the fact table can be designated as the 
partition key whose values are used to form Fi[4,5,6,10]. 

 

Fig. 2. HyperDB Storage Model [4,5,6.10] 

3   Nested Query Processing on HyperDB 

In this section, we propose a nested query processing on HyperDB. Since nested 
queries can be transformed into flat queries[7,9], decomposition algorithm[10] can be 
applied for the transformed flat queries. Some types of nested queries can be 
transformed into flat queries by using temporary tables[7.9], and these temporary 
tables must be treated in an appropriate way for the performance of HyperDB.   

If we decompose nested query Q into sub-query Qi and process it on node PCi 
independently (i = 1,2,…,n), we could not get the correct results. When the SELECT 
clause in the inner query block includes an aggregate function (SUM, AVG, MAX, 
MIN, COUNT) and the WHERE clause of the inner query block contains a join 
predicate which references the relation of the outer query block, the inner query block 
have to scan the entire fact table. Since each node has only a part of fact table in our 
storage model, logical full replication, inner block need to access remote fact table 
which causes severe performance delay. For these reasons, we adopt well-known 
nested query transformation techniques[7,9] instead of query decomposition[4,5,6] for 
nested queries.  

Kim[9] first introduced an efficient technique to rewrite the initial nested query 
form to its canonical equivalent non-nested form. First, he identified five types of 
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nested queries. Table 1 shows the query types and corresponding conditions. For 
example, if a query satisfies C2 condition (i.e., SELECT clause includes an aggregate 
function), the query is type A.  

Table 1. Nested Queries classification (Won Kim, 1982) 

                  Query Type 
Conditions 

Type 
A 

Type 
N 

Type 
J 

Type 
JA 

Type 
D 

C1: Inner query has a join predicate that 
references the outer query block X X O O O 

C2: SELECT clause includes an aggregate 
function O X X O X 

C3: Inner query block contains a division 
predicate X X X X O 

 
Kim[9] showed that nested queries could be transformed to logically equivalent 

flat queries using a join predicate. He proposed several transformation algorithms 
called algorithm NEST-N-J[9], algorithm NEST-JA[9] and algorithm NEST-D[9]. 
Ganski and Wong[7] revised the algorithms later.  

In Kim[9]’s transformation algorithm for Type N, J nested queries, we can rewrite 
nested queries with simple join condition. Then we can process it easily on HyperDB 
system with the query decomposition algorithm[4,5,6].  

However in cases of Type-J, Type-JA and Type-D, to transform a nested query into 
the non-nested form, a temporary table Ts is created to compute aggregation and join 
condition of the inner query block. Ts is made of the table on From clause in the inner 
query block. Then, we can transform nested query to non-nested form through the join 
predicate between the temporary table Ts and the outer query block. Finally, new 
query can be decomposed to sub-queries Qi, and the sub-queries can be processed 
independently on the PCi in HyperDB. 

 

Fig. 3. Nested Query’s Structure and Temporary Table 

At this point, the size and divisibility of the temporary table are important in the 
query performance. Temporary table Ts may be small because of the GROUP BY 
clauses and aggregation functions. But, in some cases, that may not be true. We 
classify three cases of the nested query based on the size and divisibility of Ts. (1) If 
Ts is very small, Ts can be duplicated in every node like dimension tables. (2) If Ts is 
large like the fact table and it is divisible, the temporary table Ts is stored in the server 
system, and the node PCi is able to access and cache predefined part Tsi (i=1,2,…,n) 
of the temporary table via NFS. (3) If Ts is large and it is indivisible, Ts is stored in 
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the DW server and each node PCi accesses the remote Ts table at the sacrifice of 
performance for correct result[10]. 

 

By the analysis of nested queries, we can estimate the size and divisibility of the 
query and construct a query evaluation plan. There are four types of join between 
outer query block and temporary tables Ts from inner query block:   

 

1) Type-1: Dimension  Ts from Dimension  
In this case, both inner and outer query blocks use the dimension tables. Ts is 
generally very small compare with the dimension table of the inner query block. Since 
each node has copied dimension tables as shown in Fig 2 (b), original query Q can be 
processed on a single PC without partitioning Ts.  
 

2) Type-2: Fact  Ts from Dimension 
The outer query block uses the fact table and the inner query block uses the dimension 
tables. In this case Ts is very small and each node PCi has copied temporary table Ts.  
Since the node PCi has full copy of Ts and can access predefined part of Fi, we can 
decompose query Q into sub query Qi and process Qi on the node PCi. 

 

3) Type-3: Dimension  Ts from Fact  
Outer query block uses the dimension tables and inner query block uses the fact table.  
When the inner query block uses the fact table, Ts can be large like the fact table 
occasionally. In this case, the Ts is stored in the DW server, and the node PCi is able 
to access and cache the predefined part of the temporary table (:Tsi) via NFS. Since 
the dimension table used by outer query block is not divided, the temporary table can 
be split logically, and query Q can be decomposed into sub-query Qi and process Qi 
on the node PCi. 

 

4) Type-4: Fact  Ts from Fact 
Both outer and inner query blocks use the fact table. The FROM clauses of the inner 
query block and the outer query block use the fact table together. In this case, the 
temporary table Ts is indivisible even though Ts is large because PCi has already 
partitioned fact table (Fi). If the records which should be compared with Ts1 on PC1 is 
stored in fact table F2 on PC2, we could not obtain the correct result (Fig 4). In this 
case, Ts is stored on DW sever and each node PCi has to access full temporary table 
Ts and predefined part of Fi to search correct result. However, note that, since most of 
all Ts are small, this case is not often occurred. 

 

Fig. 4. Partitioned Temporary Table Problem on Type 4 Query 
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4   Experiment 

We use TPC-H benchmark data for OLAP query performance evaluations[8]. TPC-H 
benchmark consists of nine nested queries and related database. Among nine queries, 
4 queries use only dimension tables. Therefore we select 5 typical nested OLAP 
queries which include a huge fact table (LineItem): Q4, Q18, Q21(Type-2), Q20(Type 
-3), Q17(Type-4). The size of the database is about 1GB. The LineItem table of TPC-
H database is the largest table, usually called the fact table in DW. We define an 
L_OrderKey attribute of a LineItem table as a partition key. Table 2 shows our 
experiment environment. 

Table 2. Experiment environment 

Category Description 
DBMS MySQL 5.0 

Number of nodes 16 
OS Red Hat Linux Release 9 

PC specification 
CPU: Pentium � 2.4 GHz 
Main Memory: 512MB 

Network Bandwidth 100Mbps 
 
 
In HyperDB, 16 PCs are used in this database system. All PCs participating in a 

distributed database system do not use their local disk. Instead, they are booted from 
the remote Linux boot server[8]. We configured the key buffer, sort buffer, and record 
buffer of MySQL as 8MB, 2MB, and 1KB respectively. 

Fig 5 shows performance result for nested queries. Query performance improves in 
proportion to the number of nodes. Note that performance upgrade is significant until 
the number of PCs becomes 8.  

 

Fig. 5. Correlation between Number of Nodes and Nested Query Performance 
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5   Conclusion 

HyperDB is a novel distributed database system for high performance OLAP query 
processing. We just need the LanLinux chip additionally for each PC to participate in 
the this system. Since the cluster nodes are loosely-coupled, we can get higher 
extensibility and minimized management cost [4,5,6,10]. 
 

However HyperDB system has a limitation in the query evaluation of nested 
queries[10]. Traditional nested query processing techniques, such as Kim[9]’s, and 
Ganski and Wong[7]’s, are helpful to solve the problem when the size of the 
temporary table in the query processing is small. For large temporary table, we need 
another solution to keep the performance of HyperDB.  
 

We proposed a temporary table allocation method to the PCs in HyperDB. We 
classified 4 types of nested queries, and proposed appropriate solutions for each query 
type. Performance analysis for TPC-H database benchmark (http://www.tpc.org/) has 
shown that the query response time for the nested queries is decreased significantly as 
the number of PCs increases.  
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Sáez-Árcija, Clara 617
Schaler, Reinhard 371
Seo, Yong-Ho 286
Seok, Woojin 249
Seong, Yeong Rak 97, 429
Shim, Byoung-Sup 437
Shin, Donghwi 174
Shin, Jeong-Hoon 488
Sim, Chun-Bo 568

Singh, Dhananjay 39, 46
Singh, Madhusudan 54
Skarmeta, Antonio F.G. 311
Song, Jae-gu 190
Sug, Hyontai 576
Sun, Su Kyun 609

Tan, Whye Kit 54
Trindade Júnior, Onofre 345
Tripathi, Gaurav 39

Vieira, Marco 345
Vila, M. Amparo 617

Wasala, Asanka 371
Won, Dongho 174

Yang, Chunghuang 196
Yang, Il-Kwon 355
Yang, Jung Kyu 429
Yang, Kyung-En 669
Yap, Jiunn Huei 475
Yoo, Sang-Guun 142
Yoo, Young-Il 649
Youn, Cheong 415
Yu, S.C. 609

Zhang, Lichen 391, 399, 600


	Title
	Preface
	Organization
	Table of Contents
	Communications and Networking
	Study on Architectural Model and Design of P2P-Based Streaming Client
	Introduction
	Related Works
	CoolStreaming
	GoalBit
	Afreeca

	Architectural Model for P2P-Based Streaming Service
	Framework for PREP (P2p-Based stREaming Player) Client
	Channel Server and Tracker Server Communication
	Channel Server and Tracker Server Communication
	Buffer and Buffermap Managements
	Interface between GUI and PREP Agent
	PREP Peer-to-Peer Communication

	Conclusions
	References

	Time Slot Assignment Algorithm in WSNs to Reduce Collisions
	Introduction
	Related Work
	Algorithm Design
	Non-priority Mechanism
	Priority Mechanism
	Summary

	Simulation Results
	Conclusion
	References

	A Management for the Deployment of PoC Using Dynamic Routing Algorithm in the IMS Nodes
	Introduction
	Related Works
	The Structure of PoC Service and the IMS
	A Dynamic Routing Algorithm in the IMS

	An Implementation for Dynamic Routing in a Test Bed
	Conclusions
	References

	Network-Oriented Intelligent Agent Infrastructure for Internetworking with Guaranteed Quality of Service in High-Speed Network
	Introduction
	Agent Based InterNetworking Platform
	Agent Based InterNetworking Platform Infrastructure
	Agent Based InterNetworking Protocol

	Implementation of Agent-Based Internetworking Platform
	AINP System Structure and Implementation
	Common Information Model Implementation

	Conclusion / Expected Effect
	References

	Study on Emergency Services for VoIP Based on IP Network vs. Domestic Emergency Network
	Introduction
	Requirements of Emergency System for IP-Base Network
	Requirements for Location Information to Support IP-Based Emergency Services

	Consideration on VoIP Emergency Call in Korea
	Design of Emergency System for IP-Base Network
	Comparison of Emergency Call Connection Time
	References

	EOI: Entity of Interest Based Network Fusion for Future Services
	Introduction
	Related Work
	JDL Model: A Revised View
	SENSEI Model: A Revised View

	Fusion Architecture of Internet Services
	Discussion and Future Works
	Conclusions
	References

	Potential Field Based Routing for IPv6 over Low Power WPAN
	Introduction
	System Background
	Routing Operation in a Linux Kernel
	Review of ALFA

	System Architecture
	Data Entity
	Functional Entity

	Conclusions
	References

	Throughput Analysis of Wireless Mesh Network Test-Bed
	Introduction
	Overview of IEEE 802.11s (WMNs)
	Test-Bed Implementation
	Network Topology
	HWMP Specification
	Metric Methodology

	Performance Analyses
	Conclusion
	References

	Cooperative Heterogeneous Network Interworking between WiMAX and WiFi
	Introduction
	Multi-RAT Scenarios and Protocol Architecture
	Multi-RAT Scenarios
	Multi-RAT Protocol Architecture

	Multi-RAT Protocols
	HetNet AP Type I
	HetNet AP Type II
	Timer Based HetNet Handover

	Performance Evaluation of the Proposed Timer Based HetNet Handover Scheme
	Evaluation Network Topology
	Mobility Model and MSs' Mobility
	Sojourn Time of Different Speed Class

	Conclusion
	References


	Motion, Video, Image Processing
	Texture-Based Pencil Drawings from Pictures
	Introduction
	Generating Pencil Textures
	Estimating Drawing Directions
	Applying Pencil Textures
	Implementation and Results
	Conclusion and Future Work
	References

	Camera Colour Fidelity through Adapting ICC Profiles
	Introduction
	Colour Adaptation Approach
	Colour Spaces
	Colour Management
	Static vs. Dynamic Chromatic Adaptation

	Dynamic Colour Correction
	Gathering Colour Information
	Compensating for Colour Shifts
	Integrated in Colour Management
	Capturing Workflow

	Results
	Conclusion
	References

	Breast Mass Segmentation in Digital Mammography Using Graph Cuts
	Introduction
	Methods
	Noise Removal
	Obtaining Preliminary Mask
	Segmentation with Graph Cuts

	Experimental Results
	Conclusion
	References

	ScaleLoc: A Scalable Real-Time Locating System for Moving Targets
	Introduction
	ScaleLoc
	Macro-cell and Micro-cell
	Arbitration
	Operation Procedure

	Simulation Results
	Performance Metric
	Simulation Results

	Conclusion
	References

	Research on Advanced Performance Evaluation of Video Digital Contents
	Introduction
	Video Filtering Technology
	Finger Print Based Filtering Technology
	Watermark Based Finger Print Filtering
	Feature-Point Based Finger Print Filtering

	Video Filtering Performance Evaluation Method
	Tenacity
	Reliability
	Processing Speed
	Other Evaluation Criteria
	Performance Evaluation Result Calculation

	Experimental Test of Video Filtering Technology Performance
	Conclusion
	References

	High Resolution Image Reconstructed by ARPS Motion Estimation and POCS
	Introduction
	HR POCS from LR
	Motion Estimation by Regularization
	Phase Correlation and ARPS
	Motion Regularization

	Experimental Results
	Text-A
	Mobile
	Pentagon

	Conclusions
	References

	Implementation of a Real-Time Image Object Tracking System for PTZ Cameras
	Introduction
	Mean Shift Algorithm
	The Proposed System
	Experimentation and Results
	Conclusions
	References

	Statistical Analyses of Various Error Functions for Pattern Classifiers
	Introduction
	Statistical Analyses of Various Error Functions
	Conclusions
	References

	FPGA Implementation of Image Processing for Real-Time Robot Vision System
	Introduction
	System Configuration
	Image Processing System
	Image Recognition Application
	Real-Time Module
	Conclusion
	References


	Security Systems
	Security Requirements Prioritization Based on Threat Modeling and Valuation Graph
	Introduction
	Proposed Methodology for Security Requirements Prioritization
	Terminology
	Security Requirements Prioritization Based on Threat Modeling and Valuation Graph

	Case Study
	Conclusion
	References

	An Efficient Hardware Countermeasure against Differential Power Analysis Attack
	Introduction
	Understanding DPA Attack
	CMOS Power Consumption
	Motivation and Architecture Design
	Analyses and Conclusion
	References

	A Study on Smartphone APP Authoring Solution Design for Enhancing Developer Productivity
	Introduction
	Design Methodology of Smart APP Editor for Efficient Development
	Changes in Mobile IT Environment
	Configuration and Connection of Mobile Expansion and Integration System

	Designing an Editor for Establishing Mobile Expansion and Integration System
	Key Functions of the Editor
	Applicable Jobs for Each Editor
	Engine for Operating the Editor
	Platform for Operating the Editor
	APP Store for Editor

	Conclusions
	References

	A Study of Disaster Preparedness Systems Operations Analysis and Financial Security Measures of Large Banking Network
	Introduction
	Related Research
	Financial Institution Operating System
	Disaster Recovery System
	RBAC (Role-Based Access Control)
	Actual State of Security System Operated by Financial Institutions

	Analysis of Nonghyup's System Prepared to Cope with Network Failure
	Actual State of Nonghyup's Network Operation
	Analysis of Nonghyup's Network Breakdown
	Analysis of Weakness in Operation of Nonghyup's Computer Network

	Measures to Financial System Security
	Measures to Improve Weakness in Information Security
	Measures to Improve the Weakness of Backup System
	Measures to Improve Weakness in Management

	Conclusions
	References

	Malware Variant Detection and Classification Using Control Flow Graph
	Introduction
	Related Works
	CFG Based Analysis and Classification
	Conclusion and Further Study
	References

	A Study on the Twofish Security Processor Design Using USB Interface Device
	Introduction
	The Transmission Types for USB
	The Design of Twofish Cryptographic Processor for USB
	Conclusion
	References

	A Cyber-Security Implementation Framework for Nuclear Power Plant Control Systems
	Introduction
	Related Criteria for Cyber-Security Controls for NPP Control Systems
	A Cyber-Security Implementation Framework
	PP Development (NPP-CSPP)
	Cyber-Security Planning
	ST Development (NPP-CSSTx)
	Design, Coding and Testing
	Evaluation and Authorization
	Operation and Evaluation
	Supporting Tool

	Analysis and Conclusion
	References

	Design and Implementation of Mobile Forensic Tool for Android Smart Phone through Cloud Computing
	Introduction
	Related Work
	Mobile Forensic
	Live Forensic
	Android
	Cloud Computing

	Comparison between Cloud Computing and Non-cloud Computing
	Security and Protection of Digital Evidence
	Storage and Site of Digital Evidence
	Reporting

	System Implementation and Architecture
	System Architecture
	System Implementation

	Conclusion
	References

	A SSL VPN Design Method for Enterprise FMC Security System Development
	Introduction
	FMC Service Features and Examples [2]
	FMC Service Features
	FMC Service Examples and Features

	SSL VPN Design Requirement Analysis for Designing FMC Security System
	The Purpose of SSL VPN Design
	SSL VPN Design Requirements for Enterprise FMC System

	SSL VPN Design for FMC Security System
	SSL Secure Gateway (SSG)
	SSL Secure Client (SSC)
	Secure Management Tool (SMT)

	Conclusion
	References

	Malicious Software Detection System in a Virtual Machine Using Database
	Introduction
	Related Studies
	Detection Technology Using Emulator and Virtual Machine
	Malicious Software Propagation
	Malicious Software Detection System Using Virtual Machine
	VMC(Virtual Machine Cluster)

	Design of Malicious Software Detection System
	Implementation of Prototype
	Decision Making Using Database
	Test Results

	Conclusion
	References


	Cloud, RFID and Robotics
	Enhanced Tag Identification Method for Efficient RFID System
	Introduction
	Related Work
	Tree-Based Algorithm
	ALOHA-Based Algorithm
	Hybrid Algorithm

	Proposed System
	Tag Identification Using Two Readers
	Process of Tag Identification of Proposed System

	Performance Evaluation
	Conclusion
	References

	A Study on the MSNR Cryptographic Processor Design Appropriate for the RFID/USN Environment
	Introduction
	The MSNR Cryptographic Algorithm Including PRN
	The MSNR Cryptographic Algorithm
	MSNR Key Scheduling

	Design of MSNR Cryptographic System and Simulation
	Conclusion
	References

	A Study on Applying RFID Systems of Korean Pharmaceutical Industry
	Introduction
	The Background of Research
	The Circumstances of Korean Pharmaceutical Industry
	The Case Study of RFID Systems at the Various Industries in Korea

	RFID Systems Implementation by H. Pharm
	Measures to Improve the RFID Tag Reading Success Rate and the RFID Tag Data Security
	RFID-Based Network Systems Architecture
	RFID-Based Production/Shipment Process

	The Effect on Adopting RFID Systems
	Conclusion
	References

	Authentication Platform for Provisioning in Cloud Computing
	Introduction
	Related Works
	User Authentication in Cloud Computing
	Provisioning
	RBAC (Role-Based Access Control)

	Authentication Platform for Provisioning
	Conclusions and Future Work
	References

	Grid Network Management System Based on Hierarchical Information Model
	Introduction
	Information Model and GNSI Interface
	Information Model of Network Resources
	Grid Network Service Interface
	Reservation Based Admission Control for Grid Network Resources

	Grid Network Management System
	Design and Implementation of Grid Network Management System
	Test-Bed for Grid Network Resource Management

	Conclusions
	References

	SMCC: Social Media Cloud Computing Model for Developing SNS Based on Social Media
	Introduction
	Related Works
	Social Media Cloud Computing Model
	Social Media Cloud Computing Architecture
	Social Media Cloud Computing SaaS Platform
	Social Media Cloud Computing PaaS Platform and IaaS
	Conclusion and Future Works
	References

	Development of Visual Navigation System for Patrol Service Robot
	Introduction
	System Configuration
	User Logic Circuits by FPGA
	Visual Navigation System for Self-localization
	Conclusion
	References

	Mobility Information and Road Topology Based Inter-vehicle Routing Protocol in Urban
	Introduction
	Related Work
	Proposed Routing Protocol
	Performance Evaluation
	Conclusion
	References

	Communication Quality Analysis for Remote Control of a Differential Drive Robot Based on iPhone Interface
	Introduction
	Robot and iPhone
	Differential Drive Robot Model
	Measurement of Acceleration Sensor Value
	Robot Hardware and Control

	Communication Method Between iPhone and a Robot
	Analysis of Experimental Results
	Conclusion
	References

	Remote Control and Monitoring of an Omni-directional Mobile Robot with a Smart Device
	Introduction
	Application Software of Smart Device
	.Net Compact Framework and Dalvik VM
	Application Software for Control and Monitoring of Omni-directional Mobile Robot

	Omni-directional Mobile Robot and Smart Device Configuration
	Omni-directional Mobile Robot
	Smart Device Configuration

	Experimental Results
	Remote Movement Control by Gravity Sensor
	Remote Monitoring
	Performance Evaluation of Remote Monitoring

	Conclusion
	References

	User Following of a Mobile Robot by Fusing Different Kinds of Sensors
	Introduction
	Mobile Robot Model and Hardware Configuration
	Robot Model
	Hardware Configuration

	The Proposed Method
	Simulation
	Conclusion
	References


	Industrial Application of Software Systems
	A Remote Firmware Upgrade Method of NAN and HAN Devices to Support AMI’s Energy Services
	Introduction
	Device Management System
	NSM and FUMS System
	NSM and FUMS Main Functions

	Conclusion
	References

	Real-Time Monitoring System for Watercourse Improvement and Flood Forecast
	Introduction
	Real-Time Monitoring System for Flood Forecasting
	System Architecture
	Hardware Design
	Software Design

	Conclusions
	References

	Material Information System According to Change of Building Type
	Introduction
	Related Works
	Appearing Background of Steel House
	Steel House Method

	Embodiment Scheme of Material Change
	Steel House Data Automatic Transmission
	Conclusions
	References

	A Design of Execution Tool for an IPTV Service Deployment
	Introduction
	Related Works
	The Structure of the IMS
	IPTV
	Application Server

	An IPTV Execution Tool and Simple Scenario
	Conclusions
	References

	Middleware Integration of DDS and ESB for Interconnection between Real-Time Embedded and Enterprise Systems
	Introduction
	Related Works
	Integrating CEP with DDS
	Integrating HLA with DDS

	Architecture of ESB-DDS Middleware Integration
	Design of DDS Binding Component for ESB
	DDS Binding Component
	Design of Message Routing
	Sample Configuration for DDS-UDP Message Transformation

	Implementation and Evaluation of Test-Bed System
	Concluding Remarks
	References

	Application of SOA in Safety-Critical Embedded Systems
	Introduction
	Related Work
	Structure of an UAS - A Reference Model
	Reference Model Architecture for Unmanned Aerial Systems
	Protecting the Critical Parts
	The Smart Sensor Interface and Protocol and In-flight Awareness

	A Knowledge Based Framework for Dynamically Changing Applications
	The Framework
	Reconfigurable Matrices
	Reasons to Use SOA and the KBF in an UAS

	Conclusions
	References

	A Study on the Integration of Power System Operational Data and Application
	Introduction
	Power System Operational Applications
	Energy Management System (EMS)
	Supervisory Control and Data Acquisition (SCADA)
	Distribution Automation System (DAS)
	Automatic Meter Reading (AMR)

	Need for Data and Application Integration
	Power System Common Information Model
	Integration of Power System Operational Application
	Conclusion
	References

	KepriSNS: A Business SNS Platform Based on Open-Source
	Introduction
	Strategy for the Establishment of a Business SNS Platform
	Features of Business SNS
	Case Study of Building Business SNS Platforms

	Features of Open-Source Statusnet
	KepriSNS Components
	Prototype Version of KepriSNS
	Conclusion
	References

	A View of Future Technologies and Challenges for the Automation of Localisation Processes: Visions and Scenarios
	Introduction
	Requirements Analysis
	The SOLAS System
	LocConnect
	Localisation Knowledge Repository
	Workflow Recommender
	LMC and XLIFF Phoenix
	Services Mapper
	Community Translation and Rating

	Discussion and Future Work
	Conclusion
	References


	Hardware and Software Enginering
	Design of Reference Model for Improvement of Security Process
	Introduction
	Related Works
	ISO/IEC 15480
	Protection Profile
	ISO/IEC 15504

	Theory and Case Study
	Security Profile Lifecycle
	Maturity Level of Security Process
	Case Study

	Conclusion
	References

	A Formal Framework for Aspect-Oriented Specification of Cyber Physical Systems
	Introduction
	Aspect-Oriented Formal Specification
	Case Study: Aspect-Oriented Formal Specification of a Train Control Systems
	Conclusion
	References

	Aspect-Oriented QoS Specification for Cyber-Physical Systems
	Introduction
	Aspect-Oriented Specification of QoS
	Aspect Oriented Model of QoS of Fire Alarm System
	Conclusion
	References

	V & V Practices of SP Quality Certification Model
	Introduction
	Software Process Model
	ISO/IEC 15504
	CMMI
	Korean Software Process Quality Certification Model

	V & V in Korean Software Process Quality Certification Model
	Process Relationship to Related with Verification and Validation
	Verification and Validation Practices

	Conclusion
	References

	P2P Based Collision Solving Technique for Effective Concurrency Control in a Collaborative Development Environment
	Introduction
	P2P Based Conflict Prevention Technique
	Introduction of Conflict Prevention Technique
	System Architecture and Embodiment

	Evaluation of Effectiveness
	Conclusion
	References

	Optical Properties of Photoluminescence of Carbon Doped Silicon Oxide Films Annealed by Rapid Temperature for Passivation
	Introduction
	Experiments
	Results and Discussion
	Conclusion
	References

	Design and Implementation of an Ultra-Low Power Energy Harvesting Sensor Network
	Introduction
	System Design
	Network Architecture
	Slave Node
	Operation Procedure

	Implementation
	Discussion and Conclusion
	References

	Implementation of Location Awareness UWB PHY
	Introduction
	UWB Technology for the Location Awareness
	UWB Frequency Band and Channel
	UWB PHY System Technologies
	Ranging Technology
	MAC Technology

	Realization of IEEE 802.15.4a PHY
	The Transmission Structure of UWB PHY
	The Reception Structure o f the UWB PHY

	Chip Test and Verification
	Conclusion and Directions for Further Research
	References

	Hardware Implementation and Performance Analysis of NLM-128 Stream Cipher
	Introduction
	Summation-Like Generator
	Summation Generator
	LM Generator
	NLM Generator

	Performance Analysis of NLM-128
	FPGA Implementation
	Performance Analysis

	Conclusion
	References

	Optical Clock Signal Extraction of Nonreturn-to-Zero Signal by Suppressing the Carrier Component
	Introduction
	Proposed Scheme for Clock Extraction of NRZ Signal
	Experiment
	Conclusion
	References


	Healthcare, EEG and E-Learning
	Dynamic Message Server for Personal Health Data Transmission in u-Health Service Environment
	Introduction
	Relation Study
	Continua
	ISO/IEEE11073

	Dynamic Message Server for Personal Health Devices
	Implementation and Experiment
	Implementation Environment
	Experiment

	Conclusion
	References

	Customized Healthcare Infrastructure Using Privacy Weight Level Based on Smart Device
	Introduction
	Security Framework Architecture
	Privacy Protection Framework for Mobile RFID Services
	Application and Contents Information Server of the Service Provider
	Procedure for Secure Mobile RFID Services
	Classification of Privacy Levels

	Implementation of Application Solutions
	Implementation of Customized Healthcare Service
	Implementation

	Conclusion
	References

	Implementation of Mobile Healthcare Monitoring System with Portable Base Station
	Introduction
	Overview of System Architecture for Mobile Healthcare Monitoring
	Demonstration of Mobile Healthcare Monitoring System Architecture
	Demonstration of Mobile Healthcare Monitoring System Using Portable Base Station
	Demonstration of Displaying Vital Signals on Smart Phone
	Displaying Vital Signals on a Remote Personal Computer for Third Party Monitoring Purpose

	Conclusions
	References

	Detection of P300 in a BCI Speller
	Introduction
	The Data Set - Description
	Methods
	Experimental Results
	Discussion and Conclusions
	References

	Analysis for Characteristics of Electroencephalogram (EEG) and Influence of Environmental Factors According to Emotional Changes
	Introduction
	Related Works
	Configuration of Experimental Environment
	Environmental Factors
	Subjects
	Placement of Electrodes and Device for Measurement of Brain Waves
	Methods

	Experimental Results
	Analysis of Characteristics for Brain Waves in Stabilized Intervals According to Changes of Temperature
	Analysis of Characteristics for Brain Waves According to Changes of Temperature when the Emotional Status Changes
	Analysis of Factors Influencing Changes of Emotional Status for Each Element of Brain Waves in Each Frequency Band

	Conclusions and Future Study
	References

	Development of Real-Time Learning Components Using Expanded SCORM
	Introduction
	Designing LMS/LCMS Using Expanded SCORM Standard
	System Flow Diagram
	Designing a Standard for Expanding SCORM
	Standard for Linking Web Services
	Designing Learning History and Progress Rate Measuring Module

	Real-Time Video-Contents Linking System (Implementation)
	System Structure and Implementation
	Implementing Various Real-Time Interactive Components

	Conclusion
	References

	CSP Based SCORM Interface for E-Learning System
	Introduction
	Related Works
	SCORM Interface Model for E-Learning System with CSP
	Conclusion
	References

	Implementation of Web Service Based U-Learning
	Introduction
	Related works
	Web Service
	U-Learning System

	U-Learning System Using Web Service
	Conclusion
	References


	HCI and Data Mining
	Intelligent System Modeling for Human Cognition
	Introduction
	Representation of Cognition
	Elicitation of Collective Cognition
	Conclusions
	References

	Laser Pointer Based Constrained Input Scheme for Educational Game Software Framework
	Introduction
	Related Works
	Laser Based Character Input Scheme for Edu-Softwares
	Experimental Results
	Conclusion
	References

	Public Transport Navigation System with Augmented Reality Interface
	Introduction
	Augmented Reality for Personal Navigation
	Prototype Application
	Evaluation and Conclusion
	References

	Best Recommendation Using Topic Map for On-Line Shopping System
	Introduction
	Related Works
	Recommendation System for On-Line Shopping Mall Using Topic Map
	Conclusion
	References

	Pattern and Event Based Logical UI Modeling for Multi-Device Embedded Applications
	Introduction
	Pattern-Based Method for Deriving UI Implementations from UI Models
	Logical User Interface Model (LUM)
	Incorporating Patterns as Types of LUM Components
	Incorporating Events as a First-Class Modeling Entity
	Incorporating Events as Navigators

	Conclusions
	References

	Smart Device Oriented Intelligent Context-Awareness System for U-SAFE Service Using Object Oriented Modeling Technique
	Introduction
	Previous Work
	Proposed System
	Overview for the System
	Design of Context-Awareness System for U-SAFE
	Object-Oriented Modeling Design
	Ontology Design

	Conclusion
	References

	An Effective Method to Find Better Data Mining Model Using Inferior Class Oversampling
	Introduction
	Related Work
	The Method
	Experimentation
	Conclusions
	References

	A New Approach for Calculating Similarity of Categorical Data
	Introduction
	Related Work
	Similarity Measurement for Numeric Data
	Similarity Measurement for Categorical Data

	Proposed Approach
	Concepts of Artificial Neural Network
	Extracting Significant Features Using Artificial Neural Network

	Experimental Results
	Conclusion
	References

	Associated Word Extraction System for Search Query Expansion Based on HITS
	Introduction
	Related Studies
	TF-IDF
	HITS

	HITS Algorithm Based on Word Link
	Word Directionality
	Method of Graph Composition
	Association Relationship Measurement by Using HITS

	Method of Test
	Criteria Words for Performance Estimation
	Performance Estimation Test
	Test Result

	References


	Software System and Its Applications
	MDA Approach for Non-functional Properties of ependable and Distributed Real-Time Systems
	Introduction
	Non-functional Requirements of Dependable and Distributed Real-Time Systems
	Applying AOP and MDA to Non-functional Requirements
	Case Study: Intelligent Transportation Systems
	Conclusion
	References

	Implementation of Smart Car Using Fuzzy Rules
	Introduction
	Fuzzy Rule Algorithm for Smart Car
	Design of Optimal Car Speed
	Intelligent Prevention Technology against Traffic Accidents
	Conclusion
	References

	A Fuzzy Framework for Software Libraries Matching
	Introduction
	Matching Criteria
	Fuzzy Matching Criteria Aggregation
	Criteria Aggregation Hierarchy
	Fuzzy Multicriteria Decision Making Model

	Conclusion
	References

	Simulation of Non-linear Singular System Using RK-Butcher Algorithm
	Introduction
	Representation of Equations of Flow as a Non-linear Systems
	Numerical Methods and Results in Graphical Form
	Conclusions
	References

	A Memory Access Pattern Based Data Distribution Technique for Array Processors
	Introduction
	Related Work
	Overview of the Code Generating Framework
	The Proposed Approach
	Summarizing Data Access Patterns
	Data Classification
	Data Distribution

	Experiments
	Conclusion
	References

	Design of Efficient Reconfigurable Digital Compensator for Advanced Wireless Transmitter Using Computational Digital Signal Processing
	Introduction
	Design of Reconfigurable Digital Compensator
	Analysis of RF Path Imbalance Problem
	Design of Digital Compensator

	Reconfigurable Wireless Transmitter Using Digital Compensator Using Computation DSP
	Implementation of System
	Experimental Results

	Conclusion
	References

	Joint Rate Control Algorithm with Look-Ahead in Multi-channel IPTV Services
	Introduction
	Proposed Joint QP Control Scheme
	Complexity Analysis
	Joint QP Control

	Experimental Results
	Performance of the Required Bits Prediction
	Performance of the Joint Rate Control

	Conclusion
	References

	SERLOG: Generating and Analysis Server Push Workloads
	Introduction
	Server Push Characteristics
	Comparison between Traditional Web Application and Server Push Application
	Server Push Workload Characteristics
	Method for Server Push Performance Analysis

	Obstacles and Solution to Creating Server Push Workload
	Response Event Obstacle and Assumption
	Transaction Obstacle and Solution
	Transmission Data Model Obstacle and Solution

	Implementation and Validation of SERLOG
	Implementation
	Experimental Validation

	Conclusion and Future Research
	References

	Hierarchical Views for Distributed Databases of Semantically Condensed Data through Web Links to Sensor Data
	Introduction
	A Motivating Application and Semantic Condensing
	Web Links to Sensor Data in the Hierarchical Views
	References

	An Efficient Nested Query Processing for Distributed Database Systems
	Introduction
	Related Work - HyperDB
	Nested Query Processing on HyperDB
	Experiment
	Conclusion
	References


	Author Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




