


Communications
in Computer and Information Science 205



Dhinaharan Nagamalai Eric Renault
Murugan Dhanuskodi (Eds.)

Advances in Digital
Image Processing
and Information Technology

First International Conference on Digital Image
Processing and Pattern Recognition, DPPR 2011
Tirunelveli, Tamil Nadu, India, September 23-25, 2011
Proceedings

13



Volume Editors

Dhinaharan Nagamalai
Wireilla Net Solutions PTY Ltd
Melbourne, VIC, Australia
E-mail: dhinthia@yahoo.com

Eric Renault
Institut Telecom/Telecom SudParis (ex. GET-INT)
Departement Reseaux et Services Multimedia Mobiles (RS2M)
Samovar UMR INT-CNRS 5157
9, rue Charles Fourier, 91011 Evry Cedex, France
E-mail: eric.renault@it-sudparis.eu

Murugan Dhanuskodi
Manonmaniam Sundaranar University
Department of Computer Science and Engineering
Tirunelveli, Tamil Nadu, India
E-mail: dhanushkodim@yahoo.com

ISSN 1865-0929 e-ISSN 1865-0937
ISBN 978-3-642-24054-6 e-ISBN 978-3-642-24055-3
DOI 10.1007/978-3-642-24055-3
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: Applied for

CR Subject Classification (1998): I.2, I.4, H.3, I.5, H.4, C.2, K.6.5

© Springer-Verlag Berlin Heidelberg 2011
This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The First International Conference on Computer Science, Engineering and In-
formation Technology (CCSEIT-2011), The First International Conference on
Parallel, Distributed Computing Technologies and Applications (PDCTA-2011),
and The First International Conference on Digital Image Processing and Pat-
tern Recognition (DPPR-2011) were held in Tirunelveli - Tamil Nadu, India,
during September 23–25, 2011. The events attracted many local and interna-
tional delegates, presenting a balanced mixture of intellects from all over the
world. The goal of this conference series is to bring together researchers and
practitioners from academia and industry to focus on understanding parallel,
distributed computing technologies, digital image processing and pattern recog-
nition and all areas of computer science, information technology, and to establish
new collaborations in these areas.

The CCSEIT 2011, PDCTA 2011 and DPPR 2011 committees invited original
submissions from researchers, scientists, engineers, and students that illustrate
research results, projects, survey works, and industrial experiences describing
significant advances in the areas related to the relevant themes and tracks of the
conferences. This effort guaranteed submissions from an unparalleled number of
internationally recognized top-level researchers. All the submissions underwent
a strenuous peer-review process which comprised expert reviewers. Besides the
members of the Technical Program Committee, external reviewers were invited
on the basis of their specialization and expertise. The papers were reviewed based
on their technical content, originality, and clarity. The entire process, which in-
cludes the submission, review, and acceptance processes, was done electronically.
All these efforts undertaken by the Organizing and Technical Program Commit-
tees led to an exciting, rich, and high-quality technical conference program, which
featured high-impact presentations for all attendees to enjoy and to expand their
expertise in the latest developments in this field.

There were a total 1,256 submissions to the conference, and the Technical
Program Committee selected 185 papers for presentation at the conference and
subsequent publication in the proceedings. This small introduction would be
incomplete without expressing our gratitude and thanks to the General and
Program Chairs, members of the Technical Program Committees, and external
reviewers for their excellent and diligent work. Thanks to Springer for the strong
support. Finally, we thank all the authors who contributed to the success of the
conference. We also sincerely wish that all attendees benefited academically from
the conference and wish them every success in their research.

Dhinaharan Nagamalai
Eric Renault

Murugan Dhanushkodi
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Fuzzy Soft Thresholding Based Hybrid Denoising Model 

Sudipta Roy1, Nidul Sinha2, and Asoke Kr. Sen3 

1 Department of IT, Assam University, Silchar - 788011, Assam  
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2 Electrical Engineering Department, NIT, Silchar - 788010, Assam 
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3 Department of Physics, Assam University, Silchar - 788011, Assam  
asokesen@yahoo.com 

Abstract. This paper proposes a denoising model hybridized using wavelet and 
bilateral filters with fuzzy soft thresholding. The parameters of the proposed 
model are optimized with floating point genetic algorithm (FPGA). The model 
optimized with one image is used as a general denoising model for other images 
like Lena, Fetus, Ultrasound, Xray, Baboon, and Zelda. The performance of the 
proposed model is evaluated in denoising images injected with noises in 
different degrees; moderate, high and very high, and the results obtained are 
compared with those obtained with similar hybrid model with wavelet soft 
thresholding. Results demonstrate that the performance of the proposed model 
in terms of PSNR and IQI in denoising most of the images is far better than 
those with similar model with wavelet soft thresholding. It has also been 
observed that the hybrid model with wavelet soft thresholding fails to denoise 
images with very high degree of noises while the proposed model can still be 
capable of denoising. 

Keywords: Image denoising, fuzzy soft thresholding, wavelet thresholding, 
bilateral filter. 

1   Introduction 

Denoising of images is an indispensable task in image processing. Lot of works has 
been reported in the development of efficient denoising models. Thresholding is the 
key idea in many denoising models especially with wavelet based models. But, the 
choice of an appropriate value for thresholding is the major challenge. Because, the 
value of the threshold decides what coefficients should be shedded or shrinked and to 
what extent so that noise is eliminated while image information is not lost. But, there 
is no linear relationship between noise contents and image contents in spatial domain 
in an image. As such, it becomes very difficult to accurately and precisely determine 
the threshold value or the level of shrinkage. 

Many denoising methods have been proposed over the years, such as the Wiener 
filter [1], [2], wavelet thresholding [3], anisotropic filtering [4], bilateral filtering [5], 
total variation method [6], and non-local methods [7]. Among these methods, wavelet 
thresholding has been reported to be a highly successful method. In wavelet 
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thresholding, a signal is decomposed into approximation (low-frequency) and detail 
(high-frequency) subbands, and the coefficients in the detail subbands are processed 
via hard or soft thresholding [2], [8], [9], [10]. The hard thresholding eliminates (sets 
to zero) coefficients that are smaller than a threshold as discussed earlier; the soft 
thresholding shrinks the coefficients that are larger than the threshold as well. The 
main task of the wavelet thresholding is the selection of the threshold and the effect of 
denoising depends on the selected threshold: a bigger threshold will throw off the 
useful information and the noise components at the same time while a smaller 
threshold cannot eliminate the noise effectively. Donoho [3] gave a general estimation 
method for threshold, but the best threshold cannot be found by this method. Chang et 
al. [11] have used predictive models to estimate the threshold. It is a spatially adaptive 
threshold based on context modeling. They also presented data-driven threshold for 
image denoising in a Bayesian framework [12]. In the SURE Shrink approach [10], 
the optimal threshold value based on the Stein’s Unbiased Estimator for Risk (SURE) 
is estimated. A major strength of the wavelet thresholding is the ability to treat 
different frequency components of an image separately; this is important, because 
noise in real scenarios may be frequency dependent. But, in wavelet thresholding the 
problem experienced is generally smoothening of edges. 

The bilateral filter was proposed in [13] as an alternative to wavelet thresholding. It 
applies spatially weighted averaging without smoothing edges. This is achieved by 
combining two Gaussian filters; one filter works in spatial domain, the other filter 
works in intensity domain. Therefore, not only the spatial distance but also the 
intensity distance is important for the determination of weights [14]. Hence, these 
types of filters can remove the noise in an image while retaining the images. 
However, the filter may not be very efficient in removing any noise in the texture part 
of the image. 

A wisely hybridized model designed using both wavelet thresholding and bilateral 
filtering reported in [15], which exploits the potential features of both wavelet 
thresholding and bilateral filter at the same time their limitations are overcome. To 
improve further the efficiency of the model, the concept of Fuzzy Logic (FL) is 
introduced in this work for finding a rational value for the threshold value under 
highly non-linear noisy conditions. As the task of finding the optimum values for the 
parameters of the hybrid filters obtained by trial and error method is time consuming 
and in addition, the values may not be the optimum as the parameters are not linearly 
related, Floating point Genetic Algorithm (FPGA), which is reported to be very 
efficient in finding optimal solutions for very large and non-linear optimization 
problems, is used to optimize the values of the parameters of the hybrid model 
proposed including the parameters of the fuzzy soft thresholding. Further, it is also 
investigated whether the model optimized for denoising a particular image is well 
capable of denoising other images. Also, the capability of the similar hybrid models; 
one with wavelet soft thresholding (WST) and the other with fuzzy soft thresholding 
(FST), is tested by injecting noise in different degrees till any one fails.   

In view of the above, the objectives of the present works are: 

(i) To optimize the values of the parameters of the best hybrid model as 
reported in [15] using FPGA with WST for the image Lena and obtain the 
performance of the same optimized model for denoising highly noisy Lena 
and other images. 
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(ii) To optimize the values of the parameters of the same hybrid model as in 
step (i) with FST using FPGA for the image Lena and obtain the 
performance of the same optimized model for denoising Lena and other 
images. 

(iii) And compare the results obtained with those in steps (i) and (ii) for 
different degree of noises. 

Section 2 of the paper introduces the concept of Fuzzy Soft Thresholding and works 
on it. Performance criteria are discussed in section 3. Section 4 describes the proposed 
FL based model and results are discussed is section 5. Finally the conclusion is drawn 
in section 6. 

2   FL Based Thresholding 

FL Based Threshold Function: 
From the fuzzy logic point of view [16], the operation of hard-thresholding in the 

DWT domain performs a zero-one membership function, which maps wavelet 
coefficients into two membership values of 0 (excluded as member in signal 
reconstruction) or 1 (included as member in signal reconstruction). Since the distinction 
between a noise generated wavelet coefficient and a signal generated wavelet coefficient 
according to their magnitude value is not a crisp one, there is a dilemma in setting an 
appropriate threshold value, and a small variation in the threshold value may result in 
dramatic change in the reconstructed signal due to the abrupt change in boundary. To 
enable each wavelet coefficient to contribute in signal reconstruction according to the 
significance of their magnitude values, a membership function is required to map each 
wavelet coefficient to a corresponding membership value between 0 and 1. For detail 
theory [16] may be referred. 

The membership function considered for fuzzy soft thresholding in this work is as 
given in (1).     ࡲࣆ൫࢘࢔,࢓൯ ൌ െ ܉ܕ൯ି࢔,࢓൫࢘ࣆ ൯ሻ࢔,࢓൫࢘ࣆሺ ܠ܉ܕ൯ቁ࢔,࢓൫࢘ࣆቀܠ                                         (1) 

where    ࣆ൫࢘࢔,࢓൯ ൌ  ሻ૝     and where a and b are constants for࢔,࢓ሺ࢘ࢇషࢋሻ૝ା࢔,࢓ሺ࢘ࢇࢋା࢈࢈

controlling the width of the passband, transition band and stopband of the 
membership function.  

The values of a and b are to be chosen wisely as increase in the value of a results 
in a narrower transition band (steeper slope), a narrower stopband and a wider 
passband, with the increase in the passband being larger than the decrease in the 
stopband while decrease in the value of b also results in a narrower transition band, a 
narrower stopband and a wider passband, but with the increase in the passband being 
smaller than the decrease in the stopband.  

The optimum values of the parameters a and b for the proposed threshold function 
are optimized using floating point genetic algorithm (FPGA) together with the other 
parameters of the best reported hybrid model in [15] to optimize the PSNR value. The 
image quality index (IQI) is also calculated simultaneously to quantify the image 
quality of the denoised image. 
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3   Measurement of Performance 

To judge the performance of the denoising techniques Mean Squared Error (MSE) 
and Peak Signal to Noise Ratio (PSNR) [17] are the automatic choice for the 
researchers. But a better PSNR does not imply that the visual quality of the image is 
good. To overcome this problem Image Quality Index (IQI) [18] is considered in this 
work as the second parameter for judging the quality of denoised images. Although 
the index is mathematically defined and does not explicitly employ the human visual 
system model, experiments on various image distortion types show that it exhibits 
surprising consistency with subjective quality measurement. 

4   Proposed Model with Fuzzy Soft Thresholding Function 

The model considered for drawing comparison with the proposed model in this paper 
is the best hybrid model reported in [15]. The model is illustrated in Fig. 1. The 
proposed model in this paper is the model with fuzzy soft thresholding (FST) function 
instead of wavelet soft thresholding (WST) function as shown in Fig. 1. 

In the proposed model the input image is first denoised with the help of bilateral 
filter. Then the image is decomposed using wavelet based decomposition technique 
into four subbands and the Fuzzy soft thresholding technique is applied on all of the 
subbands to chopped off the noisy signals. After chopping off, the subbands are again 
combined to reconstruct the image. The parameters of the model including fuzzy soft 
thresholding function are optimized using FPGA. 

 

Fig. 1. Hybrid denoising model 

5   Results and Discussions 

The programmes are written in Matlab programming environment and model is tested 
on different types of images after injection of Gaussian noise in different levels; 
moderate, high and very high.  

Case – 1: 
The parameters of the considered model with WST are optimized using FPGA for 

image the Lena and the performance of the same, so optimized, in terms of PSNR and  
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IQI, in denoising other types of images like Fetus, Ultrasound (ultrasound images), 
Xray (x-ray image), Baboon, and Zelda (natural images) including Lena with different 
degree of noise is reported in table 1.  

Case -2: 
The parameters of the same hybrid model as in case -1 with FST are optimized using 

FPGA for the image Lena and the performance of the optimized model in terms of PSNR 
and IQI, in denoising Lena and other images as in case-1 is reported in table 2.  

Comparison in the results for cases 1 & 2 are depicted in figs. 2 to 7. 
Investigation of the results reveals that the performance of the hybrid model with 

FST in terms of PSNR and IQI is far better than that with WST. However, the IQI 
obtained with WST for image Baboon is better than that with FST. Hence, the 
proposed model with FST optimized for one image can be used as a general denoising 
model. Also, it is observed that the model with WST fails to denoise images injected 
with very high noises but the proposed model do it well. 

 

Fig. 2. Graphical Comparison of Table 1 & 2 in terms of PSNR 

 

Fig. 3. Graphical Comparison of Table 1 & 2 in terms of IQI 
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Fig. 4. Graphical Comparison of Table 3 & 4 in terms of PSNR 

 

Fig. 5. Graphical Comparison of Table 3 & 4 in terms of IQI 

 

Fig. 6. Graphical Comparison of Table 5 & 6 in terms of PSNR 
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Fig. 7. Graphical Comparison of Table 5 & 6 in terms of IQI 

The quality of the images after the denoising can be visualized from some of the 
prominent cases as reported below: 

 

Fig. 8. Original images of [a] Lena, [b] Fetus and [c] Baboon 

 

Fig. 9. Lena: Noisy images and denoised images using FST and DST 
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Fig. 10. Fetus: Noisy images and denoised images using FST and DST 

 

Fig. 11. Baboon: Noisy images and denoised images using FST and DST 

Table 1. Best evaluated results of the proposed model with WST 

 
 

Noise Level Image Lena Fetus Arm Arteries Baboon Zelda 

Moderate 
PSNR 23.8870 23.6173 23.3411 23.3815 23.2674 23.4032 

IQI 0.4123 0.4633 0.3168 0.2448 0.7372 0.5062 

High 
PSNR 21.1001 21.4988 21.0982 21.1207 21.0369 21.2538 

IQI 0.2838 0.3758 0.2459 0.1874 0.6510 0.4151 

Very High 
PSNR 19.3884 19.7887 19.3240 19.3351 19.3068 19.5466 

IQI 0.2374 0.3035 0.1946 0.1515 0.5758 0.3455 
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Table 2. Best evaluated results of the proposed model with FST 

Noise Level Image Lena Fetus Arm Arteries Baboon Zelda 

Moderate 
PSNR 34.4547 34.3761 35.4929 35.5935 33.8136 34.2585 

IQI 0.5738 0.4282 0.5008 0.4884 0.5460 0.5276 

High 
PSNR 33.9736 33.8959 34.6231 34.3761 33.4333 33.7985 

IQI 0.4782 0.4097 0.4816 0.4282 0.5304 0.4996 

Very High 
PSNR 33.4605 33.4161 33.8864 33.9469 33.0440 33.3364 

IQI 0.4673 0.3930 0.4704 0.4713 0.5183 0.4828 

6   Conclusion 

The hybrid model with fuzzy soft thresholding (FST) is implemented in Matlab. The 
parameters of the model are optimised using FPGA. The performance of the proposed 
model optimized with image Lena in denoising other category of images is almost same 
as compared that if the model is optimized for individual category of images. The 
performance of the proposed model in denoising most of the categories of images is far 
better than that with similar model with wavelet thresholding. There is no significant 
improvement in performance for both the proposed model with fuzzy soft thresholding 
and the similar model with wavelet soft thresholding even if the models are optimized for 
each category of images separately. Hence, the proposed model with fuzzy soft 
thresholding optimized for one category of images can be recommended for denoising 
highly noisy images with good perceptual quality for most of the images. 
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Abstract. A Content-based image retrieval (CBIR) framework, which provides a 
quick retrieval using the SVM-Binary Decision Tree with prefiltering called as 
Quick SVM-BDT, is proposed.  The Support Vector Machine-Pair Wise Coupling 
(SVM-PWC) and Fuzzy C-Mean (FCM) clustering are the supervised and 
unsupervised learning techniques respectively, used for the multi-class 
classification of images. In this system, the SVM based binary decision tree (SVM-
BDT) is constructed for semantic learning, and it finds the semantic category of the 
query image. Similarity matching is done between the query image and only the set 
of images belonging to the semantic category of the query image. This reduces the 
search space. The search space is still reduced by prefiltering the images of that 
particular category which provides a very quick retrieval. Experiments were 
conducted using the COREL dataset consisting of 1000 images of 10 different 
semantic categories. The obtained results demonstrate the effectiveness of the 
proposed framework. 

Keywords: Statistical Similarity Matching, SVM-Binary Decision Tree, Prefiltering, 
Clustering, Fuzzy C-Mean clustering, SVM-Pair Wise Coupling.  

1   Introduction  

The applications of a digital image in various domains are rapidly increasing. Different  
techniques have been proposed to increase the efficiency of image retrieval. Low level 
features, such as color, texture, edge and shape are extracted from the image. As the 
dimension of the feature vector extracted for the DB images is large, it occupies an 
enormous logical space in the DB, and increases the computational complexity of image 
retrieval. To reduce the dimension of the feature vectors, the proposed CBIR framework 
uses the PCA technique [13]. Sometimes, the images retrieved have features similar to 
those of the query image, but they vary in terms of their semantic interpretation, 
perceived by the user. This is known as the Semantic gap issue. To bridge the semantic 
gap, the DB images are filtered, based on their semantic category, using machine learning 
techniques. The supervised learning technique, SVM, can be used to solve multiclass 
problems [2] and [3]. The authors train the SVM using the DB images of known 
categories.  
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The Fuzzy C-Mean (FCM) clustering technique is an unsupervised learning 
technique, where the class labels are not available for training. When the query image 
is given, the FCM finds the cluster to which the query image belongs, and the DB 
images of that cluster alone are taken for comparison [2].  

The multi class SVM-PWC uses k (k-1)/2 SVM binary classifiers to predict the 
class label of the image. Both the computation time and the number of classifiers 
required, are high. An efficient classification scheme, the SVM-BDT requires only (k-
1) SVM binary classifiers, and it avoids misclassification considerably. The authors 
[8] have used the SVM-BDT for solving multi-class problems. The training and 
testing time are reduced by the use of the SVM-BDT. They have applied this 
methodology for hand written character and digit recognition. This methodology is 
used for the CBIR framework in this proposed method.  

Song Liu et al., [12] have developed an adaptive hierarchical multi-class SVM 
classifier for texture-based image classification. In this paper, they have presented a 
new classification scheme based on Support Vector Machines (SVM), and a new 
texture feature called texture correlogram for high-level image classification. To 
evaluate the performance of their system, they have used the COREL database of 900 
images covering 9 different semantic categories. They conclude that the hierarchical 
classification scheme and texture features are effective for high-level image 
classification tasks, and that the classification scheme is more efficient than the other 
schemes while achieving almost the same classification accuracy. Here, they have 
considered only the texture feature of the images and not the other low level features 
such as color, shape and edge features. 

In this QSVMBDT, the class label of the query image is predicted using the  SVM-
BDT; then, the probability estimates obtained from the SVM-PWC and the cluster 
membership values obtained from the FCM are used for prefiltering the DB images of 
the specific category. Therefore, a reduction has been achieved in search space and 
computation time.  

The main contributions of this paper are as follows: For minimizing 
misclassification and reducing the computation time, the SVM based binary decision 
tree architecture is used. To reduce the search space for image retrieval, the SVM 
based binary decision tree architecture with prefiltering is proposed by combining the 
probability estimates of the  SVM-PWC and the cluster membership values from FCM 
clustering. 

The remainder of this section is organized as follows: Section 2 covers the 
implemented system architecture. Section 3 gives the experimental results and section 4 
concludes the work. 

2   System Architecture 

The main modules of this system are feature extraction, dimensionality reduction by 
the PCA, class prediction using the SVM-BDT, prefiltering and statistical similarity 
measures. The architecture of the QSVMBDT system is shown in Fig. 1. 
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Fig. 1. System Architecture of the QSVMBDT 

2.1   Feature Extraction 

Low level features such as color, texture, edge and shape features are obtained for the 
query and DB images. As one feature vector does not work well, a combined feature 
vector is used as input for the classification. The first, second and third central 
moments of each color channel are used in representing the color feature vector in the 
Hue, Saturation and Value in HSV color space [14]. The nine dimensional 

color feature vector (f ) is extracted.  represents 

the mean,  corresponds to the standard deviation and  corresponds to the 

skewness of each color channel in the HSV [2]. 
The texture information is extracted from the gray-level co-occurrence matrix. A 

gray level co-occurrence matrix is defined as a sample of the joint probability density 
of the gray levels of two pixels separated by a given displacement d and angle  [2].  

The four co-occurrence matrices of four different orientations (horizontal 0 , vertical 

90  and two diagonals 45  and 135 ) are constructed. The co-occurrence matrix 
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reveals certain properties about the spatial distribution of the gray levels in the image. 
Higher order features such as energy, contrast, homogeneity, correlation, entropy are 
measured on each gray level co-occurrence matrix, to form  a five dimensional feature 

vector.  Finally, a twenty dimensional texture feature vector (f ) is obtained by 

concatenating the feature vectors of each co-occurrence matrix [1].  

The edge information contained in the images is obtained using canny edge detection 
(with =1, Gaussian masks of size =9, low threshold=1, and high threshold=255) 

algorithm. The corresponding edge directions are quantized into 72 bins of 5 each. The 
histograms are normalized with respect to the number of edge points in the image. 

Hence, a 72 dimensional edge feature vector (f ) is obtained [2]. The shape   feature   

vector   of the image is obtained   by calculating seven invariant moments [7]. These 
features are invariant under rotation, scale, translation and reflection of images. The 

central moments are calculated and a 7-dimensional shape vector (f ) is obtained. 

Let f , f , f , f be the feature vectors of the color, texture, edge and shape 

respectively. Then f = (f +f +f +f ). Let  be the feature dimension of 

f , where d= (9+20+72+7=108).To reduce the logical size and high 

computational complexity, the PCA technique has been employed in the proposed 
system for reducing the dimension.    

2.2   Principal Component Analysis 

The PCA is the most powerful technique for the dimension reduction of  the feature 
vector, as it reduces the dimension without much loss of information [13]. The dimension 
reduction corresponds to selecting the most representative feature attributes. The basic 
idea of the PCA is to find k linearly transformed components implying the maximum 

amount of variances in the input data [2]. The original feature vector in the 

dimension for the query and database images are projected into the dimension, where 
l << d. The projected feature vectors are used for SVM training using the binary decision 
tree.  

2.3   Class Prediction Using the SVM-Binary Decision Tree 

The SVM-BDT solves the multi class pattern recognition problem using a binary tree, 
in which each node makes a binary decision using the SVM binary classifier [8], [9]. 

The reduced low-level feature vector  for the DB images is used in training 

the SVM, and for predicting the class label of the query image. As it reaches the leaf 
node, labels are predicted for the query image, using only the (K-1) classifiers. The 
gravity center for each class of images is found by taking the mean of the reduced 
feature vectors of each category of the DB images [4], [8]. The Euclidean distance is 
used to create a distance matrix of dimension K X K where K is the number of classes. 
Its cells are filled by calculating the Euclidean distance between the gravity centers of 
the ith and jth classes ( 1≤ i ,j ≤ K ).   
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Fig. 2. SVM based binary decision tree 

The two classes that have the largest Euclidean distance are assigned to each of the 
two clustering groups, and their gravity centers are taken as the cluster centers [8], 
[9]. After this, a pair of classes that is closest to the clustering groups is found, and 
assigned to the corresponding group. The cluster center of each clustering group is 
modified as the gravity center of the newly added class of that group. This process 
continues until all the classes are assigned to one of the two possible groups of 
classes. Then each group is divided into two sub groups, until there is only one class 
per group [8], [9]. This procedure leads to a binary tree for the SVM-BDT. Fig. 2 
illustrates the grouping of the 10 classes. After finding the Euclidean distance, classes 

 are the farthest, and are assigned to the group g1 and g2 respectively. Closest 

to group g1 is class and closest to group g2 is . Hence,  is assigned to group g1 

and c1 is assigned to group g2. In the next step,  is assigned to group g1 and is 

assigned to group g2. In the next step,  is assigned to group g1 and is assigned 

to group g2. In the next step,  is assigned to group g1 and to group g2. This 

completes the first round of grouping that defines the classes that will be transferred 
to the left and right sub tree of the node. The SVM classifier in the root is trained by 
considering the samples from the classes as positive and samples 

from the classes as negative. 

SVM

 SVM SVM 

SVM SVM SVM SVM 

SVM 5 2 9 SVM 8 1

6
3 10 

g2 
7,1,8,10,3

g1 
5,6,2,9,4

g1,1 
5,6,4 g1,2 

9,2 
g1,3 

3,8,10 
g1,4 
7,1

g2,1 
6,4 g2,2 

3,10 

7

4

75andcc

6c 1c 6c

2c 8c

9c 10c

4c 3c

{ }49265 ,,,, ccccc

{ }310817 ,,,, ccccc



16 I. Felci Rajam and S. Valli 

The grouping procedure is repeated independently for the classes of the left and the 
right sub tree of the root, which results in grouping in g1,1 and 

in g1,2 on the left side of the sub tree, in g1,3 and in g1,4 on the 

right side of the sub tree. At the next level,  is grouped in g2,1 on the left 

side of the sub tree and in g2,2 on the right side of the sub tree.  

After building the SVM-BDT, a binary class SVM classifier is placed at each non-
leaf node to train the classes that are on the left side as positive samples, and classes 
on the right side to be negative samples [8]. The reduced features of the query image 
are given to the binary classifier at the root level. According to its result, it branches 
the query image either to the left or to the right side of the root, and the process 
continues till it reaches the leaf level. At the leaf level, the class label of the query 
image is obtained. The distance is calculated between the query image and the DB 
images of the particular class. The distances are sorted in the ascending order and the 
top 15 images are displayed as the result. The Euclidean, Bhattacharya and 
Mahalanobis distances are used and given in equations (1) to (3) where q is the query 
image and t is the target image [2], [10]. 

                              (1)   DB୦ୟ୲ሺq, tሻ  ൌ   ଵ଼  ሺߤ௤ െ ௧ሻ்ߤ   ቂ∑೜ ష  ∑೟ଶ ቃିଵ ൫ߤ௤ െ ௧൯ߤ  ൅  ଵଶ ln | ൫∑೜ା∑೟൯/ଶ|ඥ|∑೜||∑೟|           
(2) 

                                    (3)  

where µ is the mean and ∑ is the covariance matrix.   

2.4   Multi Class Classification Using SVM-Pair Wise Coupling 

Multi class classification means assigning a class from one of the k predefined classes 
for each image under consideration.   A variety of techniques are available for the 
decomposition of the multi-class problem into several binary class problems, using 
Support Vector Machines as binary classifiers [3]. This is a supervised learning 
technique, where the class labels are already available for the database images. 

The one-against-one technique also known as the “pairwise coupling” (PWC) 
technique is used to predict the class label for the query image. This method trains K 
(K-1)/2 binary classifiers for k mutually exclusive classes, each of which provides a 
partial decision for classifying a data point. It then combines the output of all the 
binary classifiers to form a class prediction. For the query image, each one of the K 
(K-1)/2 binary classifiers votes for one class. The class label of the query image is the 
class for which the maximum vote occurs [3]. 

The output of the SVM-PWC is the label of the image along with its probabilities 
regarding each K category. The image belongs to the class for which the probability 
estimate is high [3]. 
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The probability estimates used for predicting the class labels are used for the 
prefiltering of images. 

2.5   Fuzzy C-Mean Clustering 

In the unsupervised machine learning technique, the class labels are not available as in 
the case of the supervised classification. The natural clusters in the image set are to be 
identified and clustered. The images within a cluster are similar with respect to certain 
aspects, and can be used for the categorization of images [6], [15]. 

The Fuzzy c-mean technique is the most widely used technique for clustering. The 
degree of membership of a data item to a cluster is between [0, 1] when the clusters 
are fuzzy.  

For a given query image, the output of  the FCM is the membership value of the 
image with each of the K classes. The query image belongs to the class for which the 
membership value is high [2]. 

 

2.6   SVM Binary Decision Tree with Prefiltering of Images 

Prefiltering of images is done, by using the probability estimates obtained from the 
SVM-PWC, and the cluster membership values obtained from the FCM. To reduce 
the DB search space and computation time, the DB images are prefiltered based on 
the label predicted using the SVM-BDT, and use that label to obtain the probability 
estimate of the class using the SVM-PWC, and the membership value of the class 
using the FCM. The implemented prefiltering algorithm is given below. 

Prefiltering Algorithm 

Step1: N represents the number of DB images and S represents the semantic 
classes.  S = {S1, S2, …, SK}. 

Step2: The feature vectors of the DB images are extracted as f = (f +f +f +f )

 and the dimension of the feature vector is reduced by the PCA as

, for i=1, 2, …, N where l<<d. 

Step3: The gravity center of each category of images is found by considering the 
reduced feature vectors of each category. The SVM-BDT is constructed, 
using these gravity centers. The SVM binary classifier at each non-leaf 
node of the SVM-BDT is trained so as to predict the label of any query 
image. 

 
<Image no><confidence class1>…<confidence class K><Image no> <probability estimate1> … <Probability estimate K> 

<Image no> <membership value 1> … <membership value K> 

i c t e s
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Step4: The multi class SVM-PWC is trained with the subset of the DB images of K 
categories. For each DB image, the probability estimates for all K categories 
is found, which provides the probability of its membership to that particular 
category.  

Step5: The FCM algorithm is used to find the cluster membership matrix U for the 
DB images, which provides the degree to which a particular image belongs 
to a particular cluster.                

Step6: The feature vector of the query image is found f
q

= (f +f +f +f )  

and it is projected from            into by the PCA. 

Step7:  For the query image q, the reduced feature vector Xq is given to the SVM-
BDT, and it predicts the class label s to which it belongs. 

Step8: The probability estimates ( ) determined by the SVM-PWC and the 

cluster membership values ( ) found using the FCM, are taken for the 

DB images in the query image semantic class s. 
Step9: The union of and  is found as . It is normalized with 

respect to the total number of images in that class. The normalized values 
are sorted in the descending order and the top d images are taken as the 
prefiltered images. 

Step10: The distance between the query image and the prefiltered images is found, 
and they are sorted in the ascending order. The top k images with the least 
distance are the resultant images.  

Thus, the prefiltering algorithm reduces the search space, and thereby reduces the 
testing time, while maintaining the same accuracy rate. 

3   Experimental Results 

In order to verify the effectiveness and efficiency of the proposed system, experiments 
were conducted on the COREL dataset [16] consisting of 1000 images of sizes 256 x 
384 and 384 x 256. A fully labeled DB is the training sample for the SVM. After close 
examination of  the DB, 10 semantic categories, each consisting of one hundred images 
were selected. The different semantic categories consist of pictures of African faces, 
sea shore views, buildings, buses, dinosaurs, elephants, roses, horses, mountains and 
dishes. 

The obtained feature vector dimensionality is reduced  

by the PCA. The first twenty three eigen values related to the first twenty three high 
variances, which gives the cumulative variance of 50.5, and it is the 90% of the total 
variance, taken as the reduced feature vector [2].  

The advantage of using the smaller set of eigen vectors is that it can increase the 
retrieval speed when large DBs are searched using statistical similarity measures. The 
principal component values are stored in the logical DB for later access. 
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For the SVM-BDT, the gravity centers are calculated by obtaining the mean for 
each reduced feature vector for the images in each semantic category. Thus ten 
gravity centers are calculated for the considered 10 semantic categories. Then the 
Euclidean distances are applied to the gravity centers, and further grouping occurs till 
it reaches the leaf node. The SVM binary classifier is used in training each level node, 
and it divides the group into two sub groups. Only nine SVM binary classifiers are 
needed to perform the multi class classification. The feature vector of the query image 
is reduced using the PCA, and given to the SVM-BDT classification for predicting the 
semantic class of the query image.  

For SVM-based image classification, the radial basis kernel function (RBF) works 
well when the relation between the attributes is non-linear. The two parameters 
considered for the RBF kernel are and . The kernel parameter  controls the 
shape of the kernel and the regularization parameter  controls the tradeoffs between 
margin maximization and error minimization [5]. To calculate and , a 10-fold 
cross validation (CV) is performed on the training set. Using the 10-fold cross 
validation, the training sets are divided into 10 subsets of equal size. Sequentially, one 
subset is tested against the remaining nine subsets. Thus, the whole training set is 
tested once, and the accuracy of the CV is the percentage of data correctly classified. 
The LIBSVM has been used for implementing the SVM-PWC [11]. 

The weighting components m=2.0, the termination criteria ε=0.001 and the 
number of clusters c=10 are set for the Fuzzy C-mean calculation, which gives the 
membership value for each of the DB images with respect to the number of clusters.  

 

Fig. 3. Image Retrieval based on the SVM-PWC and SVM-BDT 
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Fig. 4. Image Retrieval using the QSVM-BDT with prefiltering and SVM_BDT without 
Prefiltering 

Experiments were done on the total DB and the filtered DB, with the SVM-PWC 
and SVM-BDT techniques. The comparison of the image retrieval using the SVM-
PWC and SVM-BDT is shown in Fig. 3. The misclassification of the image shown in 
the SVM-PWC is avoided in the proposed SVM-BDT. In fig. 3, the query image is 
misclassified using the SVM-PWC; the correct classification of the 15 top images of 
the same category is obtained by the SVM-BDT. The snapshots of the image retrieval 
system for the filtered DB using the QSVM-BDT with prefiltering, and the SVM-
BDT without prefiltering are shown in Fig. 4. It shows that the QSVM-BDT with 
prefiltering reduces the search space and testing time, while maintaining the accuracy 
of retrieval.  

Table 1. Results of the Corel image data set 

 

 

g

Measured in 
terms  

Classifier 
SVM-
PWC SVM-BDT QSVMBDT with 

Prefiltering 
Accuracy rate (%) 74.5 97.6 97.6 
Training time(sec) 1. 36 1. 19 1.23 
Testing time(sec) 1. 34 0. 05 0.03 
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The accuracy of the SVM-BDT is higher than that of the SVM-PWC. The 
QSVMBDT system is tested and the results are shown in Table 1. From the table, it is 
seen that the accuracy rate of the QSVM-BDT technique with prefiltering, and that of 
the SVM-BDT technique without prefiltering, is far better than that of the SVM-
PWC. The number of binary classifiers needed for the SVM-PWC is K (K-1)/2, but 
the number of binary classifiers needed for the SVM-BDT is only (K-1). Since the 
number of classifiers is reduced, the testing time is reduced in the SVM-BDT. The 
testing time of the QSVM-BDT with prefiltering is further reduced, because 
prefiltering reduces the search space still more. The training time of the QSVMBDT 
is slightly increased because of the prefiltering operation. Since the training time is a 
single time operation, it could be neglected. Fig. 5 shows the comparison graph of the 
three methods the SVM-PWC, SVM-BDT and QSVMBDT. 

 

Fig. 5. Comparison graph of the Accuracy rate, training and testing time   

4   Conclusion 

This paper proposes a Quick SVMBDT framework, that performs an efficient and quick 
retrieval using the SVM based binary decision tree architecture and prefiltering. The low 
level features of the images are extracted, and the gravity center for each class of images 
is calculated, and the distance between the gravity centers is used in constructing the 
SVM-BDT. The SVM-BDT is used to predict the class label of the query image. Thus, 
only the images belonging to this class label are compared with the query image, which 
reduces the search space and thereby the retrieval time. The prefiltering technique 
reduces the search space further by combining the probability estimates of the SVM-
PWC and the cluster membership values from the FCM clustering, and taking only the 
top images for comparison. Thus the SVMBDT technique for the CBIR framework 
exhibits a high accuracy rate, minimal training and testing time, compared to the earlier 
approach, the SVM-PWC, because the SVM-BDT approach requires only (k-1) 
classifiers, while the SVM-PWC requires K(K-1)/2 classifiers. The QSVM-BDT with 
prefiltering also depicts the same accuracy as the SVM-BDT, while reducing the testing 
time. Hence, the proposed CBIR framework using the QSVM-BDT can be used as a 
front-end for image search, which yields high accuracy, and takes less retrieval time. 
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Abstract. This research intends to develop the speed violated vehicle detection 
system using image processing technique. Overall works are the software 
development of a system that requires a video scene, which consists of the 
following components: moving vehicle, starting reference point and ending 
reference point. A dedicated digital signal processing chip is used to exploit 
computationally inexpensive image-processing techniques over the video 
sequence captured from the fixed position video camera for estimating the 
speed of the moving vehicles The moving vehicles are detected by analyzing 
the binary image sequences that are constructed from the captured frames by 
employing the interface difference or the background subtraction Algorithm. A 
novel adaptive Thresholding method is proposed to binarize the outputs from 
the interframe difference and the background subtraction techniques The system 
is designed to detect the position of the moving vehicle in the scene and the 
position of the reference points and calculate the speed of each static image 
frame from the detected positions and report, to speed violated vehicle 
information to the authorised remote station.  

Keywords: Background Subtraction, Interframe Difference, Image Processing, 
Adaptive Thresholding, Colour Modelling, Moving Object Detection, Tracking, 
and Vehicle Speed Measurement. 

1   Introduction 

Vehicle speed monitoring is important for enforcing speed limit laws. It also tells the 
traffic conditions of the monitored section of the road of interest Speed camera 
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systems are widely used as a deterrent tool to prevent drivers from speeding. They 
mainly consist of three major units: 1) vehicle detectors; 2) a fixed-position video 
camera; and 3) a processor to control the overall system. The vehicle detectors are 
generally installed in pairs [1] with a known physical distance between them, and 
signals that originated in the existence of a vehicle are used to estimate the time that it 
takes for the corresponding vehicle to travel in between two detectors. The speed of 
the vehicle is then estimated according to the known distance and the estimated travel 
time between detectors. Then, the controlling processor triggers the camera to capture 
the image of the speeding vehicle according to the speed regulations. The vehicle 
detectors could be categorized into two types: 1) hardware-based detectors and 2) 
software-based detectors. The former is based on the electromagnetic principles and 
requires a dedicated hardware. The latter, which is adopted in this paper, performs 
vehicle detection using complex Image processing techniques over vehicle detectors 
can be categorized into four main groups: 1) inductive loop detector; 2) laser 
detector;3)optical detector; and 4) weight detector. 

An inductive loop detector is a wire loop that is embedded into the road’s surface 
[1]. The wire loop emits a magnetic field that can detect vehicles by the metal 
contained within a vehicle and only detects vehicles that travel directly above them. 
Loop detectors are well known and well-studied technologies that have been widely 
used within many surveillance projects. Installation is relatively inexpensive, and 
power requirements are low. However, the main disadvantages related with them are 
that they need to be located within the pavement (hence subject to pavement 
damage).and installation and maintenance requires traffic disruption. For laser 
detector [2], a laser is located above the roadway, emitting a beam aimed at a 
photodiode array placed on the pavement. The vehicle detection is achieved when the 
vehicle breaks the laser beam and the photodiode array detects its presence. The laser 
detector can work in day and in night under the different weather conditions, but 
extreme temperatures could yield performance loss in their functionalities. The optical 
detector achieves vehicle detection using two light-activated optical sensors placed 
inside road studs located on the ground. Installation and maintenance of this 
technology is easy, but the technology is new, and conclusive results on accuracy are 
not yet available. The weight detector employs bending plates, piezoelectric sensors, 
or fiber-optic load sensors to detect vehicle weight. 

Measuring weight is extremely useful for vehicle detection and classification and is 
rarely collected with other types of detector. The weight detectors have substantial 
error in measuring vehicle weight, and they are located within the pavement, which 
requires lane closures. For the software-based vehicle detectors, video cameras are 
placed alongside a roadway to achieve moving vehicle detection [4, 7]. The video 
cameras continuously acquire images of the traffic flow [3], which can be analyzed to 
extract a variety of information. Software-based vehicle detector is nonintrusive and 
does not require roadway disruption for installation or maintenance, but the 
performance of image analysis algorithms can suffer from poor weather, darkness, 
glare, or shadows [5]. Furthermore, high power computing processors are needed to 
perform computationally complex image processing algorithms in real time. 
Computationally inexpensive image processing techniques are adopted and developed 
for vehicle detection and tracking. Image processing is the technology, which is based 
on the software component that does not require the special hardware with a typical 
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video recording device and a normal computer [6]. We can create a speed detection 
device. By using the basic scientific velocity theory, we can calculate the speed of a 
moving vehicle in the video scene from the known distance and time, which the 
vehicle has moved beyond. 

2   Binary Image Generation 

The speed measurement is performed in binary image domain, i.e., each pixel is 
transformed into either “1” or “0” according to its motion information. To binarize the 
incoming input image and only detect the moving pixels, two different techniques are 
used: (1) interframe difference and (2) background subtraction. 

2.1   Interframe Difference Technique 

Let us assume that the input RGB image from the camera through a video card is 
represented asܺ௧ோீ஻of sizeܺு  ൈ ܺௐ at time १ Furthermore, considering the region of 

interest, and let   be the sub image of size H  W referring to the pixel 

intensity values of the spatial region labelled with .The difference image between 

consecutive frames at times  and  is computed by taking the absolute valued 

difference of gray scale representations of frames. The RGB image   is 

converted to gray scale image  by using simple averaging of color channels, i.e., 

( ) ( ) ( )
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=

                                 
 (1) 

Where , ,  are the intensity values for R,G, and B channels, respectively. 

After the conversion to gray scale, the previous frame  is subtracted from the 

current frame o create an absolute valued difference , i.e.,  

, 1 1DI I It t t t= −− −
                                                        (2) 

Once the difference image is obtained, thresholding is applied to differentiate the 
moving pixels from the non-moving pixels. This process generates a binary difference 
image using a threshold value the threshold value  

is statistically obtained as  
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Where ( ), 1DIt tμ −  and ( ), 1DIt tσ −  are the mean and the standard deviation of the 

difference pixels, respectively, and (y, x) is the spatial coordinate. The definition of 
standard deviation given in (3) requires mathematical operations of square root and 
square. These operations are expensive in computation and require more energy 
consumption. Thus, we modify it as 

( ) ( )( , ), 1 , 11 1
, 1 1

H W y xDI DIt t t ty x
DI t t HW

μ
σ

−  − −= ==− −
                                  

(4)

 
Using the threshold ( ), 1DI t tτ −  the binary difference image , 1B DI t t−  is created as 

( )1, ( , ) , 1, 1( , ), 1
0, .

y xif DI DI t tt tB y xDI t t
otherwise
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

≥ −−=−

         

(5)

 
Fig.1 shows the binarization process of the frame difference using two consecutive 
RGB frames. Fig. 3(a) and (b) shows the current and previous frames, respectively. 
The binary difference image according to (2) is shown in Fig. 3(c). The thresholding 
process according to (5) generates a binary image as shown in Fig. 3(d) for further 
processing. Generating a binary difference image using the interframe difference 
technique only requires a single frame memory to store the previous frame. 

 
                              (a)                    (b)                     (c)                   (d) 

Fig. 1. Illustration of generating difference and binary difference images using the interframe 
difference technique. (a) Current RGB image. (b) Previous RGB image. (c) Difference image 
using (2). (d) Binary difference image using (5). 

2.2   Background Subtraction Technique  

Background subtraction detection is the essential function for all surveillance system 
based on computer vision. Accurate background subtraction is a key element to 
successful object tracking. Background subtraction mainly used to determine region of 
foreground object. The basic method is by pixel-by-pixel absolute differentiation of 
consecutive video frame with background image. However, in practical usage for live 
traffic monitoring system, background tends to be dynamic. Background can be affected 
by variation of lightning conditions, camera vibration and surroundings conditions. Thus, 
several methods were proposed for background modelling technique.  

Most popular method of background subtraction is modelling through statistic 
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method. One of the approaches is Gaussian Mixture Model probability distribution for 
each pixel .In this method mean and variance is updated with the pixel values from 
the new frames of video sequence. After few frames, the model has acquired enough 
information and decision is made for each pixel whether it’s background or 
foreground. Background and foreground decision is based on parametric equation. 
Interframe difference-based binary image generation produces an abstract 
representation of moving objects. A better approach is to perform background 
subtraction which identifies moving objects from the portion of a video frame that 
significantly differs from a background model. It involves comparing an observed 
image with an estimate of the background image to decide if it contains any moving 
objects. The pixels of the image plane where there are significant differences between 
the observed and estimated images indicate the location of the objects of interest. Let 
us assume that the background image Bt of a specific scene is constructed. The 

current greyscale image I t  at time t is subtracted from the background image Bt as 

S B It tt = −Β                                                        (6) 

To find the absolute-valued difference image between It and Bt. The difference image 
is binarized using the same approach in (5), i.e.,BBSt(y, x) = 1, if  

( ) ( ) ( ),  1,  ,  

                         0,  otherwise

S y x if S y xt t StτΒΒ = Β ≥ Β
                                 (7) 

Where   (BSt) is a statistical threshold that is calculated according to (3), and BBSt is 
a binary difference image.  

 
                                (a)                   (b)                  (c)                 (d) 

Fig. 2. Illustration of generating difference and binary difference images using the background 
subtraction technique. (a) Current RGB image. (b) Background RGB image. (c) Difference 
from the background image using (6). (d) Binary difference image using (7). 

Fig. 2 shows the binarization process of the background subtraction technique. Fig. 
2(a) and (b) shows the current and the background images, respectively. The difference 
image according to (6) is shown in Fig. 2(c). The thresholding process according to (7) 
generates a binary image that is shown in Fig. 2(d) for further processing. 

The background image is updated according to BBSt using BSt and It as 
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( , ) ( , ) (1 ) ( , ),   if BB ( , ) 01

                     ( , )                                  otherwise

B y x B y x I y x S y xt t t t
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(8) 

where Bt+1 is the updated background image, and   ∈ [0, 1] is an update factor that is 
settled as   = 0.95 in this paper. 

The mean filter method for background generation is used because the background in 
the original color is needed and also it is an effective way for generating background, 
particularly, in low light variation and stationary camera posture, as it produces accurate 
results. The equation used in this study is described in the following formula 
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                      (9) 

Where n is frame number ( )f t nxy
 is the pixel value of (x,y) in n’th frame ( )tk nx y

 is 

the pixel mean value of (x,y)  in n’th frame averaged over the previous j frames  and j 
is the number of the frames used to calculate the average of the pixels value. 

3   Speed Detection 

The speed of the vehicle in each frame is calculated using the position of the vehicle 
in each frame, so the next step is to find out the blobs bounding box, and the centroid. 
The blob centroid is important to understand the distance of the vehicle moving in 
consecutive frames and therefore as the frame rate of captured moves is known, the 
calculation of the speed become possible. This information must be recorded 
consecutively into an array cell in the same size as the captured camera image 
because the distance moved by the centroid is needed which is a pixel with a specific 
coordinate in the image to find out the vehicle speed. To find out the distance moved 
by the pixel, suppose the pixel has the coordinate like 

( ),i a b=   ( )1 ,i e f− =
                                                       (10) 

Where the centroids location is showed in frame i and i-1for one vehicles, with (a, b) 
coordinate and (e, f) coordinate.The distance difference for the vehicle is equal to 

( ) ( )22
1 a e b fd = − + −

                                                           (11) 

and if the image sequence is 25 frames per second, the time between two consecutive 
frames is equal to 0.04 s and finally the speed can be determined from the equation. 

x

y

V K=
Δ
Δ                                                                      (12) 

Where K is the calibration coefficient. 
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Speed Violated Vehicle Detection Using Shrinking Algorithm 

The speed estimation process is related with the tracking objects [5] in binary 
difference image tBI where , 1,{t t t tBBSBI BI −∈  the tracking and speed estimation 

using tBI  consists of the following steps and configuration for the speed 

measurement of a moving vehicle shown in figure 3 

(1) Use the binary image tBI  and segment it into groups of moving objects using 

the aforementioned shrinking algorithm to   create 't sFR  over region 0R . 

(2) Track each tFR  in consecutive frames and find its spatial bounding box 

coordinates, i.e., upper left side coordinate of the spatial bounding box 

, tt
y x

 
 
 

at time instant t. 

(3) Trigger the timing it when the object passes the first imaginary line located 

at, 
1

y i.e.,
1ti

y y≤  and record its upper left side coordinate of the spatial 

bounding box, i.e., ,
titi

y x
 
 
 

. 

(4) Trigger the timing et when the object passes the second imaginary line 

located at y2, i.e.,
2te

y y≤  and record its upper left side coordinate of spatial 

bounding box, i.e., 
, tete

y x
 
 
  .

 

(5)  Estimate the speed of moving the vehicle by y te ti

x e i

V
y y
t t

−
= = −

Δ
Δ  

 

(6) If the speed V is lower than the speed limit, then discard the object and go to 
step 1. 

(7) Extract the license plate using color information. 
(8) Transmit the extracted license plate image to the authorized remote station. 
(9)  Go to step (1). 

 
Fig. 3. Configuration for the speed measurement of a moving vehicle 
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4   Results 

 

 

Fig. 4. RGB Image Fig. 5. Background Image 
 

 
 
 
 
 
 
 

      

Fig. 6. Grascale image Fig. 7. Binary Image 
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Fig. 8. LabVIEW front panel 

 

 

Fig. 9. Pixel valuesfor image subtraction 
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Fig. 10. LabVIEW Front panel for vehicle speed detection 

Table 1.Vehicle Speed detection using Shrinking algorithm 

 

5   Conclusions 

In this paper, we have presented a speed camera system for speeding vehicle 
detection. The speeding vehicles are detected using the image processing techniques 
over the input image sequence captured from the fixed-position video camera. The 
speed estimation of vehicles is obtained in real-time using frame differencing 
technique for moving vehicle detection. In order to measure the speed of a vehicle, 
several models are proposed in this paper. Firstly, the background subtraction method 
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with a proper background updating model is used to detect the moving vehicle. The 
proposed algorithm has been developed using frame differencing technique and the 
formulation of velocity has been derived from its mathematical equation. The 
speeding vehicles are detected and tracked in consecutive sequences the image of the 
overall speeding vehicle is reported to the authorized remote station. The accuracy of 
the proposed system in the speed measurements is comparable with the true speed of 
the moving vehicles. Best results are obtained in shinking algorithm. 
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Abstract. Automatic feature identification from orbital imagery would be of 
wide use in planetary science. For geo scientific applications, automatic shape-
based feature detection offers a fast and non-subjective means of identifying 
geological structures within data. Most previously published examples of 
circular feature detection for geo scientific applications aimed to identify 
impact craters from optical or topographic data. Various techniques used 
include the texture analysis, template matching, and machine learning. In this 
paper, we propose a new method for the extraction of features from the 
planetary surface, based on the combination of several image processing 
techniques, including a shadow removal, watershed segmentation and the 
Circular Hough Transform (CHT). The original edge map of craters is detected 
by canny operator. In most literatures Hough transform is generally used for 
crater detection but we have added a shadow removal which includes a novel 
color image fusion method, based on the multi-scale Retinex (MSR) and 
discrete wavelet transform (DWT), is proposed. This proposed method is 
capable of detecting partially visible craters, and overlapping craters. 

Keywords: feature extraction, shadow removal, multi-scale Retinex, discrete 
wavelet transform, image segmentation, circular hough transform. 

1   Introduction 

Craters are commonly found on the surface of planets, satellites, asteroids and other 
solar system bodies. The number and size of the crater is used to identify age of the 
surface which has craters. The relative ages between the surfaces of different bodies 
can also be identified. Generally, the crater is a bowl shaped depression created by 
collision or volcanic activities. Craters may have sharper and regular rims when they 
are younger and when the age of the crater increases regular rims leads to vague rims. 
Therefore, the craters are a fundamental tool to determinate the geological age and 
history of a surface. 

Lunar images have features like rocks, craters, and ridges. Impact craters are 
objects that are caused by two celestial bodies impacting each other, such as a 
meteorite hitting a planet. Rocks are objects of small elliptical or circular shape, with 
no shadows present, and ridges appear like curves and straight lines in the images. 
Extraction of these features from lunar image by a human expert is a difficult task and 



 Feature Extraction from Lunar Images 35 

 

time consuming endeavour, because planetary images are blurry, quite noisy, present 
lack of contrast, the quality of the images is generally low (i.e., it depends on 
illumination, surface properties and atmospheric state), the features that are present in 
the images can be barely visible due to erosion and the shadows present in the images, 
and uneven illumination, and the represented objects are not well defined. Therefore, 
it is highly desirable procedure to detect the position, structure, and dimension of each 
feature is a trustworthy automatic procedure. 

 

Fig. 1. (a)(b)-Lunar image with craters 

Figure 1 shows the Lunar image with impact craters. These features also exhibit 
different structures and variable sizes.  

The wide range of crater dimensions (from a few meters to thousands of 
kilometers) with distinct conservation conditions (from very fresh and well contrasted 
to very old with vague rims and filled or covered by other geological materials) 
occurring in quite diverse geo morphological settings has also made difficult the 
choice of adequate and unique parameters on the different automated approaches.  

The proposed approach, aimed at extracting planetary features. Related works are 
discussed in Section 2. Shadow removal is discussed in Section 3 Pre-processing is 
done in Section 4, Followed by canny edge detection and crater detector in Section 5 
and 6. The presentation and analysis of the results is included in Section 7. Finally, 
conclusions and ideas for future improvements are presented in Section 8. 

2   Related Work 

Some have employed texture analysis for crater detection[1]. They calculate variance 
in each tile and use shadows (high local variance) to detect crater or rocks. Still other 
algorithms are used for identification of craters. However, the results presented were 
far from being good enough to convince the deep space exploration research group to 
adopt many of these approaches. 

Multiple boundary based approaches and merged to obtain the results [2]. In the 
first approach they have used images that are classified considering illumination. 
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When shady and illuminated pattern is recognized, they fit a circle to the surrounding 
edges. Although abrupt brightness changes may reveal a lot about the surface under 
consideration, the presence of sensor data with correct illumination is often an 
unrealistic assumption to make. The second approach they have used tries to find 
edge pixels of interest using a vectorized feature extractor. Then a roundness measure 
is checked for identification of circles. 

Wetzler et al.[3] have used various supervised learning algorithms, including 
ensemble methods (bagging and AdaBoost with feed forward neural networks as base 
learners), support vector machines (SVM), and continuously scalable template models 
(CSTM) to derive crater detectors from ground truthed images. They have noted that 
the SVM solution to the problem performs superior on crater detection and 
localization compared to boundary-based rotation symmetry in the input image. This 
allows partially circular features to be picked up, and provides a natural way of fusing 
the results from multiple data sources. Subsequent to the detection of potential crater 
candidates in multiple data sets further analysis can be performed to remove circular 
noncrater- like features from consideration. 

Two approaches proposed by Sawabe et al.[10] uses Hilditch’s thinning algorithm and 
fuzzy Hough transform in addition to previously discussed algorithms respectively. 
These above approaches up to now suffer from elliptic shape of impact craters. 
Depending on geological deformations on the surface, there is a high possibility that 
craters form degraded craters rather than circles on the surface.  

In this paper circular hough transform is used for crater detection. Before crater 
detection, removal of shadows present in the image is done. Which uses the MSR to 
enhance the color images can achieve adequate enhancement of shadowed detail and 
fails to rendition. The good color rendition and more details in shadows derived from 
the source image and the enhanced image can be combined into a fused image by 
DWT. Using this method, the fused image not only can preserve more details in 
shadows but also is more adapt the human visual perception. With these method more 
craters has been detected then crater detection without shadow removal. 

3   Shadow Removal 

Because of the underexposure or illumination, there are some shadows in the image it 
results in invisibility of the details or incapable distinguish by human vision. To stand 
out more details the single-scale Retinex (SSR) and multi-scale Retinex(MSR) 
algorithm based on the Retinex theory can achieve the dynamic compression. So, for 
eliminating shadows the Retinex algorithm has been widely applied to the remote 
sensing, medical image, removing haze from the image. After the source image with 
more dark areas is enhanced using SSR or MSR, the resulted image color is weaker 
and have the more details in shadow. Furthermore, if the color of the image is 
restored, the partly details in shadow are invisible too, accordingly the information is 
lost. So, the fusion method is proposed,in order to solve this problem. 

A. Color Image Fusion  
The fusion method proposed by this paper is performed based on the only one single 
image with many shadows in which the details is invisible. First, the original image is 
enhanced by MSR using auto-stretching method, in order to more details in shadow is 



 Feature Extraction from Lunar Images 37 

 

visible. Then, using DWT the source image and the enhanced image are fused.The 
color image fusion method can be performed in the following steps: 

 

1) Color space of the original image and the enhanced image using MSR 
into the IHS color space transformation is made. 
2) Using DWT decompose the two intensity components respectively. 
3) Fusion rule: for detail coefficients select the maximum absolute value 
and average between the approximate coefficients. 
4) By inverse DWT the fused coefficients are reconstructed into the new 
intensity component V’. 
5) Consider the V’ as the intensity component of the original image, and 
transform the new intensity, the saturation, and the hue, components 
back into RGB color space. 

4   Preprocessing 

Removal of shadows present in the image is done before crater detection, which uses 
the MSR to enhance the color images. It can achieve adequate enhancement of 
shadowed detail and fails to rendition. The DWT combines the good color rendition 
and more details in shadows derived from the source image and the enhanced image 
into a fused image by DWT. Using this method, the fused image not only can 
preserve more details in shadows but also is more adaptable to the human visual 
perception. The resulting image of shadow removal is shown in Figure2. 

The 5*5 median filter and Gaussian filter is used for noise reduction and the 
original image is blurred as the small size of craters can’t be extracted synchronously. 
The median filter is a nonlinear digital filtering technique, used to remove noise. Such 
noise reduction is a pre-processing step to improve the results of later processing. 
Median filtering is very widely used in digital image processing as it preserves edges 
while removing noise.  

 

Gaussian filter is a filter for which impulse response is a Gaussian function. 
Gaussian filters are designed to give no overshoot to a step function input as they 
minimizing the rise and fall time. In two dimensions, it is said to be the product of 
two such Gaussians, one per direction: 

 

where x is the distance from the origin in the horizontal axis, y is the distance from 
the origin in the vertical axis, and is the standard deviation of the Gaussian 
distribution. When applied in two dimensions, above formula produces a surface in 
which contours are concentric circles with a Gaussian distribution from the center 
point. 

Values from this distribution are used to build a convolution matrix and is applied 
to the original image. Each pixel's new value is set to a weighted average of that 
pixel's neighborhood. The original pixel's value receives the heaviest weight and the 
neighboring pixels receive smaller weights as their distance to the original pixel 
increases. Figure 3 shows the result of median and Gaussian filtering. 
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Fig. 2. (a),(b)-Shadow removal image 

 

Fig. 3. (a),(b) -Filtered image using median and gaussian filter 

 
Steps involved in crater detection: 
 

• Shadow are removed based on the multi-scale Retinex (MSR) and 
             discrete wavelet transform (DWT) 

• The noise is smoothed by applying a Gaussian filtering and a median 
filtering operation. 

• Compute image gradient Ig, by using the canny edge detector. 
• By applying a non-maximum suppression algorithm followed by an 

Hysteresis threshold to Ig, a binary gradient image Ib, shows the 
contours of the objects is obtained. 

• A circular Hough transform (CHT) is used to identify the seed points 
to detect these structures from Ib. 

• For every pair of points that are detected as edge points in Ib and 
exhibit opposite gradient directions, an accumulator, corresponding to 
the median point between them, is incremented of a unit value. 

• The maxima of the accumulator are taken as centers of the circle 
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5   Crater Edge Detection Using Canny 

Canny operator was used to discover the optimal edge detection algorithm. Once this 
process is complete we have a binary image I (x, y) where each pixel is marked as 
either an edge pixel or a non-edge pixel. From complementary output of the edge 
tracing step, the binary edge map obtained in this way can also be treated as a set of 
edge curves, which after further processing can be represented as polygons in the 
image domain. Then, to detect the edges, the image gradient is computed by using the 
Canny edge detector. Result of a canny edge detector is shown in figure 4. 

 

Fig. 4. (a)(b) Detection of edges using canny operator 

As an intermediate result of the operation an intensity gradient Ig is generated, 
which is a gray-scale image; then, by applying a non-maximum suppression algorithm 
followed by an hysteresis thresholding to Ig, a binary gradient image Ib which shows 
the contours of the objects represented in the original image is obtained. 

6   Crater Detection 

Rocks, craters, and ridges are the features that are to be extracted. Crater in an image 
has an elliptical rim or circular rim and a bright to dark shading pattern. Inside of it 
,the image intensity profile along with lighting direction should be a monotonously 
decreasing function. Rocks are objects of small elliptical or circular shape, with no 
shadows, and the ridges appear like curves and straight lines in the images. Crater 
may have shadows present in an image, but the crater differs from rocks in this 
feature. Extraction of these features is a difficult task, because planetary images are 
blurry, quite noisy, present lack of contrast and uneven illumination, and the 
represented objects are not well defined. In order to address such problem a region-
based approach, based on segmentation, has been chosen.  

Shapes that are not clear may not be easily expressed using a small set of 
parameters. We must explicitly list the points on the shape for these cases. Make a 
table that contains all the edge pixels for our target shape. Position relative to some of 
the reference point for the shape can be stored for each pixels. 
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Fig. 5. Architecture diagram 
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Fig. 6. (a)(b)-accumulation array of hough transform 

 

Fig. 7. (a)(b) detection of craters using circular Hough transform 

Circular Hough Transform and can be expressed as follows: 

1. Find all the desired feature points in the image 
2. For each of the feature point 
3. For each of the pixel i on the target’s boundary 
4. Get the relative position of reference point from i 
5. Add the offset to the position of i 
6. Increment this position in the accumulator 
7. Find the local maxima in the accumulator 
8. If it is desired, map each maxima in the accumulator back to image space using 

the target boundary table.  
 

In order to identify the seed points that detect the structures from binary gradient image, 
Ib, the Circular Hough Transform is used. The median point between every pair of points 
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that are detected as edge points in Ib and exhibit opposite gradient directions, an 
accumulator, is incremented by a unit value. The maxima of the accumulator are taken as 
the canters of the craters or circles. Over all architecture diagram is shown in figure 
5.Accumlation array of circular hough transform is shown in figure 6.  

Estimation of the two semi-axes and the direction angle of the crater from all of the 
pairs of points that contributed to the accumulator in the considered center is 
achieved. A seed point for segmentation is the centre of the crater which has been 
generated truly corresponds to a contour in the gradient image. 

Starting from all the detected seed points, the 3D accumulator are used to identify 
craters by applying the watershed algorithm to gradient image, Ig. By using the 
parameters describing the crater centered in each detected maximum are computed.  

Target range of crater diameter for recognition is an important value in thisrecognition 
algorithm, because the vote for big craters gets priority if the range of recognition is not 
decided .Small craters can be recognized by defining thetarget range. Therefore, the 
target range of crater diameter should be limited for the effective crater recognition. 
Experimental results of crater detection show that the CHT can find craters with 
incomplete rims, nested craters, and craters overlaid on the rim of another crater. 

7   Results and Discussions 

We tested the proposed system on a set of 20 images, with different characteristics in 
terms of size, noise, and content. The results we obtained were compared against the 
craters extracted by a human operator, who was asked to pick up the craters both by 
looking at the grey level image and the accumulator. As a result most of the craters 
were extracted from grey level images and accumulator, which is shown in figure 7. 

To give an idea of the capability of the algorithm to extract craters even in very 
complex images where several craters are present along with many spurious edges and 
partially visible and overlapped. With shadow removal method using MSR and DWT 
this partially visible and overlapped craters are identified. Since radius range is specified 
it fails to detect very large size of craters that are not present within the range. 

8   Conclusion 

This paper describes a circular Hough transform for impact crater detection which 
accounts for changes in illumination, visual appearance, and size. The results obtained 
outperform most published approaches. There are many shadows in which details are 
invisible. After the source image is enhanced by MSR, the enhanced image and the 
source image are fused into a fused image. The fused image has more information and 
its color is more adapt to the human visual system The circular Hough transform with 
shadow removalis able to automatically select a small set of features characterizing 
thepresence/absence of craters in an image. However, by increasing radius range large 
size craters can also be identified. The further work should improve the choice 
method of seed and use some intelligent methods to decide the size of crater candidate 
area, and plan to evaluate the performance of this algorithm on other terrains of Mars 
and also on other planetary surfaces. 
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Abstract. Accurate classification of diseases from microarray gene expression 
profile is a challenging task because of its high dimensional low sample data. 
Most of the gene selection methods discretize the continuous-valued gene 
expression data for estimating the marginal and joint probabilities that results in 
inherent error during discretization and reduces the classification accuracy. To 
overcome this difficulty, a hybrid fuzzy-rough set approach is proposed that 
generates a fuzzy equivalence class and constructs a fuzzy equivalence partition 
matrix to estimate the true density function for the continuous-valued gene 
expression data without discretization. The performance of the proposed 
approach is evaluated using six gene expression data. f-Information measure is 
used for gene selection and back propagation network is used for classification. 
Simulation results show that the proposed method estimate the true density 
function correctly without discretizing the continuous gene expression values. 
Further the proposed approach performs the integration required to compute f-
Information measure easily and results in highly informative genes that produces 
good classification accuracy. 

Keywords: Gene Expression profiles, Fuzzy-Rough Set, f-Information, Back 
Propagation Network. 

1   Introduction 

DNA microarrays [1] are an important technology for studying gene expression. With 
a single hybridization, the level of thousands of genes, or even entire genome, can be 
estimated from a sample of cells. Generally the microarray data are images, which 
have to be transformed into gene expression matrices in which rows represent genes, 
columns represent various samples such as tissues or experimental conditions, and 
numbers in each cell characterize the expression level of the particular gene in the 
particular sample. Recently gene expression profiles are more preferred form of 
disease diagnostic system than morphology [2]. The number of genes in a gene 
expression profile (usually in the range of 2,000-30,000) is much larger than the 
number of samples (usually in the range of 40-200).This high dimensional low sample 
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data poses a lot of difficulties when it is analyzed by manual. Hence the need to 
automatically analyze the microarray data has a significant impact on diagnosing 
disease from gene expression profiles. 

A diagnostic system designed using the large set of gene expression features will 
have higher computational cost, slower learning process and poor classification 
accuracy due to the phenomenon known as curse of dimensionality. Recently 
researches [3] have shown that a small number of genes are sufficient for accurate 
diagnosis of most of the diseases. More importantly, by using small subset of genes, 
we can not only get a better diagnostic accuracy, but also get an opportunity to further 
analyze the nature of the disease and the genetic mechanisms responsible for it. Thus 
dimensionality reduction plays a major role in selecting informative genes from 
microarray gene expression data. 

There are two different approaches to achieve dimensionality reduction [10]: 
Feature extraction and feature selection. Feature extraction linearly or nonlinearly 
transforms the original set of genes into reduced one. Feature selection selects a 
subset of genes from the initial set of available genes which leads to savings in 
measurement cost and the selected genes retain their original physical interpretation. 
On the other hand transformed genes generated by feature extraction may not have a 
clear physical meaning and are very hard to interpret. Hence feature selection is most 
preferred for a gene expression profile based diagnostic system. 

Feature selection [13] methods can be classified into three categories depending on 
how they combine the feature selection search with the construction of the 
classification model. If feature selection is performed independently of the learning 
algorithm, the technique is said to follow a filter approach. In contrast wrapper 
method incorporates the learning algorithm in the feature selection process. The third 
class of feature selection techniques termed as embedded technique search for an 
optimal subset of feature is built into the classifier construction and can be seen as a 
search in the combined space of features subsets and hypotheses. Because of the high 
computational efficiency, filter methods are very popular to high dimensional data 
and seems to be an appropriate method in selecting informative genes from high 
dimensional low sample gene expression profile. 

So far, lots of filter based  gene selection methods have been proposed to identify 
informative genes from gene expression profiles. A common practice in filter type 
method is to employ a criterion function to evaluate the relevance or discriminant 
power of the genes with regard to target diseases. Chi-squared, entropy [4], [6], 
mutual information [5], f-information [7] are some filter based feature selection 
techniques that arrange the genes according to their predictive power. All the above 
mentioned information measures divide the continuous expression values of a gene 
into several discrete partitions. The marginal probabilities and their joint probabilities 
are then calculated to measure both gene-class relevance of a gene with respect to 
class labels and gene-gene redundancy between two genes. 

But the inherent error that occurs in the discretization process is of major concern 
in the computation of information measures of continuous gene expression values. 
Histograms [8] are used to estimate the true density functions, and the computational 
complexity of performing integration can be overcome in an efficient manner. 
However the histogram based approach is only applicable to relatively low 
dimensional data as the sparse data distribution degrade the reliability of histograms. 
To overcome this difficulty a new hybrid approach is proposed that works directly 
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with the continuous real valued gene expression datasets for estimating the true 
density function. 

The proposed method generates a fuzzy equivalence partition matrix (FEPM) by 
combining the concept of fuzzy and rough set theory. The generated FEPM is then 
applied to f- information measure  to calculate the relevance and redundancy between 
genes. The performance of the proposed approach is tested using three gene 
expression data sets viz., Colon cancer [14], Lymphoma [16], Rheumatoid Arthritis 
versus Osteoarthritis (RAOA) [15], Rheumatoid Arthritis versus health controls 
(RAHC) [17], Leukemia[1] and Prostate cancer[18]. Artificial Neural Network [12] 
trained by back propagation algorithm is used to evaluate the genes selected by the 
proposed approach. 

The structure of the rest of this paper is described as follows. In Section 2, 
implementation issues of the proposed fuzzy-rough set approach for generation of FEPM 
are presented. Details of simulations conducted using six gene expression data sets and 
the results are reported in Section 3. Concluding remarks are given in Section 4. 

2   Proposed Fuzzy- Rough Set Approach 

A Rough set [9] is an approximation of a vague concept by a pair of precise concepts, 
called lower and upper approximations. A fuzzy-rough set is a generalization of a 
rough set, derived from the approximation of a fuzzy set in a crisp approximation 
space. Let ൏ ܷ, ܣ ൐  represent the fuzzy approximation spaces and X be a fuzzy 
subset of U. The fuzzy P-lower and P-upper approximation can then be defined as, 

௜ሻܨሺܺܲߤ                                       ൌ  ሼmax ሼሺ1 െ ி೔௫௜௡௙ߤ ሺݔሻሻ, ,ሻሽሽݔ௫ ሺߤ                                              (1)     ܫ׊
  

௜ሻܨሺܺܲߤ           ൌ  ሼminሼሺߤி೔௫௦௨௣ ሺݔሻሻ, ,ሻሽሽݔ௫ ሺߤ      (2)                   ݅׊

where ܨ௜  represents a fuzzy equivalence class belonging to ܷ/ܲ, and ߤ௫ሺݔሻ represents 
the membership of x in X. This fuzzy equivalence class generated for each gene can 
be used to construct fuzzy equivalence partition matrix.  

2.1   Generation of FEPM Matrix 

1) Read the gene expression dataset ܩ௜ൈ௝ , where݅ ൌ 1,2, … ݉, ܿ; m=number of genes, 
c=class label ൌ 1,2, … ݊ ; n= number of samples. 

2) Calculate the mean value ߤ ൌ ሼߤଵ, ,ଶߤ … ,௠ߤ ܿሽfor each gene of all the samples 
and class label. 

3) Generate two gene groups (High H, Low L) by comparing each gene value with  
respective mean values, so that  

 H ൌ ሼGenes having value greater than its meanሽ ܮ ൌ ሼݏݐ݅ ݄݊ܽݐ ݎ݁ݓ݋݈ ݁ݑ݈ܽݒ ݃݊݅ݒ݄ܽ ݏ݁݊݁ܩ ݉݁ܽ݊ሽ 
 

4) Calculate  the mean value of two gene groups for each gene, 
     

௅ߤ       ൌ ሼߤ௅భ, , ௅మߤ ுߤ       ௅೎ሽߤ … ൌ ሼߤுభ, ,ுమߤ …  ு೎ሽߤ
5) The mean value calculated in step 3 is considered as the medium mean value, 
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ெߤ          ൌ ,ெభߤ ,ெమߤ … ெ೎ߤ   
 

6) Calculate the standard deviation for each mean values ሼߤ௅, ,ெߤ  ௖ሽߤ
 

௅ߪ                ൌ ሼߪ௅భ, ,௅మߪ …  ௅೎ሽߪ
ுߪ                ൌ ሼߪுభ, ,ுమߪ …  ு಴ሽߪ

ெߪ              ൌ ሼߪெభ, ,ெమߪ …  ெ೎ሽߪ
 

7) Calculate the membership value ሺߨ௅, ,ுߨ  ெሻ on fuzzy approximation spaces forߨ
each  gene ܩ௜ൈ௝, 
 

,௜ൈ௝ܩ௅൫ߨ ,௅೔ߤ ௅೔൯ߪ ൌ ൞2ሺ1 െ ฮܩ௜ൈ௝ െ ,௅೔ฮሻଶߤ ఙಽ೔ଶ ൑ ฮܩ௜ൈ௝ െ ௅೔ฮߤ ൑ ௅೔1ߪ െ 2ሺฮܩ௜ൈ௝ െ ,௅೔ฮሻଶߤ 0 ൑ ฮܩ௜ൈ௝ െ ௅೔ฮߤ ൑ ఙಽ೔ଶ0          , ݁ݏ݅ݓݎ݄݁ݐ݋         (3)  

 
8) Calculate the positional values  ቀ ௅ܲீ ೔ൈೕ, ெܲீ ೔ൈೕ, ுܲீ ೔ൈೕቁ for each gene. 

                ௅ܲீ ೔ൈೕ ൌ గಽ೔ൈೕగಽ೔ൈೕାగಾ೔ൈೕାగಹ೔ൈೕ                                      (4)      

 

9) Form FEPM matrix FPi= ێێێۏ
ۍ ௅ܲீ ೔ൈೕ

ெܲீ೔ൈೕ
ுܲீ ೔ൈೕۑۑۑے

ې
or each gene. 

2.2   V-Information Measure on the Fuzzy Approximation Spaces 

1) Initializeܫ௜௡௙ ൌ 0, ௥௘௟ܫ ൌ 0, ௥௘௠ܫ ൌ 0,   .௥௘ௗ=0ܫ
2)  Read the FEPM matrix FPi , where ݅ ൌ 1,2, … ݉, ܿ. 
3) Calculate relevance between each gene and class label using V- information 

 ௥ܸ௘௟൫ܩ௜ൈ௝, ௖൯ܩ ൌ                          ቚଵ௡ ∑ ቀ ௅ܲீ ೔ൈೕ ת ௅ܲீ ೎ൈ಻ቁ െ ଵ௡మ ∑ ௅ܲீ ೔ൈೕ௡௝ୀଵ௡௝ୀଵ ∑ ௅ܲீ ೎ൈೕ௡௝ୀଵ ቚ ൅                                ቚଵ௡ ∑ ቀ ுܲீ ೔ൈೕ ת ுܲீ ೎ൈೕቁ௡௝ୀଵ െ ଵ௡మ ∑ ுܲீ ೔ൈೕ ∑ ுܲீ ೎ൈೕ௡௝ୀଵ௡௝ୀଵ ቚ ൅                                ቚଵ௡ ∑ ቀ ெܲீ ೔ൈೕ ת ெܲீ೎ൈೕቁ௡௝ୀଵ െ ଵ௡మ ∑ ெܲீ ೔ൈೕ ∑ ெܲீ ೎ൈೕ௡௝ୀଵ௡௝ୀଵ ቚ                   (5) 

 
4) Sort the genes in descending order of ௥ܸ௘௟൫ܩ௜ൈ௝,  .௖ൟܩ
5) Store the top ௥ܰ௘௟  genes in ܫ௥௘௟ and remaining genes ሺ݉ െ ௥ܰ௘௟ሻ  to ܫ௥௘௠. 
6) Calculate redundancy value ௥ܸ௘ௗሺܫ௥௘௟ೣൈೕ,  ௥௘௠ೣൈೕሻ  between selected genes andܫ

each of the remaining genes, 



48 G.K. Pugalendhi, M. David, and A.A. Victoire 

 

௥ܸ௘ௗ ቀܫ௥௘௟ೣൈೕ, ௥௘௠ೣൈೕቁܫ ൌฬଵ௡ ∑ ൬ ௅ܲூೝ೐೗ೣൈೕ ת ௅ܲூೝ೐೘ೣൈೕ ൰ െ        ଵ௡మ ∑ ௅ܲூೝ೐೗ೣൈೕ௡௝ୀଵ௡௝ୀଵ ∑ ௅ܲூೝ೐೘ೣൈೕ௡௝ୀଵ ฬ ൅ฬଵ௡ ∑ ൬ ுܲூೝ೐೗ೣൈೕ ת ுܲூೝ೐೘ೣൈೕ ൰ െ      ଵ௡మ ∑ ுܲூೝ೐೗ೣൈೕ௡௝ୀଵ௡௝ୀଵ ∑ ுܲூೝ೐೘ೣൈೕ௡௝ୀଵ ฬ ൅       ฬଵ௡ ∑ ൬ ெܲூೝ೐೗ೣൈೕ ת ெܲூೝ೐೘ೣൈೕ ൰ െ  ଵ௡మ ∑ ெܲூೝ೐೗ೣൈೕ௡௝ୀଵ௡௝ୀଵ ∑ ெܲூೝ೐೘ೣൈೕ௡௝ୀଵ ฬ              (6)    

         
௥௘ௗܫ (7 ൌ max ሺ ௥ܸ௘௟൫ܩ௜ൈ௝, ௖൯ܩ െ ଵ|௥௘௟| ∑ ௥ܸ௘ௗூೝ೐೗ ሺܫ௥௘௟ೣൈೕ,     ௥௘௠ೣൈೕሻ                             (7)ܫ

 
௜௡௙ܫ  (8 ൌ ሼܫ௥௘௟ ,    ௥௘ௗሽ                                                                                                  (8)ܫ

3   Simulation Results 

This section presents the details of simulation carried out using six gene expression 
datasets. Table 1 gives the information about the gene expression data set used in the 
experiment. All these data sets are publicly available and are two class gene 
expression profiles. 

Table 1. Details of gene expression dataset 

 

The proposed approach is implemented in MATLAB 7.5 and executed in a PC 
with Intel Core 2 Duo processor with 2.60 GHz speed and 2 GB of RAM. The steps 
of implementing the proposed approach are illustrated for colon cancer data set. 
Expression values for some selected genes and samples of Colon cancer dataset are 
given in Table 2. 

 
 

Dataset Total 
Samples 

No. of 
Genes 

Class Labels Class wise 
Samples 

Colon cancer [20] 62 2000 Tumor 40 
Normal 22 

Lymphoma [22] 45 4026 
Germinal Centre  B-Like 

(GCL) 23 

Activated B-Like (ACL) 22 

RAOA [21] 31 18,432 Rheumatoid Arthritis (RA) 22 
Osteoarthritis (OA) 9 

RAHC[23] 33 4,701 
Rheumatoid 18 

Health controls 15 

Leukemia[1] 45 7129 
Germinal Centre B-

Like(GCL) 22 

Activated B-Like(ACL) 23 

Prostate[24] 33 12,627 
Normal 24 
Tumor 9 
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Table 2. Sample gene expression values of colon cancer dataset 

 

At first, fuzzy equivalence class is computed for each gene using the steps 1 to 7 as 
discussed in section 2.1. The FEC computed for each gene is then used to generate 
fuzzy equivalence partition matrix (FEPM) by following the steps 8 and 9 of section 
2.1. FEC and FEPM computed for the gene H55933 is given in table 3. 

Table 3. Value of FEC and FEPM for gene H55933 

 

As shown in table 3, FEC and FEPM are constructed for all the genes of colon 
cancer data set, then Gene-Class relevance is calculated using step 3 of section 2.2. 
Based on the relevance value, genes are ranked and top ranked genes are selected as 
highly relevant genes. After relevance calculation, Gene-Gene redundancy is 
calculated between the selected genes and the remaining genes of the data set using 
the step 6 of section 2.2. The redundancy value calculated is given in the Table 4 for 
the remaining genes except the genes selected based on relevance value. 

Table 4. Gene-Gene Redundancy Value 

 

Then using the step 7 of section 2.2, Ired values are calculated and are ranked. Fig.1. 
shows the Ired values obtained for first 30 genes of colon cancer dataset. From this, it is 
evident that only a few genes are having significant information about the diseases 
and the remaining genes have very less amount of information.  

p g p

Gene/Sample S1 S2 …. S61 S62 
H55933 8589.4 9164.2 … 6234.623 7472.01 
R39465 5468.2 6719.5 … 4005.3 3653.934 

… … … … … … 
H40891 83.522 44.472 … 32.687 49.862 
R77780 28.701 16.773 … 23.26 39.63 

Fuzzy Equivalence Class for gene  H55933 
FEC S1 S2 … S61 S62 
Low 0.0174 0 … 0.8223 0.2920 

medium 0.8818 0.9554 … 0.2775 0.6739 
High 0.9324 0.8741 … 0.9834 0.9943 

Fuzzy Equivalence Partition Matrix for gene H55933 
FEPM S1 S2 … S61 S62 

Low 0.0095 0 … 0.039 0.15 
medium 0.5091 0.4778 … 0.472 0.51 

High 0.4814 0.5228 … 0.133 0.33 

Gene No Gene ID Vred 
G1 H55933 1.0271 
G2 R39465 1.0802 
… … … 

G1999 H40891 1.0621 
G2000 R77780 1.0284 
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Fig. 1. Ired values of colon cancer data set 

Finally, informative genes are selected based on the relevance and redundancy 
rank value. Thirty top ranked genes are selected as informative genes out of which 
3 genes are top ranked relevant genes and the remaining 27 genes are top ranked 
redundant genes. Table 5 gives the details of some of the selected high informative 
genes based on the Gene-Class and Gene-Gene Framework. 

Table 5. Informative Genes 

 

The informative genes selected using the proposed v-information on fuzzy 
approximation space is evaluated by using them as input for the ANN based classifier 
model. The details of samples selected for training and testing the ANN model is 
given in Table 6. 

 
 

Gene No Gene ID Final Rank 
G1001 M16029 I1 

 G775 X13451 I2 
  G1024 T67897 I3 
 G743 T59354 I4 
G1395 H10925 I5 

 G183 X51346 I6 
  G1007 D11086 I7 
  G1466 D00860 I8 
  G1186 H40269 I9 
 G119 T72889 I10 
 G833 H29483 I11 

  G1006 T53889 I12 
 G517 M59807 I13 

  G1122 M22488 I14 
 G752 M32800 I15 



 A Hybrid Approach to Estimate True Density Function for Gene Expression Data 51 

 

Table 6. Details of sample partition 

 

At first, the ANN model is trained using the samples selected for training. Trial and 
error procedure was followed to identify the optimal number of hidden nodes. There 
are about 30 neurons in the input layer that corresponds to the informative genes and 
one neuron in the output layer that corresponds to class label. The number of hidden 
layers is directly related to the capabilities of the network. The network is trained is 
with least means square error of 0.02. The mean square error achieved during training 
is 0.0189. With ten hidden nodes, the network took 1.9344 seconds to reach the error 
goal. The performance of the network during training is show in fig 2. 

 

Fig. 2. Training performance of the network 

After training, the generalization performance of the network is evaluated with the 
test data. During testing the mean square error achieved by the network is 0.3860 in 
0.1248 seconds. The performance of the network during testing is presented in table 7 
for all the data sets. 

 
 

Gene expression 
dataset 

Training 
 

Total 
Training 

Testing Total Testing 

Colon cancer Normal:11 31 Normal:11 31 
Tumor:20  Tumor:20  

Lymphoma GCL:12 23 GCL:11 22 
ACL:11  ACL:11  

RAOA RA:11 16 RA:11 15 
OA:5  OA:4  

RAHC RA:9 17 RA:9 16 
HC:8  HC:7  

Leukemia ALL:24 37 ALL:23 35 
AML:13  AML:12  

Prostate cancer Normal:5 17 Normal:4 16 
Tumor:12  Tumor:12  
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Table 7. Testing performance of the network 

 

From Table 7 it is found that the neural network can classify more number of 
samples especially the tumor samples for all the datasets. To show the power of the 
proposed Fuzzy-Rough set approach results are also taken with and without FEPM 
and it is reported in the Table 8.   

Table 8. Performance of gene f-Information with and without FEPM 

 

From this comparison it is found that the discretization error produced during gene 
selection without FEPM is reduced and the proposed method bring a remarkable 
improvement on the approximation of the true marginal and joint distribution of 
continuous valued data. The performance of the proposed approach is compared with 
other gene selection approaches and it is presented in Table 9. 

Table 9. Performance comparison of proposed approach 

 

Gene Expression 
data 

Nhid Overall 
Accuracy 

Normal 
Acc 

Tumor 
Acc 

Colon Cancer 10 90.32 81.81 95 
Lymphoma 6 90.9 90.9 90.9 
RAOA 1 93.33 90.9 100 
Leukemia 12 97.14 95.65 100 
RAHC 4 93.75 100 88.8 
Prostate Cancer 1 87.5 50 100 

Dataset With FEPM Without FEPM 
Colon cancer 90.32 87.09 
RAOA data 93.33 86.6 
Lymphoma 90.9 81.81 
leukemia 97.14 74.28 
RAHC 93.75 81.25 

Prostate cancer 87.5 81.25 

hi i i i f d h h d h b id f l i

Dataset Gene selection method Classification accuracy 
Colon Cancer 

 
SNR[10] 65 
EA[11] 75.8 
Proposed method 90.32

Lymphoma 
 

 SNR 76 
 EA 74.47 
Proposed Method 90.9

RAOA f-information[7] 86.6 
Proposed Method 93.33 

RAHC f-Information 81.25 
Proposed method 93.75

Leukemia EA 72.4 
SNR 59 
Proposed method 97.14

Prostate Cancer f-Information 81.25 
Proposed method 87.5 
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From this comparison, it is found that the proposed hybrid feature selection method 
has the ability to provide highly informative genes and achieves rich measure of 
classification performance than the other algorithms reported in the literature. 

4   Conclusion 

The bottleneck of analyzing gene expression data is the identification of informative 
genes and classification. A hybrid fuzzy rough set approach is proposed to construct a 
fuzzy Equivalence Partition matrix for approximating the true marginal and joint 
distribution of continuous gene expression values.  f-Information based measure is 
used for identifying discriminative and non redundant genes from FEPM  without 
discretization. Feed forward neural network trained by back propagation algorithm is 
developed for classification using the selected informative genes. Simulation results 
shows that the proposed approach is effective and accurate in microarray data 
analysis. 
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Abstract. According to recent survey, there are at least 550 million people are 
using Devnagari script for communication. Hindi is one of the language, which 
is derived from Devnagari script. As it is a national language of India, Hindi 
Optical Character Recognition (OCR) System has a wide application in areas 
like post offices, Library automation, License Plate Recognition, Defense 
organization and many more government sectors. Research on printed and 
handwritten character recognition has been started before 50 years. Most of the 
research has been done for European texts. For any character recognition system, 
essential step is to identify individual character and find features to compare it 
with the template features. In this paper, we have proposed histogram based 
hierarchical approach for isolating individual character from the image 
document. For recognizing the characters, we can use Euclidean distanc, Pearson 
coefficient, chain code etc. Result shows that our system is quite robust and 
provides accuracy up to 92% for the charecter isolation.  

Keywords: Preprocessing, Segmentation, Skew correction, Histogram, 
Shirorekha. 

1    Introduction 

Optical Character Recognition (OCR) is a process by which we convert printed 
document or scanned page to ASCII Character that a computer can recognize [1]. 
OCR can be considered as an application of pattern recognition, artificial intelligence 
and machine vision [2]. A survey on the handwritten recognition has been carried by 
Plamondon et al [3], Koerich et al [4] and Arica et al [5]. A review on work done for 
the character recognition before 1990 is reported by Govindan et al [6]. The detail 
survey about the work done for Indian languages script recognition is made by Pal et 
al [7]. The work on machine printed Devanagari has been made by Bansal et al [8], 
Pal et al [9] and Chaudhuri et al [10]. The work on handwritten Devanagari numeral is 
carried by Hanmandlu et al [11] and Bajaj et al [12]. Some models that have been 
implemented for the Hand written Character Recognition system are described in 
[13], [14], [15], [16]. Multi font character recognition scheme suggested by Kahan 
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and Pavlidis [17]. Roy and, Chatterjee [18] presented a nearest neighbor classifier for 
Bengali characters employing features extracted by a string connectivity criterion. 
Abhijit Datta and Santanu Chaudhuri [19] suggested a curvature based feature 
extraction strategy for both printed and handwritten Bengali characters. B.B. 
Chaudhuri and U.Pal [20] combined primitive analysis with template matching. 

Devnagari is the second most popular language in the Indian subcontinent and third 
most popular in the world [1], [2], [5]. Therefore recognition of Devanagari character 
is a special interest to us. Many works already done in this area and various strategies 
have been proposed by different authors. Devanagari script is in two formats, printed 
and handwritten. The Devnagari script has descended from the Brahmi script around 
the 11th century AD. Hindi is a direct descendant of Sanskrit through Prakrit and 
Apabhramsha [2], [5], [21]. It is the world’s third most commonly used language after 
Chinese and English. Thus, research on Devnagari script, mainly the Hindi language, 
attracts a lot of interest. 

Scanned document is preprocessed and segmented in lines, words and characters in 
top down manner using histogram, which is the least complex implementation. 
Accurate OCR system speed ups the procedure with decreased possible human errors 
[2], [5], [22]. In OCR system, ines and words are identified from the Devnagari script. 
Identified words are then segmented into individual characters. Post processing is 
applied to improve the performance. Systems for Indian scripts, as well as many low 
density languages are still under research stage. It is due to technical challenges and 
because of lack of a commercial market. [2], [23]. Rest of the paper is organized as 
follows. Next section describes basics of principle component analysis. Section III 
shows implementation approach followed by experimental results and conclusions in 
next section. 

2   Basics of Devnagari Script 

Before describing what types of features can be used to identify Devnagari script 
words from document images, we examine the appearance of Devnagari script. The 
basic set of symbols of Devnagari script consists of 33 consonants (or vyanjan) and 13 
vowels (or swar) as shown in following tables 1 and table 2 respectively.  

Table 1. Consonants of Devnagari Script 

 

Table 2. Vowels of Devnagari Script 

 



 Top Down Hierarchical Histogram 57 

 

The script has a set of modifier symbols which represent the modified shapes 
undertaken by the vowels, when they are combined with consonants [1],[2],[5],[22],[23] 
as sown in table 3. These symbols are placed either on top, at the bottom, on the left, to 
the right or a combination of these. 

Table 3. Modifiers of Devnagari Script 

 

Table 4. Vowels and Corresponding Modifiers 

 

All the individual characters are joined by a head line called “݄ܵ݅݋ݎ ܴ݄݁݇ܽ”. 
There are various isolated dots, which are vowel modifiers, namely, “ݎܽݓݏݑ݊ܣ”, 
 which add up to the confusion [1],[22]. As shown ,”ݑ݀݊݅ܤ ܽݎ݄݀݊ܽܥ“ and ”ܽ݃ݎܽݏܸ݅“
in figure 1 Devnagari word is written into the three zones or strips namely: ݁݊݋ݖ ݈݁݀݀݅ܯ ሺ1ሻ, ܷ݁݊݋ݖ ݎ݁݌݌ ሺ2ሻ, and ݁݊݋ݖ ݎ݁ݓ݋ܮ ሺ3ሻ. The upper zone and 
middle zone are differentiated by the head line (A), while the lower modifier is 
attached to the core character [23]. There is no corresponding feature to separate the 
bottom zone and middle zone. For completeness of understanding, we have shown ݁ݏܾܽ ݈ܽݑݐݎ݅ݒ ݈݅݊݁ ሺܤሻ. But it is not useful for any kind of feature extraction as it is 
just virtual. 

 

Fig. 1. Typical Writing of Devnagari Script 

The upper zone contains the top modifiers, and the lower zone contains the lower 
modifiers. In a Hindi word, the top and bottom strips are not always necessary, but 
depend on the top and lower modifiers. The occurrence of a header line in a Hindi 
word is a powerful feature that can be used to identify Hindi words document images 
[1], [2], [22]. The concept of uppercase and lowercase is absent in Devnagari script 
and writing style of Devnagari is from left to right in a horizontal manner. Because of 
presence of modifiers (matras) in all three zone, characters like  etc. 
(which are converted in to two units when Shirorekha is removed), curve shape, 
compound characters etc reasons segmentation and recognition of Devnagari script is 
very difficult task compare to English language. Recognition of printed characters is  
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itself a challenging problem since there is a variation in the same character due to 
different font family, font size, font orientation etc. Besides, same font and size, there 
may also have bold face character as well as normal one. Thus, width of the stroke is 
also a factor that affects recognition [18]. There may be noise pixels that are 
introduced due to scanning of the image. Therefore, a good character recognition 
approach must eliminate the noise after reading binary image data; smooth the image 
for better recognition [1].  

3   Implementation Approach 

Because of different font family, sizes, orientation, weight etc it is difficult task to 
recognize characters [1], [18]. Character isolation is the first step towards character 
recognition. Figure 2 explains the complete flow of the operation. Several preprocessing 
steps are required to implement OCR system. Preprocessing is essential step to produce 
data that are easy for the OCR to operate at high robustness and accuracy. Preprocessing 
includes digitization, binarization, noise removal, skew detection and correction, 
segmentation in various levels and scaling. We will discuss over proposed approach for 
below text, which is shown in both, Devnagari and English. 

 

Fig. 2. Processing Steps 

 

Fig. 3. Test document in hindi 

English conversion (not translation) of above four lines is as follow: 
 

Raat Aankho Me Dhali, Palko Pe Jugnu Aaye 
Hum Hawao ki Tarah, Ja Ke Use Chhu Aaye 
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3.1  Digitization 

The process of text digitization can be performed either by a scanner, computer  or by 
a digital camera. We have used a computer generated text document. The digitized 
images are in gray tone. 

3.2   Thresholding and Morphological Operations 

Binarization is a technique by which the gray scale images are converted to binary 
images. Though we generate document on computer, while we save it, because of 
quantization, some noise is generated. This noise is appeared as gray spots on image, so it 
is necessary to binarize the input image. We have used a histogram-based threshold 
approach to convert gray scale image into two tone image. Morphological operations like 
opening and closing are used to remove noise and join disjoint character edge points. 
Figure 4 shows the histograms of original image and binary image. 

  

Fig. 4. Histogram of original Image (Left) and Thresholded Image (Right) 

Scanned documents often contain noise that arises due to printer, scanner, print 
quality, age of the document, etc. Therefore, it is necessary to filter this noise before 
we process the image. The commonly used approach is to apply low pass filter to the 
image. Pepper and salt noise can be best handled with median filter. Only salt and 
only pepper noise can be removed effectively using min and max filters respectively. 

3.3   Slant Angle Correction 

When document to be scanned is fed to the scanner carelessly, digitized image may be 
skewed. Identification of skew angle and correction of it is essential. Skew correction 
can be done by rotating document in inverse direction by same skew amount. An 
approach based on the observation of head line of Devnagari script used for skew 
detection and correction. Keep rotating the document by angle θ and find out the 
maximum row histogram value. We will get maximum value for row histogram when 
the headline gets aligned with horizontal direction. After that, further rotation of 
document decreases the maximum value of row histogram. 

3.4   Segmentation 

We have employed hierarchical approach for segmentation. Segmentation is performed 
at different levels like line segmentation, word segmentation, character segmentation, 
zone wise matra Isolation. Our assumption is that intensity levels are normalized and 
inverted, it means white pixel indicates intensity zero and black pixel indicates intensity 
one. 
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3.4.1   Line Segmentation 
Histogram enjoys the central position in segmentation. From histogram of the test 
image, it is very easy to calculate the boundaries of each line. For isolating text lines, 
image document is scanned horizontally to count number of pixels in each row. 
Frequency of black pixels in each row is counted in order to construct the row 
histogram. This count becomes zero between line gapes. Row histogram of test 
document of Figure 3 is shown in figure 5 for each line. 

 

Fig. 5. Histogram for Lines per Document 

Segmented lines of test document are shown in figure 6. 

 

Fig. 6. Segmented line of test document 

3.4.2   Word Segmentation 
Column histogram of each segmented line gives us the boundaries of each word. The 
portion of the line with continuous black pixels is considered to be a word in that line. 
If no black pixel is found in some vertical scan that is considered as the spacing 
between words. Thus different words in different lines are separated. Figure 7 and 
figure 8 shows the column histogram and actually separated words of line -1 
respectively.  - Raat Aankho Me Dhali)  
 

 

Fig. 7. Histogram for Words per Line 
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Fig. 8. Segmented words of Line - 1 

3.4.3   Charecter Segmentation  
Head Line / Shirorekha Detection: In Hindi, all characters are connected with the 
head line. To segment the individual character from the segmented word, we first 
need to find out the headline of the word which is also called ‘Shirorekha’. From the 
word, a row histogram is constructed by counting frequency of each row in the word. 
The row with highest frequency value indicates the headline. Because of higher font 
size and weighted fonts sometimes there are consecutive two or more rows with 
almost same frequency value. In that case, ‘Shirorekha’ row is not a single row. 
Rather all rows that are consecutive to the highest frequency row and have frequency 
very close to that row constitute the Shirorekha which is now thick headline. 

 

Fig. 9. Segmented characters of line 2 

Detection of character / Modifiers in Middle zone: As figure 9 shows, head line is 
removed first so that character segmentation becomes very easy. To find the 
characters from word, column histogram is calculated. Zero pixel count gives 
boundary of the character.  Figure 10 shows the result of character segmentation of 
middle zone of line 1. 

  

Fig. 10. Histogram for individual Characters of Middle Zone (Without Head Line) 

 

Fig. 11. Histogram Matra of Upper Zone (First Line) 
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Detection of Modifiers in Upper zone: To find the portion of any character above 
the ‘Matra’, then we can move upward from the ‘Matra’ row from a point just 
adjacent to the ‘Matra’ row and between the two demarcation lines. If it is, then a 
greedy search is initiated from that point and the whole character is found. 

 
Detection of Modifier in Lower zone: To segment the characters below another 
character, baseline of the segmented word has been calculated. Like head line, there is 
no base line in Devnagari script, so isolation of matra in lower zone is bit hard 
compare to isolation of matra in upper zone. After careful investigation, we came to 
the conclusion that row histogram of the section below head line looks like figure 
12(a), if no lower zone modifier is available and is look like figure 12(b) if lower zone 
modifiers are present. Histogram statistics provides very simple estimation of base 
line. 

 

Fig. 12. (a). Row Histogram of first line, (b) Row Histogram of second line 

Once base line is estimated, modifier detection job is too simple. Now the detection 
of matra is identical to that of in upper zone. Figure 13 illustrates the segmented two 
lower zone modifiers of line 2. 

  

Fig. 13. Histogram Matra of Lower Zone (Second Line) 

4   Experimental Results 

Discussed approach is very robust in detection of individual characters. Beauty of this 
approach is that it is very simple and computationally also very chip as it involves 
histogram calculation only. Bellow chart shows detection rate of various characters 
and modifiers in three test documents. 
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Fig. 14. Result Analysis 

5   Conclusion 

Experimental results show that proposed scheme is giving quite acceptable results for 
all the characters and modifiers accept compund characters. Post processing can be 
applied to improve the result of algorithm. As the proposed algorithm utilizes only 
histogram based apporach, its very easy to implement. It is quite faster as there is no 
complex processing involved. This approach is for uni font, in future it can be 
extended for multi font system too. We can apply PCA or LDA for feature extraction.  
We can use artificial neural network or support vector machine kind of classifiers for 
the recognition process. 
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Abstract. A novel segmentation algorithm for brain images is proposed using 
finite skew Gaussian mixture model. Recently, much work has been reported in 
medical image segmentation. Among these techniques, finite Gaussian mixture 
models are considered to be more recent and accurate. However, in this 
approach, a number of segments that an image can be divided are taken through 
apriori and if these segments are not initiated properly it leads to 
misclassification. Hence, to overcome this disadvantage, we proposed an 
algorithm for Medical Image Segmentation using Hierarchical Clustering and 
Skew Gaussian Mixture.  The experimentation is done with four different brain 
images and the results obtained are evaluated using Quality metrics. 

Keywords: Segmentation, finite Gaussian mixture model, Skew Gaussian 
distribution, Classification, image quality metrics. 

1   Introduction 

The research in medical field has geared up tremendously in the recent years. This 
may be due to the fact that many new diseases related to brain were emerging which 
needs rigorous research to trigger these diseases. As the research in this direction is 
spreading, many new models are available in literature to identify these diseases. 
Among these, model based MRI brain segmentation has gained popularity [1-5]. The 
brain is surrounded with many other tissues apart from White Matter (WM), Gray 
Matter (GM) and Cerebro Spinal Fluid (CSF), in addition some noise gets embedded 
into the system as a default at the time of acquisition and inhomogeneity in magnetic 
fields also aid to considerable changes in medical images. 

Some diseases that are related with brain are Parkinson’s, Acoustic neuroma, 
which leads to memory loss and hearing loss. Effective segmentation techniques help 
to identify these diseases there by driving towards effective treatment. Segmentation 
is a process of converting inhomogeneous data into homogeneous data. There are 
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many segmentation algorithms in literature consisting of both parametric and non-
parametric models. Among these models, parametric modeling, in particular, model 
based on finite Gaussian mixture model has gained popularity [2-3]. This is due to the 
fact that, of the basic assumption that every image considered in reality follow a bell 
shaped distribution [6]. But the brain structures are non-rigid, complex in shape and 
vary from person to person [7]. Segmenting brain images is a challenging task and 
Gaussian mixture model models are not well suited due to the different structures of 
the brain. Hence, it is necessary to develop new algorithms which help in segmenting 
brain images more efficiently and effectively. 

Hence, in this paper Skew Gaussian mixture model is proposed to cater the non-
uniform patterns of the brain structure. It also includes Gaussian Mixture model as a 
limiting case. This paper is organized as follows: In section – 2, Hierarchical 
clustering is briefed and Section – 3 describes about the developed model. In section – 
4, the initialization parameters are given and in section – 5, the segmentation 
algorithm is presented. Section – 6 deals with the experimentation that is carried out 
by using four types of brain images and the performance evaluation that is carried out 
is discussed in section – 7 and in section – 8 conclusions are presented.   

2   Hierarchical Clustering 

Clustering aims at partitioning the data without using the training data, hence, they are 
called unsupervised models. Clustering is defined as a technique where the objects of 
interest with similarity along the dimension of interest are kept close and the other 
objects are apart. The dimension of interest depends on the application [8]. 

A Hierarchical Clustering goes one step further by collecting similar clusters at 
different levels into a single cluster by forming a tree which gives better selection of 
clusters for further exploration and hence, in this method Hierarchical Clustering is 
utilized. 

Given a set of N items to be segmented and an M × N distance (or similarity) 
matrix, the basic process of hierarchical segmenting is as follows.   

 
(1) First, assign each item to a segment, so that if we have N items, it implies 

that we have N segments, each containing just one item. Let the distances 
(similarities) between the segments be the same as those (similarities) 
between the items they contain.   

(2) Find the closest (most similar) pair of segments and merge them into a single 
segment, i.e. we will now have one segment less.   

(3) Compute distances (similarities) between the new segment and each of the 
old segments.   

(4) Repeat steps 2 and 3 until all items are segmented into a single segment of 
size N.   

 
Step 3 can be done using single-linkage method. In single-linkage segmenting (also 
called the connectedness or minimum method), we consider the between one segment 
and another to be equal to the shortest distance from any member of one segment to 
any member of the other segment. If the data consist of similarities, we consider the 
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similarity between one segment and another to be equal to the greatest similarity from 
any member of one segment to any member of the other segment. The M × N 
proximity matrix is D = [d(i, j)]. The segmenting is assigned sequence numbers 0, 1..., 
(n – 1) and L(k) is the level of the kth segmenting. A segment with sequence number 
m is denoted as (m) and the proximity between segments (r) and (s) is denoted as d 
[(r), (s)]. The algorithm is composed of the following steps:  

 

(1) Start with the disjoint segments having level L(0) = 0 and sequence number 
m = 0.  

(2) Find the least dissimilar pair of segments in the current s, say pair (r), (s), 
where the minimum is over all pairs of segments in the current segmenting.  

(3) Increment the sequence number: m = m + 1. Merge segments (r) and (s) into 
a single segment to form the next segmenting m. Set the level of this 
segmenting to L(m) = d[(r), (s)].  

(4) Update the proximity matrix, D, by deleting the rows and columns 
corresponding to segments (r) and (s) and adding a row and column 
corresponding to the newly formed segment. The proximity between the new 
segment, denoted (r, s) and the old segment (k) is defined as d[(k), (r, s)] = 
min (d[(k), (r)], d[(k), (s)]).  

(5) If all objects are in one segment, stop. Else, go to step.2  

3   Skew Gaussian Distribution 

The pixels intensities inside the medical images may not be symmetric or bell shaped 
due to several factors associated like part of the body, bone structure etc. In these 
cases, the pixels are distributed asymmetrically and follow a skew distribution. 
Hence, to categorize these sorts of medical images, Skew Gaussian distribution is 
well suited. Every image is a collection of several regions. To model the pixel 
intensities inside these image regions, we assume that the pixels in each region follow 
a Skew normal distribution, where the probability density function is given by  ݂ሺݖሻ ൌ 2. .ሻݖሺ׎ ןሺߔ zሻ ; െ∞ ൏ ݖ ൏ ∞ .   (1ሻ

ןΦሺ    ,݁ݎ݄݁ݓ zሻ ൌ න ሻݐሺ׎ ௭ןݐ݀
ିஶ   (2ሻ

ሻݖሺ׎          ,݀݊ܽ ൌ ݁ିଵଶ௭మ√2ߨ .   (3ሻ
Let,  ݕ ൌ ߤ ൅ ݖ . ݖߪ ൌ ݕ െ ߪߤ  (4ሻ

Substituting equations 3.2, 3.3, and 3.4 in equation 3.1, 

݂ሺݖሻ ൌ ඨ2ߨ.    ݁ିଵଶቀ௬ିఓఙ ቁమ ቎න ݁ିଵଶቀ௧ିఓఙ ቁమ
ఈቀ௬ିఓఙߨ2√ ቁ

ିஶ ቏ݐ݀ . (5ሻ
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in Figure-2a, 2b, 2c, 2d. To evaluate our algorithm we have used both T1 and T2 type 
images. In order to initialize the Hierarchical Clustering, we have used the histogram 
of the image as input, and basing on the peaks we have obtained the initial estimates 
of k. The experimentation is carried out in MATLAB environment by considering the 
images of fixed size. We have used both T1 and T2images, where the fat 
decomposition varies in both these images. The segmentation process is carried out by 
using the segmentation algorithm presented in Section-5.The outputs images obtained 
after performing the segmentation are presented in figures-3a, 3b, 3c, 3d. After 
segmenting the performance of the segmentation results were evaluated by using 
Segmentation quality metrics such as Jaccard coefficient and Tanimoto.  The 
formulas for evaluating these metrics are given below and the results obtained are 
tabulated and presented in Table-1. Jaccord Coefficient ሺJCሻ ൌ ת ܺ|  ׫ ܺ|| ܻ   ܻ | ൌ  aa ൅ b ൅ c 

Volume Similarity ሺVSሻ ൌ 1 െ ห|X| െ |Y| ห|X| ൅  |Y| ൌ 1 െ  |b െ c|2a ൅ b ൅ c 

 

Where, ܽ ൌ ת ܺ| ܻ |,    ܾ ൌ  ቚ௑௒ቚ,     cൌ ቚ௒௑ቚ,      dൌ ׫ ܺ|  ܻതതതതതതതത| and X, Y are input and 

output image intensities 

 

Fig. 2. Input Images with their Histograms 
 

Input-1 Image Input-1Histograms Input-2 Image Input-2 Histograms

Figure 2a Figure 2a Figure 2b          Figure 2b
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Fig. 2. (Continued) 

 

Fig. 3. Output Images 

Table 1. Image Quality Metrics 

Quality Metric Values Standard Limits 

Jaccard Coefficient 0.702962 0 – 1 

Volume Similarity  0.87997 0 – 1  

Input-3 Image Input-3 Histograms Input-4 Image Input-4 Histograms

Figure 2c Figure 2c Figure 2d         Figure 2d

Output-1 Images Output-2 Images

(a) (b)

Output-3 Images Output-4 Images

(c) (d)
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From the above table-1, it could be easily observed that the range of segmented  
image is in accordance with the Segmented quality limits and hence it clearly shows 
that the developed model has segmented the data efficiently , since the obtained 
values are within the standard limits , this clearly shows the efficiency of the 
developed model. 

7   Performance Evaluation 

In order to evaluate the proposed algorithm, we have used both T1 weighted images 
where water is shown as darker and fat as brighter, T2 images where fat is shown as 
darker and Whiter matter is shown lighter. Among these images, T1 images provide 
good gray matter and it highlights the fat decomposition. The input medical images 
are obtained from brain web images. We have assumed that the pixel intensities inside 
the brain images are non-symmetric and follow a Skew Gaussian distribution and the 
whole medical image is a mixture of Skew Gaussian distribution. The initialization of 
parameters for each segment is done using Hierarchical Clustering algorithm. The 
experimentation is carried out using segmentation algorithm given in section -5 and 
the results obtained are evaluated using Segmentation quality metrics such as Jaccard 
quotient (JC), Volume Similarity (VS). The reconstruction is carried out by ascribing 
each pixel to its appropriate position by using a method of random number 
generation. The performance evaluation of the retrieved images can be done by 
subjective testing or objective testing. Objective testing is always preferred since they 
are based on numeric results; hence the performance of the retrieved image is carried 
out by using image quality metrics such as Average difference, Maximum distance, 
Image Fidelity, Mean Squared Error and Signal – to – Noise Ratio. The formulae for 
computing the above quality metrics are as follows 

Table 2. Formulas for Quality Metrics 

 

Quality metric Formula to Evaluate

Average 
Difference (AD)

෍ ෍[ܨ(݆, ݇) ෠ேܨ −
௞ୀଵ (݆, ெܰܯ / [(݇

௝ୀଵ
Where M,N are image matrix rows and columns

Maximum 
Distance (MD) Max{| ܨ(݆, ݇) − ,݆)෠ܨ ݇)|}
Image Fidelity

(IF)
1 −  ቎෍ ෍ ,݆)ܨ]  ݇) − ෠ேܨ 

௞ୀଵ (݆, ݇)]ଶ / ெ
௝ୀଵ ෍ ෍ ,݆)ܨ]  ݇)ே

௞ୀଵ )]ଶெ
௝ୀଵ ቏

Where M,N are image matrix rows and columns

Mean Squared 
error (MSE)

ܰܯ1 ෍ ෍ ,݆)ܨ}ܱ]  ݇) } − ෠ேܨ}ܱ
௞ୀଵ (݆, ݇)}]ଶ/ ෍ ෍[ܱ{ܨ(݆, ݇)ଶே

௞ୀଵ
ெ

௝ୀଵ
ெ

௝ୀଵ
Where M,N are image matrix rows and columns

Signal to noise 
ratio (SNR)

20. logଵ଴ ൬ ൰ܧܵܯ√ூܺܣܯ
Where, MAXI is maximum possible pixel value of image, MSE is the Mean 

squared error
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The developed algorithm is compared with K-Means algorithm and the results 
obtained are tabulated and presented in Table – 3. 

From the above table, it can be easily seen that the developed methods 
outperforms the existing method based on Medical image Segmentation based on 
Gaussian Mixture model and Skew Gaussian Model based on K-Means algorithm.  
 

Table 3. Evaluated Image Quality Metrics 

 

Image Quality Metric GMM

Skew 
GMM
with
K-

Means

Skew 
GMM with 
hierarchical 
clustering

Standard 
Limits

Standard 
Criteria

Average Difference
Maximum Distance
Image Fidelity
Mean Squared error
Signal to noise ratio
Jaccard quotient
Volume Similarity

0.573
0.422
0.416
0.04

17.41
0. 089
0. 432

0.773
0.922
0.875
0.134
29.23
0.689
0.733

0.812
0.9325
0.923
0.094
33.89
0.703
0.8799

-1 to 1
-1 to 1
0 to 1
0 to 1

-∞  to ∞
0 to 1
0 to 1

Closer to 1
Closer to 1
Closer to 1
Closer to 0
Possible big
Closer to 1
Closer to 1

Average Difference
Maximum Distance
Image Fidelity
Mean Squared error
Signal to noise ratio
Jaccard quotient
Volume Similarity

0.37
0. 221
0.336
0 2404
14.45
0.0677
0.3212

0.876
0.897
0.876
0.211
35.65
0.7656
0.8767

0.749
0.912
0.859
0.2019
39.85
0.7921
0.8814

-1  to 1
-1 to 1
0 to 1
0 to 1

-∞  to ∞
0 to 1
0 to 1

Closer to 1
Closer to 1
Closer to 1
Closer to 0
Possible big
Closer to 1
Closer to 1

Average Difference
Maximum Distance
Image Fidelity
Mean Squared error
Signal to noise ratio
Jaccard quotient
Volume Similarity

0.456
0.345
0.44
0.22

19.88
0. 043
0. 123

0.76
0.879
0.86
0.23

37.98
0.6567
0.812

0.81
0.807
0.917
0.2123
39.71
0.7143
0.916

-1  to 1
-1 to 1
0 to 1
0 to 1

-∞  to ∞
0 to 1
0 to 1

Closer to 1
Closer to 1
Closer to 1
Closer to 0
Possible big
Closer to 1
Closer to 1

Average Difference
Maximum Distance
Image Fidelity
Mean Squared error
Signal to noise ratio
Jaccard quotient
Volume Similarity

0.231
0. 224
0.212
0.24

21.42
0. 045
0. 223

0.473
0.977
0.813
0.121
33.28
0.7878
0.3232

0.4991
0.971
0.892
0.1192
37.41
0.874
0.54

-1  to 1
-1 to 1
0 to 1
0 to 1

-∞  to ∞
0 to 1
0 to 1

Closer to 1
Closer to 1
Closer to 1
Closer to 0
Possible big
Closer to 1
Closer to 1

Average Difference
Maximum Distance
Image Fidelity
Mean Squared error
Signal to noise ratio
Jaccard quotient
Volume Similarity

0.342
0.317
0.391
0.2514
3.241
0.141
0.313

0.764
0.819
0.812
0.228
5.514
0.776
0.397

0.7015
0.854
0.876
0.1759
5.68

0.791
0.784

-1  to 1
-1 to 1
0 to 1
0 to 1

-∞  to ∞
0 to 1
0 to 1

Closer to 1
Closer to 1
Closer to 1
Closer to 0
Possible big
Closer to 1
Closer to 1
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Table 3. (Continued) 

 

The performance of the developed method outperforms the Gaussian method due to 
the fact that the segmentation process in Gaussian Mixture model always assume that 
the intensities inside the medical images are bell shaped. But the shape of the images 
is defined on the body structure. Hence, it is necessary to go for better models. Hence, 
this paper mainly focuses on this disadvantage. 

8   Conclusion 

In brain medical analysis, segmentation plays a vital role. In particular cases such as 
Acoustic neuroma, it is assumed that there is a possibility of hearing loss, dizziness 
and other symptoms related to brain. Some acoustic neuromas can be treated with 
surgery. Therefore, it is needed to segment the image more accurately, which helps to 
identify the damaged tissues to be repaired and can be corrected by surgery. Hence, in 
this paper, a new novel segmentation algorithm based on Skew Gaussian distribution 
is proposed which helps to identify the tissues more accurately. This model is well 
suited in particular for medical image, where the shape of the image depends on the 
body structure. The performance evaluation is carried out by using quality metrics. 
The results show that, this developed algorithm outperforms the existing algorithm. 
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Abstract. The stereoscopic vision algorithms for binocular vision are very 
popular and widely applied.  Some of the algorithms are biologically inspired. 
Like, Cepstral filtering technique is applied on an interlaced image, the pattern 
similar to that which is found in layer IV of primate visual cortex. It involves 
Power spectrum in computation, which is square of absolute of Fast Fourier 
Transform (FFT), is a complicated and hardware unfriendly. We propose a new 
algorithm, in which Gabor filters, instead of Power Spectrum, are applied to the 
interlaced image in the Cepstral algorithm.  This new algorithm makes it 
hardware friendly as it gives us the flexibility of working with modules which 
can be imitated in hardware. Such as building a FFT module is a tough ask in 
analog circuit but determining gabor energy, an alternative to it, is achieved by 
elementary circuits. A hardware scheme has also been proposed that can be 
used to estimate disparity and the idea can be extended in building complex 
modules that can perform real time - real image operations with a handful of 
resources as compared to employing complex digital FPGAs and CPLDs.  

Keywords: Computer Vision, Stereo Imaging, Biologically-inspired Vision. 

1   Introduction 

The Stereoscopic problem is one of the very old and interesting problems till date. It 
arises because of the horizontal separation between two eyes. The brain uses binocular 
disparity to extract depth information from the two-dimensional retinal images.  Stereo 
vision or stereoscopic vision probably evolved as means of survival. With this, we can 
see where objects are in relation to our own bodies with much greater precision 
especially when those objects are moving toward or away from us in the depth 
dimension. In computer vision, binocular disparity refers to the same difference seen by 
two different cameras instead of eyes. This ability to perceive depth, known as stereo 
vision, or stereopsis is made possible by the difference in viewpoints of the scene when 
sensed by our left and right eyes. The information about depth in a scene is of great 
importance because it helps us navigate in a three-dimensional environment and aids us 
in recognising objects of interest, among other tasks. 

There are many models dedicated to find the stereoscopic disparity. There have 
been different approaches, proposed, to deal with this problem such as- area-based 
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approach [1, 2 and 3], feature-based [4, 5 and 6]. There are different classes of 
algorithms and out of which, some are biologically inspired algorithms, such as 
Cepstral filter, which is operated on an interlaced image, formatted in a way 
suggested in Ocular Dominance Pattern [7 and 8]. Ocular Dominance Column in the 
Primary Visual Cortex corresponds to alternating image patches from left and right 
retina. Here, the left and right views taken from left and right eyes interact for the first 
time. So this pattern has great similarity with the algorithm. Other method is Phase [9] 
and Energy method [10, 11and 12], which involve Gabor filters to decode disparity. 
The Gabor filters are the band pass filters [13, 14] which has both limited spatial 
width and finite bandwidth and whose space is similar to the receptive field profile of 
simple cells in primate visual cortex [14]. These all algorithms exploit only part of the 
methods used to reconstruct stereoscopic disparity.    

In this paper, we propose an algorithm which is more close to biological 
functioning. Combination of even and odd Gabor filters are applied to a window, 
comprises of left and right patch placed next to each other to calculate the Gabor 
energy. Replace Power Spectrum with the calculated Gabor Energy in Cepstral 
algorithm and generate disparity map. 

Further, we have also proposed an equivalent analog VLSI implementation of the 
algorithm which can be used to estimate disparity and the idea can be extended to real 
world images. Two stereo images, left and right image are taken and patched together 
and their electrically equivalent voltages are fed to the circuit. This could be done 
with help of CCDs or other equivalent transducers. The electrically equivalent image 
is convolved with a Gabor filter of appropriate wavelength (lambda). We have 
convolved the incoming image with 7 points even and odd Gabor filter. After the 
convolution, power spectrum of image is calculated using Gabor filters. Following 
this is the logarithmic equivalent of the voltages. The log equivalents of voltages are 
again convolved with the gabor and again the power spectrum is determined. 
Observing this power spectrum we can estimate disparity. The distance between the 
voltage peaks in the left image and right image is the disparity.                                                                                  

Analog VLSI can implement algorithms by decomposing them into numerous, 
simple, parallel computational units. Although the computational units are simple, 
highly complex and non-linear behaviors can still be obtained from them, These 
circuits have several advantages over implementing logic on digital as the former are 
cheaper, faster resource efficient.  

2    Cepstral Filtering Technique 

Cepstral filtering is a technique, which was developed to measure echo, which is a 
shifted version of signal. Now the Cepstral filtering technique is widely used in signal 
and speech processing and extended to image processing. Cepstrum of a signal is 
Power Spectrum of Log of its Power Spectrum and is operated on an interlaced 
image. Yeshurun and Schwartz [7] claim that Cepstral filter can be implemented 
using a set of band pass filters similar to those found in the visual cortex. The authors 
append the left image with the right image. Let an interlaced image f(x, y) be 
composed of a single columnar pair of width ‘D’ [7].The data consists of an image 
patch s(x, y) (right eye patch) and an identical patch butted against it (left eye patch). 
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The interlaced image can be represented as follows. fሺx, yሻ ൌ sሺx, yሻ כ ሼδሺx, yሻ ൅  δሺx െ D, yሻሽ                                (1) 

Cepstrum is defined as: 

  Cepstrum ൌ |Fሼln|fሺx, yሻଶ|ሽ|ଶ                                               (2) 

Thus, we find the disparity of the patch by locating the largest delta function. The 
logarithm part separates the disparity signal from the image signal in the final output 
and makes the Cepstral filter to be non-linear [15].  The technique is unique, as it is 
the method, which operates on a pattern similar to Ocular Dominance Pattern showing 
the similarity with biological working.  But the method is difficult to realize in 
hardware. Cepstral algorithm consists of functions, such as power spectrum (square of 
absolute of FFT), which is a complicated function to implement in hardware. The 
solution to this is to find an easy way to estimate power spectrum and a hardware 
approach for it is also specified.      

3   Relation between Gabor Filter and FFT 

Gabor filters are closely related to the Fourier transform. In fact, the complex 
exponential component of the filter is actually identical to the kernel of the Fourier 
transform [16]. Further, the Gaussian window improves the Cepstral output [1]. 
Hence, the Fourier Transform of the Gaussian window would be equivalent to the 
Gabor filtering. There is another relation between Gabor filter and FFT. Power 
Spectrum, which is square of absolute of FFT is closely related to Gabor Energy [17]. Power spectrum ൌ ሺGabor Energyሻଶ                                         (3) 

Now there are two ways in which power spectrum can be estimated using Gabor filters. 
In our paper, we use the relation between Power Spectrum and Gabor Energy, because 
the computational steps are less as compared to the other relation. The absolute is part of 
Power Spectrum, which needs not to calculate separately if calculating the Gabor Energy. 
But if we use the kernel of Fourier transform, then the step would increase to calculate 
the absolute and squaring to estimate power spectrum. 

4   New Stereo Matching Algorithm: Cepstral Filtering Approach 
Using Gabor Filters 

Cepstral filtering is a technique, which is applied within windows which spans an ocular 
dominance column pair. But since FFT was a complicated function to realize in 
hardware. We made use of the relation between Gabor Energy and Power Spectrum, the 
Power Spectrum in Cepstral operator can be estimated with the Gabor filters, then the 
modified system would be more close to biological functioning and the proposed model 
was hardware friendly to realize. 

The algorithm of computing Cepstral filtering technique using Gabor filters: 

1. Convolve even and odd Gabor filters with the spliced image. From the real and 
imaginary of the convolved values thus obtained compute the magnitude, i.e. gabor 
energy and square it to compute power spectrum. 
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2. Log Transformation of vector from step 1.   
3. Now repeat step 1 with spliced image vectors being replaced by vector 

computed from log transformation from step 2. Doing so we have computed 
Cepstrum from which disparity could be inferred.  

5   Hardware Implementation 

We have proposed a hardware scheme that can be used to estimate disparity (fig. 1). 
We have built an elementary unit which could be used to estimate horizontal disparity 
within the limit 2. The algorithm has been tested for the disparity range up to 20 and 
so the hardware can also be scaled up.  

 

Fig. 1. A block schematic representation of the Disparity Estimation circuit 

The various modules shown in the block diagram have been realized using circuits 
borrowed from literature [18, 19, 20 and 21] and others were self- realized. 

5.1   Convolution Unit 

The convolution module shown in fig. 1 is used to convolve input image with Gabor 
filters. The input image is basically converted into an electrical image with each pixel 
having a certain voltage value. Vleft1 is the voltage equivalent of pixel1 of left image 
and similar convention is used for other pixels. For the odd and even Gabor filters we 
have considered 7- discrete points [18, 19] which give equivalent 1-d even Gabor 
profile, fig. 2a, and 1-d odd Gabor profile, fig. 2b. We chose a disparity range -2 to 2, 
and accordingly our Gabor were: 

Odd Gabor = [-0.0498    0.4103   -0.6952         0    0.6952   -0.4103    0.0498] 
Even Gabor = [-0.0258 0.1862   -0.6099   0.9059   -0.6099   0.1862 -0.0258] 
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a. Even Gabor function                                          b. Odd Gabor function 

Fig. 2.  

Basically convolving the image with these filters is equivalent to weighted sum of 
voltages and shifting the inputs and again convolving with the new weights. The 
weights are decided by the corresponding Gabor filters. The input conductance of the 
Gabor cells is made equal to the even or odd Gabor’s values. The odd/even Gabor 
cells are realized using opamp as summing amplifier (Fig. 3 a, b). 

       
a. Odd Gabor Cell                                                      b. Even Gabor Cell 

Fig. 3. 

To each of the Gabor cell seven voltages are presented which computes its 
weighted sum.  

The output voltage of odd Gabor cell (fig. 3a), Xo is 
 

Xo = -0.049X1 + 0.410X2 - 0.695X3 + 0.0005X4 + 0.695X5 - 0.410X6 + 0.049X7 
(4)                                              

 
X1, X2, X3, X4, X5, X6, and X7 are the presented inputs to the Gabor cell. Negative 
voltages in the circuit basically refer to presenting inverted voltage. 



80 H. Agarwal, S. Sharma, and C. Markan 

And similarly the output voltage of even Gabor cell (fig. 3b), Yo is 
 

Yo = -0.0258Y1 + 0.1862Y2 -0.6099Y3 + 0.9059Y4 - 0.6099Y5 + 0.1862Y6 - 
0.0258Y7                                                                                                                     (5) 

 
This will perform just one convolution operation so we need to shift our gabor cell 
over various inputs. Instead of physically shifting the gabor, we have replicated these 
gabor cells and they are fed by various sets of input data. And this is how we have 
realized a convolution unit. So these gabor cells are replicated since convolution 
needs shifting of inputs as well, so 10 such cells were replicated for convolution with 
odd gabor and 10 for even gabor filters respectively. The convolution unit is fed with 
inputs which are I1, I2, I3, I4, I6, I7, I8, I9, I10, equivalent voltages of the test image. 
First gabor cell of the convolution block was presented with the inputs (0, 0, 0, I1, I2, 
I3, I4 ) and it generates the first output point ‘output1’ and concurrently different data 
sets are presented to other cells and thus  in this way complete convolution is done. 
Here presenting ‘0’ refers to connect the input pin to ground. The scheme is depicted 
in fig. 4. 

 

Fig. 4. Convolution Scheme 

5.2   Squaring Module 

Let Gc, Gs refers to resultant matrix after convolution of spliced image with even/odd 
Gabors respectively. Gabor Energy ൌ √Gcଶ ൅ Gsଶ                                         (6)                                  

And from our study of algorithm as we have showed      

                                 Power spectrum ൌ ሺGabor Energyሻଶ
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Thus,   Power spectrum ൌ ඥሺGcଶ ൅ Gsଶሻଶ ൌ Gcଶ ൅ Gsଶ                            (7) 

For the purpose of squaring, a squaring module [20] is made use of, modified to suit 
our requirement as shown in fig. 5. The input voltage Vin is split into +Vin/2 and –
Vin/2 and then fed to FVF squaring circuit [20]. The corresponding output voltage 
can be measured at the output node.    

 

Fig. 5. FVF Squaring circuit 

5.3   Summer Module 

Summation was done with help of non-inverting op-amp used as a summer, as shown in 
fig. 6.  

 

Fig. 6. Summer circuit 

Output voltage of the corresponding summer is,  

Vout = Vin1 +Vin2                                                      (8) 
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5.4   Logarithmic Converter  

Once the power spectrum has been determined there is a need to compute its natural log. 
Though there are several circuits available for determination of log of voltages [21, 22] 
but in our test cases the voltages were falling in the range 50mV to 1V, so most of the 
circuits failed to deliver the correct result or were too complex to build. For a wider range 
it can be closely approximated with a higher order polynomial. Since we wanted a simple 
circuit with only handful of resources we estimated it with a quadratic equation.  

 
The equivalent function, f(x) = – 3.1*(x^2) + 5.7*x – 2.8 
 
Both the profile have been plotted and showed in fig. 7 (blue-log profile, cyan-

estimated polynomial) and fig. 8 presents a scheme to implement equivalent log circuit.  

 

Fig. 7. Comparison of log function and estimated polynomial 

 

Fig. 8. Equivalent logarithmic Converter 

Once the log transformation has been done, again convolve even and odd Gabor filters 
with the vector obtained, as shown in fig. 1. The same modules are used as a part of 
circuit to compute Cepstrum. From the final vector, Cepstrum, we can infer the disparity. 
Cepstrum algorithm states that half the distance between the two peaks is the disparity. In 
our case the graph plotted between the output vector voltages and their index numbers 
will yield disparity. Disparity’s value is floor of half the difference between the index 
numbers of two peaks.   
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6   Experiment and Results 

We performed our operations on a test image, shown in fig. 9                   

                                                               
                        a.  Left image                                               b.  Right image 

   
 
 
                                c. Spliced Image 
 

Fig. 9. 

Considering each box represents a pixel and black dot is electrically equivalent to 
1V and white box is 0V. Thus the Voltage equivalent of this image are 0,1,0,0,0 V for 
the left image, shown in fig. 9a and 0,0,0,1,0 V for the right image, shown in fig. 9b,  
Therefore the equivalent spliced image is (0,1,0,0,0,0,0,0,1,0) V shown in fig. 9c. 
Thus disparity is 2 in the given case, as the image is shifted by distance ‘2’ in 
horizontal direction. Such a scheme assumes that we are choosing rectified images 
having only horizontal disparity. To test the algorithm we simulated the algorithm on 
Matlab as well as the equivalent analog VLSI implementation was built and tested on 
Spice and from both the simulations the final vectors were observed. The observations 
are plotted in fig. 10 with continuous curve representing result from Matlab 
simulation and broken curve plotted according to spice simulation. Both Matlab and 
T-Spice produced logically same results.  

Disparity is half the distance between the two peaks and is 2.5 from the graph. 
Since the disparity is always an integer value it was observed that the disparity was 
‘floor’ value of the result, which was the case for other test cases as well.    

 

Fig. 10. Final resultant vectors in Matlab and TSpice 

We tried our circuit for another test cases having disparity within the range -2 to 2 
and correct result was observed.  
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7   Conclusion and Future Work 

The paper presents a technique for matching stereo images in the framework of 
Cepstral algorithm. The contribution of the paper is related to the use of Gabor 
filtering instead of Power Spectrum in order to make possible hardware 
implementation. Disparity is computed by using paired even and odd Gabor filters. 
The used scheme makes the algorithm close to biological functioning. The presented 
algorithm gives the essence of Gabor filters, which depicts the receptive fields and 
Ocular Dominance Pattern. Its usage of simple functions makes the algorithm suitable 
for hardware realization. Our work is to find out the model which depicts the brain to 
reconstruct the stereoscopic disparity and should be hardware-friendly. The hardware 
scheme has also been presented for a simple case. An analog circuit was emulated 
based on the algorithm. Some analog circuits were introduced in the paper such as 
convolution unit, simple logarithmic converter. Such sort of approach, breaking large 
complex systems into small elementary systems and imitating their equivalent 
hardware can help to build large non-linear systems which could serve the same 
purpose as FPGAs and other programming devices which are less resource-efficient. 
The idea can be scaled up to perform real  time - real image  operations  using  VLSI  
systems  which helps in parallel programming  to mimic neuro-biological 
architectures. As we are moving into the era of smart-pixel cameras where various 
operations are performed at each pixel level instead of extracting image as a whole 
and performing DSP operations over it, such analog implementations because of their 
relatively smaller sizes will play a major role. Further the improvement of the new 
algorithm is our current work to achieve more satisfactory results and to implement 
hardware for real images. 
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Abstract. Feature Extraction is the method of capturing the visual content of 
images for indexing and retrieval. It simplifies the amount of information 
required to describe a large set of data.   In computer vision, feature detection 
refers to the computation of local image features from the image. Texture is the 
core element in numerous computer vision applications Orthogonal Polynomial 
Operators are generated from a basis operator of fixed size and their efficiency 
in extracting texture features is studied. These operators act as filters and their 
responses on images are considered as feature space. From each filtered image 
statistical features are extracted and an optimal operator set is designed by 
incorporating a feature selection approach.  Mahalanobis separability metric is 
used in the feature selection process. The optimal operator set removes 
insignificant operators and thus improves the performance of texture 
classification. Experimental results on benchmark datasets prove the 
effectiveness of the proposed approach. 

Keywords: Texture Classification, Orthogonal Polynomial Operator, 
Supervised Classification, Feature Selection.  

1   Introduction 

Feature detection is a low-level image processing operation. It is usually performed as 
the first operation on an image and examines every pixel to see if there is a feature 
present at that pixel. As a pre-requisite to feature detection, the input image is usually 
smoothed by scale-space representation and one or several feature images are 
computed. When feature detection is computationally expensive and there are time 
constraints, a higher level algorithm is used so that only certain parts of the image are 
searched for features. Many computer vision algorithms use feature detection as the 
initial step, hence, a very large number of feature detectors have been developed. 
These vary widely in the kinds of feature detected and the computational complexity.  

Visual features can be classified as domain-specific features and general features. 
Domain-specific features include fingerprints, human faces and general features refer 
to color, texture and shape. The issue of choosing the features to be extracted should 
be guided by the following concerns: (i) The features should carry enough 
information about the image and should not require any domain-specific knowledge 
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for their extraction. (ii) They should be easy to compute in order for the approach to 
be feasible for a large image collection and rapid retrieval. (iii) They should relate 
well with the human perceptual characteristics since users will finally determine the 
suitability of the retrieved images. Once features have been detected, a local image 
patch around the feature is extracted. The result is known as a feature descriptor or 
feature vector. 

Texture has an important role in natural vision, and it has been widely applied to 
several surface characterization problems as well. In the early years of computer 
vision and texture analysis Haralick et al. [1] applied texture analysis methods to 
remotely sensed images for doing terrain analysis. They tried to classify regions of 
images to predefined classes to form a description of the sensed scene. Oliver [2] used 
texture analysis to classify regions of SAR images to forest and non-forest classes. In 
addition to earth surface analysis, texture has also been utilized for characterizing the 
surface of more concrete objects.  

Typically textures and the analysis methods related to them are divided into two 
main categories with different computational approaches: the stochastic and the 
structural methods. Structural textures are often man-made with a very regular 
appearance consisting of primitive patterns that are systematically located on the 
surface. In structural texture analysis the properties and the appearance of the textures 
are described with different rules that specify the kind of primitive elements present in 
the surface and their location. Stochastic textures are usually natural and consist of 
randomly distributed texture elements. The analysis of these kinds of textures is based 
on statistical properties of image pixels and regions. Texture analysis methods try to 
describe the properties of the textures in a proper way. It depends on the applications 
what kind of properties should be sought from the textures under inspection and how 
to do that. This is rarely an easy task. 

Texture may be defined as the characteristic variation in intensity of a region of an 
image. The degrees of randomness and of regularity will be the key measure when 
characterizing a texture. To exploit texture in applications, the measures should be 
accurate in detecting different texture structures. Computational complexity should 
not be too high to preserve realistic use of the methods.  

2   Related Work 

The gray-level co-occurrence matrix approach is based on studies of the statistics of 
pixel intensity distributions. The early paper by Haralick et al.[3] presented 14 texture 
measures and these were used successfully for classification of many types of 
materials. However, Conners and Harlow [4] found that only five of these measures 
were normally used, viz. “energy”, “entropy”, “correlation”, “local homogeneity”, 
and “inertia”. The size of the co-occurrence matrix is high and suitable choice of d 
(distance) and θ (angle) has to be made. 

A novel texture energy approach is presented by Laws [5]. This involved the 
application of simple filters to digital images. The basic filters used were common 
Gaussian, edge detector and Laplacian-type filters and were designed to highlight 
points of high “texture energy” in the image. Ade investigated the theory underlying 
Laws’ approach and developed a revised rationale in terms of eigen filters [6]. The 
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filters that give rise to low variances were taken to be relatively unimportant for 
texture recognition.   

Recent developments include the work with automated visual inspection in work. 
Ojala and Pietikainen [7] proposed a multichannel approach to texture description by 
approximating joint occurrences of multiple features with marginal distributions, as 1-
D histograms, and combining similarity scores for 1-D histograms into an aggregate 
similarity score. Ojala introduced a generalized approach to the gray scale and 
rotation invariant texture classification method based on local binary patterns [8]. 
Hadjidemetriou et al. [9] filtered the original image with several Gaussian filters, and 
constructed multiresolution histogram features, achieving reasonably good accuracy 
with low computing costs. 

Structural and geometrical features are usually more stable in overall illumination 
changes than statistical features, but rely strongly on primitive detection. Huet & 
Mattioli [10] used basic mathematical morphology operations to detect texture 
primitives. Watershed segmentation based on mathematical morphology was applied 
for detecting textons from images by Asano et al [11]. Tuceryan and Jain proposed a 
method based on Voronoi tesselation to extract shape properties of textons [12]. 

Ahonen proved that the local binary pattern operator can be seen as a filter operator 
based on local derivative filters at different orientations and a special vector 
quantization function [13]. A framework using orthogonal polynomials for edge 
detection and texture analysis was presented by Ganesan [14], Krishnamoorthi [15].   

3   Generation of Orthogonal Polynomial Operators 

A set of orthogonal polynomials ݑ଴ሺݐሻ, ,ሻݐଵሺݑ … ,  ሻ of degrees 0, 1, 2… n-1ݐ௡ିଵሺݑ
respectively are considered to construct the polynomial operators of different sizes. 
Orthogonal basis function is constructed using Gram-Schmidt process. The Gram–
Schmidt process is an algorithm which removes linear dependency from a set of given 
vectors in an inner product space. The process removes linear dependencies from the 
polynomials, yielding sets of orthogonal polynomials.  

The Gram-Schmidt process uses projection operator which is defined as ݆݋ݎ݌௨ሺݒሻ ൌ ൏ ,ݒ ݑ ൐൏ ,ݑ ݑ ൐ (1) ݑ

where 〈u, v〉 denotes the inner product of the vectors u and v. This operator 
projects the vector v orthogonally onto the vector u. 

 The Gram-Schmitt process works as follows:                                     ݑ௞ሺଵሻ ൌ ௞ݒ െ ௞ሺ௞ିଶሻݑ ௞ሻ  andݒ௨ଵሺ݆݋ݎ݌ ൌ ௞ሺ௞ିଷሻݑ െ ௞ሺ௞ିଷሻ൯  (2)ݑ௨௞ିଶ൫݆݋ݎ݌

The sequence u1, ..., uk is the required system of orthogonal vectors. For a n x n 
basis, n2 operators can be generated. The set of polynomial basis operators is 
computed by applying the outer product over ui and uj’ where uj is the (i+1)st column 
vector of M where  
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|ܯ| ൌ  ተተ
ଵሻݐ଴ሺݑ ଵሻݐଵሺݑ … ଶሻݐ଴ሺݑଵሻݐ௡ିଵሺݑ ଶሻݐଵሺݑ … ௡ሻݐ଴ሺݑ...ଶሻݐ௡ିଵሺݑ ௡ሻݐଵሺݑ … ௡ሻݐ௡ିଵሺݑ ተተ (3)

The orthogonal basis functions for n=3 and the corresponding operator set is shown 
in Fig. 1. 

 

Fig. 1. (a) 3x3 orthogonal basis (b) Orthogonal Polynomial Operator Set 

After the operators are generated, it is normally assumed that all the operators are 
useful. But only a subset of them might be useful, while others are either redundant or 
irrelevant. The operator selection in the design could generate a compact Orthogonal 
Polynomial Operator Set which also leads to low dimensional texture representations. 
Hence it not only saves computational cost but also tend to generalize well. 

4   Selection of Optimal Operator Set  

By the above analysis, feature selection is an indispensible process in the design of 
Optimal Operator Set. The issue is how to decide which operator should be retained 
and which operators can be removed. Since the ultimate goal of operators is to extract 
feature representations to distinguish different texture patterns, it is natural to evaluate 
and select operators based on the discriminative power of the features produced. An 
algorithm for optimal operator set selection for a supervised learning is developed.  

A set of N  training images from m  classes were collected. Let the images be x1, 
x2. . . xܰ. The images are convolved with the operators to form response images which 
constitute a feature space. Let o1, o2…op be the set of operators where p is the total 
number of operators. From each response image, features such as mean, standard 
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deviation and energy were extracted. Let f1,f2,…fp denotes feature group extracted 
from response images by the p operators, defined as 

௞݂ ൌ ێێۏ
ۍێ ଵ݂.௞ଶ݂.௞ଷ݂.௞ڭே݂.௞ۑۑے

ېۑ
  (4)

ே݂,௞ is the feature vector representing the features extracted from the Nth image 
response over operator k.  

ே݂,௞ ൌ ሾ݉ே,௞ ே,௞ݏ  ݁ே,௞] (5)

where ݉ே,௞ ,  ே,௞ , ݁ே,௞ are the mean, standard deviation and energy of theݏ
response image. 

4.1   Mahalanobis Separability 

To remove the correlation between the features and to describe the discriminative 
power among them, Mahalanobis separability has been used [16]. This measure the 
distance between classes i and class j along a feature dimension and removes the 
correlations between features. The higher the Mahalanobis separability measure, the 
less the correlations and the larger the discriminative power for a feature group.  

The Mahalanobis separability measure ܬ between class ݅ and class ݆ along feature 
group fk  can be defined as follows: ܬ௜,௝,௞ ൌ ൫ܯ௜,௞ െ ௜,௝,௞ିଵܥ௝,௞൯ܯ ൫ܯ௜,௞ െ ௝,௞൯்ܯ

 (6)

where ܯ௜,௞, ܯ௝,௞ and ܥ௜,௝,௞ denote mean vector and covariance matrix of training 
sample class i and class j in feature space along feature group f݇ respectively. The 
feature group f݇ can be evaluated based on the average Mahalanobis separability 
measure given by: ܬ௞ ൌ 2 ܺ ∑ ∑ ௜,௝,௞௠ିଵ௝ୀଵ௠ିଵ௜ୀଵ݉ܬ ܺ ሺ݉ െ 1ሻ  (7)

Feature groups or feature group combinations with large Mahalanobis measure 
imply significance and should be retained. This measure is combined with forward 
selection algorithm to find a suitable feature subset. The selected subset of features is 
the representatives of the full feature set. The operators yielding this subset of features 
are considered as optimal operator set.  

4.2   Proposed Methodology 

The proposed feature selection approach has two phases. 

• Construction of feature groups 
• Selection of Optimal Operator Set 

The details of the phases are illustrated in Fig 2 and Fig. 3. 
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Fig. 2. Feature Group Construction 

 

Fig. 3. Optimal Operator Set Selection 

4.2.1   Feature Group Construction 
Set of training images x1,x2,…,xn are convolved with p operators and the 
corresponding response images forms the feature space. From the response images, 
statistical features are computed and the features are grouped based on the operator. 
Eight 3x3 operators were used and three features (mean, standard deviation and 
energy) were extracted from the response images. Eight feature groups were 
constructed and each feature group is normalized. 

4.2.2   Algorithm for Selection of Optimal Operator Set 

1.  For each feature group f݇, calculate average Mahalanobis separability measure 
using Eqs (6)-(7). Feature group fk with the maximum mahalanobis measure is 
selected as the first candidate feature subset and the initial subset contains that 
feature group S1={fk} 

2. Remaining p-1 feature groups are combined with f1 to form subsets S2 of size 2. 
Computing the mahalanobis measures for these subsets suggest the candidate 
subset of size 2.   

3. The above procedure for candidate feature subsets is repeated and is terminated 
when all p candidate feature subsets are obtained. 

4. Perform classification for the training texture images using each of the above 
feature subsets until a candidate feature subset shows very little or no improvement 
in the classification performance. 

5. The operators corresponding to the feature subset Sk is regarded as the final 
optimal operator Set. 



92 R. Suguna and P. Anandhakumar 

 

5   Experiments and Results 

The performance of the approach is demonstrated with two different problems of 
texture analysis. Experiment #1 is conducted on datasets to study the performance of 
the proposed operator set for texture classification. Experiment #2 involved a new set 
of images derived from Brodatz album to study the behavior of proposed approach on 
texture characteristics.  

5.1   Experiment #1 

The image data included 12 texture classes from Outex database as shown in Fig. 4. 
For each texture class, there were sixteen 128x128 source images. One source image 
from each texture class was taken and sub images are extracted by dividing the source 
image of size 128x128 into disjoint 32x32 images. A dataset of training images of 192 
samples were generated for the experiment study. Half of the images were used for 
training and the remaining images were used for testing. 

 

Fig. 4. Sample Images used in Experiment #1 

 

Fig. 5. Classification Performance based on candidate subset 
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The performance of classification is noted with original full set of operators. Then 
Optimal Operator Set is selected from the proposed methodology discussed in section 
4.2. It is observed that only five operators are sufficient to discriminate the textures in 
the dataset. The classification accuracies of the feature subsets are shown in Fig. 5.  

5.2   Experiment #2 

The behavior of the proposed operator on different texture characteristic is studied. The 
image data included 12 texture images from Brodatz album which are grouped as regular 
and random. Sample images are shown in Fig, 6. The texture discrimination capability of 
proposed approach is studied on these sets. Each texture image was of size 64x64. The 
training dataset consisted of 144 samples (12 samples per texture class).   

 

Fig. 6. Top Row with Random Texture images and  Bottom Row with Regular Texture Images 

 

Fig. 7. Classification Performance based on candidate subset 
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Table 1. Comparative Study of Classification Performance with other Texture Models  

   Methods         Recognition rate in % 

Laws Texture measure 89.2 

Gabor filters 94.95 

Initial Orthogonal Operator Set 95.4 

Optimal Operator Set 98.7 

 
The candidate subset performance for Regular Textures and Random Textures are 

shown in Fig. 7. 
`Table 1 shows the comparative study of classification performance with other 

Texture models. 

6   Conclusion 

Orthogonal Polynomial Operators are capable of extracting texture features from 
images. To improve the efficiency of classification, a methodology for finding a 
optimal operator set is proposed and their performance on benchmark dataset is 
studied. The proposed approach improves the classification performance by removing 
insignificant operators. This helps to save computational cost and also leads to 
generalization. Experimental results on benchmark datasets demonstrate the 
effectiveness of the approach.  
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Abstract. Images are in its standard canonical form for a matrix have
significant amount of redundant data. Thus image compression methods
always under wide attention for efficient multimedia data transmission
and storage. This paper concerned with the design of an optimized hybrid
Neuro-Wavelet based model for image compression. In this design first
the images are decomposed to various sub-band via wavelet transform
and then they are fed to different supervised Neural Networks which are
optimized with Linear Programming. The simulation results show the
clear improvement over the existing methods objectively by PSNR and
subjectively by visual appearance.

Keywords: Image Compression, Back Propagation, Neural Network,
Wavelet Transform, Linear Programming.

1 Introduction

Image Compression addresses the problem of reducing the amount of data re-
quired to represent an image. Image compression removes redundancy present in
data pixels in such a way that reconstruction is possible. The artificial neural net-
work has been widely used to implement a data compression after D.E.Remelhart
proposed back-propagating (BP) algorithm in [8]. Some early contributions have
proposed the application of neural network models to data compression in im-
age coding systems [7]. In the direction of improving the compression rate and
the quality of reconstructed image, two different variations to the basic ap-
proach have been devised and experimented: the first, change the structure of
the neural networks, such as A.Namphoi et al. using multi-layer neural network
to enhance the compression rate in [4]; The second, optimize the BP algorithm
to improve the quality of compression [11]. However, the texture structure of
image and the human visual features were considered few in their contributions,
and the quality of reconstructed image is improved with sacrifice of compression
rate. In this paper we describe an Image compression model uses hybrid Neuro-
Wavelet model in which NN are optimized using the Linear Programming. Here,
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Neural Network, weights & biases are updated regularly as in backpropagation
learning which are optimized with linear programming concept to achieve image
compression.

This paper is divided to various sections as: In section 2 we describe about
the basics for wavelet transform for multiresolution analysis. In section 3 there is
the explanation about the multilayer perceptron model (MLP) with back propa-
gation learning for image compression. In section 4 the description of Linear Pro-
gramming is there to solve optimum solution for the system of linear solutions. In
section 5 the proposed method, in section 6 the computer simulation result and
in section 7 the conclusion is drawn.

2 Discrete Wavelet Transform and Sub-Band Coding

Wavelet transform (WT) [5] represents an image as a sum of wavelet functions
(wavelets) with different locations and scales. Any decomposition of an image
into wavelets involves a pair of waveforms: one to represent the high frequencies
corresponding to the detailed parts of an image (wavelet function) and one for
the low frequencies or smooth parts of an image (scaling function). The result of
wavelet transform is a set of wavelet coefficients, which measure the contribution
of the wavelets at these locations and scales.

One of the big discoveries for wavelet analysis was that perfect reconstruction
filter banks could be formed using the coefficient sequences aL(k) and aH(k) (Fig.
1). The input sequence x is convolved with high-pass (HPF) and low-pass (LPF)
filters aH(k) and aL(k) and each result is down sampled by two, yielding the
transform signals xH and xL. The signal is reconstructed through up sampling
by two and convolution with high and low synthesis filters sH(k) and sL(k). For
properly designed filters, the signal is reconstructed exactly. By cascading the
analysis filter bank with itself a number of times, digital signal decomposition
with dyadic frequency scaling known as discrete wavelet transform (DWT) can
be formed. The mathematical manipulation that calls for synthesis is known as
inverse DWT. DWT for an image as a 2-D signal can be derived from 1-D DWT.

The easiest way to obtain scaling and wavelet function for two dimensions is
by multiplying two 1-D functions. The scaling function for 2-D DWT can be ob-
tained by multiplying two 1-D scaling functions: ψ(x, y) = ψ(x)ψ(y). Wavelet
functions for 2-D DWT can be obtained by multiplying two wavelet functions or
wavelet and scaling function for 1-D analysis. For the 2-D case, there exist three

Fig. 1. Two channel Analysis and Reconstruction Filter bank
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Fig. 2. Four channel perfect analysis filter bank

Fig. 3. Pyramidal Structure of Wavelet Analysis of Image

wavelet functions that scan details in horizontal ψ(I)(x, y) = ψ(x)ψ(y), vertical
ψ(II)(x, y) = ψ(x)ψ(y), and diagonal directions: ψ(III)(x, y) = ψ(x)ψ(y). This
may be represented as a four-channel perfect reconstruction filter bank as shown
in Fig. 2.

Now, each filter is 2D with the subscript indicating the type of filter (HPF
or LPF) for separable horizontal and vertical components. The resulting four
transform components consist of all possible combinations of high and low pass
filtering in the two directions. By using these filters in one stage, an image can
be decomposed into four different bands also known as sub-band coding. Re-
construction of the original image is accomplished by upsampling, filtering, and
summing the individual subbands. There are three types of detail images for
each resolution: horizontal (HL), vertical (LH), and diagonal(HH). The opera-
tions can be repeated on Low - Low band using the second stage of identical
filter bank. Thus a typical 2-D DWT used in image compression[2] will generate
the hierarchical pyramidal structure can be generate of the form as in Fig 3.

3 Multilayer Perceptron Model with Back Propagation
learning for Image Compression

The classical model of MLP neural networks consists of three parts: an input
layer, a hidden layer and an output layer. The principle of MLP neural networks
for image compression is followed: the number of neurons in input layer and
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Fig. 4. Neural Network to use as Image Compression Decompression system

output layer is the same N, which is more than the number of neurons in hidden
layer K. The neural networks are trained using the back-propagation learning al-
gorithm: the image data is presented to the input of the network as column wise,
in turn the weight and bias parameters of NN are modified until the mean-square
difference between the output and the input is minimized. As a consequence, the
weights and bias between input and hidden layer of the networks acts as a coder
on the image data to be compressed, while the weights and bias between hid-
den and output layer is able to reconstruct the image, i.e. the decoder with the
certain error. It must be observed that the trained neural network can be used
without change on all kinds of images, thanks to its generalization property. The
number of neurons in the hidden layer is significant for compression rate (CR)
[9]: CR = N/K

A (K xN) dimensional matrixW is the representation of the connection weights
between neurons of input layer and hidden layer as is shown in the Fig.4, and bias
of the j th neuron in hidden layer is denoted by bj : 1 ≤ j ≤ K. Similarly, W rep-
resents the connection weights between neurons of hidden layer and output layer,
and b̂i : 1 ≤ i ≤ N is bias for the ith neuron in hidden layer. The main task here
is to find matrix W so that deviation between the input vector X and the recon-
structed vector Y is minimized and expressed through mean square error (MSE).
The neurons of the hidden layer are used as the components on which the input
blocks will be projected. This operation can be formulated as 1.

hj = f(

N∑

i=1

Wjixi + bj) 1 ≤ j ≤ k (1)

The output of i-th neuron in output layer is:

yi = f̂(
K∑

j=1

Ŵijhj + b̂ij) 1 ≤ i ≤ N (2)



100 D. Gambhir, N. Rajpal, and V. Singh

In this paper, linear function is used as transfer function f (.) of hidden layer [7],

and linear function as the transfer function f̂ (.) of output layer. To the original
image with nxn pixels, it is necessary to divide the image into M non-overlapping
blocks before compression, and each block contains pxp pixels.
The number of neurons in input layer and output layer is pxp. Shown in Fig. 2,
we regard the pixels of each block after pre-treatment as input data of the trained
BP networks. Then the blocks are integrated to a complete image in the output
terminal, consequently accomplishing the image reconstruction. According to
the effect of image reconstruction using typical BP algorithm, there is a higher
compression rate with fewer neurons in hidden layer; however, the quality of
reconstructed image can be improved through, increasing the number of neurons
in hidden layer.

4 Overview of Linear Programming

In canonical forms, the linear programming[1] the linear system of equations is
described is in two forms

i) The standard form
ii) The slack form

In standard form, the linear function maximization is in from the linear inequal-
ities and in slack form the linear function maximization is in from the linear
equalities. The general form of expressing linear equation is:
Say for two variables x1 and x2 is
Maximize x1 + x2
subject to

a1 ∗ x1 + a2 ∗ x2 < b1 (3)

a3 ∗ x1 + a4 ∗ x2 > b2 (4)

. . .

. . .

a5 ∗ x1 + a6 ∗ x2 > b2 (5)

x1, x2 > 0 (6)

We call any setting of variables x1 and x2 that satisfy all the constraints eq.3,
4, 5 is a feasible solution to linear program.

If we draw the graph of constraints (x1,x2) in Cartesian co-ordinate system
as in fig 5

We obtained the set of feasible solutions and the convex region in 2-D space
(shown enclosed area ε) i.e. feasible region. In this feasible region by evaluating
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Fig. 5. Feasible region ε

the objective function i.e. here maximization of x1+x2 for all the available values
in feasible region. The best possible solution in feasible region is known as an
optimal solution and the solution of the function for which the result is desired
(say ) known as optimization function. One point should need to be understood
here that the optimization function may be either maximum or minimum of the
variables.

In general we cannot easily plot the graph for linear programs as the variables
increases the complexity increases. Since feasible region has extremely large no.
of solutions for the linear equations thus there is always need to devise the
method for best possible solution i.e. the optimization of objective function.
Linear programs are useful for modelling an approximate solution for the graph,
combinatorial and network flow problems.

5 Proposed Method

For the standards like JPEG image compression schemes, the use of bigger quan-
tization step sizes at high compression ratios, usually cause severe blockiness and
other coding artifacts. At medium compression ratios, DCT-based image com-
pression systems perform very well and its speed and compression capabilities
are also good. But at higher compression ratios, image quality degrades as well
as annoying artifacts results from the block-based DCT scheme. However, DWT
based compression enables high compression ratio while maintaining good qual-
ity. In[10] Wavelet based coding schemes there is no need to blocked the image
hence these schemes are more robust to transmission and coding errors and also
they provide substantial improvement in picture quality at high compression
ratios because of the overlapping basis functions and better energy compaction
property of wavelet transforms.

A neuro-wavelet based hybrid model for image compression [3], combines the
advantage of both the wavelet transforms and neural networks. Images are de-
composed using wavelet filters into a set of sub bands with different resolution
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Fig. 6. Image Compression scheme based on Neuro Wavelet Hybrid Model

corresponding to different frequency bands. For various sub bands the different
quantization and coding schemes are used based on their statistical properties.
Initially the image is sub-band coded to two levels. The coefficients in low-
est frequency band LL2 are compressed by differential pulse code modulation
(DPCM) because they are extremely important for reconstruction so a loss-
less compression is required here and the coefficients in higher frequency bands
are compressed using different neural networks. The advantage of having neural
networks as Multi-Layer Perceptron with the hebbian learning rule brings the
principle components of image.

The Proposed model is:
The image compression system using the wavelet transform and neural net-

works [6] is shown in Figure 6. The system first computes the seven-band wavelet
decomposition of the input image. The lowest frequency band LL2 is most crucial
band with regard to information point of view. To reconstruct the image from its
data this band is very crucial. Hence LL2 i.e. Band1 is coded using DPCM i.e.
Lossless. The remaining three frequency bands are coded using three different
optimized neural networks. These optimized Neural Networks act as principal
component extractor, here firstly every subband is divide into 8x8 block and
hence each block is normalized. These three different NNs having configurations
as
NN1 for Band 2,3 - 64 : 8 : 64
NN2 for Band 4 - 64 : 4 : 64
NN3 for Band 5,6 - 64 : 1 : 64
The hidden layer outputs of these NN are the principal components of the sub-
image as well as the compressed data. The complete process for the NN1 is
explained as:

These 8x1 compressed output values are fed as input to the decompressor
If we represent our Compression weight matrix as W1, Compression Bias

Matrix as B1, Decompression weight matrix as W2 and Decompression Bias
matrix as B2
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Fig. 7. Neural Network as Image Compressor

Fig. 8. Neural Network as Image Decompressor

Thus complete process as shown above, we can represent in the equation as

Compression Stage W1 ∗X +B1 = X0 (7)

Decompression Stage W2 ∗X0 +B2 = Xrecon (8)

Where X is 64x1 input (i.e. 8x8 image block) and Xrecon as reconstructed image
at receiver, and X0 is 8x1 compressed output.
If we have trained our neural network for the exact Reconstruction of image i.e.
Xrecon = X for every input block, then we can represent the complete process
for no loss is

W2 ∗ (W1 ∗X +B1) +B2 = X (9)

But since we know this process can not be possible without loss thus we introduce
error terms as slack variables and hence new final equation is:

W2 ∗ (W1 ∗X +B1 + ε1) +B2 + ε2 = X (10)

Where the ε1 is error from input to hidden layer of MLP and ε2 is error from
hidden to output layer of MLP.
Hence we define here two terms first correction factor for weights as:

Cfwj =Min
( N∑

i=1

ε1ij
)
=Min

(
ε11j + ε12j + ε13j + ε14j . . .+ ε1Nj

)
(11)
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Fig. 9. New optimized model for NN as Image Decompressor

i.e. an objective function in linear programming terms
wherej = 1, 2, 3 . . .N ( The total no. of such 8x8 block).

And second correction factor for bias as

Cfbj =Min
( N∑

i=1

ε2ij
)
=Min

(
ε21j + ε22j + ε23j + ε24j . . .+ ε2Nj

)
(12)

i.e. another objective function in linear programming terms
where j = 1, 2, 3 . . .N( The total no. of such 8x8 block).
and the errors between the blocks is given as
ε1 = δ(X) i.e the some very small value of input X
ε2 = δ(Xrecon −X) i.e the some very small value of error. ie. Output - Target
Hence the new Decompression Model is
Where

W2newj =W2j + Cfwj (13)

B2newj = B2j + Cfbj (14)

for all j = 1, 2, 3 . . .N

6 Computer Simulation Results

The experimental results of the proposed method are presented subjectively and
objectively. Experiments were conducted using the images lena, pepper, house,
goldhill, and woman of size 256 x 256, with 256 gray levels. Image was decom-
posed using Daubechies 4- coefficient filter (DAUB 4), 6-coefficient filter (DAUB
6), 18 coefficient filter (DAUB 18), 5 coefficients Coiflet filter (COIF5) and 9-
cofficients Biorthogonal filter (BIOR9) for different comparisons. Band-1 is coded
using DPCM, Band-2 and 3 is coded using a neural network with eight units in the
input and the output and 6 hidden units i.e 8-6-8 neural network. Band-4 is coded
using a 8-4-8 neural network, and band-5 and 6 using 16-1-16 network. The rea-
son behind to having different lies in the fact that the components in band 2,3 are
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Fig. 10. a) Original Image b) Reconstructed with Optimization c) Reconstructed with-
out optimization

Table 1. NN Training with Lena image and compression for Lena

Wavelet
Filter

bpp
without
Huffman
encoding

bpp with
Huffman
encoding

MSE
without
optimiza-
tion

MSE with
optimiza-
tion

PSNR
without
Optimiza-
tion(dB)

PSNR
with opti-
mization
(dB)

DAUB4 0.188 0.1380 97.29 34.68 28.25 32.73
DAUB6 0.188 0.1382 94.42 46.89 28.38 31.42
DAUB18 0.200 0.1384 83.38 60.96 28.92 30.28
COIF5 0.200 0.1382 73.46 61.38 29.47 30.25
BIOR9 0.198 0.1379 75.00 42.56 29.38 31.84

Table 2. NN Training with Lena image and compression for Peppers

Wavelet
Filter

bpp
without
Huffman
encoding

bpp with
Huffman
encoding

MSE
without
optimiza-
tion

MSE with
optimiza-
tion

PSNR
without
Optimiza-
tion(dB)

PSNR
with opti-
mization
(dB)

DAUB4 0.188 0.1380 126.79 36.147 27.10 32.55
DAUB6 0.188 0.1382 120.56 46.034 27.33 31.50
DAUB18 0.200 0.1384 85.72 53.22 28.80 30.87
COIF5 0.200 0.1382 119.42 60.26 27.36 30.33
BIOR9 0.198 0.1379 125.33 48.314 27.15 31.29

more important than band 5,6 thus are represented with more bits. Scalar quan-
tization and Huffman coding was then used on the coefficients of hidden layer to
gain more compression. The metric used for comparison of original image f and
decoded image f̂ is the PSNR (peak signal-to-noise ratio) value. In general, the
larger PSNR value, the better is the reconstructed image qualitatively. The math-
ematical formulae for the computation of MSE & PSNR is

MSE =

M∑

m=1

N∑

n=1

[pixorg(m,n)− pixcomp(m,n)]
2

(15)
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Table 3. Proposed algorithm comparison for different test images for NN training and
testing with same test image alongwith standard approaches

Image bpp MSE PSNR
(dB)

Time(sec) for
training the
NN For MSE
0.02

PSNR
(dB) with
JPEG

PSNR
(dB) with
JPEG2000

Lena 0.1380 34.92 32.7 0.37 / 135
Epochs

30.654 30.512

Peppers 0.1392 48.20 31.3 0.41/142
Epochs

29.732 31.329

GoldHill 0.1396 49.33 31.2 0.41 / 142
Epochs

28.374 31.112

House 0.1385 31.84 33.1 0.38 / 152
Epochs

29.076 32.980

Woman 0.1392 15.24 36.3 0.36 / 135
Epochs

28.209 32.324

PSNR = 10 log10

(
2552

MSE

)
(16)

7 Conclusion

This paper presented an optimized neuro-wavelet based image compression. This
image compression method are further compared for the various kind of wavelets
used. Comparison results show that DAUB18 performed better than other filter
function. Representation of neural network as linear programming used to opti-
mize the network greatly enhances the performance of the system.
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Abstract: Many techniques have been reported for handwritten based 
document image retrieval. This paper proposes a novel method by using 
Contourlet Transform (CT) for feature extraction of document images which 
achieves high retrieval rate. The handwriting of different people is often 
visually distinctive; we take a global approach based on texture analysis, where 
each writer’s handwriting is regarded as a different texture. The Canberra 
distance is used as similarity measure in proposed system. A retrieval result 
with proposed method is very promising with precision and recall as compared 
to the existing system. 

Keywords: Document image analysis and retrieval, CT, document similarity 
measurement, handwritten   documents, handwriting classification and retrieval, 
writer identification. 

1    Introduction 

This article is focused on handwritten document analysis for experts. The method that 
we propose, allows the retrieval of digitized handwritten document images according 
to writers. Many organizations currently use and dependent on document image 
database. Searching for relevant document from large complex document image 
repositories is a central problem in document image analysis and retrieval. Document 
image retrieval provides user with an efficient way to identify a questioned document 
from among a large set of known database [1]. In this paper, we have proposed 
automatic handwritten document image retrieval based on writer which is 
independent of the textual contents. Document image retrieval is a very attractive 
field of research with the continuous growth of interest and increasing security 
requirements for the development of the modern society. Our objective is to find 
writer based document image retrieval. We use multi-channel spatial filtering 
techniques to extract texture features from handwriting images. There are many 
available filters in multi-channel techniques. In this paper the writer retrieval is based 
on the definition of features that can extract over an entire textual handwriting 
sample. Hence, we propose a global approach of writer based handwritten document 
image retrieval using Contourlet transform.  
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The need for searching scanned handwritten documents are involved in application 
such as collection dating, works genesis, critical edition, document authentication. In 
2003, Srihari et al. [2], have realized the importance of handwritten document 
retrieval and have presented their retrieval system dedicated to forensics applications 
such as writer identification. In 2004, Schomaker and Bulacu [3], computes a code 
book of connected component contours from an independent training set and employs 
the probability density function of the unknown writing to identify its author. In 2005, 
Bensefia et al [4], uses local features based on graphemes that are produced by a 
segmentation algorithm based on the analysis of the minima of the upper contour. In 
2006, Pareti and Vincent [5], models the distribution of patterns occurring in 
handwriting texts by zipt law, the respective zipt curve charactering the writer. In 
2007, G.Joutel et al [6], proposed curvelets based queries for CBIR applications in 
handwriting collections, in this method curvelet coefficients are used as representation 
tool for handwriting when searching in large manuscripts databases by finding similar 
handwritten samples. In 2008, Siddiqi and Nicole [7], proposed effective method for 
writer identification in handwritten documents. This method is based on identify the 
writing style of an author and then extracting the forms that a writer used frequently 
as he draw the characters. In 2009, Siddiqi and Nicole [8], proposed a set of chain 
code based features for writer recognition. This method is based on finding the 
contours of a handwritten image and extracting a set of chain code based histograms 
at the global as well as local levels. In 2010, Liangshuo Ning et. al[9], proposed 
effective method for writer identification using multiscale gaussian markov random 
fields. Our work differs from those one because it uses a wavelet based tool, the 
Contourlet, which has never been used in this context. 

The main contribution of this paper is that, we have proposed a novel writer based 
handwritten document image retrieval using Contourlet transform. Unique properties 
of CT like directionality and anisotropy made it a powerful tool for feature extraction 
of images in the database. Handwritten document matching is performed using 
Canberra distance. The experimental results of proposed method were satisfactory and 
give better results as compared with earlier approaches. The rest of paper is organized 
as follows.  Section 2, discusses the proposed system. Handwritten document image 
retrieval phase is presented in section 3. In section 4 the experimental results are 
presented and finally section 5, conclude the work. 

2   Proposed System  

The objective of the proposed work is to study the use of edge and texture orientations 
as image features in document image retrieval. The basic architecture of the system is 
shown in Fig. 1. An improved method based on Contourlet transform is proposed in 
this work. There are two issues in building the proposed system 

 
• Every image in the image data base is to be represented efficiently by  

   extracting significant features. 
• Relevant images are to be retrieved using similarity measures between query 

and every image in the image database 
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Fig. 1. System Architecture for Proposed System 

The performance of the proposed system can be tested by retrieving the desired 
number of the handwritten document images from the document image database. The 
average retrieval rate is the main performance measures in the proposed system. 

2.1   Feature Extraction  

Features used for the document image retrieval task are mainly global features which 
are based on statistical measurements, extracted from the whole block of text to be 
identified. These features can be broadly classified into two families: 
 

• Features extracted from texture: the document image is simply seen in 
this case as an image and not as handwriting. For example, application 
of the multi-channel Gabor filtering technique, co-occurrence matrices, 
Curvelet transform and Contourlet transform were considered. 

• Structural features: in this case the extracted features attempt to describe 
some structural properties of the handwriting. For example the average 
height, the average width, and the average slope. 

 

In our proposed approach uses Contourlet transform technique is implemented to 
obtain texture features. Multiscale and time-frequency localization of an image is 
offered by wavelets. But, wavelets are not effective in representing the images with 
smooth contours in different directions. Contourlet Transform (CT) addresses this 
problem by providing two additional properties viz.,directionality and anisotropy 
[10].which are defined as: 

• Directionality: The representation should contain basis elements 
oriented at a variety of directions, much more than the few directions 
that are offered by wavelets. 

• Anisotropy: To capture smooth contours in images, the representation 
should contain basis elements using a variety of elongated shapes with 
different aspect ratios. 
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Contourlet transform is a multiscale and directional representation that uses first a 
wavelet like structure for edge detection and then a local directional transform for 
contour segment detection. In the double filter bank structure, Laplacian Pyramid 
(LP) is used to capture the point discontinuities and then followed by a directional 
filter bank (DFB), which is used to link these point discontinuities into linear 
structures. The Contourlets have elongated supports at various scales, directions and 
aspect ratios. This allows Contourlets to efficiently approximate a smooth contour at 
multiple resolutions [11]. In the frequency domain, the Contourlet transform provides 
a multiscale and directional decomposition. Contourlet transform is simple and 
flexible but it introduces redundancy (up to 33%) due to the LP stage. These 
properties of CT i.e. directionality and anisotropy made it a powerful tool for content 
based image retrieval (CBIR). 

2.1.1   Laplacian Pyramid Decomposition 
To obtain multiscale decomposition LP is used. LP decomposition at each level 
generates a down sampled low pass version of the original image and difference 
between the original and the prediction that results in a band pass image. The LP 
decomposition is shown in Fig. 2. In LP decomposition process, H and G are one 
dimensional low pass analysis and synthesis filters respectively. M is the sampling 
matrix. Here, the band pass image obtained in LP decomposition is then processed by 
the DFB stage. LP with orthogonal filters provides a tight frame with frame bounds 
equal to 1. 

 

Fig. 2. LP Decomposition (One Level) 

In LP decomposition of an image, f (i,j ) represent the original image and its low pass 

filtered version is f lo (i, j) and the prediction is f̂(i, j). The prediction error is given by 

 

   Pe (i, j) = f (i, j) - fˆ(i, j)   (1) 
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The directional decomposition is performed on Pe (i, j) as it is largely decorrelated 
and requires less number of bits than f (i, j). In Equ. 1, Pe (i, j) represents a band pass 
image. Further decomposition can be carried by applying Eq. 1 on f lo (i, j) iteratively 

to get f l1 (i, j), f l 2 (i, j)… f ln (i, j), where ‘n’ represents the number of pyramidal 
levels. In LP reconstruction the image is obtained by simply adding back the 
difference to the prediction from the coarse image. 

2.1.2   DFB Decomposition 
DFB is designed to capture the high frequency content like smooth contours and 
directional edges. Several implementations of these DFBs are available in the 
literature. This DFB is implemented by using a k-level binary tree decomposition that 
leads to 2k directional sub-bands with wedge shaped frequency partitioning as shown 
in Fig. 3. But the DFB used in this work is a simplified DFB [13], which is 
constructed from two building blocks. The first one is a two-channel quincunx filter 
bank with fan filters. It divides a 2-D spectrum into two directions, horizontal and 
vertical. The second one is a shearing operator, which amounts to the reordering of 
image pixels. Due to these two operations directional information is preserved. This is 
the desirable characteristic in system to improve retrieval efficiency. Band pass 
images from the LP are fed to DFB so that directional information can be captured. 
The scheme can be iterated on the coarse image. This combination of LP and DFB 
stages result in a double iterated filter bank structure known as Contourlet filter bank, 
which decomposes the given image into directional sub-bands at multiple scales 

. 

Fig. 3. DFB Frequency Partitioning 

3   Handwritten Document Image Retrieval 

3.1   Feature Database Creation 
 

To conduct the experiments, each image from database is decomposed using CT with 
a 4 level (0, 2, 3, 4) LP decomposition. At each level, the numbers of directional 
subbands are 3, 4, 8 and 16 respectively. These parameters results in a 62 dimensional 
feature vector. To construct the feature vectors of each image in the database, the 
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energy and standard deviation were computed separately on each subband and the 
feature vector was formed using these two parameter values and normalized [12]. The 
retrieval performance with combination of these two feature parameters always 

outperformed that using these features individually. The energy ( )Ek and 

( )σ k standard deviation of kth subband is computed as follows . 
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Where ),( jiW k   is the kth   contourlet decomposed subband, NM × is the size of 

contourlet decomposed subband, and μk   is the mean of the kth subband. The 

resulting feature vector using energy and standard deviation are 

[ ]nE EEEf ...21=      and [ ]nf σσσσ ...21=   

respectively. So combined feature vector is  

[ ]nnE EEEf ...... 2121 σσσσ =                   (4) 

We normalized the feature vector Ef  and σf  by applying the following statistical 

normalization method given in Equ. (5) and Equ. (6) respectively.  
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Where μ
Ef    , μ

σf
   andσ

Ef
 , σ

σf
  are the mean and the standard deviation of Ef  

, σf   respectively.  Finally, the resultant feature vector will be the combined 

normalized vector f V  . 
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For the creation of feature database, the above procedure is repeated for all the 
images in the database and these feature vectors are stored in the feature database 

3.2   Document Image Matching 

There are several ways to work out the distance between two points in 
multidimensional space. We have used Canberra distance as similarity measure. If x 
and y are the feature vectors of the database and query image respectively, and have 
dimension d, then the Canberra distance is given by Equ. 8 

Canb (x, y) 
+
−

=
=

d

i ii

ii

yx

yx

1
 

(8)

The average retrieval rate for the query image is measured by counting the number 
of handwritten document images from the same category which are found in the top 
‘N’ matches.  

4   Experimental Results 

4.1   Image Database 

The handwritten document images were collected using either black ink or blue ink 
(No pen brands were taken into consideration), on a white A4 sheet of paper, with one 
handwriting document image per page. A scanner subsequently digitized the 
document, contained on each page, with a resolution of 256 x 256 pixels. A number 
of experiments were carried out to show the effectiveness of the proposed system. A 
group of 15 writers are selected for 16 specimen handwritten document which make 
the total of 15x16=240 handwritten document database. Examples of handwriting 
document by these writers are shown in figure 4, for the purpose of retrieval. 

    

Writer 1 Writer 2 Writer 3 Writer 4 

Fig. 4. Examples of handwriting documents of four different writers 

4.2   Retrieval Performance 

For each experiment, one image was selected at random as the query image from each 
writer and thus retrieved images were obtained. For performance evaluation of the 
document image retrieval system, it is significant to define a suitable metric. Two 
metrics are employed in our experiments as follows.  
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Recall = 
databaseindocumentsrelevantofNumber

retrieveddocumentsrelevantofNumber
            

(9)

Precision =
retrieveddocumentsofNumber

retrieveddocumentsrelevantofNumber
                 (10)

 Results correspond to precision and recall rate for a Top1, Top 2, Top 5, and Top 
10, and Top 15. The comparative retrieval performance of the proposed system on the 
database using CT features is shown in Table 1. 

Table 1. Average Retrieval Performance 

 Curvelet Transform Contourlet Transform 

No. of Top 
matches 

Precision % Recall % Precision  % Recall % 

Top 1 100 6.25 100 6.25 
Top 2 100 12.5 95 11.87 
Top 5 88 27.5 94 29.35 
Top 8 69 34.37 76 38.12 
Top 10 63 36.85 72 45.00 
Top 15 49 46.25 61 56.87 

Avg Retrieval Rate Vs No. of Top Retrived Images

0

10

20

30

40

50

60

Top1 Top2 Top5 Top8 Top10 Top15

No. Top Retrieved Document Images

A
vg

. R
et

ri
ev

al
 R

at
e(

%
)

Curvelet

Contourlet

 

Fig. 5. Comparative average retrieval rate using Curvelet and Contourlet transform 

Retrieval performance of the proposed method is compared using Curvelet 
transform technique[6].We evaluated the performance in terms of average rate of 
retrieving images as function of the number of top retrieved images. Figure 5, shows 
graph illustrating this comparison between Curvelet transform and Contourlet 
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transform according to the number of top matches considered for database. From Fig. 
5, it is clear that the new method is superior to Curvelet transform. The proposed 
method always outperforms the earlier method. The comparative performances in 
terms of average retrieval rate are shown in Fig. 5. To retrieve images from the 
database those have a similar writer to the original request. In Fig. 6, retrieval 
example results are presented in a list of images having a query image. 

 

 

Query   image 

 

Fig. 6. List of the five most similar retrieved handwritten document images from the database 

5   Conclusions 

We have described a new approach towards writer based handwritten document 
image retrieval using Contourlet transform. This approach is based on the 
observations of the handwriting of different writer is visually distinctive and global 
approach based on texture analysis has been adopted. Features were extracted from 
handwriting images using Contourlet transform technique. Handwritten document 
matching was performed using the Canberra distance. Retrieval results with proposed 
method are very promising with precisions and recalls as compared to the existing 
system. 
 
Acknowledgments. The authors would like to appreciate all writers who gave 
permission to use their handwritten documents in this study. 
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Abstract. This paper presents content-based image retrieval frameworks with 
relevance feedback based on AdaBoost learning method. As we know relevance 
feedback (RF) is online process, so we have optimized the learning process by 
considering the most positive image selection on each feedback iteration. To 
learn the system we have used AdaBoost. The main significances of our system 
are to address the small training sample and to reduce retrieval time.  
Experiments are conducted on 1856 texture images to demonstrate the 
effectiveness of the proposed framework. These experiments employed large 
image databases and combined RCWFs and DT-CWT texture descriptors to 
represent content of the images. 

Keywords: Content-Based Image Retrieval (CBIR), Relevance Feedback (RF), 
Rotated Complex Wavelet Filters (RCWFs), Dual Tree Complex Wavelet (DT-
CWT), and Image retrieval. 

1   Introduction 

Recently, there is a huge collection of digital images are available. Since there is a 
development of the internet and availability of digital devices such as scanners, digital 
cameras etc. With these huge collections, it is very essential to have efficient and 
effective tools for searching, browsing and retrieval of images. To do these tasks 
CBIR was introduced in the early 1980.  CBIR uses the low level features like color, 
texture and shape to retrieve the most similar images stored in the database. With 
these low level features, user’s perception on the images can not be achieved. Since 
different users perception is different on same images. It is the big disadvantage of the 
CBIR. To overcome this, relevance feedback (RF) was introduced into CBIR in 
1998[5]. There is good review on CBIR [1-4].  

RF is an online process, which tries to learn the user perception interactively; 
initially RF was designed for text-based information retrieval systems. Later it was 
introduced into CBIR during mid 1990’s, with the involvement of the user in the 
retrieval loop to reduce the “semantic gap” between query representation (low level 
features) and user perception (high level concepts).   RF has been proved to provide 
effective and efficient retrieval performance improvement in CBIR systems through 
interactive learning based on the user feedback [5-6]. 
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1.1   Related Work  

Recently, many researchers began to consider the RF as a classification or semantic 
learning problem. That is a user provides positive and/or negative examples, and the 
systems learn from such examples to separate all data into relevant and irrelevant 
groups. Hence many classical machine learning schemes may be applied to the RF, 
which include decision tree learning [7], Bayesian learning [8]-[9], support vector 
machines [10], boosting [11] and so on. There is good review on RF in [12]. The 
process of learning is very difficult task in RF [12]-[14], due to the following reasons 
 

1) Training data is very small, which is less than the dimension of the feature 
space. This makes difficult to apply most of the learning methods such as linear 
discriminate fisher classifier and relevance vector machine (RVM). Though the 
RVMs are sparser than the SVMs and use less number of kernel functions. 

2) Training data is asymmetrical, which creates a too much imbalance between the 
relevant and    irrelevant images. 

3) In RF, for every iteration we have to perform both training and testing online, 
which takes more  real time. 

 

For visual representation of the images, we employed the global texture features 
presented in [18],   which provides very efficient performance. Much of the work on 
RF uses the low-level representation using discrete wavelet transform (DWT) [15], 
Gobor filters [16] and  co-occurrence matrix [19][20] for textures. In order to retrieve 
the general purpose images like artificial objects and natural scenes most of the time 
textural features are combined with color and shape to get better retrieval 
performance. However, they still suffers from the poor directional sensitivity, shift 
variant and, redundancy. From these combined features we may get better retrieval 
performance but not efficient one because as we increase number of features it 
increases the dimensionality of feature space. With such high dimensional feature 
space, RF may become impractical for even medium sized databases [14]. In order to 
store and process these high dimensional feature vectors it requires more memory 
space and time. So, to make our system efficient, we have to consider two factors 
namely time complexity and space complexity together with better retrieval 
performance. To overcome above problem, we propose to use the new rotated 
complex wavelet filters which gives both better and efficient retrieval performance. 

1.2   Our Approach 

In this paper we have used our earlier recent work [18] to extract more compact 
effective low level features, to improve the retrieval performance in terms of speed, 
storage and accuracy by using the rotated complex wavelet filters and dual tree 
complex wavelet transform jointly. To reduce the significant gap between low level 
feature and high level concepts, we have proposed a new RF approach and it is tested 
using AdaBoost. We found that proposed RF framework provides efficient retrieval 
performance in very few feedback iterations. A new relevance feedback approach, 
which is based on a ADABoost uses the relevant and irrelevant examples. Our 
extensive experiments using proposed RF with AdaBoost on standard texture 
database show significant improvements with respect to retrieval performance. 
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The rest of the paper is organized as follows, we briefly discuss the dual-tree 
complex wavelet, and dual tree rotated complex wavelet in section 2. In section 3, we 
have, explained the concept of AdaBoost. In section 4, experimental results are 
discussed. Finally, the conclusion is given in section 5. 

2   Image Descriptors  

2.1   DT-CWT 

Real DWT has poor directional selectivity and it lacks shift invariance. Drawbacks of 
the DWT are overcome by the complex wavelet transform (CWT) by introducing 
limited redundancy into the transform. But still it suffer from problem like no perfect 
reconstruction is possible using CWT decomposition beyond level 1, when input to 
each level becomes complex. To overcome this, Kingsbury [21] proposed a new 
transform, which provides perfect reconstruction along with providing the other 
advantages of complex wavelet, which is DT-CWT. The DT-CWT uses a dual tree of 
real part of wavelet transform instead using complex coefficients. This introduces a 
limited amount of redundancy and provides perfect reconstruction along with 
providing the other advantages of   complex wavelets. The DT-CWT is implemented 
using separable transforms and by combining subband signals appropriately. Even 
though it is non-separable yet it inherits the computational efficiency of separable 
transforms. Specifically, the 1-D DT-CWT is implemented using two filter banks in 
parallel, operating on the same data. For d-dimensional input, a   scale DT-CWT 
outputs an array of real scaling coefficients corresponding to the lowpass subbands in 

each dimension. The total redundancy of the transform is and independent of . 

The mechanism of the DT-CWT is not covered here. See [22] and [23] for a 
comprehensive explanation of the transform and details of filter design for the trees. 

A complex valued   can be obtained as 

                                           (1)

Where     and   are both real-valued wavelets. The impulse response of 

six wavelets associated with 2-D complex wavelet transform are illustrated in Fig. 1. 

 

Fig. 1. Impulse response of six wavelet filters of complex wavelet. 

2.1   DT-RCWF 

Recently we have designed 2D- rotated complex wavelet transform [18]. Directional 
2D RCWF are obtained by rotating the  directional 2D DT-CWT  filters  by 450 so 
that decomposition is performed along new direction, which are 450apart from  
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decomposition  of  CWT. The size of a newly obtained filter is , 

where is the length of the 1-D filter. The decomposition of input image with 2-D 
RCWF followed by 2-D downsampling operation is performed up to the desired level. 
The computational complexity associated with RCWF decomposition is the same as 
that of standard 2-D DT-CWT, if both are implemented in the frequency domain. The 
set of RCWFs retains the orthogonality property. The six subbands of 2D DT-RCWF 

gives information strongly oriented at .The mechanism 

of the DT-RCWF is explained in our earlier work [18]. The 2D DT-CWT and RCWF 
provide us with more directional selectivity in the direction 

than the DWT whose directional 

sensitivity is in only four directions . The impulse response of six 

wavelets associated with rotated complex wavelet transform is illustrated in Fig. 2. 
 

. 
 
 

 

Fig. 2. Impulse response of six rotated complex wavelet filter 

3   AdaBoost   

AdaBoost was introduced in 1995 by Freund and Schapire [24] as an efficient 
algorithm of the ensemble learning field. It is used to boost the classification 
performances of a weak learner. It does this by combining a collection of weak 
classification functions to form a stronger classifier. AdaBoost combines iteratively 
the weak classifiers by taking into account a weight distribution on the training 
samples such that more weight is attributed to samples misclassified by the previous 
iterations.  

Consider a two classification problem, in which the training data comprises input 

vectors ܺଵ,… , ܺே along  with corresponding  binary target variables ݐଵ, … ,  ,௡ݐ

where ݐ௡ א ሼെ1,1ሽ. each  data point is given an associated weighting parameter ݓ௡, which is initially set 1 ܰ⁄  for all data points. We shall suppose that we have a 
procedure available for training a base classifier using weighted data to give a 

function ݕሺݔሻ א ሼെ1,1ሽ. At each stage of the algorithm, AdaBoost trains a new 
classifier using a data set in which the weighting coefficients are adjusted according 
to the misclassified data points. Finally, when the desired number of base classifiers 
has been trained, they are combined to form a committee using coefficients that give 
different weight to different base classifiers.  
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3.1 Image Retrieval  

3.1.1 Feature Database Creation  
To conduct the experiments, each image from database is decomposed using DT-
CWT and DT-RCWF up to third level and two different sets of features were 
computed as follows. 

To construct the feature vectors of each image in the database, we decomposed 
each image using DT-CWT and DT-RCWF up to third level.  The Energy and 
Standard Deviation (STD) were computed separately on each subband and the feature 
vector was formed using these two parameter values. The retrieval performance with 
combination of these two feature parameters always outperformed that using these 

features individually [18]. The Energy and Standard Deviation of 

subband is computed as follows 

                        (5)

                      (6)

Where  is the  wavelet-decomposed subband,  is the size of 

wavelet decomposed subband, and   is the mean of the subband. The resulting 

feature vector using energy and standard deviation are 
 

and   respectively. So combined feature vector 

is  

         
           (7) 

3.2   Image Matching  

We have randomly selected any one of the 1856 images as a query image from texture 
images. Query image is further processed to compute the feature vector as given in 
section 3.1. Canberra distance metric is used as a similarity measure. If   and   

are the feature vectors of  the database and query image, respectively, and have 
dimension , then the Canberra distance is given by 

Canb (x, y)                                   (8)

( )Ek ( )σ k kth

( ) 
×

=
= =

M

i

N

j
kk jiW

NM
E

1 1
,

1

( )( )
2

1
2

1 1
,

1














  −

×
=

= =

N

i

M

j
kkk jiW

NM
μσ

),( jiW k k
th NM ×

μk kth

[ ]nE EEEf ...21=

[ ]nf σσσσ ...21=

[ ]nnE EEEf ...... 2121 σσσσ =

x y

d


+
−

=
=

d

i ii

ii

yx

yx

1



 Semantic Learning in Interactive Image Retrieval 123 

4   Experiments 

To evaluate the performance of a proposed system, we have used the Brodatz texture 
photographic album. The experiments were conducted using MATLAB 7.0 with Intel 
core2Duo, 1 GB RAM machine. 

4.1   Image Database  

The texture database used in our experiment consists of 116 different textures [18]. 
We used 108 textures from Brodatz texture photographic album, seven textures from 
USC database and one artificial texture. Size of each texture image is 512×512. Each 
512×512 image is divided into sixteen 128×128 non overlapping sub images, thus 
creating a database of 1856 texture images.  

4.2   Performance Measures 

For experimental results, it is significant to define a suitable metric for performance 
evaluation. We have used Average accuracy and it is defined as the percentage of 
relevant images of retrieved images among all relevant images in the database. 

Experimental results are evaluated on 116 queries randomly selected from the 
texture database. The reported results of average accuracy are obtained by taking an 
average over the 116 queries texture database.  

For each experiment, one image was selected at random as the query image from 
each category and thus the retrieved images were obtained. Then, the users were 
asked to identify those images that are related to their expectations from the retrieved 
images. These selected images were used as feedback images for next iteration. 
Finally, we have computed the average accuracy of all the categories in the database. 
Each image category contains 16 images.  The feedback processes were performed 4 
times. 

 

Fig. 3. Average accuracy versus iteration curves for texture images 
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Fig.3 describes detailed comparison of the average retrieval accuracy obtained 
using Rui[5] and AdaBoost on every feedback iteration of the randomly selected 
image from each category of texture database. The main observation of proposed RF 
using AdaBoost gives better retrieval performance comparing with Rui. method. 
From the Fig. 3, we observed that,  there is a rapid increase in retrieval performance 
with each feedback iteration of proposed RF using AdaBoost learning algorithm. 
Retrieval performance is improved from 78.5% to 91.70% from first iteration to the 
fourth iteration using AdaBoostRF   

We illustrated these observations using graph in Fig. 3 and results are also 
tabulated in table 1.   

Table 1. Average accuracy on each feedback iterations for Texture database 

Approach CBIR 1st 
iteration 

2nd 
iteration 

3rd 
iteration 

4th 
iteration 

AdaBoostRF 78.5 88.52 91.32 91.70 91.70 

Rui method  78.5 84.50 87.52 89.42 90.01 

 

4.3   Image Retrieval Examples   

We use an example to illustrate the performance improvement of the proposed 
approach in Fig. 4(a)-4(c) for texture database. Fig.4(a) is the result of CBIR using 
combined features (RCWT+DT-CWT), in which among top 20 images, 8 images 
belongs to the desired category (i.e images 1-6 and image 16, 20) and remaining 12 
belongs to irrelevant category. So we got 50.0% retrieval precision from CBIR. Fig.4 
(b)-(c) shows performance improvement of the proposed approach using the 
AdaBoost for texture database.  From Fig. 4(b) to 4(c), we can observe that retrieval 
accuracy increasing from 81.25% to 93.75% from first iteration to second iteration of 
relevance feedback and it remains same in further iterations 

 

Fig. 4. (a) Result of CBIR  using Combined features (RCWF +DT_CWT) (8/16) 



 Semantic Learning in Interactive Image Retrieval 125 

 

Fig. 4. (b) Result after first feedback iteration using AdaBoostRF(13/16) 

 

Fig. 4. (c) Result after second feedback iteration using AdaBoostRF (15/16) 

5   Conclusion  

In this paper, an active relevance feedback framework has been proposed to handle 
the small training data problem in RF and optimizing the testing set in order to reduce 
the retrieval time. The proposed relevance feedback framework is tested using 
AdaBoost with texture features. The RF framework is tested on large scale standard 
texture image database. The framework has demonstrated very promising retrieval 
accuracy. From experimental results, we found that RF using AdaBoost with 
combined texture features RCWF and DT-CWT gives better retrieval performance. 
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Abstract. Popular entropy coding methods for lossless compression of images 
depend on probability models. They start by predicting the model of the data. 
The accuracy of this prediction determines the optimality of the compression. 
These methods are very slow because of visiting the data (pixels) in left to right 
order. Parallel implementation of these methods is adopted by researchers to 
speed up the process. In this paper, the authors propose a new approach to 
image compression using crack coding. The novelty and better compression 
ratio of the method is due to its recursiveness in finding the variable-length 
entropy. The proposed method starts with the original image and develop crack 
codes in a recursive manner, marking the pixels visited earlier and expanding 
the entropy in four directions. The proposed method is experimented with 
sample bitmap images and results are encouraging. The method is implemented 
in uni-processor machine using C language source code. 

Keywords: Contour, Crack Coding, Entropy, Lossless Compression, Image. 

1   Introduction 

Now a days network plays an important role in our life. It is hard to pass a day 
without sharing information with others. Transmission of images is also the need of 
the day. Transmission of images in their original form increases the time spent in  
network and we need to  increases the bandwidth for fast transmission. On the other 
hand, compressed images which can be restored at the receiving end can very much 
reduce network overheads.  

Compression of images[9] is concerned with storing them in a form that does not 
take up so much space as original. An enormous amount of data is produced when a 
2-D light intensity function is sampled and quantized to create a digital image. Image 
compression addresses the problem of reducing the amount of data required to 
represent a digital image.  

The underlying basis of the reduction process is the removal of redundant data. 
From a mathematical view point, this amounts to transforming a 2-D pixel array into a 
statistically uncorrelated data set[2]. The transformation is applied prior to storage or 
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transmission of the image. At some later time, the compressed image is decompressed 
to reconstruct the original image or an approximation to it.  

2   Existing Methods 

The four different approaches[3],[5] to compression are Statistical Compression,  Spatial 
compression,  Quantizing compression, Fractal compression. In spatial approach, 
image coding is based on the spatial relationship between pixels of predictably similar 
types. The method proposed in this paper employs spatial approach for compression. 

Run-length encoding (RLE) is a very simple form of data compression in which 
runs of data (that is, sequences in which the same data value occurs in many 
consecutive data elements) are stored as a single data value and count, rather than as 
the original run. This is most useful on data that contains many such runs: for 
example, simple graphic images[8] such as icons, line drawings, and animations. It is 
not useful with files that don't have many runs as it could greatly increase the file size. 

Huffman coding removes coding  redundancy. Huffman’s procedure creates the 
optimal code for a set of symbols and probabilities subject to the constraint that the 
symbols be coded one at a time. After the code has been created, coding and/or 
decoding is accomplished in the simple look-up table . When large number of 
symbols is to be coded, the construction of the optimal binary Huffman code is a 
difficult task. 

Arithmetic coding (AC)[4] is a special kind of entropy coding. Arithmetic coding 
is a form of variable-length entropy encoding used in lossless data compression. 
Arithmetic coding differs from other forms of entropy encoding such as Huffman 
coding in that rather than separating the input into component symbols and replacing 
each with a code, arithmetic coding encodes the entire message into a single number.  

Compression algorithms that use arithmetic coding start by determining a model of the 
data – basically a prediction of what patterns will be found in the symbols of the 
message. The more accurate this prediction is, the closer to optimality the output will be.  

3   Image Model 

A digitized image is described by an N x M matrix of pixel values are nonnegative 
scalars, that indicate the light intensity of the picture element at (i,j) represented by 
the pixel. 

 

Fig. 1. Image Model 
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3.1    Connectivity 

In many circumstances it is important to know whether two pixels are connected to 
each other, and there are two major rules[7] for deciding this. Consider a pixel called 
P, at row i and column j of an image; looking at a small region centered about this 
pixel, we can label the neighboring pixels with integers. Connectivity is illustrated 
below: 

 

Two pixels are 4-adjacent if they are horizontal or vertical neighbors. The 4-
adjacent pixels are said to be connected if they have the same pixel value. 

 

Fig. 2. 4-Connected Pixels 

 

3.2   Contour Tracing with  Crack Coding 

Contour coding[4] has the effect of reducing the areas of pixels of the same grey 
levels to a set of contours that bound those areas. If the areas of same grey level are 
large with a simple edge, then the compression rate can be very good. In practice, it is 
best to make all contours circular[4], so that they return to the originating pixel - if 
necessary along the path that they have already traversed - and to identify the grey 
level that they lie on and enclose. 8-connected contour is known as chain coding and 
4-connected contour is known as crack coding. In this paper, authors used crack 
coding and grey level of each contour is saved along with the contour. 
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Fig. 3. (a) Original Image Fig. 3. (b) 4-Connected Contour 

4   Proposed Method 

The proposed method works with the original image as it is. It does not process the 
image in any way and transform the pixels of the image as in edge detection. It finds 
all the possible 4-connected contours and stores the 4-directions of the contour along 
with grey value being examined. The process is repeated with the help of a recursive 
procedure and marking all the pixels visited along the contour path.  The marked 
pixels are eliminated for further examination of connected pixels. The four direction 
crack code values (0,1,2,3 consuming 3 bits per number) are packed into a byte and 
stored along with the grey value in output file. No loss of pixels[1] are observed in the 
proposed compression method. The following is the format of stored compressed 
image: 

 
Row, Column, Grey-Value, 4-direction crack codes 
 

4.1    Algorithm for Compressing Original Image 

The following algorithm shows the sequence of steps to be followed to compress the 
original image. 
 

Step 1 Read an uncompressed image file[6] 
Step 2 Read number of rows n and columns m of the image from 

 header 
Step 3 Separate pixels P[n,m]  
Step 4 For i=1 to n do 5 
Step 5 For j=1 to m do 

 Store P[i,j] and its grey value g as beginning of the 
 contour 

 Mark the pixel P[i,j]  
 Crack_Code(P,i,j,g) 

Step 6 Write the header information and contour codes in another 
 file. 

 



132 T. Meyyappan, S.M. Thamarai, and N.M. Jeya Nachiaban 

Procedure Crack_Code(P,i,j,g) 
Begin     
    if(P[i, j-1] equal g) then store 0; Crack_Code(P,i, j-1,g);  
      else   
    if(P[i-1,j] equals g) then store 1; Crack_Code(P,i-1,j,g); 
      else 
     if(P[i,j+1] equals g) then store 2; Crack_Code(P,i, j+1,g); 
      else 
     if(P[i+1,j] equals g) then store 3; Crack_Code(P,i+1, j,g); 
      else 
       return; 
End; 

4.2   Algorithm for Restoration of Original Image from Compresed Image 

The following algorithm shows the sequence of steps to restore the original image 
from compressed image. 

 

Step 1 Open the compressed image file. 
Step 2 Read number of rows m and columns n of the image from 

 header. 
Step 3 Initialize P[n,m] 
Step 4 Repeat steps 5 to 8 until all the crack coded contours are 

 processed 
Step 5 Read starting coordinate position(i, j) and grey value g of 

 next contour. 
Step 6 P[i, j]=g; 
Step 7 Read next crack code c; 
Step 8 Replace_Pixel(P,i, j,g,c);  
Step 9 Write the header information and pixels P[n,m] in another 

 file. 
 

Procedure Replace_Pixel(P,i, j,g,c) 
Begin     
    if(c equals 0) then store P[i, j-1]=g;  
      else   
    if(c equals 1) then store P[i-1, j]=g; 
      else 
    if(c equals 2) then store P[i, j+1]=g; 
      else 
    if(c equals 3) then store P[i+1, j]=g; 
      else 
       return; 
End; 
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5   Results and Discussion 

The authors have developed a package using C language code for the proposed 
compression and decompression methods. A set of sample bitmap images (both 
monochrome and color) are tested with the proposed method. The compression 
percentage varies from 50% to 90% for the samples. The percentage of compression 
is better for images with more number of similar grey values. No loss of pixels are 
found while restoring the original image. Original size and compressed size of the 
images and computation time are plotted. 

 

Fig. 4. (a)  Original Bitmap Image 

 

Fig. 4. (b) IMAGE after Decompression 

A sample content of the file which stores Starting Position of a pixel, Grey value 
and Crack Codes of its contour is shown below. The last value -1 marks the end of the 
contour. 

 
0 0 200 3 2 2 2 2 2 3 0 0 -1 
0 2 225 1 3 3 2 2 2 2 2 2 2 2 3 0 0 0 0 0 0 0 0 3 2 2 2 2 2 2 2 2 3 0 -1 
0 7 175 3 2 2 2 2 2 3 2 2 2 2 -1 
0 9 180 2 2 2 2 -1 
1 7 190 2 2 2 2 -1 
 



134 T. Meyyappan, S.M. Thamarai, and N.M. Jeya Nachiaban 

Table 1. Experimental Results 
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Fig. 5. Performance of the proposed compression method 

6   Conclusion 

The proposed method proves to be a lossless compression method.  Program 
execution time, compression percentage and rate of information loss is measured for 
various images. Computation time for compression of an image is not directly 
proportional to the size of the image. It depends on the number of contours found in 
the image. Parallel processing methods may be adopted to speed up contour tracing 
operation. The next phase of the research work with 8-connected pixels (chain 
coding) is under progress.  
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Abstract. This paper mainly focuses on the classification of motion
estimation algorithms used for video compression. Motion Estimation
(ME) algorithms vary with respect to the a priori information and con-
straints they employ, as well as the method of computation they use
to obtain the estimate. The classifications for ME algorithms are based
on feature/region matching, gradient based methods, spatiotemporal en-
ergy methods, deterministic model based methods and stochastic model
based methods. This paper focuses more on block matching algorithms
(BMA), (used for motion estimation in video compression) which comes
under feature/region matching and gradient based methods. In effect this
paper compares 7 different types of block matching algorithms. In addi-
tion to the above comparisons a survey on the Shape-Adaptive Motion
Estimation Algorithm for MPEG-4 Video Coding is also incorporated.
The Shape-Adaptive Motion Estimation algorithm is based on the gra-
dient based motion estimation method. It is one of the latest algorithm
coming under gradient based method. The algorithms that are compared
and discussed in this paper are widely accepted by the video compressing
community. More over these algorithms are used for implementing vari-
ous standards, which ranges from MPEG1 / H.261 to MPEG4 / H.263
and H.264/AVC. A very brief introduction to the entire flow of video
compression is also presented in this paper.

Keywords: Block matching, Gradient based method, Motion estima-
tion, MPEG, H.261, H.263, H.264/AVC, Video compression.

1 Introduction

With the onset of the multimedia age and the wide use of Internet, video stor-
age on CD or DVD and streaming video has become highly popular. The digital
video application has gained wide appeal in mobile terminals. Examples relating
to this are personal digital assistance and cellular phones. But a major problem
still remains in a video is the high requirement for bandwidth. For example a typ-
ical system have to send large number of individual frames per second to create
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an effect or illusion of a moving picture . With the limited storage and bandwidth
capacity, this data (raw video data) must be compressed to a transportable size.
For this reason, several standards for compression of the video have been devel-
oped. Many video compression standards were already in vogue. Digital video
coding has gradually become very popular since the 1990s when MPEG-1 first
emerged. The video coding achieves higher data compression rates and also it
eliminates the need of high bandwidth requirements. The important aspect in
the video coding is that without any significant loss of subjective picture quality,
the video coding achieves higher data compression rates. The MPEG standards
has the advantage of having lesser bandwidth for data transmission. Currently
MPEG-4 has become the dominant video codec algorithm for streaming and dis-
tribution of video contents across wireless media at low bandwidth. The latest
approved video compression standard, known as MPEG-4 Part 10 AVC or H.264
AVC (AVC - Advanced Video Coding), has shown a 50 percentage compression
improvement when compared to the previous standards. This compression im-
provement comes at the cost of increase in computational complexity, which re-
sults in higher computation power dissipation. One such important cause for this
computation power dissipation is Motion Estimation (ME). Motion estimation
techniques form the core of video compression and video processing applications.
Majority of the time is used for ME in video compression process. This paper
will discuss more on the block matching ME algorithms coming in feature/region
matching class. The entire flow for video compression is explained in section 2.
Motion Estimation and a brief classification of ME algorithms will be present
in section 3 and 4. Then the coming section, section 5 will analyze different
block matching algorithms that range from the very basic Exhaustive Search
to the latest GA based 4GS ME algorithm.Shape-Adaptive Motion Estimation
Algorithm for MPEG-4 Video Coding is included in section 6. In section 7 com-
parison among different block matching algorithms were discussed. Summary
and references will be provided in the last sections.

2 Video Compression Process

Video compression means to reduce data redundancy and irrelevancy. The sources
of data redundancy are of spatial, temporal and color space (statistical corre-
lation between frames). In spatial redundancy the nearby pixels are often cor-
related (as in still images). The temporal redundancy deals with the adjacent
frames. The irrelevancy deals with perceptually unimportant information. The
main addition over image compression, in video compression is to exploit the
temporal redundancy. In video compression process we can predict the current
frame based on previously coded frames (that is reference frame). Three types
of coded frames are included in video compression (I-frame, P-frame and B-
frame). The two blocks that is the encoder and the decoder will work as follows.
The encoding side calculates the motion in the current frame and compares it
with a previous frame. A motion compensated image for the current frame is
then created (motion compensated image is built of blocks of image from the
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previous frame).The motion vectors for blocks used for motion estimation are
transmitted. In addition to that the difference of the compensated image with
the current frame is also JPEG encoded and sent. After that the encoded image
that is sent is then decoded by the encoder .This image is then used as a refer-
ence frame for the subsequent or coming frames. In the decoder side the decoder
will reverse the entire process and then creates a full frame. Generally speaking,
video compression can be defined as a technology for transforming video signals.
The main focus in video compression is to retain the original quality under a
number of constraints. For example, storage constraint, time delay constraint or
computation power constraint.

3 Motion Estimation (ME)

Before dealing with ME or to understand what is Motion Estimation, it is es-
sential that we have to know about what MPEG is, of which motion estimation
is a part. Moving Pictures Expert Group (MPEG) is actually a body used for
developing a suitable encoding scheme or what are called standards. It is used
for transmitting moving pictures and sound over various broadcast links. The
various standards of MPEG released so far are: MPEG-1 ,MPEG-2 and MPEG-
4.Under MPEG-4 itself there came many parts, of which the latest international
video coding standard is H.264 Advanced Video Coding AVC or MPEG-4 part 10
AVC. The most computationally expensive and difficult operation in the entire
compression process is Motion Estimation. Motion Estimation is one of the most
critical modules in a typical digital video encoder. ME can be defined as part of
’ inter coding technique’. The Motion estimation process extracts the entire mo-
tion information from the video sequence. Inter coding refers to a mechanism of
finding co-relation between two frames (still images), which are not far away from
each other as far as the order of occurrence is concerned, one frame is called the
reference frame and the other frame called the current frame, and then encoding
the information which is a function of this co-relation instead of the frame itself.
In ME each block in a frame is represented by a motion vector that represents
the displacement of the block with respect to another highly correlated block
in a previously encoded frame [1],[2],[3]. The concept of Motion Compensation
(MC) technique is that to provide a better prediction of the current frame, the
encoder uses the motion model and informations to move the contents of the ref-
erence frame. This process is known as motion compensation (MC) [4],[5],[6],[7],
and the prediction produced for this purpose is called the motion compensated
prediction (MCP) or the displaced-frame (DF). The difference of ME from mo-
tion compensation is that, the ME detect the movement of objects in an image
sequence and it will try to obtain the motion vectors representing the estimated
motion. Apart from ME the motion compensation techniques uses the knowledge
of object motion so obtained in order to achieve data compression. Both Motion
Estimation (ME) [8] and Motion Compensation (MC) techniques are used to
reduce the temporal redundancy between successive frames, which is in the time
domain. When ME is performed by an MPEG-2 encoder it groups the pixels
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into 16 ∗ 16 macro blocks. The MPEG-4 AVC encoders can further divide these
macro blocks into small partitions (as small as 4 ∗ 4).

4 Classification of ME Algorithms

The ME algorithms are classified into feature/region matching, gradient based
methods,spatiotemporal energy methods,deterministic model based methods and
stochastic model based methods. The ME algorithms that are most commonly
used in video image processing belong to either the feature/region matching or
the gradient based methods classes. In feature/region matching the motion is
estimated by correlating/matching features (e.g., edges) or regional intensities
(e.g., block of pixels) from one frame to another. The block matching algorithms
and phase correlation methods will come under this class. The Gradient-Based
Methods estimate the motion by using spatial and temporal changes (gradients)
of the image intensity distribution as well as the displacement vector field. The
methods coming under this class are Pel-Recursive methods (which derive mo-
tion vector for each pixel) , Netravali-Robbins, Walker-Rao, Wienerestimation
based and the Horn Schunck algorithm. Both the matching algorithms and the
gradient based methods comes under time-domain algorithms. This paper eval-
uates the fundamental block matching algorithms from the mid-1980s up to the
recent fast block matching algorithms of year 2010.

5 Block Matching Algorithms (BMA)

The most common ME method is the block matching algorithm (BMA). Block
Matching Algorithm (BMA) is the most popular and famous ME algorithm. In-
stead of individual pixels, BMA calculates the motion vector for an entire block
of pixels. The same motion vector is applicable to all the pixels in the block. This
reduces computational requirements and also results in a more accurate motion
vector since the objects are typically a cluster of pixels. In BMA, the current
frame is divided into a number of pixel blocks (matrix of macro blocks) each of
which consists of luminance and chrominance blocks. For coding efficiency, ME
is performed only on the luminance block. The motion estimation is performed
independently for each pixel block (that is for luminance block). For doing ME
identify a pixel block from the reference frame that best matches with the cur-
rent block, and whose motion is being estimated. The matching of one macro
block with another block is based on the output of a cost function (error crite-
rias). Which macro block matches closest to the current block is computed by
finding the macro block that results in the least cost. The most commonly used
error criteria are the mean square error (MSE) or the sum of square error (SSE)
and the minimum absolute difference (MAD) or the sum of absolute difference
(SAD). The SSE gives a more accurate block matching, however it requires more
computations. The SAD provides fairly good match at lower computational re-
quirement and because of this SAD is widely used for block matching. Some of
the issues coming in block matching is matching criterion, search procedure and
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block size. Peak-Signal-to-Noise-Ratio (PSNR) characterizes the motion com-
pensated image. This image is created by using MVs and macro blocks from the
reference frame.

5.1 Exhaustive Search (ES)

This algorithm is also known as Full Search (FS) Motion Estimation algorithm.
It is the most computationally expensive block matching algorithm of all the
existing algorithms. Full Search Block Matching algorithm evaluates every pos-
sible pixel blocks in the search region (search area). By evaluating each and
every possible pixel blocks in the search area this algorithm can generate the
best block matching motion vector (MV). As a result of which it finds the best
possible match. Also it returns the highest PSNR amongst any block matching
algorithm. The FS calculates the SAD value at each possible pixel location in
the search region. For analyzing each block in the current frame, each and every
candidate block that resides within the search window (or search region) in the
referenced frame is searched. The motion vector (MV) is then calculated and it
points to the block with the lowest distortion (minimum distortion value) in the
reference frame. This type of BMA can give least possible residue for video com-
pression. But, the required computations are exceedingly very high due to the
large amount of candidates present in each blocks to get evaluated. It does not
guarantee consistent motion vectors required for video processing applications.
Other fast block matching algorithms try to achieve the same PSNR value pro-
duced by FS, by doing little computation as possible. The Full Search results in
global minima [8] whereas other fast BMA algorithms results in selecting a can-
didate corresponding to local minima. It is impractical or less efficient in terms
of computational complexity or runtime. The three-step search (TSS) [2], new
three-step search (NTSS) [10], four-step search (4SS) [11], diamond search (DS)
[9] algorithms are amongst the class of fast search methods used. They reduce
the NSPs (number of search points) in the process of block motion estimation.

5.2 N-Step Search

The N-Step Search (more specifically Three Step Search (TSS)) is one of the
most commonly used fast search algorithms. The steps of the algorithm are
summarized as follows: Initializing: Let S be the step size. 1) An initial step size
(S) is chosen. This S is usually half of the maximum motion displacement. Then
for comparison the eight blocks at a distance of the step size (S) from the centre
point are chosen. 2) After that the step size (S) is halved and the centre point is
moved to the block with the minimum distortion value. 3) Repeat steps 1 and
2 until the step size becomes one. The TSS, NTSS, 4SS all comes under the
classification, fixed search area (which is under search area sub sampling).

5.3 Three Step Search (TSS)

This is one of the earliest attempts at fast block matching algorithms. The hunt
for this type of algorithm were started in mid 1980s. The Three Step Search
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(TSS) was introduced by Koga et al in 1981[19]. The main attraction of TSS
over the preceding algorithms is that they are simple and robust in nature.
Because of the near optimal performance the TSS became very popular for low
bit-rate video applications. The searching pattern for TSS is that it searches for
the best MVs in a course to fine search patterns. The idea behind TSS is that
in every macro block the error surface due to motion is unimodal. One of the
characteristics for this surface is that the weights generated by the cost function
will increase monotonically from the global minimum. The TSS algorithm is
described in 3 steps. In the first step it starts with the search location at the
center. Furthermore it sets the step size S = 4, for a usual search parameter p
value of 7. After setting up the S value and the corresponding p value it then
searches around the location (0,0) for the 8 locations, + S pixels or S pixels.
From these 9 locations searched so far it picks the pixel giving the least cost
value and makes it the new search origin. Secondly after getting the new search
origin it sets the new step size value as S = S/2, and for until S = 1 this process
repeats similar search for two more iterations. At that point (when S=1) it finds
the location with the least cost function. The macro block at that location or the
location with least cost function is the best match. In the final step the calculated
motion vector (MV) is then saved for transmission. TSS gives an improved flat
reduction in the computation process by a factor of 9. The main advantage for
TSS is that the number of candidates evaluated during the three-step search
(TSS) procedure is very less when compared to the full search (FS) algorithm.
TSS is not efficient to catch small motions appearing in stationary aswell as
quasi-stationary blocks.

5.4 New Three Step Search (NTSS)

After the development of TSS, in 1994 the New Three Step Search came into
existence. Based on the characteristic of center-biased motion vector distribution,
a new three step search (NTSS) algorithm for improving the performance of the
TSS on the estimation of small motions was developed. Like TSS the NTSS is
also used for fast ME. NTSS [10] provides much improvement over TSS results.
The NTSS was considered as one of the first widely accepted fast algorithms.
This algorithm is frequently used for implementing MPEG 1 and H.261 (that
is for developing the earlier standards). The TSS uses a uniformly allocated
checking point pattern for motion detection and one of the pitfall for TSS is
that it is very prone to missing small motions. In NTSS, first of all the cost
functions to be determined. In the first step using one of the cost function, 16
points are checked in addition to the search origin (point) for minimum weight.
Totally there will be 17 points if we consider the origin also. The additional
search locations, that is 8 are a distance of S = 4 away (similar to TSS) and the
other 8 points are at S = 1 away from the search origin. If the lowest (minimum
cost function value) cost is at the origin then the search is stopped suddenly.
Then the motion vector (MV) is set as (0, 0). Furthermore it also has the worst-
case scenario of 33 locations to check. The search pattern used in NTSS for each
step is fixed. This algorithm does not use any kind of threshold operations. This
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algorithm is adaptive. NTSS resembles like the original TSS and it is simple in
nature. Comparing with TSS it works better in terms of motion compensation
module. NTSS is very much compatible with the TSS in terms of computational
complexity. The new NTSS algorithm differs from TSS in 2 aspects. They are 1)
used a center-biased checking point pattern in its first step, inorder to make the
search adaptive with the distribution of MV. 2) added a halfway-stop technique
for stationary blocks or quasi-stationary blocks.

5.5 Four Step Search (4SS)

Another algorithm that also adopts the center-biased pattern feature is 4SS.The
4SS performs better than the well-known three-step search (TSS) and has similar
performance to the new three-step search(NTSS) in terms of motion compen-
sation errors. The 4SS also reduces the worst-case computational requirement
from 33 to 27 search points and the average computational requirement from 21
to 19 search points as compared with NTSS. Similar to NTSS, 4SS has a halfway
stop provision. 4SS uses a fixed type of pattern size, say S=2 for the first step.
4SS looks at 9 locations in a 5x5 window. 3SS gives importance to 9x9 window.
The 4SS algorithm reduces the number of search points (NSP) very largely when
compared to TSS and we can say that it is more robust.

5.6 Diamond Search (DS)

Diamond Search [9] algorithm is exactly the same as 4SS algorithm. Only change
that is to be made is that the search point pattern is changed from a square pat-
tern to a diamond pattern. There is no limit put on the number of steps that
the algorithm can take. In the diamond search (DS) algorithm the step size (S)
is always set to one. The algorithm is designed to reduce the computational
complexity or runtime,even more than the other fast search algorithms. As an
output an acceptable reconstructed PSNR is returned. For each block in the
current frame, the blocks in the reference frame, making a diamond pattern,
are searched for the block with the minimal distortion. The DS algorithm uses
two different types of fixed patterns. They are Large Diamond Search Pattern
(LDSP) and Small Diamond Search Pattern (SDSP). In DS algorithm the first
step uses LDSP. If the least weight (cost value) is at the center location then a
jump is made and the search window size is reduced from 5∗5 to 3∗3. The last
step uses SDSP around the new search origin. The attraction of DS over other
fast algorithms is that as the search pattern is neither too small nor too large and
the fact that there is no limit drawn to the number of steps, this algorithm can
find global minimum very accurately. The end result should give a PSNR value
close to that of ES or FS. At the same time the computational expense should be
significantly less. The DS algorithms main highlight is that this will consistently
performs well for the video images with large range of motion content. It also
outperforms one of the well-known TSS algorithm. It is having a close perfor-
mance with NTSS . It reduces the complexity of computation approximately by
20 - 25 percent.
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5.7 Four Step Genetic Search (4GS)

This algorithm, 4GS is used for block matching purposes. The main contribution
to this algorithm is given from the genetic algorithm (GA) side. This 4GS ME
algorithm combines both the features of GA and 4SS. The method has shown
a similar performance rate when compared to FS in terms of one of the cost
function, that is MSE. The criteria for the number of search points (NSP) is a
problem. This algorithm takes NSP equal to that of 14 percent of FS and the
rate of NSP when compared with 3SS is very similar. Another ratio called the
speed up ratio between this algorithm and FS is 5.6 times. 4GS need more search
points than 3SS and 4SS. Computation time of 4GS is much less than FS. They
can save upto 80 to 85 percent of computation time. The performance of GA
based BMA depends on the nature of image sequences. This algorithm shows
some regularity and so it is suitable for hardware implementations. It is suitable
for standards like H.261, MPEG-1 and MPEG-2.

6 Gradient Based Method

In the block based techniques the MV can be determined based on the variations
in the pixel intensities. The best matching MV is considered as the pixel with less
intensity difference between the current frame and the reference frame. But in
the gradient based techniques, the spatiotemporal derivatives of pixel intensities
is calculated to determine the MV values. The total derivative of the I function
should be zero for each position in the image. It should be made as zero every
time and the I function is the image intensity function. During the search process,
there comes a problem. That is we have to find the MV for the current block
for time instance.Therefore the SAD value between the current block and the
matching block at that time instance is minimized.

6.1 Shape Adaptive Motion Estimation Algorithm

The algorithms are meant for MPEG-4 video coding purposes. So one of the
latest gradient based ME algorithms that works well on the shape motion pre-
diction is this Shape-Adaptive Motion Estimation Algorithm. This algorithm
takes the advantage of the correlation function. This function is between the
neighboring Binary Alpha Blocks (BABs). This correlation between blocks is
used to match with the Mpeg-4 shape coding scenarios and to speed up the
estimation process. The PSNR values and the computation time achieved by
this algorithm seems to be better than those obtained by other ME techniques.
The shape information is used to reduce the number of search point (NSP) per
macroblock. This algorithm combines the motion estimation for shape coding
(the shape motion estimation is applied for boundaries only) with the motion
estimation techniques for texture (texture motion estimation is for the opaque
macro-blocks). For this algorithm [12] the advantage found out is that it takes
minimum number of iterations for the algorithm and also the computation time
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needed is very less. Again the algorithm exploits the optical flow principle. It
uses a recursive ME which is a less complex method. This recursive ME is used
to calculate the dense displacement fields. The limitation highlighted is that it
shows degradation in the picture quality. The algorithm is described as follows.
The algorithm is divided into 2 steps. The first step used is the Block Recursive
Search (BRS). In this step 4 candidate MV, that is 3 spatial and 1 temporal are
checked for the exact or actual block with the help of a recursive block matching.
The second step involved is the Pixel Recursive Search (PRS). For this step the
selected vector is adjusted by a gradient method to find the suitable approxima-
tion. In BRS, the video frames are scanned (raster scan is used) from top left
to the bottom right to evaluate the candidate vectors depending on the type of
the macro blocks. The macro blocks can be opaque, transparent or boundary.
Efficiency is great for this algorithm. This algorithm also gives a PSNR value
similar to that of FS.

7 Comparison of the Above Discussed BMA Algorithms

The earliest technique Full Search, which comes as a brute force technique shows
the searching pattern as, here each and every block is matched with the current
block to find the best suitable match. The technique provides accuracy and it is
simple in nature. But this search is not so efficient because it suffers from high
computational cost. FS provides good quality images. So other fast and highly
efficient block matching algorithms came into existence. For each ME algorithms
to survive there is a well known trade off between the efficiency and the quality
(of images). FS provides good quality images but it lacks low computational
complexity. So by considering this reason many new fast algorithms came. The
N-Step Search came and there the most popular algorithm is TSS. One problem
that occurs with the TSS is that for the first step it uses a uniformly allocated
checking point pattern. By using this uniformly allocated checking point patterns
it is difficult to identify the small motion estimations. The advantage of TSS is
that it reduces the amount of candidate vectors needed for evaluation. The NTSS
reduces the computation cost by using half way stop provisions. The 4SS, DS
come pretty close to the PSNR results of ES. All the fast algorithms like TSS,
NTSS, 4SS and DS they tried to achieve the same PSNR value as that of FS,
but they consider only the most needed motion vectors. The shape adaptive ME
which uses the gradient based technique yields a PSNR similar to that of FS.
But image quality is not so good. Lastly the gradient based method described
the shape adaptive ME is used for implementing many architectures.

8 Conclusion

In this paper we presented an overview of what a video compression process is
and how we can implement the ME techniques. Furthermore we briefly intro-
duced BMA in video coding. Based on the BMA techniques, we discussed about
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8 different block matching algorithms that range from the very basic Exhaus-
tive Search to the recent fast 4GS ME algorithms. Usually the ME is the quite
computationally intensive and expensive step in the video compression process.
It can consume up to 75-80 percent of the computational power of the encoder
if the FS is used by exhaustively evaluating all the possible candidate blocks
within the search window. As a consequence, the computation of video coding
is greatly reduced with pattern based block motion estimation. We also stated
the difference between the block based ME techniques and the gradient based
methods. Finally a shape adaptive binary block matching ME is discussed and
its performance is good and also the computational complexity increase can be
accepted.
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Abstract. The automatic, high end surveillance systems are of immense 
need in the wake of the emerging security problems faced in today’s world. 
Most of the high end systems use current trends in technology but often 
prove to be costly which make them un-affordable for the common people. 
Thus there is an urge to develop a fully functional, high end, continuous 
surveillance system which has an error free monitoring and also cost 
effective. Thus we have taken up the challenge of developing a low cost, 
real time face detection and face recognition system which can provide 
automatic, robust, unmanned Surveillance and Security at critical points. The 
system was successfully installed and the efficiency of the overall system was 
tested.  

1   Introduction 

The application we have developed is a Security System, which uses Face Extraction and 
Recognition as its underlying principle. Face is one of the qualifying biometric identifier, 
which can be used to identify an individual effectively. Since the face biometric 
possesses the merits of high accuracy and low intrusiveness, it has drawn attention from 
various researchers especially in areas of security. An automatic system is very useful 
when due to the inherent nature of a human operator such as boredom or reduced 
alertness levels; he is not able to effectively scrutinize the voluminous videotape 
produced by the surveillance cameras. This proposed system can be used to make the 
security at the important places more effective in cases such as authenticating authorized 
persons, identifying in advance the visiting of VIPs, for detection of a criminal, for 
protection of undesirable property loss and to save valuable lives by defending or 
guarding from attack. 

We hence propose to solve the challenge by providing visual facility to a computer 
and convert it to a multi functionality system which will continuously monitor a given 
critical entry point or area using a high resolution camera. The system will be able to 
detect human face from the camera output, recognize it from a database and allow the 
person if authorized or indicate an emergency if unauthorized. The image processing 
algorithms we have developed for face detection and recognition are computationally 
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complex and require a dynamic image processing tool to adapt it. The Vision Assistant, 
DAQ Assistant and Serial Port Communication in LabVIEW made it possible to 
successfully implement our idea in the proposed system. 

The graphical system design of our system enhances the programming ability of the 
programmers. Its versatile design and the application enable the maximum dynamism in 
developing the complex application such as ours, in a better way rather than the text 
based programming languages. It reduces the development time of applications as well as 
increases the interest of developing new algorithms. The utmost user-friendly structures 
creates an environment to identify the application easily even by the idle man. The 
attractive visualization of the tools induces new innovations in the design during 
development and enriches the effective handling capability in the real time 
implementations. 

There are several approaches to face detection and recognition in literature. Kanade 
presented an automatic feature extraction method based on the ratios of distances 
between facial features and reported a recognition rate of about 45-75% with a database 
of 20 people [1]. Brunelli and Poggio compute a set of geometrical features such as nose 
width and length, mouth position and chin shape. They were able to obtain 90% 
recognition with a database of 40 people [2]. Turk and Pentland proposed a face 
recognition scheme in which the face images are projected onto the principal components 
of the original set of training images [3]. This method also called Principal Component 
Analysis (PCA) later became a defacto standard in the field of pattern recognition and 
also as benchmark for testing new methods in research on pattern recognition. We 
propose to use PCA in our real-time system.  

2   Image Acquisition 

A camera is mounted at a vantage point at the entrance of the area under surveillance. 
The entry of a person into the area is detected by using a laser beam. When the laser  
 

 

Fig. 1. Steps involved in Image Acquisition 
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beam is cut due to the person crossing by, it produces a software trigger to the camera, 
which creates a snapshot of the area under its focus. This photograph will have the person 
as well as the background and any other objects in it. It is transferred to the PC in which 
our LabVIEW application is installed. The Real time Image Acquisition facility in 
LabVIEW package helped us to simultaneously process the photograph as and when the 
person was captured in the area under surveillance. 

3   Face Detection 

This can also be called Face Segmentation where the facial images have to be 
segmented from the background. This task is seemingly effortless when it is done  
 

 

Fig. 2. Steps involved in Face Detection 
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by a human; however the underlying computations within t he  human visual 
systems are very complex. A full-fledged Surveillance and Security system has to 
detect locate and segregate faces, which will then be given as input to the 
Face Recognition system. According to the literature survey, it is found that the 
different human skin colors from different races, falls in a compact region of the 
color spaces. Hence, the image obtained from the camera is first transformed to  
the color space model namely the YCbCr model which gives the best results for 
skin pixel detection [4]. The characteristics of the face can be changed due  
to unexpected conditions such as shadows or change in lighting. Hence the 
lighting compensation is provided, the skin regions are extracted and the noise 
components are removed. Next the skin regions are labeled and identified and  
the labeled regions are tested for face criteria. Finally the possible faces are 
extracted.  

Hence the automation of this task is a complex one, but the Vision Development 
Module of LabVIEW package with its vast library of powerful operators helped 
us to implement our complex algorithms magnificently. 

4   Face Recognition 

It is basically a machine learning or pattern classification problem. The extracted 
face image is converted to a set of features called the feature vector and 
compared with the facial database. This is also a quite challenging task since the 
identification of the face image has to be done in spite of variations due to variable 
illumination, facial expression and decoration (eg., glasses). It may also be required 
to identify the test face image from a large gallery of facial images, which is also a 
skilful development task. 

To perform the face recognition, here a statistical tool namely Principal 
Component Analysis is used [5-7]. The power of PCA lies in its ability to convert 
a large dimensional data space (the image database) to a smaller dimensional 
feature space, so that the presence or absence of the test image in the database can be 
found with less number of computations. In this method, every face image, which is 
a 2D matrix, is converted into 1D arrays each of dimension N. The M arrays 
corresponding to M face images, that are arranged as a 2D array to form the data 
set and the empirical mean of all the N columns are calculated. The mean centered 
2D array is formed by finding the deviation of every column from its mean. The 
Covariance matrix is then constructed. The Eigenvectors and Eigen values of the 
matrix are found and arranged according to their values. The largest eigen values 
are the principal components or eigen faces, which forms the basis for the large 
image space. The input test face is projected into this eigen face space and 
using Euclidean Distance metric, the nearest matching face image is retrieved 
from the database 
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Fig. 3. Steps involved in Face Detection 

5   Implementation Using LabVIEW 

The implementation of the face recognition and detection system is explained as 
four modules: 

A. Image Acquisition 
The camera used here is an NI Compatible Scout camera and is triggered by the 
sensor that is mounted in front of the door, which is activated during the nearby 
visit of the person. Then the immediate image taken by the camera is processed 
by the face detection section. 

B. Face Detection 
• The captured RGB image is converted into YCbCr color space model 

using user defined functions. 
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• The lighting compensation is carried on to the test image using 
statistical formulas to isolate the background color. 

• The skin regions are extracted using functions available in Vision and 
Motion tools. 

• The noise is removed from the extracted skin region using the 
smoothing filter. 

• The skin color box is identified using Blob analysis. 
• The face criteria are implemented using the functions available in Vision 

and Motion tools and programming tools. 
• The possible face region is detected after checking the face criteria. 

C. Face Recognition 
• Every face image which is in the database is converted into a 1D array 

of N elements where N is the number of pixels in the image. Every array 
corresponding to single images are then appended to form a 2D array to 
form the dataset. 

• The empirical mean of every column is found. 
• The deviation of every column from its mean is then found. 

The covariance matrix is then constructed. 
• The eigen values and eigenvectors of this matrix are calculated and 

sorted. 
• The largest eigen values are taken to form the basis of the eigen face space. 
• The test face is now projected to this eigen face space. 
• The nearest matching image is retrieved from the database using 

Euclidean distance metric which gives the image of the person 
passing by. 
 

All the above steps are performed using the functions available in Programming tools, 
Mathematics tools, and Vision and Motion tools. 

D. Database Management 
Here are some of the features which we have implemented in sCUBE using 
functions available in programming tools. 

• View Database – To view the complete list of authorized visitors and their 
personal details. 

• Appending to Database – To add the new record into the database. 
• Remove from Database - To remove the specific entry from the 

database. 
• Specific Search – To search for a specific visitor and his visiting 

times. 
• General Search – To search for all the visitors and their visiting times. 
• View Sent Mail - To view the list of E-Mails sent during the visit o f  

unauthorised persons. 
• Maintenance of image database for unauthorized visitors. 
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6   Results and Discussion 

A. Face Detection 

 

 Fig. 4. Face Detection Performed on a test image taken using our camera 

 

Fig. 5. Face Detection Performed on a test image available in Internet database 

B. Face Recognition 

 

Fig. 6. Face Recognition performed for the corresponding Detected Image 

 

Fig. 7. Face Recognition performed for the corresponding Detected Image 
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To verify the performance of our face recognition module we have used freely 
downloadable databases from the internet (NLPR database with 450 images, AR 
database with 4000 images, ORL database with 400 images), we have also created 
our own database with 200 images similar to the above public database, under 
conditions of varying pose, facial expression and illumination. The results we 
obtained by using the ORL database is given in Table-1: 

 
S.No Number of Principal 

Components 
Recognition Rate 
(using Euclidean Distance) 

1 50 73.27 
2 60 73.59 
3 70 73.95 
4 80 73.84 

 
We were able to obtain an accuracy rate of 73.95%. However we were able to 

obtain about 90.18% accuracy rate when we applied our algorithm to our own 
database consisting of images with very less variation in pose, expression and 
illumination compared to the ORL database.  

C. Database Management 

 

Fig. 8. Database Management – View Database, Appending to Database, Remove from 
Database 

D. Other Features 

• Voice Alert – To welcome the authorized entries. 
• Alarm – Raised during the entry of unauthorized person . Opening/ 

Closing of doors – Automated for the authorized entry. 
• SMS Alert – Sent to the control room during the unauthorized entry. 

The following is the front panel of our proposed system 
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Fig. 9. Database Management – General Search, Specific Search, View Sent Mail 

 

Fig. 10. Front panel (1) of the proposed system 

 
Fig. 11. Front panel (2) of the proposed system 
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7   Conclusion 

We have thus successfully developed the system and tested the its working in the 
Biomedical Engineering Department at PSG College of Technology. We were able 
to achieve considerably high performance rate in surveillance using our proposed 
face detection and recognition methods. The successful implementation of the above 
automatic, robust face detection and recognition system using LabVIEW proves 
that with cutting edge technology and powerful software suites available nowadays, 
it is possible to implement any complex task, provided that the idea and the 
proposed methodology behind the task are defined very clearly. 
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Abstract. In this paper, new results based on the sliding mode control are de-
rived for the global chaos synchronization of identical hyperchaotic Lorenz sys-
tems (Jia, 2007). The stability results for the sliding mode control based synchro-
nization schemes derived in this paper are established using Lyapunov stability
theory. Since the Lyapunov exponents are not required for these calculations, the
sliding mode control method is very effective and convenient to achieve global
chaos synchronization of the identical hyperchaotic Lorenz systems. Numerical
simulations are shown to illustrate and validate the sliding mode control results
derived in this paper for the identical hyperchaotic Lorenz systems.

Keywords: Sliding mode control, global chaos synchronization, chaos, hyper-
chaotic Lorenz system.

1 Introduction

Chaotic systems are dynamical systems that are highly sensitive to initial conditions.
This sensitivity is popularly known as the butterfly effect [1]. Since the pioneering work
by Pecora and Carroll ([2], 1990), chaos synchronization problem has been studied ex-
tensively in the literature. Chaos theory has been applied to a variety of fields including
physical systems [3], chemical systems [4], ecological systems [5], secure communica-
tions ([6]-[8]) etc.

In the last two decades, various control schemes have been developed and success-
fully applied for the chaos synchronization such as PC method [2], OGY method [9],
active control ([10]-[12]), adaptive control ([13]-[15]), time-delay feedback method
[16], backstepping design method ([17]-[18]), sampled-data feedback synchronization
method ([19]-[20]) etc.

In most of the chaos synchronization approaches, the master-slave or drive-response
formalism is used. If a particular chaotic system is called the master or drive system
and another chaotic system is called the slave or response system, then the goal of
the global chaos synchronization is to use the output of the master system to control
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the slave system so that the states of the slave system track the states of the master
system asymptotically. In other words, global chaos synchronization is achieved when
the difference of the states of master and slave systems converge to zero asymptotically
with time.

In this paper, we derive new results based on the sliding mode control ([21]-[23]) for
the global chaos synchronization of identical hyperchaotic Lorenz systems ([24], Jia,
2007). The stability results for the sliding mode control based synchronization schemes
derived in this paper are established using Lyapunov stability theory [25]. In robust
control systems, sliding mode control is often adopted due to its inherent advantages of
easy realization, fast response and good transient performance as well as its insensitivity
to parameter uncertainties and external disturbances.

This paper has been organized as follows. In Section 2, we describe the problem
statement and our methodology using sliding mode control. In Section 3, we discuss
the global chaos synchronization of identical hyperchaotic Lorenz systems ([24], Jia,
2007). In Section 4, we summarize the main results obtained in this paper.

2 Problem Statement and Our Methodology Using Sliding Mode
Control

In this section, we detail the problem statement for global chaos synchronization of
identical chaos systems and our methodology using sliding mode control (SMC) and
Lyapunov stability theory.

Consider the chaotic system described by

ẋ = Ax + f(x) (1)

where x ∈ IRn is the state of the system,A is the n×nmatrix of the system parameters
and f : IRn → IRn is the nonlinear part of the system. We consider the system (1) as
the master or drive system.

As the slave or response system, we consider the following chaotic system described
by the dynamics

ẏ = Ay + f(y) + u (2)

where y ∈ IRn is the state of the system and u ∈ IRm is the controller of the slave
system.

If we define the synchronization error e as

e = y − x, (3)

then the error dynamics is obtained as

ė = Ae+ η(x, y) + u, where η(x, y) = f(y)− f(x) (4)

The objective of the global chaos synchronization problem is to find a controller u
such that

lim
t→∞ ‖e(t)‖ = 0 for all initial conditions e(0) ∈ IRn (5)
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To solve this problem, we first define the control u as

u(t) = −η(x, y) +Bv(t) (6)

where B is a constant gain vector selected such that (A,B) is controllable.
Substituting (6) into (4), the error dynamics simplifies to

ė = Ae+ Bv (7)

which is a linear time-invariant control system with single input v.
Thus, the original global chaos synchronization problem can be replaced by an equiv-

alent problem of stabilizing the zero solution e = 0 of the linear system (7) be a suitable
choice of the sliding mode control.

In the sliding mode control, we define the variable

s(e) = Ce = c1e1 + c2e2 + · · ·+ cnen (8)

where C = [ c1 c2 · · · cn ] is a constant vector to be determined.
In the sliding mode control, we constrain the motion of the system (7) to the sliding

manifold defined by

S = {x ∈ IRn | s(e) = 0} = {x ∈ IRn | c1e1 + c2e2 + · · ·+ cnen = 0}

which is required to be invariant under the flow of the error dynamics (7).
When in sliding manifold S, the system (7) satisfies the following conditions:

s(e) = 0 (9)

which is the defining equation for the manifold S and

ṡ(e) = 0 (10)

which is the necessary condition for the state trajectory e(t) of the system (7) to stay on
the sliding manifold S.

Using (7) and (8), the equation (10) can be rewritten as

ṡ(e) = C [Ae +Bv] = 0 (11)

Solving (11), we obtain the equivalent control law given by

veq(t) = −(CB)−1CAe(t) (12)

where C is chosen such that CB �= 0.
Substituting (12) into the error dynamics (7), we get the closed-loop dynamics as

ė = [I −B(CB)−1C]Ae (13)

where C is chosen such that the system matrix [I −B(CB)−1C]A is Hurwitz.
Then the controlled system (13) is globally asymptotically stable.
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To design the sliding mode controller for the linear time-invariant system (7), we use
the constant plus proportional rate reaching law

ṡ = −qsgn(s)− ks (14)

where sgn(·) denotes the sign function and the gains q > 0, k > 0 are determined such
that the sliding condition is satisfied and sliding motion will occur.

From equations (11) and (14), we obtain the control v(t) as

v(t) = −(CB)−1[C(kI +A)e+ qsgn(s)] (15)

Theorem 1. The master system (1) and the slave system (2) are globally and asymptot-
ically synchronized for all initial conditions x(0), y(0) ∈ IRn by the feedback control
law

u(t) = −η(x, y) +Bv(t) (16)

where v(t) is defined by (15) andB is a column vector such that (A,B) is controllable.
Also, the sliding mode gains k, q are positive.

Proof. First, we note that substituting (16) and (15) into the error dynamics (7), we
obtain the closed-loop dynamics as

ė = Ae−B(CB)−1[C(kI +A)e + qsgn(s)] (17)

To prove that the error dynamics (17) is globally asymptotically stable, we consider
the candidate Lyapunov function defined by the equation

V (e) =
1

2
s2(e) (18)

which is a positive definite function on IRn.
Differentiating V along the trajectories of (17) or the equivalent dynamics (14), we

obtain
V̇ (e) = s(e)ṡ(e) = −ks2 − qsgn(s) (19)

which is a negative definite function on IRn.
Thus, by Lyapunov stability theory [25], it is immediate that the error dynamics (17)

is globally asymptotically stable for all initial conditions e(0) ∈ IRn.
This completes the proof.

3 Global Chaos Synchronization of Identical Hyperchaotic Lorenz
Systems

3.1 Main Results

In this section, we apply the sliding mode control results obtained in Section 2 for the
global chaos synchronization of identical hyperchaotic Lorenz systems ([24], 2007).



160 S. Vaidyanathan and S. Sampath

Thus, the master system is described by the hyperchaotic Lorenz dynamics

ẋ1 = a(x2 − x1) + x4
ẋ2 = −x1x3 + bx1 − x2
ẋ3 = x1x2 − cx3
ẋ4 = −x1x3 + dx4

(20)

where x1, x2, x3, x4 are the states of the system and a, b, r, d are constant, positive
parameters of the system.

The slave system is also described by the controlled hyperchaotic Lorenz dynamics

ẏ1 = a(y2 − y1) + y4 + u1
ẏ2 = −y1y3 + by1 − y2 + u2
ẏ3 = y1y2 − cy3 + u3
ẏ4 = −y1y3 + dy4 + u4

(21)

where y1, y2, y3, y4 are the states of the system and u1, u2, u3, u4 are the controllers to
be designed.

The systems (20) and (21) are hyperchaotic when

a = 10, b = 28, c = 8/3 and d = 1.3

In this case, the system (20) has two positive Lyapunov exponents and hence, the
system exhibits complex hyperchaotic behaviour. The state portrait of the hyperchaotic
Lorenz system (20) is illustrated in Figure 1.
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Fig. 1. State Portrait of the Hyperchaotic Lorenz System
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The chaos synchronization error e is defined by

ei = yi − xi, (i = 1, 2, 3, 4) (22)

The error dynamics is easily obtained as

ė1 = a(e2 − e1) + e4 + u1
ė2 = be1 − e2 − y1y3 + x1x3 + u2
ė3 = −ce3 + y1y2 − x1x2 + u3
ė4 = de4 − y1y3 + x1x3 + u4

(23)

We can write the error dynamics (23) in the matrix notation as

ė = Ae + η(x, y) + u (24)

where the associated matrices are

A =

⎡

⎢⎢⎣

−a a 0 1
b −1 0 0
0 0 −c 0
0 0 0 d

⎤

⎥⎥⎦ , η(x, y) =

⎡

⎢⎢⎣

0
−y1y3 + x1x3
y1y2 − x1x2
−y1y3 + x1x3

⎤

⎥⎥⎦ and u =

⎡

⎢⎢⎣

u1
u2
u3
u4

⎤

⎥⎥⎦ (25)

The sliding mode controller design is carried out as detailed in Section 2.
First, we set u as

u = −η(x, y) +Bv (26)

where B is chosen such that (A,B) is controllable. We take B as

B =

⎡

⎢⎢⎣

1
1
1
1

⎤

⎥⎥⎦ (27)

In the hyperchaotic case, the parameter values are

a = 10, b = 28, c = 8/3 and d = 1.3

The sliding mode variable is selected as

s = Ce = [−1 −2 0 1 ] e (28)

which makes the sliding mode state equation asymptotically stable.
We choose the sliding mode gains as k = 5 and q = 0.1. We note that a large value

of k can cause chattering and an appropriate value of q is chosen to speed up the time
taken to reach the sliding manifold as well as to reduce the system chattering.

From equation (15), we can obtain v(t) as

v(t) = −25.5e1 − 9e2 + 2.65e4 + 0.05 sgn(s) (29)

Thus, the required sliding mode controller is obtained as

u(t) = −η(x, y) +Bv(t) (30)

where η(x, y), B and v(t) are defined in equations (25), (27) and (29).
By Theorem 1, we obtain the following result.
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Theorem 2. The identical hyperchaotic Lorenz systems (20) and (21) are globally and
asymptotically synchronized for all initial conditions with the sliding mode controller u
defined by (30).

3.2 Numerical Results

For the numerical simulations, the fourth-order Runge-Kutta method with time-step
h = 10−6 is used to solve the hyperchaotic Lorenz systems (20) and (21) with the
sliding mode controller u given by (30) using MATLAB.

For the hyperchaotic Lorenz systems, the parameter values are taken as a = 10,
b = 28, c = 8/3 and d = 1.3. The sliding mode gains are chosen as k = 5 and q = 0.1.

The initial values of the master system (20) are taken as

x1(0) = 28, x2(0) = 12, x3(0) = 10, x4(0) = 20

and the initial values of the slave system (21) are taken as

y1(0) = 15, y2(0) = 36, y3(0) = 34, y4(0) = 10

Figure 2 depicts the synchronization of the hyperchaotic Lorenz systems (20) and (21).
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4 Conclusions

In this paper, we have used sliding mode control (SMC) to achieve global chaos syn-
chronization for the identical hyperchaotic Lorenz systems (Jia, 2007). Our synchro-
nization results for the identical hyperchaotic Lorenz systems have been established
using Lyapunov stability theory. Since the Lyapunov exponents are not required for
these calculations, the sliding mode control method is very effective and convenient to
achieve global chaos synchronization for identical hyperchaotic Lorenz systems. Nu-
merical simulations are also shown to illustrate the effectiveness of the synchronization
results derived in this paper using sliding mode control.
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Abstract. This paper presents a new method for automatic detection of clustered 
micro calcifications (both malignant and benign) in digitized mammograms. 
Compared to previous works, the innovation here is that the processing is 
performed by labeling the texture regions in the original image. This new method 
uses the labeling the textures of the mammographic images on the basis of UIQI 
(universal quality index). Once labeling is performed, mammogram is segmented 
into various regions and further thresholds are used to separate the clustered 
micro calcifications.  By comparing our results with those found in the 
literature, we proved that the method enormously reduces the computing time as 
UIQI utilizes simple statistical features like mean, variance and standard 
deviations only. In this paper, an automatic segmentation and classification of 
massive lesions in mammographic images is evaluated on Mini-MIAS database 
consisting 320 digitalized mammograms. Furthermore, classification rates 
enhancements were also revealed by testing our method compared to existing 
methods.  

Keywords: malignant, benign micro calcification, mammogram, UIQI.  

1  Introduction 

Breast cancer represents the most frequently diagnosed cancer in women. In order to 
reduce mortality, early detection of breast cancer is important, because diagnosis is 
more likely to be successful in the early stages of the disease. Women in the age group 
of 40-65 have more risk of breast cancer. In cold countries about 50%-90% of the 
women have this disease. In a Philippine study [1] mammogram screening was done to 
151,198 women. Out of that 3479 women had this disease and were referred for 
diagnosis. In the European Union and the United States, it is the leading cause of death 
for women in their 40’s [2] and second in Canada after lung cancer. In 2009, an 
estimated 22,700 Canadian women and 170 men were diagnosed with breast cancer and 
5,400 women and 50 men died from it. Therefore, 1 in 9 women (11%) is expected to 
develop breast cancer during her lifetime (by age 90) and 1 in 28 will die from it. 
Mammography is the most effective procedure for an early diagnosis of the breast 
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cancer. Nowadays, people are trying to find a way or method to support as much as 
possible to the radiologists in diagnosis process. The most popular way is now being 
developed is using Computer-Aided Detection (CAD) system to process the digital 
mammograms and prompt the suspicious region to radiologist.  

Micro calcifications (MC) are quiet minute bits of calcium, and may show up in 
clusters and are associated with extra cell activity in breast [5]. Usually the extra cell 
growth is not cancerous, but sometimes tight clusters of micro calcification can indicate 
early breast cancer. Those clustered micro calcifications are an important indicator for 
early detection of breast cancer [3].Scattered micro calcifications are usually a sign of 
benign breast cancer. 80% of the MC is benign. MC in the breast shows up as white 
speckles on breast X-rays. Features extracted from mammograms can be used for 
detection of cancers [4]. Studies reports that features are extracted from the individual 
MCs [5] or from the ROI which contain MC clusters [6]. 

Joaquim.C. Felipe et al. [7] uses a set of shape based features. The paper presents the 
task of calcification and similarity retrieval of mammographic masses based on shape 
content. It also uses the statistical based association rule to discriminate the disease 
from the normal breast tissue. In [8] Chen et al. presents a new texture shape feature 
coding (TSFS) based classification method for classifying masses on mammograms. A 
texture shape histogram is used for generating various shape features of masses. 
Khuzi.A.M et al. [9] used a gray level co-occurrence matrix to provide the texture 
content information of Region of interest at different angles. Pelin Gorgel et al. [10] 
designed a wavelet based Support Vector Machine (SVM) for capturing information of 
the MCs. Decision making is done by extracting features as a first stage by computing 
wavelet coefficients and classification using the classifier trained on the extracted 
features. Prabhu shetty.K et al. [11] uses the spatial decomposition property of the 
Discrete Wavelet Transform and based on the statistical analysis the MC clusters are 
classified.  

2  Universal Image Quality Index (UIQI) 

The universal image quality index (UIQI) proposed by Wang and Bovik [20] measures 
how much distortion between original signal and reference image by modeling 
distortion as combination of three main components: correlation distortion, 
illumination distortion and contrast distortion. 

The UIQI is a value that is obtained by comparing an image with the referenced one. 
Let.. 

X ={xi | i =1,2,......N., }  and  Y ={yi | i =1,2,...,N}  be the original and the test 
images respectively. 

In order to construct a formula for UIQI, we require the values of following terms, 
 

a. Mean of image ‘X’  
b. Mean of image ‘Y’ 
c. Variance of image ‘X’  
d. Variance of image ‘Y’  and 
e. Standard Deviation of both ‘X’ and ’Y’ images 
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UIQI is defined as: 

 
Where,   mean of image X and image Y are 

,       
and the variance is calculated as 

 
Similarly standard deviation is  

 
UIQI is the product of three quality measures reflecting these components, 
respectively: loss of correlation, luminance distortion, and contrast distortion. 

3  Proposed Method 

The proposed system uses UIQI based segment classification. The image considered 
from the mini MIAS database is first divided into segments of size 16 x 16, 8 x8, 4x4 
and so on. Out of these a segment of size 2 x 2 provides detailed edge information of the 
tumor. The segments are then used for UIQI calculation based on two adjacent 
segments, traversing from top-left sub image to the bottom-right sub image of original 
image. i.e. in horizontal direction.  

Based on the resulting UIQI values, segments of the image can be clustered with pre 
specified upper and lower limits of the clusters, these clusters are then processed to color 
the segment containing the tumor with white and other segments with black. The segment 
with tumor part can be identified using pre-calculated UIQI values  i.e., the segment with 
UIQI value near to 1 can be clustered and can be identified as tumor segments.  

4  Experimental Results 

Experimental evaluation of CAD system is carried on the mammogram images 
collected from mini MIAS Database. Mini MIAs Mammogram Data base contributes a 
total number of 320 mammogram  images. Among them 32 images are used for our 
experiment out of which 25 are having one or more clusters of micro calcifications 
marked by expert radiologists. We have compared the effectiveness of proposed 
method with pixel coding and rank coding methods. 

Fig 1 & 2 shows the segmented mammograms into sub images of size 2x2 and their 
rem with calcification regions segmented. Applying threshold values we have extracted 
both malignant and benign tumors as shown in Figure 6 & 7.  
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a        b 

Fig. 1. Mammogram (a)Segmented into 3x3size (b) Labeled image by using UIQI 

  
a         b 

Fig. 2. Mammogram (a)Segmented into 3x3size (b) Labeled image by using UIQI 

For Benign Tumor: 
Threshold for UIQI in labeling: 

if(uiq[i]>-10 && uiq[i]<=30) // upper and lower limits for UIQI 
   { 

lbl[i]=1;   //class label is 1 
   }  
 
Threshold for segmentation:  
   if(avg>140 && avg<200) 

yimg.setRGB(j,i,RGB); //tumor pixel values are set as it is 
   else 

yimg.setRGB(j,i,0xff000000); //other pixels are set to "0 
 

For Malignant Tumor: 
 Threshold for UIQI in labeling: 

if(uiq[i]>-10 && uiq[i]<=30) // upper and lower limits for UIQI 
   { 

lbl[i]=1;   //class label is 1 
   }  
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(a)                 (b) 

Fig. 3. a) Original mammogram Images  b) Calcification regions identified 

  
(a)              (b) 

Fig. 4. a) Original mammogram Images  b) Calcification regions identified 

   
(a)                   (b) 

Fig. 5. a) Original mammogram Images  b) Calcification regions identified 

 
 Threshold for segmentation:  
   if(avg>188) 

yimg.setRGB(j,i,RGB); //tumor pixel values are set as it is 
   else 

yimg.setRGB(j,i,0xff000000); //other pixels are set to "0 
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a      b       c 

Fig. 6. 

 
a      b      c 

Fig. 7. 

Table 1. Comparative study of Classification rates 

Method Test Cases True +ve True –ve False +ve False -ve 

Using UIQI 
No of Cases 24/25 

 
96% 

6/7 
 

86% 

1/25 
 

4% 

1/7 
 

14% %age 

Using Simple
Coding 

No of Cases 18/25 
 

72% 

5/7 
 

71% 

7/25 
 

28% 

2/7 
 

39% %age 

Using Rank Coding 
No of Cases 20/25 

 
80 

6/7 
 

86% 

5/25 
 

20% 

1/7 
 

14% %age 

 
Both rank coding and texture coding methods considers only limited range of values. 
This reduction is use full in the view of space complexity, but it suffers more from 
segmentation point of view. In terms of classification, we consider statistical texture 
characteristics while UIQI. Table 1 summarizes the percentage of classified rates. 
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The classification rates obtained confirm that superior performance is obtained by 
existing method. As we can change window size (sub image)it has variable 
computational complexity. We can select a suitable window size for a given 
classification rate to minimize complexity. 

5  Conclusion 

We have developed a new method for detection of both benign and malignant micro 
calcifications based on labeling and thresholding. Each image is subdivided as small as 
2 x2 sub images and their UIQI is found. Based on UIQI index labeling is performed for 
different regions in the mammogram. Applying proper empirical threshold values we 
can extract benign calcifications. Experimental results showed that calcification rates 
found by our method is 96% where as that of using texture coded images is 92% and 
that of using rank codes is around 80%. As the segmentation is done at the level of sub 
image, the method is easier for implementation and reduces computational complexity 
when compared with pixel coding and gray level coding methods.  
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Abstract. Image restoration and noise reduction is an eminent problem in 
almost all image processing applications. Numerous image restoration methods 
have been developed, each of which has its own advantages and limitation. This 
paper proposes a novel approach for removal of salt and pepper noise using a 
two stage process, in which the noisy image is first subjected to an adaptive 
median filter and then its output is further denoised by applying it to a new 
patch based non- local recovery paradigm. The Non-Local means filter uses the 
redundancy of information in the image under study to remove the noise. The 
statistical results of simulations are done using MATLAB and the obtained 
denoised images are quantified using various performance metrics.  

Keywords: Adaptive median Filter, Non-Local means filter, Salt and pepper 
noise, Image restoration. 

1   Introduction 

Salt and pepper noise is caused by defective pixel in camera sensors and often found 
in digital transmission and storage. For images corrupted by this noise, the noisy 
pixels can take only the maximum and the minimum values (respectively, any random 
value) in the dynamic range [1]. Salt and Pepper noise is a special type of impulse 
noise. The probability density function (PDF) is  

ܲሺݖሻ ൌ ൝ ௔ܲ, ݖ ൌ ܽ௕ܲ, ݖ ൌ ܾ0 , (1)      ݁ݏ݅ݓݎ݄݁ݐ݋

If neither of the probability is zero then the impulse noise resembles salt and pepper 
granules, distributed randomly over the image, hence the name. The removal of salt 
and pepper noise is generally approached using median type filters [2]. Previously 
Standard Median Filtering technique used to be considered as a robust technique in 
terms of noise attenuation and edge preservation. However in this method, when the 
noise variance is more than 0.5, some details and edges of the image are smashed [3]. 
An appropriate method of salt and pepper reduction is one which increases signal to 
noise ratio while preserving the edges and other fine details. To achieve this, an 
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2.2   Adaptive Median Filter 

The standard median filter performs well as long as the spatial noise density of the 
salt and pepper noise is not large. The filter performance degrades when the spatial 
noise variance of the salt and pepper noise increases [3].  Further with larger image 
and as the size of the kernel increases, the details and the edges becomes obscured 
[11]. The standard median filter does not take into account the variation of image 
charecteristics from one point to another. The behavior of adaptive filter changes 
based on statistical characteristic of the image inside the filter region defined by the 
mxn rectangular window Sxy [11]. The adaptive median filter differs from other 
adaptive filter as the size of the rectangular window Sxy is made to vary depending on 

(a) zmin =Minimum gray level value in Sxy 

(b) zmax =Maximum gray level value in Sxy 

(c) zmed =Medians of gray level in Sxy  

(d) zxy =Gray levels at coordinate (x,y) 
(e)Smax= Maximum allowed size of Sxy [12]. 
 

The flowchart for adaptive median filtering is based on two levels is shown in figure 2. 

 

Fig. 2. Flowchart of Adaptive median filter 
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The adaptive median filtering algorithm works in two levels, denoted by LEVEL1 
and LEVEL2. The use of AMF serves three main purpose: to remove salt and pepper 
(impulse) noise; to provide smoothing of other noise that may not be impulsive, and 
to reduce distortion, such as excessive thinning or thickening  of object boundaries. 
The values Zmin and Zmax are considered statistically by the algorithm to be ‘impulse 
like’ noise components, even if these are not the lowest and highest possible pixel 
values in the image.  

The purpose of LEVEL1 is to determine if the median filter output Zmed is impulse 
output or not. If LEVEL1 does find an impulse output then that would cause it to 
branch to LEVEL2. Here, the algorithm then increases the size of the window and 
repeats LEVEL1 and continues until it finds a median value that is not an impulse or 
the maximum window size is reached, the algorithm returns the value of Zxy. 

Every time the algorithm outputs a value, the window Sxy is moved to the next 
location in the image. The algorithm is then reinitialized and applied to the pixels in 
the new location. The median value can be updated iteratively using only the new 
pixels, thus reducing computational overhead. 

2.3   Non-local Means Filtering 

The approach of Non-local means filter was introduced by Buades in 2005 [7] based 
on non-local averaging of all pixels in the image. The method was based on denoising 
an image corrupted by white gaussian noise with zero mean and variance. 

The Non Local Means filtering approach estimates every pixel intensity based on 
information from the whole image thereby exploiting the presence of similar patterns 
and features in the image. In this method, the restored gray value of each pixel is 
obtained by the weighted average of the gray values of all pixels in the image. Each 
weight is proportional to the similarity between the local neighborhood of the pixel 
being processed and the neighborhood corresponding to the other image pixel [8].    

Given a discrete noisy image v= {v(i)} for a pixel I the estimated value of NL[v](i) 
is computed as weighted average of all the pixels i.e.: 

NL[v](i) =∑ ,ሺ݅ݓ ݆ሻ. ௜אሺ݆ሻ௝ݒ  (2)

where the family of weights {w(i, j)}j depend on the similarity between the pixels i 
and j,  

The similarity between two pixels i and j depends on the similarity of the intensity 
gray level vectors v(Ni) and v(Nj), where Nk denotes a square neighborhood of fixed 
size and centered at a pixel k. The similarity is measured as a decreasing function of 
the weighted Euclidean distance, ||v(Ni)−v(Nj) ||2

2,a, where a > 0 is the standard 
deviation of the Gaussian kernel. 

The pixels with a similar grey level neighborhood to v(Ni) have larger weights in 
the average. 

These weights are defined as, 

w(i, j) = ଵ௓ሺ௜ሻ ݁ି ฬቚೡ൫ಿ೔൯షೡቀೀቁቚฬమ,ೌమ
೓మ  

(3)
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where Z(i) is the normalizing constant and the parameter h acts as a degree of 
filtering. It controls the decay of the exponential function and therefore the decay of 
the weights as a function of the Euclidean distances. 

3   Proposed Method 

The original test image is corrupted with simulated salt and pepper noise with 
different noise variance ranging from 0.1 to 0.9. In the proposed denoising approach, 
the noisy image is first applied to an adaptive median filter. The maximum allowed 
size of the window of the adaptive median filter is taken to be 5X5 for effective 
filtering. The choice of maximum allowed window size depends on the application 
but a reasonable value was computed by experimenting with various sizes of standard 
median filter.  

In the second stage the resultant image is subjected to NL-means filtering 
technique. 

The block diagram of the proposed method is shown in figure 3 below:  

  

Fig. 3. Block diagram of proposed method 

The performance of the filter depends on, 
(a)  radio of search window        (value taken 7) 
(b)  radio of similarity window    ( value taken 5) 
(c) degree of filtering (taken equal to the value of   noise variance divided by 5). 

The performance of the proposed technique is quantified by using various 
performance metrics such as, mean average error (MAE), mean square error (MSE), 
signal to mean square error (S/MSE), signal to noise ratio (SNR) and peak signal to 
noise ratio (PSNR). 

4   Experimentation 

4.1   Simulation 

Intensive simulations were carried out using several monochrome images, from which 
a 256x256 “Lena.png” and “Cameraman.tif” image is chosen for demonstration. The 
test image is corrupted by fixed value salt and pepper noise with noise variance 
varying from 0.1 to 0.9.  
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In this section the output of the proposed technique is compared with different 
standard methods such as Median filters MF (3X3) and MF (5X5), Adaptive median 
filter AMF (7X7). The results are quantified using the following well defined 
parameters such as, 

A) Mean Average Error (MAE) [13]  ܧܣܯ ൌ ܰܯ1 ෍ ෍หݎ௜௝ െ ௜௝ห௝௜ݔ  (4)

where  ri,j and xi,j denote the pixel values of the restored image and the original image 
respectively and M x N is the size of the image. 

B) Mean Square Error (MSE) 

ܧܵܯ ൌ ܰܯ1 ෍ ෍ൣܫሺ݅, ݆ሻ െ Îሺ݅, ݆ሻ൧ଶே
௝ୀଵ

ெ
௜ୀଵ  (5)

Where M and N are the total number of pixels in the horizontal and the vertical 
dimensions of the image. I and Î denote the original and filtered image, respectively 
[14]. 

C) Signal to Mean Square Error(S/MSE) [15] 

S/MSE=10logଵ଴ ∑ ௌ೔మ೔಼సభ∑ ሺௌഢ෡ ିௌ೔ሻమ೔಼సభ  (6)

where పܵ෡  and ௜ܵ denote the pixel values of the restored image and original image 
respectively. 

D) Peak Signal to Noise Ratio [14] ܴܲܵܰ ൌ 10 logଵ଴ ቆ ଶቇ  (7)ܧܵܯ255

 
E) Signal to Noise Ratio (SNR) [15] 

SNR=10݈݃݋ଵ଴ ∑ ൫௩ሺ௫೔ሻమି௩ොሺ௫೔ሻమ൯ೣ೔אΩమ∑ ൫௩ሺ௫೔ሻି௩ොሺ௫೔ሻ൯మೣ೔אΩమ   (8)

where  ݒሺݔ௜ሻ is the true value of pixel xi  and ݒොሺݔ௜ሻ is the restored value of pixel xi. 

4.2   Denoising Performance 

In this paper, salt and pepper noise was added to the test image with noise variance 
ranging from 0.1 to 0.9. The results for noisy and denoised image are shown in Table 
1 for Lena image. 

The performance of the proposed algorithm is tested for various levels of noise 
variance in Cameraman image and compared with standard filters namely Standard 
Median Filter (MF) of window size (3x3) and (5x5),  Adaptive Median Filter (AMF), 
in terms of Mean Absolute Error (MAE) [13], Signal-To-Noise Ratio (SNR) [15], and 
the results are shown in Table 2 and 3 respectively . 
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Fig. 4. (A) Original ‘Lena.png’ image (B) Noisy image with variance-0.6 (C) Median Filter 
(3x3) output (D) Median Filter (5x5) output (E) Adaptive median filter output (F) Denoised 
image using proposed method 

The analysis of the results obtained in Table 1 show that the Mean Absolute Error 
(MAE) and the Mean Square Error (MSE) is low for images corrupted with salt and 
pepper noise of low variance. However with the increase in noise variance there is a 
corresponding increase in calculated error. It can be seen that error in the denoised 
image has been reduced to a large extent as compared to the noisy image. There is an  
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Table 1. Performance matrices of the proposed method for Lena image 

 
 

improvement in SNR and PSNR as well. For instance for noise variance of 0.7 there 
is an improvement of PSNR by about 26db. 

From Table 2-3 it is evident that the Median Filter performs best at lower noise 
variance (upto 0.4) i.e. the SNR value is highest and also a low value of MAE has 
been achieved. But when noise variance is increased to about 0.6, the MF 
performance degrades and Adaptive Median Filter suppresses much of the noise but it 

 

PERFORMANCE METRICS--- lena.png 

VARIANCE IMAGE TYPE MAE MSE SMSE SNR PSNR 

0.1 

NOISY 0.0495 0.0306 9.2031 11.9808 63.2751 

PROPOSED METHOD 0.0144 0.0007 25.3180 28.3409 79.8937 

0.2 

NOISY 0.1004 0.0621 6.5932 9.1570 60.1993 

PROPOSED METHOD 0.0181 0.0009 23.8311 26.8580 78.4148 

0.3 

NOISY 0.1506 0.0932 5.2216 7.6156 58.4372 

PROPOSED METHOD 0.0225 0.0014 22.0297 25.0610 76.6221 

0.4 

NOISY 0.2009 0.1245 4.3316 6.5736 57.1797 

PROPOSED METHOD 0.0269 0.0020 20.5609 23.6019 75.1725 

0.5 

NOISY 0.2514 0.1558 3.6870 5.7985 56.2038 

PROPOSED METHOD 0.0307 0.0026 19.3449 22.3949 73.9745 

0.6 

NOISY 0.3004 0.1860 3.2097 5.2117 55.4361 

PROPOSED METHOD 0.0352 0.0034 18.1689 21.2410 72.8421 

0.7 

NOISY 0.3498 0.2165 2.8486 4.7424 54.7759 

PROPOSED METHOD 0.0425 0.0055 16.0478 19.1321 70.7449 

0.8 

NOISY 0.4010 0.2482 2.5046 4.3122 54.1835 

PROPOSED METHOD 0.0633 0.0136 12.1550 15.2175 66.8092 

0.9 

NOISY 0.4482 0.2770 2.3315 4.0381 53.7066 

PROPOSED METHOD 0.1448 0.0522 7.0313 9.7375 60.9507 
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produces streaking effect and not suitable for noise variance of above 0.65. 
Experimental results show that the proposed method restores the original image much 
better than standard non-linear median-based filter and AMF at higher noise variance. 
For instance at noise variance of 0.7 the SNR of the restored image improves by about 
14db as compared to the noisy image as opposed to the case of 11db for AMF. 

The performance of the various filters with respect to MAE and SNR are plotted in 
Figure 5 and 6 respectively. 
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Fig. 5. Graph showing comparison of MAE obtained for different Noise variance of Lena 
image  
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Fig. 6. Graph showing comparison of SNR obtained for different Noise variance of Lena image 
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Fig. 7. (A) original Cameraman.tif image (B) Noisy image with variance-0.7 (C) Median Filter 
(3x3) output (D) Median Filter (5x5) output (E) Adaptive median filter output (F) Denoised 
image using proposed method 
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Table 2. Comparison of MAE values with other existing methods for a Cameraman.tif image 

FILTER 
TYPE 

MAE—cameraman.tif 
σ = 0.4 σ = 0.6 σ = 0.7 

NOISY 0.1992 0.2980 0.3472 

MEDIAN-[3X3]] 0.0486 0.1268 0.1942 

MEDIAN-[5X5] 0.0387 0.0646 0.1061 

ADAPTIVE-MEDIAN 0.0153 0.0271 0.0378 

PROPOSED METHOD 0.0253 0.0343 0.0381 

Table 3. Comparison of SNR values with other existing methods for a Cameraman.tif image 

 FILTER 
TYPE 

SNR--  cameraman.tif 
σ = 0.4 σ = 0.6 σ = 0.7 

NOISY 7.0160 5.5565 5.0436 

MEDIAN-[3X3]] 14.6698 9.2742 7.3749 

MEDIAN-[5X5] 17.3610 13.3020 10.3452 

ADAPTIVE-MEDIAN 22.5668 18.8561 16.6243 

PROPOSED 
METHOD 

23.0670 20.1412 19.1356 

5   Conclusion 

In this paper a new method is developed for restoration of an image, corrupted by salt 
and pepper noise. The existing filters like median filter and adaptive median filter can 
denoise salt and pepper noise for lower values of noise variance, but fail to remove 
noise effectively if the noise variance increases. This paper proposes a method to 
handle salt and pepper noise having higher variances i.e. more than 0.65. 

To demonstrate the performance of the proposed method, extensive simulation 
experiments have been conducted on a variety of standard test images to compare the 
proposed method with many other well known techniques. Experimental 
results simulated with MATLAB 7 indicate that the proposed method performs 
significantly better than many other existing techniques when the noise variance is 
higher and these results are also graphically analyzed for comparative study. 

Although the proposed method outperforms the existing denoising techniques at 
higher value of noise variances, but scope of improvement still exists. As this method 
involves a two stage process, the number of computations is very high and hence the 
simulation time increases with increase in the size of the corrupted image. So as a 
future work, modifications may be incorporated to reduce the computation time and 
make the algorithm faster. 
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Abstract. Digital watermarking is one of solutions to protect intellectual 
properties and copyright by hiding information, such as a random sequence or a 
logo, into digital media. This paper deals with a new blind robust watermarking 
technique for embedding secrete medical information as a watermark in a host 
image. As a host image a color medical image is used, and a blue plane goes 
through the DWT. The diagnosis information of the patent is used as a 
watermark binary image. The embedding process is done in the LL Sub band of 
the blue plane of the host image, for DWT a bi-orthogonal wavelet filter is used 
for corresponding. This can be extended for store more than one watermark 
information in one medical image by embedding the watermark images in the 
different sub bands of the host image. The resulting watermark is having good 
PSNR and robust against different attacks. 

Keywords: Watermark, robust, medical image, DWT, PSNR. 

1   Introduction 

Nowadays, the developments in digital technology have resulted in explosion in the 
use of digital media products such as image, audio and video. This raises, however, 
security concerns due to digital multimedia products high vulnerability to the illegal 
copying, distribution, manipulation, and other attacks. The digital watermarking 
systems, in literature, have been developed to remedy these security threats. In order 
to be effective transformation and secure exchange of medical information, it is 
required to apply digital watermark [1][2] , it must be robust and secure, recoverable 
from a document, provide the original information embedded reliably, and be non-
intrusive and also removable by authorized users. In the conventional medical image 
watermarking techniques the watermarking is fragile in nature. Medical image 
watermarking is classified into two. 1) Tamper detection and authentication and 2) 
EPR data hiding. Tamper detection watermarks are able to locate the regions or pixels 
of the image where tampering was done. Authentication watermarks are used to 
identify the source of image. EPR data hiding techniques gives more importance in 
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hiding high payload data in the images keeping the imperceptibility very high. 
Different kinds of watermarking methods were identified for medical images. 

This paper deals with the blind and Robust watermarking technique is proposed 
which are difficult to remove from the object in which they are embedded despite a 
variety of possible attacks by pirates including compression such as JPEG, scaling 
and aspect ratio changes, rotation, translation, cropping, row and column removal, 
addition of noise, filtering, statistical attacks [3]. Describing about the different 
medical image watermarking techniques are represented in the section 1, A generic 
wavelet transform based image compression scheme is reviewed in section 2, the 
description of different topological reordering techniques are represented in section 3, 
the proposed watermarking technique is discussed in section 4, results are described 
in the section 5, concluding remarks are given in the section 6. 

2   Wavelet Based Image Compression 

The widely used unitary transforms for data compression are transformations 2-D 
images are changed from spatial to frequency transformation such as FFT, DCT, and 
DWT is a better decomposition capability and having high redundancy than 
remaining frequency transformations. In DWT, an image can be processed by passing 
it through an analysis filter bank followed by a decimation operation [4]. This 
analysis filter bank, which consists of a low pass and a high pass filter at each 
decomposition stage, is commonly used in image compression. When a signal passes 
through these filters, it is split into two bands.  

The low pass filter, which corresponds to an averaging operation, extracts the coarse 
information of the image. The high pass filter, which corresponds to a differencing 
operation, extracts the detail information of the image. The output of the filtering 
operations is then decimated by two. A 2D-DWT can be accomplished by performing two 
separate one dimensional transforms. First, the image is filtered along the x dimension 
using low pass and high pass analysis filters and decimated by two. Low pass filtered 
coefficients are stored on the left part of the matrix and high pass filtered on the right.  

 

Fig. 1. Pyramidal Decomposition 
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Because of the decimation, the total size of the transformed image is same as the 
original image. Then, it is followed by filtering the sub-image along the y-dimension 
and decimated by two. Finally, the image is split into four bands denoted by LL, HL, 
LH and HH after one level decomposition and as shown in Figure 1. In the diagram, 
‘L’ indicates low pass filter and ‘H’ indicates high pass filter. In the second level, the 
LL band is further decomposed into four bands. The same procedure is continued for 
further decomposition levels. This process of filtering the image is called pyramidal 
decomposition of image. 

2.1   Bi-orthogonal Wavelet Filter 

Where the associated wavelet transforms is invertible but not necessarily orthogonal. 
Designing bi-orthogonal wavelets allows more degrees of freedoms than orthogonal 
wavelets [38]. One additional degree of freedom is the possibility to construct 
symmetric wavelet functions. In the bi-orthogonal case, there are two scaling 
functions ׎ሺݐሻ, ׎ሺݐሻ෫, which may generate different multiresolution analyses, and 
accordingly two different wavelet functions instead of just one ߮ሺݐሻ, ෤߮ሺݐሻ 

3   Topological Reordering 

The rearrangement of coefficients is based purely upon coefficient position, rather 
than a function of coefficient value, hence it is designated as topological re-ordering. 
The advantage of re-ordering is better accessibility of the successive coefficients for 
the estimation of current coefficient value. Due to re-ordering, the size of a particular 
sub band is altered. 

 

Fig. 2. Performing Zigzag Scanning for the DWT Coefficients of LL Sub band 
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3.1   Zig-Zag Coding 

A zigzag code is described by a highly structured zigzag graph. Due to the 
structural properties of the graph, it has low-complexity. Zigzag coding is the 
technique is used to re order the coefficients of the image Sub bands. This process 
orders the coefficients from low frequency to high frequency [7-11] [13]. The 
scanning is starts from the top left most Coefficients. This provides better entropy 
coding and has high access with the successive pixel, the coefficients are get 
scanned according to the zigzag ordering, to achieve the perceptual invisibility of 
the mark, without a loss of robustness against signal processing techniques. By 
Zigzag coding it is possible to access the successive pixels easily. The process of 
the zigzag is shown in bellow Figure 2.For medical images zigzag scanning is 
used, where it can possible to scan the medical image without loss in the image 
pixel. The scanning processes get starts from top to bottom and left to right 
without neglecting any coefficient. In this work zigzag coding is applied to the LL 
Sub band of the Blue plane of the Image. 

4   Proposed Watermarking Technique 

With the proposed watermarking techniques the secrete logo image is embedded in 
the host image and extracted from the image so the proposed techniques is having 
both embedding and extraction procedures 

4.1   Water Mark Embedding Procedure 

This section describes the proposed watermarking technique. The watermark is 
embedded in the quantized and rounded LL sub band. The embedding algorithm 
consists of five main steps; the block diagram of the watermark embedding technique 
is shown in the figure 3. 

The Embedding process is shown in the Figure 3. Isolating the image into three 
color planes. The blue plane information of image is passed through a wavelet 
transformation unit for the resolution decomposition of the blue plane information. 
Hierarchical pyramidal decomposition architecture with bank of low pass and high 
pass filters are used for the decomposition of the original image. The transformation 
is performed using Bi-orthonormal wavelet transform. Wavelet transform is a very 
useful tool for signal analysis and image processing, especially in multi-resolution 
representation. The image is go with the 3 level image decomposition and the 
coefficients of LL sub band information on which watermark image could be 
embedded. For the transformation a Zigzag scanning operation is carried out. 
Similarly for the Logo image also perform the zigzag coding.   

The coefficients after zigzag coding the image of 2D is converted to 1D image 
for the watermarking process the lease significant bits of the image are considered and 
the watermarking is carried out at the lease significant bits by considering a constant 
of watermarking strength coefficient. 
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Fig. 3. Proposed watermark embedding system 

4.2   Watermark Extraction Procedure 

Our watermarking scheme deals with the extraction of the watermark information in 
the absence of the original image. The aim of the watermark extraction process is to 
reliably obtain an estimate of the original watermark from a possibly distorted version 
of the watermarked image. The detection process is inverse procedure of the 
watermark insertion process. One of the advantages of wavelet-based watermarking is 
its ability to spread the watermark all over the image. If a part of the image is 
cropped, it may still contain parts of the watermark. These parts of watermark may be 
detected by certain mechanism even if the image has been further scaled or rotated.  

The Logo that embedded in the medical image is get extracted based on the 
location where the logo is get placed and the extraction process is shown in the block 
diagram. 

In the extraction algorithm the watermarked image is get separated into the color 
planes in which the Blue plane goes under the extraction process that is given to the 
zigzag scanning it convert the 2D Blue plane image into the 1D image that is given to 
the logo extractor. The location of the watermark that be stored should know to the 
receiver and the strength of the watermark should be known than only the image is 
extracted from the Blue plane and that should be in a 1D mode so it need to convert 
that to 2D Signal the coefficients after the watermark extractor are given to the 
Inverse Zigzag from this we can extract the logo the block diagram of the Extraction 
process is shown in the Figure 4. 
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Fig. 4. Proposed watermark extracting system 

5   Results 

Experiments are performed on five color medical images to verify the proposed 
method. These five images are represented by 110x110 host image and a logo binary 
image of 64x64 image is used for the embedding in the host image Here the Image is 
processed under different attacks as Geometrical, Filtering, and Noise attacks. And 
also measured the performance, evaluate the quality of the Extracted image. For 
embedding the logo image in the host image the watermark image is embedded with 
the strength of 0.5. 

5.1   Without Attacks 

Experimental results have been obtained with an implementation of the proposed 
watermarking scheme on ‘medical’ image. Binary logo of size 64x64 is used in the  
 

 

Fig. 5. Watermark image (‘logo’), Watermarked error image, Watermarked image, Extracted Logo. 
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Hidden watermark image can retrieve from the original image. Thus for watermarking 
Blue plane of the color image is used, due to blue plane of the image is having less 
human eye sensitive characteristics. The proposed watermarking is processed under 
different signal processing attacks; quality of the extracted image is analyzed by 
PSNR, NCC, and SIM. Topological re-ordering plays major role for protecting the 
secure data in LL (Low Level) Sub band of the Blue plane image. We can extend this 
concept by embedding the secrete information in the host image for remaining sub 
bands of the original image. For the proposed watermarking technique PSNR Value 
without attacks is 39.3 dB.  
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Abstract. This paper investigates the adaptive synchronization of identical Pan
systems (2010) and synchronization of non-identical Lü system (2002) and Pan
system (2010). In adaptive synchronization of identical chaotic systems, the pa-
rameters of the master and slave systems are unknown and we devise feedback
control laws using estimates of the system parameters. In adaptive synchroniza-
tion of different chaotic systems, the parameters of the master system are known,
but the parameters of the slave system are unknown and we devise feedback con-
trol laws using the estimates of the parameters of the slave system. Our adap-
tive synchronization results derived in this paper are established using Lyapunov
stability theory. Since the Lyapunov exponents are not required for these calcu-
lations, the adaptive control method is effective and convenient to synchronize
identical and different Lü and Pan systems. Numerical simulations are given to
illustrate the effectiveness of the proposed adaptive synchronization schemes for
the global chaos synchronization of chaotic systems addressed in this paper.

Keywords: Adaptive control, chaos synchronization, nonlinear control, Lü
system, Pan system.

1 Introduction

Chaos theory has been developed and extensively studied over the past two decades.
A chaotic system is a nonlinear dynamical system that is highly sensitive to initial
conditions. This sensitivity is popularly referred to as the butterfly effect [1]. There has
been active research done in the past three decades on the control and synchronization
of nonlinear chaotic systems.

Chaos synchronization problem was first described by Fujisaka and Yemada [2] in
1983. This problem did not receive great attention until Pecora and Carroll ([3]-[4])
published their results on chaos synchronization in early 1990s. From then on, chaos
synchronization has been extensively and intensively studied in the last three decades
([3]-[17]). Chaos theory has been explored in a variety of fields including physical [5],
chemical [6], ecological [7] systems, secure communications ([8]-[9]) etc.
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In most of the chaos synchronization approaches, the master-slave or drive-response
formalism is used. If a particular chaotic system is called the master or drive system
and another chaotic system is called the slave or response system, then the idea of the
synchronization is to use the output of the master system to control the slave system so
that the output of the slave system tracks the output of the master system asymptotically.

Since the seminal work by Pecora and Carroll ([3]-[4]), a variety of impressive ap-
proaches have been proposed for the synchronization for the chaotic systems such as
PC method ([3]-[4]), the sampled-data feedback synchronization method [10], OGY
method [11], time-delay feedback approach [12], backstepping design method [13],
adaptive design method [14], sliding mode control method [15], active control method
([16]-[17]), etc.

In this paper, we apply adaptive nonlinear control method to derive new results
for the global chaos synchronization for identical Pan systems ([18], 2010) and non-
identical Lü system ([19], 2002)and Pan system.

In adaptive synchronization of identical chaotic systems, the parameters of the master
and slave systems are unknown and we devise feedback control laws using estimates
of the system parameters. In adaptive synchronization of different chaotic systems, the
parameters of the master system are known, but the parameters of the slave system are
unknown and we devise feedback control laws using the estimates of the parameters of
the slave system.

This paper has been organized as follows. In Section 2, we derive results for the
adaptive synchronization of identical Pan systems. In Section 3, we derive results for
the adaptive synchronization of non-identical Lü and Pan systems. In Section 4, we
summarize the main results obtained in this paper.

2 Adaptive Synchronization of Identical Pan Systems

2.1 Theoretical Results

In this section, we discuss the adaptive synchronization of identical Pan systems (Pan,
Xu and Zhou, [18], 2010), where the parameters of the master and slave systems are
unknown.

As the master system, we consider the Pan dynamics described by

ẋ1 = α(x2 − x1)

ẋ2 = γx1 − x1x3

ẋ3 = x1x2 − βx3

(1)

where x1, x2, x3 are the state variables and α, β, γ are unknown parameters of the sys-
tem.

The Pan system (1) is chaotic when the parameter values are

α = 10, β = 8/3 and γ = 16

The chaotic state portrait of the Pan system (1) is shown in Figure 1.
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Fig. 1. State Orbits of the Pan System

As the slave system, we consider again the Pan dynamics described by

ẏ1 = α(y2 − y1) + u1

ẏ2 = γy1 − y1y3 + u2

ẏ3 = y1y2 − βy3 + u3

(2)

where y1, y2, y3 are the state variables, α, β, γ are unknown parameters of the system
and u1, u2, u3 are the nonlinear controls to be designed.

The synchronization error is defined by

ei = yi − xi, (i = 1, 2, 3)

Then the error dynamics is obtained as

ė1 = α(e2 − e1) + u1

ė2 = γe1 − y1y3 + x1x3 + u2

ė3 = y1y2 − x1x2 − βe3

(3)

Let us now define the adaptive control functions u1(t), u2(t), u3(t) as

u1(t) = −α̂(e2 − e1)− k1e1

u2(t) = −γ̂e1 + y1y3 − x1x3 − k2e2

u3(t) = −y1y2 + x1x2 + β̂ e3 − k3e3

(4)

where α̂, β̂ and γ̂ are estimates of α, β and γ respectively, and ki, (i = 1, 2, 3) are
positive constants.

Let us now define the parameter errors as

eα = α− α̂, eβ = β − β̂ and eγ = γ − γ̂ (5)
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Substituting (4) and (5) into (3), the error dynamics can be obtained as

ė1 = eα (e2 − e1)− k1e1

ė2 = −eγ e1 − k2e2

ė3 = −eβ e3 − k3e3

(6)

For the derivation of the update law for adjusting the estimates of the parameters, the
Lyapunov approach is used. Consider the quadratic Lyapunov function

V (e1, e2, e3, eα, eβ , eγ) =
1

2

(
e21 + e22 + e23 + e2α + e2β + e2γ

)
(7)

Note also that
ėα = − ˙̂α, ėβ = − ˙̂

β and ėγ = − ˙̂γ (8)

Differentiating V using (6) and (8), we get

V̇ = −k1e21−k2e22−k3e23+ eα[e1(e2− e1)− ˙̂α]+ eβ[−e23− ˙̂
β]+ eγ [−e1e2− ˙̂γ] (9)

In view of Eq. (9), the estimated parameters are updated by the following law:

˙̂α = e1(e2 − e1) + k4eα
˙̂
β = e23 + k5eβ
˙̂γ = e1e2 + k6eγ

(10)

where k4, k5 and k6 are positive constants.
Substituting (10) into (9), we get

V̇ = −k1e21 − k2e
2
2 − k3e

2
3 − k4e

2
α − k5e

2
β − k6e

2
γ (11)

which is a negative definite function.
Thus, by Lyapunov stability theory [20], it is immediate that the synchronization

error and parameter error decay to zero exponentially with time.
Hence, we have proved the following result.

Theorem 1. The identical Pan systems (1) and (2) with unknown parameters are glob-
ally and exponentially synchronized by the adaptive control law (4), where the update
law for the parameters is given by (10) and ki, (i = 1, . . . , 6) are positive constants.

2.2 Numerical Results

For the numerical simulations, the fourth-order Runge-Kutta method is used to solve
the systems using MATLAB.

We consider the adaptive synchronization of the Pan systems with α = 10, β = 8/3

and γ = 16. Suppose that the initial estimated parameters are α̂(0) = 5, β̂(0) = 4 and
γ̂(0) = 2. We apply the adaptive control law (4) and the update law (10) with ki = 2,
(i = 1, . . . , 6).
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Fig. 2. Adaptive Synchronization of the Identical Pan Systems

The initial conditions of the master system (1) are taken as x(0) = (1, 5, 4) and the
and the initial conditions of the slave system (2) are taken as y(0) = (7, 2, 2).

Figure 2 shows the complete synchronization of the identical Pan systems and Figure
3 shows that the estimated values of parameters α̂, β̂ and γ̂ converge to the system
parameters α = 10, β = 8/3 and γ = 16 respectively.

3 Adaptive Synchronization of Non-identical Lü and Pan Systems

3.1 Theoretical Results

In this section, we discuss the adaptive synchronization of non-identical Lü and Pan
systems. Here, we consider the Lü system ([19], 2002) as the master system, whose
parameters are known. We consider the Pan system ([18], 2010) as the slave system,
whose parameters are unknown. The problem is to devise adaptive feedback control
law and parameter update law which synchronize the master and slave systems.

As the master system, we consider the Lü dynamics described by

ẋ1 = a(x2 − x1)

ẋ2 = −x1x3 + cx2

ẋ3 = x1x2 − bx3

(12)

where x1, x2, x3 are the state variables and a, b, c are known, positive, constant param-
eters of the system.

The chaotic state portrait of the Lü system (12) is shown in Figure 4.
As the slave system, we consider the Pan dynamics described by

ẏ1 = α(y2 − y1) + u1

ẏ2 = γy1 − y1y3 + u2

ẏ3 = y1y2 − βy3 + u3

(13)
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where y1, y2, y3 are the state variables, α, β, γ are unknown parameters of the system
and u1, u2, u3 are the nonlinear controls to be designed.

The synchronization error is defined by

ei = yi − xi, (i = 1, 2, 3)

Then the error dynamics is obtained as

ė1 = α(y2 − y1)− a(x2 − x1) + u1

ė2 = γy1 − cx2 − y1y3 + x1x3 + u2

ė3 = −βy3 + bx3 + y1y2 − x1x2 + u3

(14)

Let us now define the adaptive control functions u1(t), u2(t), u3(t) as

u1(t) = −α̂ (y2 − y1) + a(x2 − x1)− k1e1

u2(t) = −γ̂ y1 + cx2 + y1y3 − x1x3 − k2e2

u3(t) = β̂ y3 − bx3 − y1y2 + x1x2 − k3e3

(15)

where α̂, β̂ and γ̂ are estimates of α, β and γ respectively, and ki, (i = 1, 2, 3) are
positive constants.

Let us now define the parameter errors as

eα = α− α̂, eβ = β − β̂ and eγ = γ − γ̂ (16)

Substituting (15) and (16) into (14), the error dynamics can be obtained as

ė1 = eα (y2 − y1)− k1e1

ė2 = eγ y1 − k2e2

ė3 = −eβ y3 − k3e3

(17)

For the derivation of the update law for adjusting the estimates of the parameters, the
Lyapunov approach is used.

Consider a quadratic function

V (e1, e2, e3, eα, eβ , eγ) =
1

2

(
e21 + e22 + e23 + e2α + e2β + e2γ

)
(18)

Note also that
ėα = − ˙̂α, ėβ = − ˙̂

β and ėγ = − ˙̂γ (19)

Differentiating V using (17) and (19), we get

V̇ = −k1e21−k2e22−k3e23+eα[e1(y2−y1)− ˙̂α]+eβ[−e3y3− ˙̂
β]+eγ[e2y1− ˙̂γ] (20)

In view of Eq. (20), the estimated parameters are updated by the following law:

˙̂α = e1(y2 − y1) + k4eα
˙̂
β = −e3y3 + k5eβ
˙̂γ = e2y1 + k6eγ

(21)
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Fig. 5. Adaptive Synchronization of the Lü and Pan Systems
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where k4, k5 and k6 are positive constants.
Substituting (21) into (20), we get

V̇ = −k1e21 − k2e
2
2 − k3e

2
3 − k4e

2
α − k5e

2
β − k6e

2
γ (22)

which is a negative definite function.
Thus, by Lyapunov stability theory [20], it is immediate that the synchronization

error and parameter error decay to zero exponentially with time.
Hence, we have proved the following result.

Theorem 2. The non-identical Lü system (12) with known parameters and Pan sys-
tem (13) with unknown parameters are globally and exponentially synchronized by the
adaptive control law (15), where the update law for the parameters is given by (21) and
ki, (i = 1, . . . , 6) are positive constants.

3.2 Numerical Results

For the numerical simulations, the fourth-order Runge-Kutta method is used to solve
the systems using MATLAB.

We consider the adaptive synchronization of Lü and Pan systems with

a = 36, b = 3, c = 20, α = 10, β = 8/3 and γ = 16

Suppose that the initial estimated parameters of the slave system are

α̂(0) = 8, β̂(0) = 12 and γ̂(0) = 9

We apply the adaptive control law (15) and the update law (21) with

k1 = 2, k2 = 2, k3 = 2, k4 = 2, k5 = 2, k6 = 2

The initial conditions of the master system (12) are taken as x(0) = (12, 8, 10) and
the and the initial conditions of the slave system (13) are taken as y(0) = (9, 20, 15).

Figure 5 shows the complete synchronization of the non-identical Lü and Pan sys-
tems and Figure 6 shows that the estimated values of parameters α̂, β̂ and γ̂ converge
to the slave system parameters α = 10, β = 8/3 and γ = 16 respectively.

4 Conclusions

In this paper, we have used adaptive control method to achieve global chaos synchro-
nization of identical Pan systems (2010) and non-identical Lü system (2002) and Pan
system. The adaptive synchronization results derived in this paper are established us-
ing Lyapunov stability theory. Since the Lyapunov exponents are not needed for these
calculations, the proposed adaptive control method is very effective and convenient for
synchronizing chaotic systems. Numerical simulations are also shown to demonstrate
the effectiveness of the adaptive synchronization schemes derived in this paper.
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Abstract. The important step in automatic fingerprint recognition system is to 
automatically and reliably extract minutia from the input fingerprint images. In 
such recognition systems, the orientation of the fingerprint image has influence 
on fingerprint image enhancement phase, minutia detection phase and minutia 
matching phase of the system.  The fingerprint image rotation, translation, and 
registration are the commonly used techniques, to minimize the error in all 
these stages of fingerprint recognition.  In this work, we approached two 
methods by which the minutia is detected. In the first method, the minutias are 
detected without aligning the image. In the second method, the input image is 
aligned using the proposed k-means clustering based fingerprint image rotation 
algorithm and then the minutias are detected. This proposed rotation algorithm 
could be applied as a pre-processing step before minutia detection. In both the 
methods the images are enhanced using the proposed Gabor filter. Finally the 
results clearly show that the aligned images give more accurate true minutias 
then the unaligned images. Hence, the result will be better detection of minutia 
as well as better matching with improved performance. 

Keywords: Fingerprint Image Enhancement, Ridge Endings, Ridge 
Bifurcation, Gabor Filter, k-means clustering, Fingerprint Image Rotation, 
Alignment, Minutia Detection.  

1   Introduction 

Fingerprint recognition is part of the larger field of Biometrics and has found an 
extensive application field. Other techniques of biometrics include face recognition, 
voice recognition, hand geometry, retinal scan, and ear surface and so on.  In this 
context, the minutia extraction plays an important role in the accurate recognition of 
the fingerprint recognizing system.  

1.1   The Fingerprint Image and Minutia  

A fingerprint is the feature pattern of one finger. Fingerprints are believed to be 
unique across individuals, and across fingers of the same individual [7]. Fingerprint-
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based personal identification has been used for a very long time [5]. It is believed that 
each person has his own fingerprints with the permanent uniqueness. Hence, 
fingerprints are being used for identification and forensic investigation for a long 
time. Minutia points occur either at a ridge ending or a ridge bifurcation. A ridge 
ending is defined as the point where the ridge ends abruptly and the ridge bifurcation 
is the point where the ridge splits into two or more branches. A fingerprint expert is 
often able to correctly identify the minutia by using various visual clues such as local 
ridge orientation, ridge continuity, ridge tendency, etc., as long as the ridge and 
furrow structures are not corrupted completely [1].  

 

 

Fig. 1. The Ridge Endings and Bifurcation Fig. 2. The Characteristic of a Minutia. 

The above diagram shows the clear view of a minutia and its characteristic attributes. 

1.2   The Importance of Fingerprint Image Alignment Algorithms 

A typical fingerprint recognition system, have several types of algorithms in each 
stage. We can broadly reduce these stages of algorithms as Fingerprint Image 
Enhancement (Ridge and Valley Enhancement) Algorithms, Minutia Detection 
Algorithms and Minutia Matching Algorithms. 

Fingerprint Image alignment algorithm is the most important step, since the results 
of Minutia extraction Algorithms and the Minutia matching Algorithms are very 
much depend on the clarity and orientation of the fingerprint image. Point pattern 
matching is generally intractable due to the lack of knowledge about the 
correspondence between two point’s sets. To address this problem, Jain et al. 
proposed alignment-based minutia matching [3], [2]. Two sets of minutia are first 
aligned using corresponding ridges to find a reference minutia pair, one from the 
input fingerprint and another from the template fingerprint, and then all the other 
minutia of both images are converted with respect to the reference minutia. Jiang et 
al. also proposed an improved method [4], using minutia together with its neighbors 
to find the best alignment.  

In general, minutia matcher chooses any two minutias as a reference minutia pair 
and then matches their associated ridges first. If the ridges match well [9], two 
fingerprint images are aligned and matching is conducted for all remaining minutia. In 
any of this matching policy, the fingerprint image alignment will play significant role 
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and will have influence on accuracy. In the following sections, the proposed 
fingerprint alignment and enhancement algorithms are discussed. 

The rest of the paper is organized as follows: Section 2 deals with proposed image 
alignment and fingerprint image enhancement algorithms. Section 3 deals with 
Implementation and result analysis. Sections 4 and 5 deals with conclusion and 
references.  

2   The Proposed Image Alignment and Enhancement Algorithm 

2.1   Pre-processing the Input Fingerprint Image 

Initially, the input fingerprint image is pre–processed by changing the intensity value 
to 0 for the pixel, whose intensity value is less than 32. Now, only the ridges and 
valleys of the fingerprint image are considered. Except ridges and valleys the other 
parts of the fingerprint image pixels intensity values are changed to 0. Finally the 
binary image will be constructed. The co-ordinates of (x,y) the one valued pixels are 
considered as two attributes and passed as Input to the K-Means algorithm. 

2.2   K-Means Algorithm 

K-Means algorithm is very popular for data clustering.  Generally, K-Means 
algorithm is used in several iterations to cluster the data since the result is very much 
depend on the initial guess of the cluster centres. The Algorithm goes like this 

 

1. Start iteration 
2. Select k Center in the problem space (it can be random). 
3. Partition the data into k clusters by grouping points that are closest to that k   
    centers. 
4. Use the mean of these k clusters to find new centers. 
5. Repeat steps 3 and 4 until centers do not change, for N iterations. 
6. Among the N results, find the result with minimum distance. 
7. Display the results corresponding to that minimum distance. 
8. Stop iterations. 

2.3   K-Means Algorithm for Fingerprint Image Rotation 

Let us consider the pixels of the two-dimensional finger print image as the plotted 
three data points of x, y, Gray level. 

 

1. The fingerprint image pixels are assumed as data points in 2d space. 
2.  The data points were clustered in to two groups using k-means clustering   
     algorithm. The green line showing the  cluster boundary. 
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3.  The points C1 and C2 are the centers of the two clusters. 
4.  A line connecting C1 and C2 will be almost equal to the  inclination of the   
     fingerprint image. 
5.  The inclination angle θ can be measured from the base of the image. 
        θ = atan ( (x1-x2) / (y1-y2 ) )    (in radians) 
        θ = θ *(180/pi)                          (in degree) 
            if  θ < 0 
                    θ  =  90+ θ 
            else 
                    θ  = - ( 90- θ) 
            end 
6. Now rotating the image by angle θ. 
7. The direction of rotation can be decided with respect to the location of the point C1  
    in the top two quadrants of the four  Quadrants. 
8. This will finally give the well-aligned image. 

2.4   The Gabor Filter Based Fingerprint Image Enhancement 

The fingerprint enhancement techniques proposed by Jain [8], is based on the 
convolution of the image with Gabor filters, which has the local ridge orientation and 
ridge frequency. The algorithm includes normalization, ridge orientation estimation, 
ridge frequency estimation and filtering. Gabor filters are band pass filters that have 
both frequency- selective and orientation-selective properties [10], thus the ridge are 
enhanced. Gabor filters [11] have both frequency selective and orientation selective 
properties and have optimal joint resolution in both spatial and frequency domains. 
Therefore, it is appropriate to use Gabor filters as band-pass filters to remove the 
noise and preserve true ridge/valley structures The Gabor filter only filters along the 
specified orientation this decreases anything oriented differently. Hence, the filter 
increases the contrast and reduces the noise. 
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In equation (1), θ is the local orientation, f is the frequency, σx  and σy are the 
standard deviation of the Gaussian Envelope. The convolution will result in the noise 
being reduced and the ridges being enhanced, since the Gabor filter only filters along 
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the specified orientation this decreases anything oriented differently. Hence, the filter 
increases the contrast and reduces the noise. The next step after enhancement of the 
image is the extraction of minutia. The enhanced image is binarized first. The 
skeleton of the image is then formed. The binary image is thinned as a result of which 
a ridge is only one pixel wide. The minutia points are thus those which have a pixel 
value of one (ridge ending) as their neighbour or more than two ones (ridge 
bifurcations) in their neighbourhood. 

3   Implementation Results and Analysis 

The figure 3 shows the evaluation strategy used in this work. 

Enhance the Aligned / Un Aligned Fingerprint Image 
using Gabor Filter

Read Input Fingerprint Image 

Align the Fingerprint 
Image using K-Means 

Clustering

Detect Minutia using standard Algorithm 

Un Aligned 
Fingerprint Image  

 

Fig. 3. The Evaluation Model 

3.1   Fingerprint Database Used For Evaluation 

A fingerprint database from the FVC2000 [6] (Fingerprint Verification Competition 
2000) is used to experiment performance of the proposed alignment algorithm. 
FVC2000 was the First International Competition for Fingerprint Verification 
Algorithms. This initiative is organized by D. Maio, D. Maltoni, R. Cappelli from 
Biometric Systems Lab (University of Bologna), J. L. Wayman from the U.S. 
National Biometric Test Center (San Jose State University) and A. K. Jain from the 
Pattern Recognition and Image Processing Laboratory of Michigan State University. 
Sets of few selected images from the above database were used to evaluate the 
performance of the algorithms. 

3.2   Sample Set of Results 

The following outputs show some of the inputs as well as the corresponding outputs. 
In the second column rotated images and the angle of rotation estimated by the k-
means based algorithm also given below. 
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Fig. 4. The Results of Rotation 

Table 1. The total number of ENDS and BRANCHES of Unaligned and  Aligned Images using 
GABOR Enhancement Technique 

Image 

Un Aligned Fingerprint 
Image 

 

 
Aligned Fingerprint 

Image 
 

ENDS BRANCHES ENDS BRANCHES 
102_3 57 54 49 41 
103_1 42 15 66 24 
103_2 54 31 81 29 
105_2 99 14 104 22 
106_3 97 54 87 43 
102_1 35 28 128 23 
102_4 104 23 128 23 
102_5 87 33 130 36 
102_6 89 29 129 40 
103_3 27 31 30 30 
108_1 122 27 146 29 
108_3 138 27 219 54 
108_4 107 27 140 31 
105_7 19 19 52 29 
105_8 47 14 87 49 
105_3 60 36 76 58 

 
The following table shows the results of various images total ridge endings (ENDS) 
and ridge bifurcation (BRANCHES) before Alignment and after Alignment. The 
Gabor filter is used for Image enhancement and standard Minutia detection algorithm 
is used to count the ridge endings and bifurcation. 
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In the following table, before alignment, there are many falsely detected branches around 
the edges of the image. But after alignment the false detections were considerably reduced. 

Table 2. After alignment the false detection reduced 

Before Alignment After Alignment 

102_3.TIF 102_3.TIF 
The Total Number of Branches: 54 

The Total Number of Ends: 57 
The Total Number of Branches: 41 

The Total Number of Ends: 49 
 

Table 3. After alignment more true branches are detected 

Before Alignment After Alignment 

105_2.TIF 105_2.TIF 
The Total Number of Branches: 14 

The Total Number of Ends: 99 
The Total Number of Branches: 22 

The Total Number of Ends: 104 
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In the following table, before alignment, there are only minimum truly detected 
branches in the image. But more number of branches is detected after alignment.  

In the following table, before alignment, there is only minimum number of truly 
detected branches in the image. If you see the bottom side of the image there are too 
many branches that were not detected correctly. But more significant branches are 
detected after alignment. 

Table 4. After alignment more significant branches are detected 

Before Alignment After Alignment 

105_3.TIF 105_3.TIF 
The Total Number of Branches: 36 

The Total Number of Ends: 60 
 

The Total Number of Branches: 58 
The Total Number of Ends: 76 

 

4   Conclusion and Future Work 

We have successfully implemented and evaluated the proposed k-means based 
fingerprint image alignment and Gabor Filter based Image Enhancement algorithm with 
Matlab 6.5. The arrived results clearly show that the better minutia is detected only after 
fingerprint image alignment and also it reduces the false positives. Hence, if we use the 
aligned fingerprint image for the detection of minutia and minutia matching, then we 
may expect better accuracy in recognition. Future works may evaluate the difference in 
recognition with and without the proposed fingerprint image alignment phase. 
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Abstract. The human respiratory system is a well-developed and complex 
system involving many different organs such as the nasal cavity, pharynx, 
trachea and the lungs. Though the actual physiological function of breathing 
begins only at birth, the development of the respiratory tract, the diaphragm and 
the lungs occur much earlier in the embryonic stage. Structural and functional 
changes continue from infancy to adulthood and into old age, as the respiratory 
system matures with age. Modeling of the respiratory system is helpful in 
finding out the diseases related to lungs. Engineering performed an effective 
support, bringing its namely in the construction of models and the simulation of 
the same. In this paper we develop an automatic controller for inhalation of 
oxygen through cylinders. 

1   Introduction 

For the construction of a system in the area of the medicine must be based on 
information in anatomy and physiology, then translate this knowledge in a similar 
system, which can be electrical, mechanical, hydraulic, chemical, etc, as the case and 
make the construction of the model, and be able to rely on a system of equations that 
can be validated in a simulation software. We have noted that the need for tools of 
modeling and simulation that will enable validate the body operation in normal and 
abnormally conditions. The engineers can be to design and develop mathematical 
models of human body that can be brought to a software and carry out the simulation 
that is validated by medical specialists [1][10]. 

The influence of technological changes can be detected in all aspects that concern 
the society due to the versatility and accessibility that offer. The systems can be 
designed to support the work done by the people, either in the industry, academic, 
medicine. In the studies medicine have been done profound, for several decades, to 
hear pathologies and power treated properly and have enjoyed the support of 
technological equipment that serves and works together with doctors[2]. 



 Modeling and Simulation of Respiratory Controller Using Labview 213 

2   Anatomy of Respiratory Tract 

The respiratory system consists of an upper respiratory tract or via driving air formed by 
the nose, mouth, the pharynx, larynx and trachea; with each breath the upper tract 
leads the air into the interior and exterior of the ducts and structures that are the lower 
respiratory tract and the lungs. The main channels and structures in the lower 
respiratory tract are the trachea and, within the lungs, the bronchi, the bronchioles 
and the alveoli. In the depth of the lung, each bronchus is divided into bronchi 
secondary and tertiary, which continue branch in airways smaller than are called 
bronchioles. They end up in air sacs that are called alveoli Refers to air introduced by 
the nose going through a series of passageways formed by the way nasal and is 
filtered by the of passageways formed by the way nasal and is filtered by the and then 
to the larynx, with a epiglottis, valve of soft tissues to seal the larynx during the act of 
swallowing so that prevents food will be introduced into the deep areas of respiratory 
tract. Under the larynx is the trachea, tubular structure that makes the transition 
between the tracts upper and lower its bottom is divided in two bronchi that embedded 
one in each lung, in turn bronchial tubes subdivided into multiple small ramifications, 
bronchioles and end with the formation of groups of small bags called alveoli. Each 
alveolus consists of a membrane fine and elastic serving as an interface between the 
breathing spaces of the lungs and blood that crosses the capillaries in the walls of the 
alveoli.  

The oxygen content in the air and that reaches the alveoli presents dissemination 
through the membrane to reach the bloodstream, there is captured by the 
erythrocytes for distribution throughout the body. Simultaneously, the carbon 
dioxide that has been accumulated in the blood as a result of cellular metabolism 
presents dissemination in the opposite direction, toward the alveoli, to be expelled on 
expiration[2].  

Two main types of lung disease, obstructive and restrictive, are related to changes in 
the following respiratory parameters: resistance and elastance. Restrictive lung diseases 
are caused either by an alteration in lung tissue, by disease of the chest wall, or by 
neuromuscular apparatus. A decrease is noted in the lungs ability to expand, or a 
decrease in the lungs’ ability to transfer O2 to the blood (or CO2 out of the blood). In these 
conditions, the total lung volume and the transfer of oxygen from air to blood may be 
reduced. Restrictive disorders include sarcoidosis, interstitial pneumonitis, pulmonary 
fibrosis, and pneumonia. In obstructive lung conditions, airways are narrowed, usually 
causing an increase in the time that the lungs spend to be emptied. Obstructive lung 
disease can be caused by conditions such as emphysema, bronchitis, infection (which 
produces inflammation), and asthma; it also includes the common COPD [8][9]. 

 In order to control the respiratory problems and ventilator for the patients we can 
develop an an automatic closed loop controller. This closed loop controller can be used 
to for sea divers and mountain trekkers for automatic opening and closing of the valve 
based on the oxygen available in the atmosphere. This method avoids manual control of 
the valve. The below figure [1] is the closed loop control system that can be designed. 
The respiratory output is given to the controller and based on the error the controller 
pumps the required amount of oxygen to the lungs. The closed loop control is shown 
in the following figure. 
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Fig. 1. Closed Loop Control 

The controller is main in the closed loop control, so, for designing the control 
algorithm we first develop the model of the respiratory controller and simulate it. The 
simulation results are stored in the lookup table and based on that the controller error 
can be calculated. The data acquisition and control is easier in LABVIEW, hence the 
respiratory controller is simulated in LABVIEW.LABVIEW (short for Laboratory 
Virtual Instrumentation Engineering Workbench) is a platform and development 
environment for a visual programming language from National Instruments. In order 
to simulate, we need to model the respiratory system. 

3   Modeling 

Ventilation is highly sensitive to the partial pressure of CO2 in arterial blood (PaCO2). 
A rise in PaCO2 by 1mm of Hg from its normal level of approximately 40mm Hg may 
increase the ventilator output by a third of its resting level. However, upon ascent to 
altitude or during inhalation of a gas mixture containing low O2 content, there is an 
additional drive to breathe due to hypoxia. This hypoxia drive becomes noticeable 
when the partial pressure of O2 in arterial blood, PaO2, drops below 70mm Hg. Since 
the metabolic consumption rate of O2 and the metabolic elimination rate of CO2 are 
relatively constant in the steady state, a higher level of ventilation would lead to an 
increase in PaO2 and a decrease in PaCO2, which in turn would lower ventilation. 
Therefore, the negative part of this negative feedback system is embedded in the gas 
exchange characteristics of the lungs. The ventilatory control system is divided into 
two components: the gas exchanging portion and the respiratory controller [4][5]. 

3.1   The Model for Gas Exchanger 

Here we will restrict our attention only to gas exchange occurring in the lungs. The 
operating characteristics of the gas exchanger are obtained by deriving the mass 
balance equations for CO2 and O2. First consider the CO2 exchange only. We assume 
the metabolic CO2 production rate to be VCO2, this is the rate at which CO2 is 
delivered to the lungs from the blood that is perfusing the pulmonary circulation. In 
the steady state, this must equal the net flow of CO2 exiting the lungs in gas phase. 
The latter is equal to the difference in volumetric fraction of CO2 in the air entering 
(FICO2) and leaving (FACO2) the alveoli multiplied by the alveolar ventilation, VA. The 
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alveolar ventilation represents that portion of the total ventilation VE, that actually 
participates in the gas exchange process. Part of VE is wasted on ventilating the non 
gas exchanging airways in the lungs; this is known as “dead space ventilation”, VD 
[15] Thus we have  

஺ܸ ൌ ாܸ െ ஽ܸ  (1)

and the CO2 mass balance: 

஼ܸைଶ ൌ ݇ ஺ܸሺܨ஺஼ைଶ െ ூ஼ைଶሻ (2)ܨ

Now the constant ‘k’ can be is expressed as  

 ݇ ൌ Pୠିସ଻଼଺ଷ   (3)

The volumetric fractions FACO2, FICO2 can be represented as partial pressures using 
Daltons law  

ூܲ஼௢ଶ ൌ ூ஼ைଶሺܨ ௕ܲ െ 47ሻ  (4)

஺ܲ஼௢ଶ ൌ ஺஼ைଶሺܨ ௕ܲ െ 47ሻ   (5)

From (2),(3),(4),(5) we get 

஺ܲ஼ைଶ ൌ ூܲ஼ைଶ ൅ ଼଺ଷVୡVୟ   (6)

 Similarly developing mass balance equation for o2 

஺ܲைଶ ൌ ூܲ௢ଶ െ ଼଺ଷVୡVୟ   (7)

Here PAO2 is partial pressure of alveolar o2 and PIO2 is partial pressure of inhaled o2 
content and PACO2 is partial pressure of alveolar co2 and PICO2 is partial pressure of 
inhaled co2 content. The relation between PACO2 and VA is hyperbolic and this is 
referred as metabolic hyperbola. Apart from the VA shared in both (6), (7) co2 and o2 
are independent of each other [7][6].  

3.2   The Model for The Respiratory Controller 

The controller part of the system includes the chemo receptors. The neuronal circuits 
present in the lower brain involved in the generation of respiratory rhythm as well as 
neural drive to breathe and respiratory muscles. In the gas exchanger part co2 and o2 
are independent but in the controller part there is a strong interaction between co2 and 
o2. The ventilator controller output is represented as sum of the o2 independent term 
and a term in which there is a multiplicative interaction between hypoxia and 
hypercapnia. 

`  

(8)

 

Vc =        1.46 + 32P 38.6 (P 37)   P > 37                     0                                                                P 37   
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4   Simulation  

The model in LABVIEW is implemented and the input and output graphs are shown 
below. In LABVIEW we use simulation loop to use the threshold operator and 
integrator block which are present in control design and simulation module. In the 
front panel we represent the input graph that is a random sequence generator, output is 
graph plotted for input versus controller output[Figure 2,4] and graph plotted for 
partial pressures of co2 versus o2 [Figure 3,5]. (8) Becomes progressively less valid as 
Pa02 approaches the asymptotic value 38.6 as controller output becomes infinitely 
large. Here case (1) corresponds to the controller output at normal sea level. Case (2) 
corresponds to the controller output at an altitude of 8500 feet. 

 

  

Fig. 2. VE in vs VEout in case (1) Fig. 3. Pao2 vs Paco2 in case (1)  

 

Fig. 4. VEin vs VEout in case (2) Fig. 5. Pao2 vs Paco2 in case (2)  
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Fig. 6. Back panel 

5   Observations 

In case (1) we consider that if the person is at ground level. So the PIO2 value is set 
equal to 150mm of Hg i.e. 21% of room air, while PICO2 is set equal to zero. Initially 
due low value of VE, PAO2 is 65 mm of Hg and PACO2 is 67 mm of Hg. As VE 
increases, PACO2 decreases and PAO2 increases. The simulation is terminated when 
VE=6 L/min then PACO2=40 mm of Hg and PAO2=100 mm of Hg. The values are 
tabulated below in table (1),(2)  

Table 1. PAO2 vs PACO2 in case 1 Table 2. VE in vs VE out in case 1 

  

PAO2 in mm of 
Hg

PACO2 in mm 
of Hg

67 65

60 70

50 80

40 100

VE in VE out

5.1 20

5.4
15

5.8
10

6
6
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In case (2) we consider that the person is at an altitude of 8500 feet. So we set PIO2 value 
equal to 107 mm of Hg. while PICO2 is set equal to zero. Initially due low value of VE, 
PAO2 is 65 mm of Hg and PACO2 is 67 mm of Hg. As VE increases, PACO2 decreases and 
PAO2 increases. The simulation is terminated when VE=6.1 L/min then PACO2=39 mm 
of Hg and PAO2=58.2 mm of Hg. The values are tabulated below in table (3),(4).  

Table 3. PAO2 vs PACO2 in case 2 Table 4. VE in vs VE out in case 2 

  

6   Conclusions 

From the above tables we can say that as the altitude increases the oxygen content 
decreases and we need to inhale more air than the required air. Here in this paper we 
developed a model for respiratory controller of human body which is used to calculate 
the steady state values of the output of controller. The values are entered in to look up 
tables and an controller can be developed to control the inhalation of oxygen. By 
implementing this control action we can reduce the wastage of the oxygen and we can 
avoid the manual control. The results show how the basic engineering tools help in 
the analysis of different systems, including biomedicine. Furthermore, the analysis of 
physiological systems can be reduced to simple electrical systems. 

This can be further extended to medical application such as designing an automatic 
ventilator for patients. It also helps in various diagnosis related to respiratory system.  
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Abstract. This paper aims to evaluate the accuracy of artificial neural network 
based classifiers using human spermatozoa images. Three different neural net-
work based classifiers are used: Feed Forward Neural Network, Radial Basis 
Neural Network and Elman Back Propagation Neural Network. These three dif-
ferent classifiers were investigated to determine their ability to classify various 
categories of human spermatozoa images. The investigation was performed on 
the basis of the different feature vectors. The feature vector includes first order 
statistics (FOS), textural and morphological features. The extracted features are 
then used to train and test the artificial neural network. Experimental results are 
presented on a dataset of 91 images consisting of 71 abnormal images and 20 
normal images. The radial basis network produced the highest classification  
accuracy of 60%, 75% and 70% when trained with FOS, Combined and Mor-
phological features. When feed forward neural network is trained with GLCM 
features, a classification accuracy of 75% is achieved.  

Keywords: Segmentation, Gray level Co-occurrence matrix, First Order Statis-
tics, Artificial Neural Network, Image Processing, Classification, Spermatozoa. 

1   Introduction 

Over the last 10 years, attempts have been made to identify the correlation between 
spermatozoa morphology and its fertilizing capability [10]. Different staining tech-
niques such as nigrosin-eosin stain, toluidine blue stain have been devised for examin-
ing sperm morphology. The stains have several drawbacks as its high cost in terms of 
time, specialized staff and the required equipments. The most preferred non staining 
technology for evaluating sperm morphology is Differential interference contrast 
microscopy [5]. 

Sperm Class Analyzer was used for the morphometric analysis of stallion sperm 
heads and midpieces. Harris Haematoxylin could be considered the most accurate 
staining method with the SCA [3]. The article discusses the Automated Sperm 
Morphology Analyzer (ASMA), a computer aided tool for the objective analysis of 
human sperm morphology [6]. Images of spermatozoa obtained with an optical phase-
contrast microscope were segmented and feature vector for each head were computed. 
Learning vector quantization (LVQ) was applied to classify the feature vectors [7].  
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Texture descriptors of sperm images were extracted by means of Discrete Wavelet 
transform (DWT) and a back propagation neural was used as a classifier [8]. The 
fuzzy fusion morphology was used to express different shapes of human spermatozoa. 
Fuzzy operators were used to create the relationship between abnormal sperm mor-
phology and normal sperm [9]. 

Human visual system is capable of recognizing and distinguishing textures with 
ease. However it appears to be a much more difficult task for the computers to per-
form the task of characterizing and distinguishing textures. In paper [11], the author 
has proposed an algorithmic model for automatic classification of flowers using KNN 
classifier. The proposed algorithmic model is based on textural features such as Gray 
level co-occurrence matrix and Gabor responses. Paper [12] presents a methodology 
for identification and classification of bulk sugary food objects. The texture features 
were extracted using gray level co-occurrence matrix method. The multilayer feed 
forward neural network was developed to classify bulk sugary food objects. The work 
[13] aims at selecting useful features in critical angles and distances by Gray Level 
Co-occurrence Matrix (GLCM). Features were classified using K means method into 
2 classes of malignant and benign. Images obtained by Magnetic Resonance Imaging 
(MRI) of Iranian important export cultivar of pomegranate Malase-e-Torsh in [14] 
were analyzed by texture analysis to determine Gray Level Co-occurrence Matrix 
(GLCM) and Pixel Run-Length Matrix (PRLM) parameters. To classify pomegranate 
into different classes, discriminant analysis was conducted using cross-validation 
method and texture features. 

Classification is a multistep process that consists of the following steps:  

• Determine the target feature that will best describe the human spermatozoa. 
• Create data set consisting of a set of attributes that captures the characteristics of 

spermatozoa. 
• Normalize the data. 
• Partition the data set into training and testing sets. 
• Select an appropriate classification algorithm. 
• Train the network using the training set. 
• Test the network using the test data set. 
• Assess the accuracy of the classifier. 
• Finally apply the classifier on data to detect the feature. 

2   System Flow of the Framework 

The system flow of the processing framework is show in the figure 1. First the image 
database is setup and the corresponding class labels are found for each of the images. 
Images are then were preprocessed which involves cropping, resizing images, con-
verting the images from RGB format Gray scale image and degraded image are res-
tored using inverse filtering. Image is then segmented using adaptive threshold seg-
mentation algorithm. The segmented image is given as input to the feature extraction 
process. During feature extraction phase, FOS, GLCM textural and morphological  
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Fig. 1. System Flow 

features are extracted for each of the image and saved in feature vector. Feature vector 
is then split into a training set and test set. The training set along with the correspond-
ing class label is used to train the classifier. The trained classifier is then used to clas-
sify the images from the test set. During the evaluation phase, the computed results 
are compared with that of the actual results and the deviation is computed.�

2.1   Preprocessing 

The spermatozoon images used for this study are taken from World Health Organiza-
tion laboratory manual [1]. These images are cropped and resized to a dimension of 
86 x 100 pixels. The resized RGB images are then converted to gray scale images. 
Image restoration techniques are applied to improve the quality of the image and to 
remove noises from the images. The degraded image is restored using inverse filtering 
to extract a reliable GLCM, FOS and morphological features from the image. 
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2.2   Image Segmentation 

Thresholding techniques produce segments having pixels with similar intensities. 
During the thresholding process, individual pixels in an image are marked as object 
pixels if their value is greater than some threshold value and as background pixels 
otherwise. Threshold based segmentation algorithm is used to segment the spermato-
zoon image to extract the FOS and textural features. Figure 2a shows the input image 
and Figure 2b shows the results of the segmentation using threshold based method. 

 

2(a) 2(b) 

Fig. 2. Results of Threshold based Segmentation (a) Input image (b) Segmented Image 

To extract the morphological features, each and every spermatozoon image is sub-
divided into constituent parts such as head, nucleus and midpiece. Color based seg-
mentation using K-Means clustering algorithm is used for subdividing the spermato-
zoon image. Figure 3 (a) shows the input image and Figure 3 (b), 3 (c), 3 (d) shows 
the head, midpiece and nucleus region of spermatozoa. 

 

   
3(a) 3(b) 3(c) 3(d) 

Fig. 3. Results of Color based Segmentation (a) Input image (b) Head (c) Midpiece (d) Nucleus  

3   Feature Extraction 

In this study three categories of features are extracted: First Order Statistics (FOS), 
Gray Level Co-occurrence Matrices and morphological features. 

3.1    First Order Statistics Features: 

FOS provides different statistical properties of the intensity histogram of an image. 
They depend only on individual pixel values and not on the interaction or  
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Table 1. FOS Features and their values 

Image Type Extracted Features 
Mean  Deviation skewness kurtosis 

Normal Image1 0.8517 0.3554 -1.9797 4.9192 
Normal Image2 0.8366 0.3697 -1.8211 4.3163 
Normal Image3 0.8271 0.3782 -1.7299 3.9925 
Abnormal Image4 0.7906 0.4069 -1.4283 3.04 
Abnormal Image5 0.8487 0.3583 -1.9464 4.7885 

 
co-occurrence of neighboring pixel values. In this study, four first order textural fea-
tures were calculated:  

1. Mean value of gray levels  
2. Standard Deviation of gray levels  
3. Kurtosis: Kurtosis characterizes the relative peakedness or flatness of a distribution 

compared to the normal distribution and 
4.  Skewness: Skewness characterizes the degree of asymmetry of a distribution 

around its mean.  

Table 1 shows the FOS features and values obtained for each of these features. 

3.2   Grey Level Co-occurrence Matrix Features: 

The GLCM [4] is a statistical method for extracting second order texture information 
from images. The GLCM characterizes the spatial distribution of gray levels in the  
 

Table 2. GLCM Features and their values 

S.No. Features  Abnormal Image Normal Image 
1 Contrast 1.71418 2.77445 
2 Correlation 0.04320 0.05409 
3 Cluster Prominence 0.93987 0.97281 
4 Cluster Shade 0.93987 0.97281 
5 Dissimilarity 31.36181 165.17078 
6 Energy 6.06725 23.11592 
7 Entropy 0.04124 0.04626 
8 Homogeneity 0.80763 0.74151 
9 Maximum probability 0.54195 0.73096 
10 Sum of squares 0.97971 0.97817 
11 Sum average 0.97958 0.97765 
12 Sum variance  0.89778 0.85952 
13 Sum entropy 1.70014 2.75972 
14 Difference variance  2.34695 2.68930 
15 Inverse difference moment 4.76563 7.91695 
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segmented region. GLCM is computed by scanning the intensity of each pixel and its 
neighbor, defined by displacement d and angle θ [2]. In this study, four GLCMs cor-
responding to four different angles (θ=0°, 45°, 90° and 135°) and one distance (d=1 
pixel) were computed for each segmented image. Fifteen features were derived from 
each GLCM. The features extracted are: Contrast, Correlation, Cluster Prominence, 
Cluster Shade, Dissimilarity, Energy, Entropy, Homogeneity, Maximum Probability, 
Sum of Squares, Sum of Average, Sum of Variance, Sum of Entropy, Difference 
Variance and Inverse Difference moment. Four values were obtained for each feature 
corresponding to the four matrices. The second order textural features are obtained by 
calculating the mean (M) of these four values. Table 2 shows the GLCM features and 
values obtained for each of these features. 

3.3   Combined Approach  

It is a hybrid approach that combines first order textural features with that of the ex-
tracted GLCM features forming 19 features. 

3.4   Morphological Features 

In this stage, feature extraction is performed over the regions segmented in the pre-
vious stage. The features extracted represent the morphological parameters used in the 
assessment of human sperm morphology.  

Table 3 shows the morphological features as in [15] and values obtained for each 
of these features. 

Table 3. Morphological Features and their values 

S.No. Features  Abnormal Image Normal Image 
1 Head Area 6009 636 
2 Head Perimeter 368 106.4264 
3 Head Width 127.5424 35.6839 
4 Head Length 113.1849 23.0324 
5 Eccentricity 0.4609 0.7638 
6 Orientation 5.6923 78.569 
7 Midpiece Width 6.1604 23.9884 
8 Midpiece Length 3.0742 13.2471 
9 Nucleus 1413 352 

4   Classification 

In this paper, neural network is used for classification. The feature vectors returned by 
the feature extraction phase were first preprocessed before inputting them to the neur-
al network. The extracted values are scaled to fall within the range of -1 and 1. The 
data was divided into two sets, one for training and the other for testing. Two layered 
Feed forward neural network, recurrent neural network and Radial basis neural net-
work were then trained with the extracted FOS, GLCM and the combined features. 
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5   Experimental Results 

Experiments were conducted with a dataset of 91 spermatozoa images consisting of 
71 abnormal images and 20 normal images. Two third of the images were used for 
training and the remaining one third of the images were used for testing the network. 
The neural network is trained with the training set, whose classifier accuracy is esti-
mated with the test set. The holdout method is repeated 7 times and overall classifier 
accuracy can be obtained by aggregating the individual holdout method values. Mean 
square error is the difference between the value predicted by the network and the 
actual values.  

Two layered Feed forward neural network with learning function as traingdm and 
tansig as the activation function in hidden and output layer were employed. The num-
ber of neurons in the hidden layer was chosen as 5. For each training process, the sum 
square error performance goal is set to 0.0001 and maximum epoch is set to 300. Ta-
ble 4 shows the classifier accuracy and mean square error of the feed forward neural 
network when trained with FOS, GLCM and the combined features.  

Table 4. Classifier Accuracy of Feed Forward Neural Network 

 
FOS GLCM COMBINED 

( FOS + GLCM) 
Morphological 

Features
S.N
o

Train-
ing Rec 

Test
Rec

Accu-
racy

mse Accu-
racy

mse Accu-
racy

mse Accu-
racy

mse

1 7 3 33 0.5756 67 0.3323 67 0.3291 67 0.8425 
2 13 7 57 .1964 57 0.4252 57 0.4264 43 0.5248 
3 20 10 60 0.3172 80 0.2006 70 0.2424 60 0.2880 
4 27 13 84 0.1636 69 0.3009 62 0.3898 69 0.2824 
5 33 17 24 0.3812 82 0.1765 82 0.1763 59 0.3425 
6 40 20 50 0.1781 85 0.1264 85 0.1324 55 0.4403 
7 47 23 34 0.1779 83 0.0910 83 0.1720 74 0.2560  

Two layered Recurrent neural network with learning function as traingdm, tansig as 
the activation function in hidden layer , purelin as the activation function in the output 
layer were employed. The number of neurons in the hidden layer was set to 5. For 
each training process, the sum square error performance goal is set to 0.0001 and 
maximum epoch is set to 300. Table 5 shows the classifier accuracy and mean square 
error of the recurrent neural network.  

Table 5. Classifier Accuracy of Recurrent Neural Network 

 
FOS GLCM COMBINED 

( FOS + GLCM) 
Morphological 

Features
S.N
o

Train-
ing Rec 

Test
Rec

Accu-
racy

mse Accu-
racy

mse Accu-
racy

mse Accu-
racy

mse

1 7 3 66 2.0824 67 1.3047 67 0.5385 67 0.0852 
2 13 7 43 0.3168 57 0.3397 57 0.9541 71 0.2020 
3 20 10 50 0.8282 50 0.3531 50 0.6268 30 0.5165 
4 27 13 85 0.1203 31 0.4703 46 0.3871 69 0.1427 
5 33 17 71 0.9019 29 0.6841 29 1.0307 35 0.4692 
6 40 20 0 0.2553 60 0.2040 90 0.2499 70 0.2942 
7 47 23 91 0.1145 22 0.2435 61 0.1758 35 0.3036  
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A radial basis network is a network with two layers. It consists of a hidden layer of 
radial basis neurons and an output layer of linear neurons. Two parameters of the 
network are goal - mean squared error goal and spread of radial basis functions. Ap-
proximate choice of spread of RBF is required to fit a smooth function. Larger the 
spread, smoother the function approximation will be but too large spreads means a lot 
of neurons will be required to fit a large changing function. Also too small a spread 
means many neurons will be required to fit a smooth function and the network may 
not generalize well. Hence depending upon the mean absolute deviation of the input 
output pairs, the spread is approximatively chosen. Table 6 shows the classifier accu-
racy and mean square error of the radial basis neural network.  

Table 6. Classifier Accuracy of Radial Basis Neural Network 

 
FOS GLCM COMBINED 

( FOS + GLCM) 
Morphological 

Features
S.N
o

Train-
ing Rec 

Test
Rec

Accu-
racy

mse Accu-
racy

mse Accu-
racy

mse Accu-
racy

mse

1 7 3 33 4.5269 67 0.4616 67 0.3586 100 0.3532 
2 13 7 86 2.1738 57 0.4572 71 0.4376 43 0.4831 
3 20 10 60 7.3469 50 49.739 90 1.2164 60 0.3547 
4 27 13 41 0.3876 62 2.2901 69 0.4283 85 0.1663 
5 33 17 82 1.8862 59 7.5171 76 0.3332 71 0.1468 
6 40 20 45 20.922 70 5.0869 80 0.4045 70 0.2405 
7 47 23 70 5.7251 87 0.1673 74 0.2906 61 0.2643  

Table 7 shows the performance comparison of feed forward, recurrent and radial 
basis neural network when trained with FOS, GLCM and the combined features (FOS 
+ GLCM).  

Table 7. Performance Comparison of the three types of Neural Networks 

S.No. Type of Neural 
Network 

Classifier Accuracy of Features 
FOS GLCM Combined Morphological 

1 Feed Forward 49 75 72 61 
2 Recurrent 58 45 57 54 
3 Radial Basis 60 65 75 70 

6   Conclusion 

In this paper, it has been shown that a two layered feed forward neural network seems 
to perform better (classification accuracy – 75%) when it is trained and tested with 
GLCM features. It correctly classified the samples that have large number of samples. 
Radial basis neural network could be employed successfully (classification accuracy - 
60 %, 75% and 70%) as an image classifier with the FOS, combined technique (FOS 
+ GLCM) and morphological features as the feature extractor.  

It is suggested that the use of different distance measures at different angles could 
be used to improve the classification accuracy of similar look textures and rotated 
human spermatozoon images. 
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Abstract. Various digital watermarking techniques have been proposed in 
recent years for the purpose of protection of intellectual property rights of the 
creators of multimedia data, such as digital video. In order to achieve copyright 
protection of digital video we have adopted an imperceptible video 
watermarking approach based on Motion Detection and Singular Value 
Decomposition. Motion detection using temporal difference is used to identify 
the motion regions within a video frame where a watermark can be effectively 
embedded to ensure imperceptibility of the watermark. The unique properties of 
the singular values of an image, in this case the individual motion regions 
within the video frames, are utilized to enhance the robustness of watermarking 
and make it non-invertible. The resultant watermarked video is then tested for 
its robustness against attacks for watermark degradation and removal.  

Keywords: Digital watermarking, copyright protection, motion detection, 
singular value decomposition. 

1  Introduction 

The popularity of digital video based applications is accompanied by the need for 
copyright protection to prevent illicit copying and distribution of digital video. 
Copyright protection inserts authentication data such as ownership information or 
logo in the digital media without affecting its perceptual quality. In case of any 
dispute, the authentication data is extracted from the media and can be used to prove 
the ownership of the digital media. As a method of copyright protection, digital 
watermarking [21][26] is the process by which a visible or invisible signal called a 
watermark or digital signature is inserted into a multimedia object such that 
watermark can be detected or extracted later to make an assertion about the object and 
resolve its rightful ownership. Technical challenges for providing a robust scheme for 
digital watermarking include various malicious attacks [11][12] like cropping, 
scaling, rotations and geometrical attacks. Different digital watermarking techniques 
[16] have been proposed over the past few years. Apparently any image watermarking 
technique [8][22] can be extended to watermarking video, but in reality video 
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watermarking techniques [5][6][7] need to meet difficult challenges [8] due to the 
properties of high correlation between successive video frames, the unbalance 
between the motion and motionless regions and real-time requirements during video 
broadcasting.  

A variety of video watermarking schemes operate on uncompressed [27] and 
compressed video [6][19]. Most existing watermarking algorithms embed the 
watermark in the perceptually most insignificant components of the original video 
frames in order to guarantee the invisibility of the watermark. Video watermarking 
techniques are classified into spatial domain [27] and transform domain techniques 
[3]. In the spatial domain technique, the watermark is embedded in the source video 
by selecting pixel positions and replacing individual bits.  Spatial domain techniques 
have lower complexity but are not as robust as compared to transform domain 
techniques. In the frequency domain, the values of chosen frequencies can be altered 
from the original. Since watermarks applied in the frequency domain will be 
dispersed over the entire spatial domain of the image upon inverse transformation, 
this method is not as susceptible to defeat by cropping as the spatial technique. In all 
frequency domain watermarking schemes, there is a conflict between robustness and 
transparency. If the watermark is embedded in perceptually most significant 
components, the scheme would be robust to attacks but the watermark may be 
difficult to hide. On the other hand, if the watermark is embedded in perceptually 
insignificant components, it would be easier to hide the watermark but the scheme 
may be less resilient to attacks. Hence there is a trade-off between invisibility and 
robustness. 

In recent years, many watermarking schemes in the frequency domain have been 
developed using the Discrete Cosine Transform (DCT) [5], the Discrete Wavelet 
Transform (DWT) [4][9][14][20] and the Singular Value Decomposition (SVD) 
[1][13][15][28]. A significant amount of research has been carried out in image 
watermarking in the SVD domain. The SVD for square matrices was discovered 
independently by Beltrami in 1873 and Jordan in 1874, and extended to rectangular 
matrices by Eckart and Young in the 1930s. SVD is one of the most useful tools of 
linear algebra with several applications in image processing. In [18] an SVD based 
image watermarking technique is used which controls the strength of the watermark to 
be embedded. In [14] a blind video watermarking algorithm is proposed based on 
SVD. In [24] another SVD based algorithm is used to watermark video frames using a 
watermark whose strength can be controlled. The watermarks can be detected without 
the original video or any other information of the original singular values. In [9][10] a 
hybrid watermarking algorithm using SVD and DWT is used which embeds the 
watermark in the singular values of sub bands of DWT. With the hybrid approaches, 
the robustness of the scheme is increased. In [23] watermark bits are embedded in the 
Singular Value Decomposed video in a diagonal-wise fashion or in a block-wise 
fashion. In [29][30] improved digital watermarking algorithms based on Block-SVD 
are put forward, which have better robustness.  

In this paper we propose a technique based on singular value decomposition of the 
motion regions identified within video frames through the process of motion 
detection. 
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The rest of this paper is organized as follows. Section 2 describes the proposed 
video watermarking technique. Section 3 presents the experimental results. The paper 
is concluded in Section 4. 

2  Proposed Watermarking Technique 

In this section, we propose a technique based on Singular Value Decomposition 
(SVD) for robust and imperceptible watermarking of digital video. The 
imperceptibility of watermarking is enhanced by embedding the watermark in the 
motion blocks of each video frame. The motion blocks are the two dimensional blocks 
of pixels having the highest motion activity within the video frames. Since the human 
visual system is less sensitive to high motion components in a video sequence, the 
watermark is embedded in regions of higher motion contained in motion blocks. 

2.1  Singular Value Decomposition 

Use of SVD in digital image processing has some advantages. Firstly, the size of the 
image matrices from SVD transformation can be M × N or N × N.  Secondly, 
singular values are less affected if general image processing is performed. Let an 
image be designated as a matrix A, denoted as A ∈ F, where F represents either the 
real number domain R or the complex number domain C.  

The SVD A is defined as 

TUSVA =  

where U ∈ F and V ∈ F are unitary matrices, and S ∈ F is a diagonal matrix. The 
diagonal entries of S (size N × N) are called the singular values of A and are assumed 
to be arranged in decreasing order σi > σi+1. The columns of the U matrix (M × N) 
are called the left singular vectors while the columns of the V matrix (N × N) are 
called the right singular vectors of A. Each singular value specifies the luminance of 
an image layer while the corresponding pair of singular vectors specifies the geometry 
of the image layer. The singular values of an image have very good stability, i.e., 
when a small perturbation is added to an image, its singular values do not change 
significantly. Hence the watermark energy can be stored in the singular values of a 
video frame. 

2.2  Motion Detection 

Temporal difference [2] is an effective method for motion detection. The absolute 
difference between two consecutive video frames is calculated as D. In being the 
intensity of the nth frame, the difference image Dn is (In – In-1). Based on temporal 
difference, there is the block-based method to obtain the positions of the video to be 
watermarked where picture contents are moving fast. In the block-based method, the 
difference image Dn is divided into blocks. The sum of pixel values in each block is 
calculated and then the motion activity of each block is obtained. If the sum of pixel 
values in the blocks is greater, the motion activity of the block in the nth frame is 
higher. 



232 S. Sinha et al. 

 

In our work, we adopt the block-based method to select a series of blocks to form 
an area called motion region which has higher motion activity in each frame of the 
video sequence in order to embed the watermark. 

2.3  Watermark Embedding Procedure 

The high resolution video file is considered as a sequence of high resolution images 
called frames. The watermark embedding procedure consists of the following steps: 

 

1) The video frames of size N × N are converted from BGR to YCrCb format. The Y 
component of each video frame is treated as a matrix. 

2) The motion blocks of the video frame are used for embedding the watermark. For 
this purpose, the difference image D between two consecutive frames is 
calculated. D is subdivided into 4×4 sub-blocks. The subblocks having the 
highest additive sum of pixel intensities are grouped together to form a motion 
region R. The number of subblocks in motion region R are n × n/(4 × 4). The 
subblocks are arranged to form a square matrix R. 

3) The singular value decomposition of the R matrix of a video frame F is computed 
to obtain two orthogonal matrices U, V and one diagonal matrix S.  

                                               USVR T .→  (1) 

4) We add a grayscale (single channel) watermark image W of size n × n to matrix S 
and perform SVD on the new matrix  S + αW to get UW , SW and VW. 

                                     VSUWS T
WWW ,→+ α

 
(2) 

where the positive constant ‘α’ is the scale factor which controls the strength 
of the watermark and its values range from zero to one. 

5) We then obtain watermarked motion region RW by multiplying matrices U, SW 
and VT.  

T
WW VUSR ←  .     

 
(3) 

6) The modified motion region RW is placed in the original video frame to obtain the 
watermarked video frame AW. 

2.4  Watermark Extraction Procedure 

Given matrices UW, S, VW and watermarked video frame ∗
WA  possibly corrupted by 

noise, filtering and other attacks, one can extract a possibly corrupted watermark 
image W* by the following steps: 

 
1) Divide the watermarked video into distinct frames. 

2) Extract the luminance component of a frame ( ∗
WA ). 
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3) The motion blocks of the video frame are again calculated to form a motion 

region ∗
WR . 

4) Apply SVD on ∗
WR . 

T
WW VSUR ∗∗∗∗ → .      

 
(4) 

5) Multiply ∗
WW SU , and T

WV to obtain ∗D . 

    T
WWW VSUD ∗∗ ←  .  (5) 

6) Subtract S from D* divided by the scale factor to obtain the extracted watermark. 

))(/1( RDW −← ∗∗ α .  (6) 

2.5  Method Analysis 

In our method, we use block-based temporal difference to extract the motion region 
which has higher motion activity in each frame of video sequences than the rest of 
regions from the luminance layer of the video frame. It enhances the imperceptibility 
of the watermark in the watermarked video.The watermarking scheme is blind, robust 
and non-invertible. While many existing watermarking algorithms require the original 
image or video to extract the watermark, our method uses three matrices to extract the 
watermark and hence is a blind scheme. The imperceptibility of the watermarked 
video can be varied by changing the value of ‘α’. Lower values of ‘α’ result in lesser 
error between watermarked and original video frames but degrades the quality of the 
extracted watermark. Higher values of ‘α’ will result in a good extracted watermark 
but the imperceptibility of watermarking will be affected.  

The algorithm performs non-invertible watermarking [10][17] which means that it 
is computationally unfeasible for an attacker to find a faked video and a watermark 
such that the pair can result in the same watermarked video created by the real owner.  

3  Experimental Results 

The performance of the watermarking procedure is measured using well known 
metrics [25], such as PSNR (Peak-Signal-to-Noise-Ratio) and NC (Normalized 
Coefficient). 

The Peak-Signal-To-Noise Ratio (PSNR) is used to measure the visual quality of 
watermarked and attacked frames and is defined as  

)/255(10 2
10 MSELogPSNR = ,  (7) 

where MSE ( mean squared error ) between the original and distorted frames is 
defined as:  
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 where m, n give the size of the frame and I  and I ′  are the pixel values at location 
(i, j) of the original and the distorted frame respectively. A higher value of PSNR 
indicates greater imperceptibility. 
   The normalized coefficient (NC) gives a measure of the robustness of 
watermarking and its peak value is 1.  
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where W  and W ′  represent the original and extracted watermark respectively. 
After extracting and refining the watermark, a similarity measurement of the extracted 
and the referenced watermarks is used for objective judgment of the extraction 
fidelity. 
    The proposed algorithm has been implemented on an AVI video clip of frame size 
704 × 576 and frame rate 25 frames/sec and duration of 1 sec. The watermark used is 
a logo of size 255 × 255. Both the video and the watermark are resized to an equal 
size before watermarking. Fig. 1 shows a single frame of  the original video clip and 
Fig. 2 shows the watermarked video clip. Fig. 3(a) and Fig. 3(b) show the embedded 
and the extracted watermarks respectively. The watermarked video has a PSNR of 
48.0579. 
 

 

Fig. 1. Original video clip Fig. 2. Watermarked video clip 

 
(a) (b) 

Fig. 3. (a) Embedded Watermark (b) Extracted Watermark 
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The watermarked video frames are subject to a number of geometric and filtering 
attacks. Fig. 4 shows the watermarked video frame subjected to rotation by an angle 
of -5 degrees. Fig. 5 shows the resultant video frame after addition of Gaussian noise 
(factor 2.5). Fig. 6 shows the frame after median filtering (3 x 3 box filter) and Fig. 7 
shows it after addition of Poisson noise (factor 0.5). Fig. 8 shows the video frame 
after contrast adjustment (factor 30). Fig. 9 shows the resultant frame after sharpening 
filter (factor 50) is applied to the watermarked video frame. 

 

(a) (b) 

Fig. 4. (a) Watermarked frame after rotation by -5 degrees (b) Extracted watermark 

 

(a) (b) 

Fig. 5. (a) Watermarked frame after addition of Gaussian noise (factor 2.5) (b) Extracted 
watermark 

 

(a) (b) 

Fig. 6. (a) Watermarked frame after Median filtering (b) Extracted watermark 
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(a) (b) 

Fig. 7. (a) Watermarked frame after addition of Poisson Noise   (b) Extracted watermark 

 

(a) (b) 

Fig. 8. (a) Watermarked frame after Contrast Adjustment (b) Extracted watermark 

 

(a) (b) 

Fig. 9. (a) Watermarked frame after application of Sharpening filter (b) Extracted 
watermark 

The following table gives the values of PSNR and NC corresponding to each of the 
attacks listed below. 

Table 1. Test Results for Attacks on Watermarking 

Attack name PSNR(dB) NC 
Rotation 26.5465 0.8456 
Resize 35.9926 0.9017 
Cropping 27.0249 0.9238 
Gaussian Noise 33.6837 0.9455 
Median Filtering 37.3004 0.9316 
Poisson Noise 39.6479 0.9738 
Contrast Adjustment 34.8666 0.9714 
Sharpening filter 34.9161 0.9011 
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4  Conclusion 

The proposed watermarking technique is a robust and imperceptible scheme which 
embeds a digital image watermark into the frames of video in the uncompressed 
domain by utilizing the correlation between successive frames. The SVD transform 
technique has certain distinguished properties that make the algorithm robust against 
frame distortions. Since the human visual system is less sensitive to high motion 
components in a video sequence, embedding the watermark in regions of higher 
motion contained in motion blocks enhances the imperceptibility of the watermarking 
scheme. While this algorithm can be applied to individual frames of the video, a more 
efficient technique will be to use time-variant watermarks for video scenes using the 
concept of scene change analysis. 

As a future work we propose a technique to combine the benefits of our algorithm 
with other transform domain techniques to create a hybrid algorithm that will enhance 
the security of the copyrighted video and make it feasible for real time 
implementation. 
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Abstract. This paper presents the hash index table structure, a general and 
dense structure which provides web page set extraction from Log File of server. 
This hash table provides information about the original database. Since no 
constraint is enforced during the index creation phase, Web Page set mining 
(WPs-Mine) provides a complete representation of the original database. This 
approach works well for both sparse and dense data distributions. The proposed 
web page set index is linearly scalable for large data sets. Web page set mining 
supported by hash table index shows the performance always comparable with 
and often better than algorithms accessing data on flat files. Incremental update 
is feasible without re accessing the original transactional database. 

Keywords: Data mining, Web Pages set extraction, Hash indexed tree. 

1   Introduction 

Association rule mining has been investigated by many researchers and practitioners 
for many years [1], [2], [3], [4], [5]. Association rules are used to identify correlations 
among web pages in a transactional database D. Association refers to the data mining 
task of uncovering relationships among data. An Association Rule is a model that 
identifies specific types of data associations. These are used to assist retail store 
management, marketing and inventory control. Association rule mining deals with 
finding frequent patterns, associations, correlations. 

Each transaction in D is a set of web pages. Association rules are usually 
represented in the form A -> B, where A and B are web page sets, i.e., set of web 
pages. Web page sets are characterized by their frequency of occurrence in D, which 
is called support. Research activity usually focuses on defining efficient algorithms 
for web page set extraction, which represents the most computationally intensive 
knowledge extraction task in association rule mining [6]. In this paper, we propose a 
similar approach to support data mining queries. The WebPages-Mine (WPs-Mine) 
index is a novel data structure that provides a compact and complete representation of 
transactional data supporting efficient item set extraction from a relational DBMS. 
The following Web Pages data set shows 13 hypertext transfer protocol (http) 
transactions requests in given session threshold. 
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Table 1. Example Web Pages data set 

TID WebPagesID TID WebpagesID TID WebPagesID 
1 
2 
3 
4 
5 

b,h,e,p,v,d,g 
m,h,n,d,b,e 
I,f,o,h,e,c,p 
a,w,e,k,h,j 
d,b,e,h,n 

6 
7 
8 
9 
10 

a, r, n, u ,i, b,s 
b, g, h, d, e,p 
     a, i, b 
  f, e ,i, c ,h, p 
h, a, e, b, r ,t 

11 
12 
13 
 

  r,e,h,b,a 
  z,i,a,n,r,b 
 b,d,h,p,e 
 

2   The WPs-Mine Index 

Whenever user requests for any hypertext transfer protocol (http) transaction, the 
details of request is entered into the Log File of the server. The log file entry contains 
various fields like IP address, time at which request is made, status code, number of 
bytes transferred and which page is requested. The web pages information collected in 
the log file is stored in the form of database. This data is stored in the form of 
relational model, as a relation R. Assuming some session threshold the frequency of 
each webpage is counted and stored in dataset as shown in table 1.  

2.1   WPs-Hash Indexed Tree Structure 

The structure of the WPs-Mine index is characterized by two components: the Web Page 
Set-Tree and the Web Pages-Hash table tree. The two components provide two levels of 
indexing. The Web Pages set-Tree (WPs-Tree) is a prefix-tree which represents relation 
R by means of a brief and compact structure. The hash table of 26 buckets [A-Z] is 
created. Each bucket stores the information about the support of each web page in a 
assumed threshold. Each bucket holds the physical location of each web page in the 
website. Linked list with various nodes is attached for each bucket which holds the 
addresses of different web pages. The WebPages-Hash index (WPs-H index) table 
structure allows reading selected WPs-Tree portions during the extraction task. For each 
item, it stores the physical locations of all item occurrences in the WPs-Tree. 

2.1.1   WPs-Tree 
The Web Pages set-Tree (WPs-Tree) is a prefix-tree which represents relation R by 
means of a short and compact structure. Implementation of the WPs-Tree is based on 
the FP-tree data structure, which is very effective in providing a compact and lossless 
representation of relation R as shown in Fig.1.  

2.1.2   WPs-Hash-Indexed tree 
The WPs-Hash-tree is a Hash table with tree structure which allows access of selected 
WPs-Tree portions during the extraction task. For each web page in the given website, 
it stores the physical locations of all web page occurrences in the Web Pages set Tree.  

Fig. 2 show The WPs-Mine Hash indexed tree allows selectively accessing the 
WPs-Tree blocks during the extraction process. It is based on a Hash indexed Tree 
structure. For each item i in relation R, there is one entry in the WPs-Mine Hash 
indexed tree. 
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Fig. 1. WPs-Mine index for the example dataset WPs-Tree 

 

Fig. 2. WPs-Mine Hash indexed tree for the example dataset WPs tree 
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2.2   WPs-Mine Data Access Methods  

Three data access methods are devised to load from the WPs-Mine index the 
following projections of the original database: 1) Frequent WebPages-Tree to support 
projection-based algorithms (e.g., FP-growth [7]). 2) Support-based projection, to 
support level based (e.g., APRIORI [6]), and array-based (e.g., LCM v.2 [8]) 
algorithms. 3) web pages-based projection, to load all transactions where a specific 
webpage occurs, enabling constraint enforcement during the extraction process. The 
three access methods are described in the following sections.  

2.2.1   Construction of Frequent WebPages-Tree 
From the relation R, the frequency of each web page is counted for a given session 
threshold time. The web pages are sorted in order based on its frequency but 
preceding in lexicographical order. In the WPs-Tree web pages are sorted by 
descending support lexicographical order as represented by WPs-Tree. This is 
represented as a prefix tree. 

In the example data set, item p appears in two nodes, i.e., [p:3] and [p:2]. The 
access method reads two prefix paths for p, i.e., [p : 3 ->d :5 -> h : 7 !->e : 7 -> b : 
10]and [p : 2 !->i : 2 !->h : 3 ->e:3] Each sub path is normalized to p node support. 
For example, the first prefix path, once normalized to [p:3], is [ p : 3 ->d :3 -> h : 3 -> 
e : 3 !->b : 3] 

2.2.2   Support-Based division of WPs-Tree 
The support-based projection of relation R contains all transactions in R intersected 
with the web pages which are frequent with respect to a given support threshold (Min 
Sup ). The WPs-Tree paths completely represent the transactions. Web pages are 
sorted by decreasing support along the paths.  

Starting from a root node, the WPs-Tree is visited depth-first by following the node 
child pointer. The visit ends when a node with an Un-frequent item or a node with no 
children is reached.  

The WPs-Tree is partitioned into three layers based on given minimum support 
threshold. The web pages whose support is greater than or equal to given minimum 
threshold is considered to be belonging to Excellent layer. The web pages whose 
support is greater than 1 and less than given minimum support belong to weak layer 
as shown in Fig. 1. 

2.2.3    WPs-Hash-Table Tree 
Log File of server contains information about how many visitors visited various web 
pages of web site. Given a session threshold, the frequency of each web page is 
counted and each page’s count is stored in hash table. The hash table of 26 buckets 
[A-Z] is created. Each bucket stores the information about the frequency of each web 
page. Each bucket holds the physical location of each web page occurrences in the 
WPs-tree. Linked list with various nodes is attached for each bucket which holds the 
addresses of the occurrences of web pages in the WPs-Tree. The WebPages-Hash 
index (WPs-H index) table structure allows reading selected WPs-Tree portions 
during the extraction task. For each web page, it stores the physical locations of all 
page occurrences in the WPs-Tree. 
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2.3   WPs-Mine Physical Organization 

The physical organization of the WPs-Mine index is designed to minimize the cost of 
reading the data needed for the current extraction process. However, fetching a given 
record requires loading the entire disk block where the record is stored The WPs-Tree 
physical organization is based on the following correlation types:  

i. Intra transaction correlation:. Web Pages appearing in a same transaction are 
thus intrinsically correlated. To minimize the number of read blocks, each WPs-Tree 
path should be partitioned into a block.  

ii. Inter transaction correlation: In some transactions, set of web pages accessed 
may be same and some other pages accessed may be different, so block can be formed 
for common web pages accesses and separate block can be made for remaining web 
pages access.  

2.3.1   WPS-Tree Layers 
TheWPS-Tree is partitioned in three layers based on the node access frequency during 
the extraction processes. 1) the node level in the WPs-Tree, i.e., its distance from the 
root,2) the number of paths including it, represented by the node support, and 3) the 
support of its item.. The three layers are shown in Fig. 2a for the example WPs-Tree. 
 

Excellent layer: This layer includes web pages that are very frequently accessed 
during the mining process. These nodes are located in the upper levels of the WPs-
Tree. These web pages are most important pages as these are frequently accessed. 
 

Medium Layer: This layer includes nodes that are quite frequently accessed during 
the mining process. This layer contains web pages which are frequently accessed 
during web site visits. 
 

Weak layer: This layer includes the nodes corresponding to rather low support items, 
which are rarely accessed during the mining process. The web pages in this layer must 
be paid more attention to modify the content as these web pages are rarely accessed 
by web users. 

3   Web Page Set Mining 

Web Page set mining has two sequential steps: 1) the needed index data is stored and 
2) web page set extraction takes place on stored data.  

3.1   Frequent Web Pages Set Extraction 

This section describes how frequent web pages set extraction takes place on the WPs-
Mine index. We present two approaches, denoted as FP-based and LCM-based 
algorithms, which are an adaptation of the FP-Growth algorithm [3] and LCM 
v.2algorithm [6], respectively.  
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3.1.1   FP-Based Algorithm 
The FP-growth algorithm stores the data in a prefix-tree structure called FP-tree. First, 
it computes web page support. Then, for each transaction, it stores in the FP-tree its 
subset including frequent web pages. Web pages are considered one by one. For each 
web page, extraction takes place on the frequent-web page database, which is 
generated from the original FP-tree and represented in a FP-tree based structure. 

3.1.2   LCM-Based Algorithm  
The LCM v.2 algorithm loads in memory the support-based original database. First, it 
reads the transactions to count item support. Then, for each transaction, it loads the 
subset including frequent web pages. Data are represented in memory by means of an 
array-based data structure, on which the extraction takes place. 

3.2   Enforcing Constraints 

Constraint specification allows the (human) analyst to better focus on interesting web 
page sets for the considered analysis task. Constraints have been classified as ant 
monotonic, monotonic, succinct, and convertible. 

The approach in  can be easily extended to deal with multiple constraints The WPs-
Mine index provides a flexible information storage structure which can easily support 
also this extension. 

Table 2. Data Set Characteristics and Corresponding Indices 

 

4   Experimental Results 

We validated our approach by means of a large set of experiments addressing the 
following issues: 
 

1. Performance of the WPs-Mine index creation, in terms of both creation time and 
index size, 

2. Performance of frequent web pages set extraction, in terms of execution time, 
memory usage, and I/O Access time, 

 

We ran the experiments for both dense and sparse data distributions. We report 
experiments on six representatives data sets whose characteristics (i.e., transaction  
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and item cardinality, average transaction size (AvgTrSz),and data set size) are in 
Table 1. Connect and Pumsb [8] are dense and medium-size data sets. Kosarak [8] is a 
Large and sparse data set including click-stream data. T10I200P20D2M is a dense 
and large synthetic data set, while T15I100P20C1D5M and T20I100P15C1D7M are 
quite sparse and large synthetic data sets.  

4.1   Index Creation and Structure: 

Table 2 reports both WPs-Tree and WPs-Hash index table tree size for the six data 
sets. The overall WPs-Mine index size is obtained by summing both contributions. 
The WPs-Mine indices have been created with the default value Kavg ¼ 1:2. 
Furthermore, the Connect, Pumsb, Kosarak, and T10I200P20D2M data sets have 
been created with KSup ¼ 0, while large synthetic data sets with KSup ¼ 0:05. In 
dense data sets (e.g., T10I200P20D2M) where data are highly correlated, the WPs-
Tree structure is more compact. In sparse data sets (e.g., Kosarak), where data are 
weakly correlated, data compression is low and storing the WPs-Tree requires more 
disk blocks. For example, with respect to the original database, the WPs-Tree 
forT10I200P20D2M has a lower size, for T15I100P20C1D5M is quite equivalent, 
and for Kosarak and T20I100P15C1D7M is larger.4 The WPs-Hash index tree 
contains pointers to all nodes in the WPs-Tree.  

Table 1 also shows the index creation time, which is mainly due to path correlation 
analysis and storage of the index paths on disk. The first factor depends on the 
number of WPs-Tree paths.  

4.2   Frequent Web Pages Set Extraction Performance 

The WPs-Mine structure is independent of the extraction algorithm. To validate its 
generality, we compared the FP-based and LCM-based algorithms with three very 
effective state-of-the-art algorithms accessing data on flat file. 

Fig. 3 compares the FP-based algorithm with the FP-growth algorithms [3] on flat 
file, all characterized by a similar extraction approach. For real data sets (Connect, 
Pumsb, and Kosarak), differences in CPU time between the FP-based and the Prefix-
Tree algorithms are not visible for high supports, while for low supports the FP-based 
approach always performs better than Prefix-Tree The FP-based algorithm, albeit 
implemented into a relational DBMS, more memory space is available for the 
extraction task. This effect is particularly relevant for low supports, because 
representing in memory a large portion of the data set may significantly reduce the 
space for the extraction task, hence causing more memory swaps. 

As shown in Fig. 4, LCM-based approach provides an extraction time comparable 
to LCM v.2 on flat file. For large data sets, it performs better than LCM v.2. Since 
WPs-tree paths compactly represent the transactions reading the needed data through 
the index requires a lower number of I/O operations with respect to accessing the flat 
Tree, This benefit increases when the data set is larger and more correlated. 
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Fig. 3. Frequent WPs set extraction time for the FP-based algorithm. (a) Connect. (b) Pumsb. 
(c) Kosarak. (d) T10I200P20D2M.(e) T15I100P20C1D5M. (f) T20I100P15C1D7M. 
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Fig. 4. Frequent web page set extraction time for the LCM-based algorithm (a) Connect. (b) 
Pumsb. (c) Kosarak. (d) T10I200P20D2M.(e) T15I100P20C1D5M. (f) T20I100P15C1D7M. 
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 5   Conclusion  

The WPs-Mine index provides a complete and compact representation of transactions 
in the database. It novel index structure that supports web page set mining into a 
relational database. It is a general structure that supports different algorithmic 
approaches to web page set extraction. The WPs-Hash index tree structure provides 
efficient access reducing I/O time. Performance is better than the state-of-the-art 
algorithm FP-growth, LCM v.2. Further extension may be to have still efficient 
compact structure for different data distributions and incremental updating of index. 
Incremental update is feasible without re accessing the original transactional database. 
Incremental update can be done considering the transaction where session was ended. 
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Abstract. Park’s proposed liveness detection technique in [5] detects the fake 
irises by checking the pupil size variation and textural feature change in local 
iris area. A new semi-transparent contact lens based spoofing method is 
designed to overcome the liveness technique. The spoofing method generates 
artificial texture image by replicating imposter’s natural iris texture adjacent to 
pupil boundary. Simulation results show that by printing the artificial texture 
image on semi-transparent contact lens, an imposter can pass through the 
liveness detection to illegally make an entry despite being in negative-watch 
lists. A countermeasure algorithm is suggested for improving the liveness 
detection technique. 

Keywords: iris recognition, liveness detection, spoofing, semi-transparent 
contact lens, security. 

1   Introduction 

Accumulated empirical evidence suggests the usefulness of human iris texture as a 
unique, stable and non-invasive biometric [1, 2]. Liveness detection, the act of 
determining vitality, is an important and challenging issue which determines the 
trustworthiness of biometric system security against spoofing. The spoofing methods 
include iris texture printed on paper and photographic surface, re-played video, fake 
glass/plastic eye and iris texture printed on contact lens (most difficult). The 
countermeasures include frequency spectrum analysis, red-eye effect, Purkinje 
reflections, hippus, eyelid movements and pupillary light reflex.  

He et al. applied a combination of statistical features and SVM for detection of 
fake iris texture on opaque contact lens [3]. A new iris spoof detection method was 
proposed using boosted local binary patterns to discriminate between opaque contact 
lens and live iris textural patterns [4]. 

Checking the pupil size variation to surrounding illumination, the pupillary light 
reflex, is an effective way to detect spoofing. Fake irises such as the printed iris, 
photographs, plastic eye and opaque contact lens can be detected using this technique. 
Such fake iris images do not display the change in pupil’s size. However, if the 
contact lens is partly opaque containing artificial texture (outer) and partly transparent 
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(adjacent to pupil), spoofing becomes hard to detect using pupillary light reflex. In 
this semi-transparent contact lens case, pupillary light reflex is visible through the 
transparent portion.  

To overcome such spoofing, Park proposed an enhanced countermeasure of 
checking texture features in the local iris area adjacent of pupil boundary [5]. The iris 
pattern of live iris is dilated and contracted in case of pupil’s movement. However, 
the fake iris is not dilated and contracted like that of live iris. So checking the iris 
feature changing in the local iris area is useful. Park divided the iris region (with light 
on) into 8 tracks and extracted 4 iris tracks adjacent to pupil boundary which are then 
converted into a rectangular image. Then, wavelet filtering is applied in the 
rectangular image to extract iris features. This operation is performed to extract iris 
features when light is off. If the iris feature values between two images are similar, 
the input iris image is regarded as live and vice versa.  

In this paper, we define our scope in an iris recognition system which applies 
Park’s liveness detection technique. An imposter who wants not to be recognized 
wears a semi-transparent contact lens containing artificial texture. The scenario is 
possible in security applications where the iris recognition system is used to prevent 
entry of unwanted persons by searching against negative watch-lists at ports of entry 
[2]. We propose a new spoofing method to design such artificial iris texture that can 
be printed on a semi-transparent contact lens. If the imposter wears the contact lens, it 
would be detected as live. Further, the imposter’s correct identity would not be 
recognized due to different iris texture printed on the contact lens. 

The paper is organized as follows. Section 2 presents the new semi-transparent 
contact lens based spoofing method. In Section 3, the performance of the proposed 
method is demonstrated by generating the artificial iris texture that is subjected to the 
liveness detection. Finally, some conclusions are given in Section 4. 

2   Proposed Method 

A schematic diagram of Park’s liveness detection is presented in Fig. 1. The imposter 
wears a fake contact lens that is semi-transparent [Fig. 1(a)]. A part of the natural 
texture of imposter eye adjacent to pupil is visible initially when the light is on. In 
Fig. 1(a), the iris region has two types of textures: artificial texture and natural texture 
(shaded). When the light is off, the pupillary light reflex occurs and the pupil size 
changes by a certain amount. 

We assume that only artificial texture is present after the pupillary light reflex [Fig. 
1(b)]. This happens if the radius of the natural texture region is less than the pupil size 
variation. The circular iris regions in Fig. 1(a, c) are converted into the rectangular 
images by applying normalization, shown in Fig. 1(b, d). If top-halves of the 
rectangular images are texturally similar, the imposter could pass in the liveness 
detection.  

Let the size of the rectangular image ( )1I  be M N×  pixels and the radius of the 

circular iris region is R in Fig. 1(a). Let the pupil of radius pR  expands by a factor of 

radius E pixels. A row of pixels in ( )1I corresponds to a ring of N pixels in the 

circular iris region. Thus, the rectangular image corresponds to a total of M rings in 
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the circular iris region. Similarly, the circular iris region of radius R E−  pixels is 
converted to the rectangular image ( )2I  [Fig. 1 (c, d)]. In Fig. 1(b), let the no. of rows 

in ( )1I  generated from the natural iris texture region be denoted as 1M , shown as the 

shaded region ( )bT . The first row of ( )bT corresponds to a ring of N pixels 

surrounding the immediate periphery of the pupil in Fig. 1(a). Let the first 1M  rows 

in ( )2I  be denoted as ( )aT .  

For liveness detection, ( )aT  and ( )bT  should be texturally similar. It is then 

observed that the 1M  rows of ( )aT  should be similar with ( )1 1M +  to ( )12M  row 

numbers in ( )1I . This comes from the geometrical relationship between the circular 

iris regions, where the artificial texture regions corresponding to both sets of row 
numbers in ( )1I  and ( )2I are situated close to each other. Due to the liveness 

detection condition, the row numbers ( )1 1M +  to ( )12M  in ( )2I  should be similar to 

the corresponding row numbers in ( )1I . The similarity observation due to the liveness 

detection and geometrical condition indicates that the required rectangular images 

( )1I  and ( )2I  can be created by suitably replicating ( )bT . If the sub-images 

consisting of first M/2 rows of pixels of ( )1I  and ( )2I becomes texturally similar, the 

input iris is decided to be live. In following, we describe the algorithm to generate the 
artificial texture region shown in Fig. 1(b). 

 
Spoofing algorithm 

Input: The imposter’s original iris image  
Output: The artificial texture image  

1. Segment the circular iris region of radius R  pixels  
2. Normalize the segmented iris image to generate the rectangular image ( )1I  

of size ×M N pixels 
3. Decide the pupil expansion factor (E) 
4. Compute 1M  and ( )bT  from ( )1I  using normalization model and the value 

of E 
5. Compute ( )2I  by replicating ( )bT  using Eq. 1 and 2. 

6. Generate the circular artificial iris texture region of radius ( )R E−  pixels 

from ( )2I  by applying inverse normalization procedure. 

 
A countermeasure to the proposed spoofing method is to find, whether there exists a 
replication of texture in the artificial texture image. Since the iris texture is random by 
nature, such replication will not be found in live iris images. In following, an 
algorithm is proposed to be incorporated in Park’s liveness detection to detect the 
proposed spoofing method. 
 
 



252 N.B. Puhan, S. Natarajan, and A. Suhas Hegde 

 

 

Fig. 1. Schematic diagram of Park’s liveness detection technique using pupillary light reflex 

Countermeasure algorithm 
Input: The iris images before and after pupillary light reflex ( ),a bI I  

Output: Decide whether the input iris image is live 

1. Segment and normalize the iris images ( ),a bI I  to ( ),n n
a bI I  

2. Using the normalization model and the pupil expansion radius, compute 1M  

3. Compute the textural correlation between two sub-images, derived from 1 to 

1M  and ( )1 1+M  to 12M  rows of pixels in n
bI  

4. If the correlation value is found to be high, decide the input iris image as 
fake 

3    Results and Discussion 

We demonstrate the effectiveness of the proposed method by generating artificial 
texture images. The original iris images are obtained from the UPOL iris database [6]. 
The original segmented image is shown in Fig. 2(a). When the image belongs to an  
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Fig. 2. (a) Segmented iris image, (b) normalized image, (c) normalized image after the 
replication of natural texture region, (d) artificial texture image, (e) simulated fake iris image 
before pupillary light reflex, (f) simulated fake iris image after pupillary light reflex, (g) top-
half of the normalized image of (e) and (h) top-half of the normalized image of (f). 
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Fig. 2. (Continued) 

imposter, the goal is to generate an artificial iris texture image to pass the liveness 
detection. The iris radius (R) and pupil radius ( pR ) is found to be 176 and 76 pixels 

respectively. In Fig. 2(b), the segmented iris image is normalized to a rectangular 
image ( )1I  of size 160 512×  pixels using the rubber-sheet model [1, 7]. The pupil 

expansion factor (E) of 38 pixels is chosen which is 50% of the given pupil radius. In 
Fig. 2(b), the texture region ( )bT  is indicated in ( )1I  where the value of 1M  is 34. In 

Fig. 2(c), the rectangular image ( )2I  is generated by replicating the texture 

region ( )bT . The replicated image ( )2I  consists of k blocks of ( )bT and a last block 

with first l rows of ( )bT . The values of k and l are given according to Eq. 1 and 2.  

1

M
k

M

 
=  
   

(1)

 

where     is the floor operation. 

1l M kM= −  (2) 

The circular artificial texture image is generated from ( )2I by applying the rubber-

sheet model. The pixel values at a total of 81,920 ( )MN  coordinates of 160 ( )M  
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circular rings in the artificial texture region are obtained from ( )2I . The cubic surface 

interpolation technique is used to estimate the integer coordinate pixel values [8]. We 
apply the MATLAB command ‘griddata’ to implement the interpolation technique. 
In Fig. 2(d), the artificial iris texture image is shown that can be printed on a  
semi-transparent contact lens. When the imposter wears the contact lens, the iris will 
be presented to the acquisition system as shown in Fig. 2(e). After the pupillary light 
reflex, the iris image will be modified to Fig. 2(f). 

We apply the liveness detection between the images in Fig. 2(e, f) which are the 
simulated fake iris images before and after pupillary light reflex. The normalized sub-
images of size 80 512×  pixels in Fig. 2(g, h) are texturally compared. The 
correlation between the sub-images is quantified in terms of normalized Hamming 
distance ( )liveHD  between the iris code templates [7]. In the feature extraction 

technique, the phase data from 1D Log-Gabor filters is extracted and quantized to 
four levels to encode a binary iris code template. The value of liveHD  is found to be 

0.17, which shows good textural similarity. The result is expected since the artificial 
texture image was particularly generated to pass the liveness detection. 

To verify if the imposter can be recognized, we compare imposter’s original iris 
image (which is in the negative watch-list) and the iris image captured after wearing 
the contact lens [Fig. 2(a, e)]. After segmentation and normalization to the rectangular 
images of size 160 512×  pixels, the feature extraction technique [7] is used to 

compute the normalized Hamming distance ( )recogHD . The value of recogHD  is found 

to be 0.38. In [2], the smallest and largest Hamming distances found in the set of 200 
billion comparisons were around 0.26 and 0.75 respectively. If the threshold between 
intra-class and inter-class distribution is chosen as 0.26, the fake iris would be 
decided not to be from the imposter. Thus, the imposter would be declared not to be 
in the negative-watch list and cleared for entry. 

Table 1. The values of liveHD , recogHD and CMHD for 10 original iris images 

Image 
no liveHD  recogHD  CMHD  

1. 0.19 0.41 0.03 
2. 0.21 0.41 0.03 
3. 0.17 0.40 0.02 
4. 0.17 0.42 0.02 
5. 0.20 0.41 0.03 
6. 0.24 0.44 0.04 
7. 0.20 0.41 0.03 
8. 0.17 0.39 0.02 
9. 0.24 0.43 0.03 
10. 0.21 0.40 0.03 
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We generate artificial texture images for 10 iris images using the proposed 
spoofing method. In Table 1, the values of liveHD and recogHD  are given for all cases. 

The low values of liveHD  show that the fake iris images would be detected as live. 

The high values of recogHD  show that the recognition system would fail to identify the 

imposter. In order to validate the proposed countermeasure, we implement the 
countermeasure algorithm for the fake iris images such as in Fig. 2(e, f). We compute 
the textural correlation (in step-3) using the normalized Hamming distance ( )CMHD , 

similar to liveHD and recogHD  [7]. The low values of CMHD  in Table 1 show that the 

input iris images contain a replication of texture; thus they are the fake irises.  

4    Conclusion 

In this paper, we proposed a new semi-transparent contact lens based spoofing 
method that can overcome existing liveness detection technique. The artificial texture 
is generated by replicating the natural texture region adjacent to pupil boundary. After 
wearing the contact lens, the iris image of the imposter would be detected as live. Due 
to printed iris texture, the imposter would be able to hide own identity from negative 
watch-lists. A countermeasure is suggested to improve Park’s liveness detection 
technique against the spoofing method. 
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Abstract. Any Universal Steganalysis algorithm developed should be tested 
with various stego-images to prove its efficiency. This work is aimed to develop 
a tool to build the stego-image database which is obtained by implementing 
various RGB based Least Significant Bit Steganographic algorithms. Though 
there are many stego-images sources available on the internet it lacks in the 
information such as how many rows has been infected by the steganography 
algorithms, how many bits have been modified and which channel has been 
affected. These parameters are important for Steganalysis algorithms to rate its 
efficiency. For the experiments conducted using proposed method, Stego-Image 
Image Generator Tool, images are chosen from board categories such as 
animals, nature, person etc to produce variety of Stego-Image. The proposed 
Stego-Image Generator (SIG) has been compared with various Stego-tools 
against various parameters to prove its efficiency. 

Keywords: Image Steganography, Steganalysis, Forensics Examiner, LSB, 
RGB, Stego-Images. 

1   Introduction 

Steganography is the practice of concealing the very presence of message during 
communication [1].  Like two sides of the coin, Steganography has both advantages 
and disadvantages.  It depends on the person who uses it for example it is in the hands 
of the scientist he may use it for the military purpose or if it is in the hands of the 
terrorists he may use image steganography to snatch the attack plan among his team 
members secretly and communicate via internet. In the later case it is more important 
for cyber crime investigators to detect the stego-image which is used by terrorists. 
The technique which is used to identify the images that contains the secret message is 
called as Steganalysis. Our work aims to build variety of stego-images which is useful 
for steganalyst to test their Steganalysis algorithms. Section 2 gives outline about 
Steganography, Section 3 gives brief outline about Steganalysis, Section 4 outlines 
about the various Image Steganography tools and the need for proposed SIG tool, 
Section 5 describes the Architecture of proposed SIG tool, Section 6 compares the 
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SIG tool with various other Stego-tool reported in the literature Survey and Section 7 
concludes the paper. 

2   Steganography 

Steganography can be best explained through prisoner’s problem Alice wishes to send 
a secret message to Bob by hiding information in a clean image. The stego image 
(clean image + secret message) passes through Wendy (a warden) who inspects it to 
determine if there is anything suspicious about it. Wendy could perform one or 
several scan to decide if the message from Alice to Bob contains any secret 
information. If the decision is negative then Wendy forwards the message to Bob—
Wendy acts as a passive warden. On the other hand, Wendy can take a conservative 
approach and modify all the messages from Alice to Bob irrespective of whether any 
information is hidden by Alice or not [3]. 

In this case, Wendy is called an active warden. Wendy will have constraints such 
as the maximum allowable distortion when modifying the message etc. For example, 
if the clean messages are digital images, then Wendy cannot modify the stego 
message to an extent that perceptually significant distortions are induced. Fig 1 
represents the pictorial representation of how message is embedded and extracted in 
steganography.  

LSB methods are most commonly used steganography techniques to embed in 
cover image. Least significant bit of some or all of the bytes inside an image is 
changed to a bit of the secret message. When using a 24-bit RGB Color image, a bit 
of each of the red, green and blue color components can be used. In other words, one 
pixel can store 3 bits of secret message. 

 

Fig. 1. Steganography Process Diagram 

Components 
• Secret Message  - The message to be embedded  
• Cover Image – An image in which Secret Message will be embedded. 
• Stego Image - Cover image that contain embedded message. 
• Key – Additional data that is needed for embedding and extracting process. 
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• Embedding Steganography Algorithm -   Steganography Algorithm used to 
embed secret message with cover image. 

• Extracting Steganography Algorithm - Inverse function of embedding, in which 
it is used to extract the embedded message (secret message) from stego image. 

3   Steganalysis 

Steganography can be applied in numerous fields such as authentication, secret 
communication in military, banking etc., however it also depends on the person who 
is using. There are strong indications that steganography has been used for planning 
criminal activities [2]. In this way, it is important to detect the existence of hidden 
messages in digital files. As with cryptography and cryptanalysis, Steganalysis is 
defined as the art and science of breaking the security of steganography systems. The 
goal of steganography is to conceal the existence of a secret message. While the goal 
of Steganalysis is to detect that a certain file contains embedded data. The 
stegosystem can be extended to include scenarios for different attacks [4] similar to 
the attacks on cryptographic systems. In general, extraction of the secret message 
could be a harder problem than mere detection. The challenges of steganalysis are 
listed below 
 

a) To get Stego-Image Database 
b) To test the Steganalysis algorithm against different payload Stego-Images to 

check its robustness 
c) To test the Steganalysis algorithm from various categories of images such as 

animals, fruits, natural scene etc., 
d) Identification of embedding algorithm 
e)  Detection of presence of hidden message in cover image 
f)  Estimation of embedded message length 
g)  Prediction of location of hidden message bits 
h)  Estimation of secret key used in the embedding algorithm 
i)  Extraction of hidden message 
 

In this paper we address the first three issues of Steganalysis by generating different 
stego-images using the proposed SIG (Stego-Image Generator) tool. 

4   Stego-Image Tools Reported in Literature Survey 

There are many steganography tools available [5] from that we have surveyed 15 
Stego-image generation tools. Detailed survey of the below tools have been made and 
they have been classified according to the format of stego-image it produces, 
availability of code and released or recently updated year. Table 1 gives details about 
the various stego-image generation tools where the code of the tool is available [6] [7] 
[8] [9] [10] [11]. Table 2 gives the detail about the Stego-image generation tool where 
the code is not available but its executable is available [12] [13] [14] [15] [16] [17]. 
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Table 1. Image Steganography Tools with Source Code (NA- Not Available) 

S.No Name of Image 
Steganography Tool 

Released 
Year / 
Updated 
Year 

Format Availability of Code 

1 Blind slide NA BMP Yes
2 Camera Shy 2002 JPEG Yes
3 Hide4PGP 2000 BMP Yes
4 JP Hide and Seek 1999 JPEG Yes
5 Jsteg Jpeg 1995 JPEG Yes
6 Mandelsteg 1995 GIF Yes
7 Steghide 2003 BMP Yes
8 wbStego NA BMP Yes

Table 2. Image Steganography Tools without Source Code (NA- Not Available) 

S.No Name of Image 
Steganography 
Tool 

Released 
Year / 
Updated 
Year 

Format Availability of 
Code 

1 Camouflage NA PNG No
2 Hide & Seek 1995 BMP,GIF No
3 S-Tools 2000 BMP No

4 Steganos 1996 BMP No
5 StegMark 2007 BMP,GIF,PNG No

6 Invisible 
Secrets 

NA BMP,JPEG,GIF No

7 Info Stego 2007 BMP,JPEG,PNG No

 
All the above tools mentioned in table 1 and 2 does not important input parameters 

in the tools such as how many LSB (Least significant Bits) to be replaced, channel in 
which the embedding should be done and number of rows should to be affected This 
section clearly depicts the need for such tool which gets the above desired input from 
the user and with the help of these inputs user sort the stego-images generated from 
the proposed tool. 

5   Architecture of SIG Tool 

Though there are many tools available for stego-image generation certain important 
features are missing 
 

a) Lack of getting user desired inputs such as channels in which the changes to be 
incorporated, number of bits to be affected, number of rows to be affected. 

b) Proper Classification of  Stego-images with respect to number of rows affected 
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c) Proper Classification of Stego-images with respect to number of bits changed 
d) Proper Classification of Stego-images with respect to number of channels 

changed 
 

To overcome the above issues a new architecture was proposed for Stego-Image 
Generator (SIG) tool. 

 

Fig. 2. Architecture of Stego-Image Generator 

The above architecture in figure 2 was designed specifically for the RGB based 
colour Images. The SIG Tool accepts the input such as number of bits to be replaced, 
channel in which the modification is done and number of rows to be affected. These 
inputs are taken by the SIG tool and produce the stego-image with proper naming 
convention so that it can be sorted accordingly. This tool can generate 63 different 
kinds of Stego-Images from a single Image. The calculation is shown below 

In 7 different ways RGB channels can be chosen such as R, G, B, RG, RB, GB and 
RGB. In 3 different ways the Rows can be selected such as 5, 10, 20 rows. In 3 
different ways the Least Significant Bits are changed such as 1,3 or 4 bits. Reason for 
choosing maximum 20 rows is that in steganography message communicated will not 
be of much length which can be accommodated with in 20 rows. In Stego-Image 
maximum of 3 to 4 bits are changed in the LSB of every pixel. 63 Stego-Image can be 
obtained from a single Cover-Image and the calculation is shown below 

 
Number of ways in which RGB Channels can be chosen = 7 
Number of ways in which the rows can be chosen = 3 
Number of ways in which the number of bits that need to changed to be chosen = 3 
 

Total number of Stego-Images generated for single Cover Image = 7*3*3 = 63 



262 P. Thiyagarajan, G. Aghila, and V. Prasanna Venkatesan 

 

Algorithm Used in Stego-Image Generator

Input: Cover Image, Input_Channel, No of Rows to be affected
(Input_Rows), No of bits to be change
(Input_Bits)

Output: Stego-Image

Algorithm: 

For 1 to Input_Row

For 1 to last_col

Get the Input_channel and change the   

                                LSB_Bits according to the Input_Bits

             End

End

Save the generated Stego_Image with the meaningful naming 

convention such as 

“filename_Inputbits_InputRows_InputChannel”

 

The above LSB algorithm used in Stego-Image Generator covers most of the RGB 
Steganography algorithm such as Pixel Indicator High capacity Technique Algorithm, 
RGB Intensity Image stego Algorithm etc. These 63 RGB Stego-Images generated by 
SIG tool forms the superset of RGB Stego-images. Therefore any RGB Steganalysis 
algorithm developed can extensively test with database obtained by SIG tool to test 
their robustness of the algorithm. So far 100 Cover-Images from different categories 
have been given as input to SIG tool. Images from different categories have been 
chosen to have various color combination in the Cover-Image. Some of the sample 
input from different category is shown in table 3. Currently SIG database contains 
6300 Stego-Images. 

The proposed Stego-Image Generator was implemented in Matlab 7 and the 
sample screen shots are shown in Figure 3 and 4.  Figure 5 and 6 depicts the sample 
cover image and the stego-image obtained from Stego-Image Generator tool. The 63 
Stego-images obtained from the single cover image using SIG tool is shown in  
Figure 7. 
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Table 3. Input Image Category for SIG Tool 

S.No Image Name Category 

1 Lotus.bmp Flora

2 Monkey Fauna

3 Baby People

4 Sea Natural

5 Cupcakes Eatables

6 Tajmahal Building

 

 

Fig. 3. GUI Stego-Image Generator  
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Fig. 4. Selecting Cover Image for Stego-Image Generator  

 

Fig. 5. Cover Image  
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Fig. 6. Stego Image generated by replacing 3 bits from Red Channel in 5 rows 

 

 

Fig. 7. Sixty three (63) Stego-Images obtained from baby image using SIG Tool 

6   Comparison of Stego-Image Generator with other Tools 

There are numerous tools available either in free or licensed version in the Internet for 
the production of Stego-Images. Mother of all Steganography algorithms in spatial 
domain is Least Significant Bit (LSB) algorithm. Our proposed SIG tool uses the LSB 
algorithm in RGB based colour images combined with choice in selecting the no of 
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LSB bits to be replaced, choice in selecting the colour channel, choice in selecting the 
no of rows to be affected. In table 4 the proposed SIG tool is compared with various 
Stego-Tools against various parameters. 

 
S.No Tools Input such as 

Channel, Number of 
LSB to be replaced 
in Cover Image 

Format Number of 
Stego-Images 
Produced on 
per Cover 
Image 

1 S-Tools No BMP 1
2 Camera Shy No JPEG 1
3 Steganos No BMP 1
4 Steghide No BMP 1
5 Info Stego No BMP,JPEG,PNG 1
6 SIG (Stego-

Image 
Generator) 

Yes All format 
expect 
compressed 
image format 

63 

 
Stego-Image Generator (SIG) produces stego-images of all types expect 

compressed images type. All the Stego-Tool reported in the literature survey produces 
1 stego-Image for the given cover Image. SIG Tool produces 63 different types of 
Stego-Images. 

7   Conclusion  

In this paper 15 different steganography tools have been surveyed and the areas in 
which they lack have been identified. To overcome the limitations in the existing 
system the SIG architecture has been proposed and implemented. This tool is very 
useful for forensic investigators and security agencies across the globe that is 
constantly analysing the Internet to detect communication that involves Image 
steganography. In the future we would test all these tools to develop robust real time 
Image steganalysis algorithm that can filter Steganography images which is used by 
terrorists for illegal activities. 
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Abstract. Natural language processing and pattern recognition have been 
successfully applied to Optical Character Recognition (OCR). Character 
recognition is an important area in pattern recognition. Character recognition 
can be printed or handwritten. Handwritten character recognition can be offline 
or online. Many researchers have been done work on handwritten character 
recognition from the last few years. As compared to non-Indian scripts, the 
research on OCR of handwritten Indian scripts has not achieved that perfection. 
There are large numbers of systems available for handwritten character 
recognition for non-Indian scripts. But there is no complete OCR system is 
available for recognition of handwritten text in any Indian script, in general. 
Few attempts have been carried out on the recognition of Devanagari, Bangla, 
Tamil, Oriya and Gurmukhi handwritten scripts. In this paper, we presented a 
survey on OCR of these most popular Indian scripts.  

Keywords: OCR, Handwritten character recognition, online, offline, Indian 
scripts. 

1   Introduction 

Nowadays, world is being influenced a lot by computers and almost all the important 
processing is being done electronically. As such, it becomes important that transfer of 
data between human beings and computers is simple and fast. Character recognition is 
a research problem that has been ongoing since the sixties. It stills an active area of 
research because the problem is complex in nature. Optical Character Recognition 
(OCR) is the most essential part of document analysis system. OCR is the field of 
pattern recognition, image and natural language processing. OCR is the recognition of 
printed or handwritten text by a computer. This recognition gives a significant benefit 
in order to bridge the gap between man and machine communication. The document 
analysis and recognition has played and currently playing a major role in pattern 
recognition research. In general, research on optical character recognition for Indian 
scripts is ongoing. But till now no solution has been offered that solves the problem 
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correctly and efficiently. The process of character recognition can be divided into two 
parts, namely, printed and handwritten character recognition. The printed documents 
can further be divided into two parts: good quality printed documents and degraded 
printed documents.  Handwritten character recognition has been divided into offline 
and online character recognition, as shown in figure 1.  

Offline documents are scanned images of prewritten text, generally on a sheet of 
paper. In online handwriting recognition, data are captured during the writing process 
with the help of a special pen and an electronic surface. Recognition of offline 
handwritten documents has been an active research area in the field of pattern 
recognition. Over the last few years, the numbers of laboratories all over the world are 
involved in research on handwriting recognition.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Different character recognition systems 

The recognition of cursive handwriting is very difficult due to large number of 
variations in shapes and overlapping of characters. In the offline handwriting 
recognition system, the pre-written document is converted into a digital image 
through optical scanner. In the handwritten script, there are variations in writing style, 
size etc. Handwritten Character Recognition (HCR) system will enable the computer 
to process the handwritten documents, which are currently processed manually. One 
can find these handwritten documents at various places such as post offices, banks, 
insurance offices and colleges etc. for processing data.  

1.1 Stages of HCR 

A complete process is followed for handwritten character recognition which is shown 
in figure 2.  

1.1.1   Digitization 
Digitization is the process whereby a document is scanned and an electronic 
representation of the original, in the form of a bitmap image, is produced. Digitization 
produces the digital image, which is fed to the pre-processing phase. 

Character Recognition 

Printed 
Characters 

Handwritten Characters 

Degraded Printed 
Documents 

Good Quality 
Printed Documents 

Offline Online 
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1.1.2   Preprocessing 
Preprocessing is used for skew detection/correction, skeletonization, and noise 
reduction/removal. Skewness refers to the tilt in the bit mapped image of the scanned 
paper for OCR. It is usually caused if the paper is not fed straight into the scanner. 
Skeletonization is used for decreasing the line width of text from many pixels to 
single pixel. Noise removal is used to remove unwanted bit pattern which does not 
play any significant role in document. 

 

Fig. 2. Handwritten character recognition system. 

1.1.3   Segmentation 
In the character recognition, segmentation is very important for recognition. 
Segmentation is used to break the script into lines, words and characters. The 
challenge of a segmentation technique lies in the decision of best segmentation point 
for line, word and character isolation. In handwritten script, lots of features are 
available for segmentation provided by skeleton and the intersection point. Incorrect 
segmentation can lead to the incorrect recognition. Segmentation of handwritten text 
is a difficult task owing to variety of writing styles. 

1.1.4   Feature Extraction and Classification 
Feature extraction is the phase which is used to measure the relevant shape contained 
in the character. In the feature extraction phase, one can extract the features according 
to levels of text, e.g., character level, word level, line level and paragraph level. The 
classification phase is the decision making phase of an OCR engine, which uses the 
features extracted in the previous stage for making the class memberships in pattern 
recognition system. The preliminary aim of classification phase of OCR is to develop 
the constraint for reducing the misclassification relevant to feature extractions. 
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2   Properties of Indian Scripts 

There are 23 languages in India [1] namely Assamese, Bengali, Bodo, Dogri, English, 
Gujarati, Hindi, Kannada, Kashmiri, Konkani, Maithili, Malayalam, Manipuri, Marathi, 
Nepali, Oriya, Punjabi, Sanskrit, Santhali, Sindhi, Tamil, Telugu and Urdu. There are 14 
different scripts in India Assamese, Bangla, Devanagri, Gujarati, Gurmukhi, Kannada, 
Kashmiri, Malayalam, Oriya, Roman, Tamil, Telugu and Urdu used for writing these 
languages. Indian scripts are different from non-Indian scripts in several ways. Indian 
scripts are composition of symbols like: consonants and modifiers. In Indian scripts case 
sensitivity is absent. The Indian scripts are divided into three zones as shown in figure 3. 
As compared to non-Indian scripts, the research on OCR of handwritten Indian scripts 
has not achieved that perfection. Few attempts have been carried out on the recognition 
of Devanagari, Bangla, Tamil, Oriya, Telugu and Gurmukhi handwritten scripts [2-5].  
There is no complete OCR system is available for commercial use for recognition of 
handwritten text in any Indian script, in general. 

 

Fig. 3. Different zones of Gurmukhi text 

3   Handwritten Character Recognition 

The research for developing an OCR system started in the nineteenth century and a 
system was available in 1929. Modern version of OCR was developed in 1951 by 
David Shepard. This became very popular owing to its commercial use. Handwriting 
is the natural mode of collection and storing information for the human beings. It can 
also be used for communication between human beings and computers.  Handwritten 
character recognition system can be evaluated from several perspectives. One major 
distinction can be made from the recognition process either during the writing (on-
line) or from earlier handwritten document (offline). The recognition of handwritten 
character is very complex due to non-uniformity in size and style. In general, the 
location of the characters is not predictable, nor is the spacing between them. An 
online handwriting OCR was also available during 1950s in which an electronic tablet 
was used to capture the x-y values of pen movement. Mori et al. [6] have divided the 
OCR into three generations: first generation is for printed documents, second 
generation for handwritten documents and third generation is for degraded printed 
text and documents with text, graphics and mathematical symbols. 

3.1   Recognition of Devanagari Script 

Devanagri, an alphabetic script, is used by a number of Indian languages, including 
Sanskrit, Hindi and Marathi. Kumar [7] has proposed an AI based technique for 
machine recognition of Devanagari handwritten script. He has used three levels of 
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abstractions to describe this technique. Recognition of Devanagri handwritten script 
was provided in 2007 by Hanmandlu et al. [8]. They have proposed the system for 
recognition of handwritten Hindi characters based upon the membership function of 
fuzzy sets. Sethi and Chatterjee [9] have also done some work on Devanagari script. 
They have presented a Devanagari hand-printed numeral recognition system based on 
binary decision tree classifier. Bansal and Sinha [5] have proposed the technique for 
complete Devanagri script recognition. In this research, they recognize the character 
into two steps, in the first step, they recognize the unknown stroke and in second step 
the character based on these strokes is recognized. Bajaj and Chaudhury [10] have 
proposed a system for hand-written numeral recognition of Devnagari characters.  

 

Fig. 4. Handwritten Devanagri characters 

3.2   Recognition of Bangla Script 

The maximum work for recognition of handwritten characters has been done on 
Bangla characters. In 1982, Chaudhury et al. [11] have proposed a recognition 
scheme using a syntactic method for connected Bangla handwritten numerals. In this 
system, the skeleton i.e. structure of character is matched. Pal et al. [12] have 
proposed the technique for Bangla handwritten pin code recognition system. They 
input the bitmap document and then water reservoir concept is applied to segment and 
recognize the pin code.    

 

Fig. 5. Handwritten Bangla characters 
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Bishnu and Chaudhuri [13] have proposed technique for segmentation of Bangla 
handwritten text into characters based on recursive shape. Dutta and Chaudhury [14] 
have developed an isolated optical character recognition system for Bangla alphabets 
and numerals using curvature features. Pal et al. [15] have proposed the technique for 
Bangla handwritten numerals document and then water reservoir concept is applied to 
segment  The recognition system for online handwritten Bangla characters was 
available in 2007 by Bhattacharya et al. [16].  They have used the direction code 
based features for recognition and achieved 93.90% accuracy from training sets. 

3.3   Recognition of Oriya Script 

The Oriya OCR system was developed at Indian Statistical institute, Kolkatta are 
similar to the Bangla OCR system by the Pal and Chaudhuri [17]. They have used the 
Hough transform based technique for skew angle estimating and recognizing the 
Oriya alphabets. In 2007, Pal et al. [3] have proposed the recognition system for 
offline Oriya handwritten script. They have used the curvature feature for this 
proposal and got the accuracy of about 94.60% from few offline handwritten Oriya 
samples. 

3.4   Recognition of Kannada Script 

Kannada is one of the major and earliest script of Southern India and spoken by about 
more than 50 million people in the Indian state of Andra Pradesh, Karnataka, 
Maharasthra and Tamil Nadu. Little work has been done in Kannada handwritten 
script recognition. The handwritten Kannada numeral recognition is reported by 
Acharya et al. [25]. They have used the structural features and multilevel classifiers 
for recognition. 

3.5   Recognition of Malayalam Script 

Malayalam script is also one of the script of Southern India and it is the eighth most 
popular script in India and spoken by about 30 million people in the Indian state of 
Kerala. The writing nature of Malayalam is similar to Tamil. Rajashekararadhya and 
Ranjan [26] have proposed the algorithm for feature extraction of Malayalam script 
recognition. This algorithm can be used for other Southern Indian scripts like 
Kannada, Telegu and Tamil also.  

3.6   Recognition of Tamil Script 

Sundaram and Ramakrishnan [18] have proposed the two dimensional principal 
component analysis (2DPCA) technique for recognition of online Tamil character 
recognition. The on-line Tamil character recognition is reported by Aparna et al. [19]. 
They have used shape based features including dot, line terminal, bumps and cusp.  

3.7 Recognition of Gurmukhi Script 

Gurmukhi script is the script used for writing Punjabi language and is derived from 
the old Punjabi term “Guramukhi”, which means “from the mouth of the Guru”. 
Gurmukhi script has three vowel bearers, thirty two consonants, six additional 
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consonants, nine vowel modifiers, three auxiliary signs and three half characters. 
Gurmukhi script is 14th most widely used script in the world. Writing style of 
Gurmukhi script is from top to bottom and left to right. In Gurmukhi script, there is 
no case sensitivity. Presently, fairly printed Gurmukhi script documents and degraded 
printed Gurmukhi script documents can be recognized by OCR software, but there are 
very limited efforts in the recognition of complete handwritten Gurmukhi script 
document. Most of the work on Gurmukhi script recognition system is done by Lehal 
and Singh [20]. They have developed the complete recognition system for printed 
Gurmukhi script, where connected components are first segmented using thinning 
based approach. Algorithm for segmentation of isolated handwritten words was 
available in 2006 by Sharma and Lehal [21]. They proposed technique for segments 
the words in an iterative manner by focusing on presence of headline, aspect ratio of 
characters and vertical and horizontal projection profiles.  

Jindal et al. [22] have provided a solution for touching character segmentation of 
printed Gurmukhi script. Also they have provided a very useful solution for 
segmenting overlapping lines in various Indian scripts [23]. They have proposed the 
technique for segment the degraded Gurmukhi script into upper, middle, lower zones. 
They have also provided the complete recognition system for complete degraded 
printed Gurmukhi script documents [22, 23]. Online handwriting Gurmukhi script 
recognition system was available in 2008 by Sharma et al. [24]. They have used the 
elastic matching technique in which character is recognized into two stages. In the 
first stage they recognize the strokes, in the second stage, character is evaluated on the 
basis of recognized strokes. 

 

Fig. 6. Handwritten Gurmukhi characters 

4   Conclusion and Future Scope 

In this paper, we presented work done on handwritten Indian scripts. Firstly, we 
discussed stages of complete OCR system for handwritten document recognition. 
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After that we explore the techniques and methods, developed for recognition of 
particular Indian script. A lot of work has been done on Devanagari and Bangla 
handwritten characters recognition. Little work has been done to recognize the Oriya, 
Kannada, Tamil, Malayalam and Gurmukhi handwritten script. But till now there is 
no complete recognition system is available for recognition of Indian scripts. As such, 
there is a need for a handwriting OCR for Indian script that can help the people for 
converting the handwritten text to computer processable format. In future work, the 
techniques used for Bangla and Devanagari characters can be used for other offline 
handwritten Indian scripts so that accuracy of recognition can be prefect as Bangla 
and Devanagri character.  
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Abstract. In this paper, a novel contrast enhancement technique for contrast 
enhancement of a low-contrast satellite image has been proposed based on the 
singular value decomposition (SVD) and discrete cosine transform (DCT). The 
singular value matrix represents the intensity information of the given image 
and any change on the singular values change the intensity of the input image. 
The proposed technique converts the image into the SVD-DCT domain and 
after normalizing the singular value matrix; the enhanced image is 
reconstructed by using inverse DCT. The visual and quantitative results suggest 
that the proposed SVD-DCT method clearly shows the increased efficiency and 
flexibility of the proposed method over the exiting methods such as the 
histogram equalization, gamma correction and SVD-DWT based techniques.  

Keywords: Singular Value Decomposition (SVD), discrete cosine transforms 
(DCT), image equalization and satellite image contrast enhancement. 

1   Introduction 

Image enhancement is the technique which is most widely required in the field of 
image processing to improve the visualization of the features [1]. Satellite images are 
useful in many applications for instance finding of the spectral signature of different 
objects such as the vegetation index, land cover classification, and crop pattern. The 
remote sensing image is vital in the areas of unfortunate natural disasters to provide 
humanitarian aid and damage assessment as well as to device new protection 
strategies [2]. One of the most common problem, occurs in satellite images while 
capturing image with a huge amount of distance, is the dark light and contrast of 
image. Contrast is determined by the difference in the color and brightness of the 
object with other objects in the same field of view [2]. Basically contrast is developed 
due to difference in luminance which is reflected from two surfaces. 

If an image has been taken in very dark or a very bright situation, the information 
may be lost in those areas which are excessively and uniformly dark or bright [2]. The 
problem is how the contrast of an image can be improved from the input satellite 
image which has complete information but is not visible. There have been several 
technique reported in literature for the contrast analysis of satellite image such as 
General Histogram Equalization (GHE), Gamma correction and local histogram 
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equalization (LHE) [2, 3]. These techniques are very simple and effective Indies for 
the contrast enhancement [4]. But these techniques are not efficient as the information 
laid on the histogram of the image which is totally lost.  

During the last decade, the Wavelet Transform, more particularly Discrete 
Wavelet Transform has emerged as powerful and robust tool for analyzing and 
extracting information from non-stationary signal such as speech signals due to the 
time varying nature of these signals. Discrete wavelet transform is also widely useful 
in many fields like removing of noise, compression, enhancement and remote sensing 
[3]. Recently, many techniques [4] have been developed based on wavelet or wavelet 
packets for analysis of satellite images. 

In this paper, a novel technique based on the singular value decomposition (SVD) 
and discrete cosine transform (DCT) has been proposed for enhancement of low-
contrast satellite images. SVD technique is based on a theorem from linear algebra 
which says that a rectangular matrix A, that can be broken down into the product of 
three matrices, as follows: (i) an orthogonal matrix UA, (ii) a diagonal matrix ∑A and 
(iii) the transpose of an orthogonal matrix VA [4]. The singular-value-based image 
equalization (SVE) technique is based on equalizing the singular value matrix 
obtained by singular value decomposition (SVD) [1, 4, 5]. SVD of an image, which 
can be interpreted as a matrix, is written as follows: 

                                           T
A A AA U V=       

(1)

where UA and VA are orthogonal square matrices known as hanger and aligner, 
respectively, and the ΣA matrix contains the sorted singular values on its main 
diagonal and basic enhancement occurs due to scaling of singular values of the DCT 
coefficients [4, 5]. The singular value matrix represents the intensity information of 
image and any alteration on the singular values change the intensity of the input 
image. The main advantage of using SVD for image equalization comes from the fact 
that ΣA contains the intensity information of the image; here multiband satellite image 
has been taken for better the analysis [1, 5]. In the case of singular value 
decomposition the ratio of the highest singular value of the generated normalized 
matrix, with mean zero and variance of one, over a particular image can be calculated 
by the equation as given below: 

( 0,var 1)max(

max( )
N

A

μξ = =
=


         

(2)

where ΣN(μ=0,var=1) is the singular value matrix of the synthetic intensity matrix. This 
coefficient can be used to regenerate an equalized image using 

 ( ) T
equalized A A A AE U Vξ=                                           (3)

where Eequalized A   is used to denote the equalized image named A. The equalization of 
an image is used to remove the problem of the illumination, which is basically one 
cause of the low contrast image and blurring [1, 6]. 

Discrete cosine transform (DCT) is applied to extract texture features of an image. 
Texture segmentation is an important task in many applications [7]. It can be 
combined with other low-level features segmentation to improve the performance of 



 Satellite Image Processing Using Discrete Cosine Transform 279 

the feature which is extracted from image [8, 9]. The DCT converts a spatial domain 
waveform into its constituent frequency components as represented by a set of 
coefficients. The process of reconstructing a set of spatial domain samples is called 
the Inverse Discrete Cosine Transform (IDCT) [10]. DCT is used to separate the 
lower and higher frequency coefficient in two parts. The DCT features are stored in 
the form of an array where the required features of the image can be calculated by 
DCT frequency coefficients [11]. Using the initial few values, it delivers reasonable 
performance for feature extraction of the satellite images [10, 11]. Hence, after 
inverse DCT (IDCT), the enhanced image will be more effective, sharper and having 
a good contrast [12]. 

In above context, therefore, in this paper a new technique is proposed based on 
combined effect of SVD and DCT.  

2   Overview of DCT and SVD 

DCT was first time used in 1974 [7]. The DCT coefficients can be quantized using 
visually-weighted quantization values. DCT is a fast algorithm similar to FFT [13, 
14]. 

2.1   DCT 

The discrete cosine transform is a technique for converting a signal into elementary 
frequency components. It is widely used for extracting the features [14]. The one-
dimensional DCT is useful in processing of one-dimensional signals such as speech 
waveforms. For analysis of the two-dimensional (2-D) signals such as images, a 2-D 
version of the DCT is required. The DCT works by separating images into parts of 
differing frequencies [14, 15]. 

For an N x M matrix, the 2D-DCT is computed in a simple way. Initially, 1D-DCT 
is applied to each row of the matrix and then, to each column of the matrix‘x’. Thus, 
the transform of x is given by 

               ( )
1 1

0 0

2 2 (2 1) (2 1)
, ( , )cos cos

2 2
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u v

u v

m u n v
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The image is reconstructed by applying inverse DCT operation according to Eq. 5: 

     ( )
1 1

0 0

2 2 (2 1) (2 1)
, ( , )cos cos

2 2

M N

u v

u v

m u n v
x m n y u v

M N M N

π πα α
− −

= =

+ +=           (5)

Since, the 2D-DCT can be computed by applying 1D transforms separately to the 
rows and columns; it means that the 2D-DCT is separable in the two dimensions. As 
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in the one-dimensional, each element y(u,v) of the transform is the inner product of 
the input and a basis function, but in this case, the basic functions are M x N matrices 
[16]. x(m, n) is the x, yth element of the image represented by the matrix y, M is the 
size of the block of image on which the DCT is applied.  Eqn. (5) calculates on entry 
(u, vth) of the transformed image from the pixel values of the original image matrix 
[17, 18]. 

The DCT helps to separate the image into parts (or spectral sub-bands) of differing 
importance (with respect to the image's visual quality). The DCT is similar to the 
discrete Fourier transform: it transforms a signal or image from the spatial domain to 
the frequency domain as show in Fig.1. The popular block-based DCT transform 
segments an image non-overlapping block and applies DCT to each block. It gives 
result in three frequency sub-bands: low frequency sub-band, mid-frequency sub-band 
and high frequency sub-band. DCT-based enhancement is based on two facts. The 
first fact is that much of the signal energy lies at low-frequencies sub-band which 
contains the most important visual parts of the image. The second fact is that high 
frequency components of the image [17, 18]. The basic operation of the DCT is as 
follows: the input multiband satellite image is M by N, f (i, j) is the intensity of the 
pixel in rows i and column j, s(x, y) is the DCT coefficient in row k1 and column k2 
of the DCT matrix. For most multiband satellite images, much of the signal energy 
lies at low frequencies; these appear in the upper left corner of the DCT. 

2.2   SVD 

Singular value decomposition (SVD) can be calculated mainly by the three mutually 
compatible points of view [18]. On the one hand, we can view it as a method for 
transforming correlated variables into a set of uncorrelated ones that better expose the 
various relationships among the original data items [19]. At the same time, SVD is a 
method for identifying and ordering the dimensions along which data points exhibit 
the most variation. This ties in to the third way of viewing SVD, which is that once 
we have identified where the most variation is present, then it is possible to find the 
best approximation of the original data points using fewer dimensions [20]. Hence, 
SVD can be seen as a method for data reduction and mostly for feature extraction as 
well as for the enhancement of the low contrast images [21]. Following are the basic 
ideas behind SVD: taking a high dimensional, highly variable set of data points and 
reducing it to a lower dimensional space that exposes the substructure of the original 
data more clearly and orders it from most variation to the least [22]. 

 

Fig. 1. Zigzag (highest to lowest energy coefficients of DCT) 
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3   Proposed Methodology 

In this paper basically two parts involve in the enhancement of the satellite image. 
The first one is SVD, as it is mentioned in Section 2 and the singular value matrix 
[22]. The SVD contains the illumination information in the image. So that, converting 
the singular values will directly change the illumination of the image, therefore the 
other information present in the image will be as same as before [23]. The second 
most significant aspect of this method is the application of DCT as it is discussed in 
previous section. 

The DCT can be regarded as a discrete-time version of the Fourier-Cosine series 
[5-7]. It is a close relative of DFT, a technique for converting a signal into elementary 
frequency components [23, 24]. Thus DCT can be computed with a Fast Fourier 
Transform (FFT). Unlike DFT, DCT is real-valued and provides a better 
approximation of a signal with few coefficients [7-9]. This approach reduces the size 
of the normal equations by discarding higher frequency DCT coefficients, while 
avoiding the overhead of image resampling in the DCT domain [9-11]. In the DCT 
domain, each significance equation is dependent on the corresponding DCT 
frequency, and the frequency characteristics of the important structural information in 
the image. For the aerial images in our study, the important structural information is 
present in the low frequency DCT coefficients [12]. Hence, separating the high-
frequency DCT coefficient and applying the illumination enhancement in the low–
frequency DCT coefficient, it will collect and cover the edge information from 
possible degradation of the multiband remote sensing satellite images [13-15]. DCT 
output is followed by applying IDCT, and thereby reconstructing the final image by 
using IDCT, the consequence image will be enhanced with respect to illumination and 
it will be sharper with good contrast [24]. 
In the proposed technique, initially the input satellite image ‘A’ for processed by 
GHE to generate A^. After getting this, both of these images are transformed by DCT 
into the lower-frequency DCT coefficient, and higher–frequency DCT coefficient 
[15-18]. Then, the correction coefficient for the singular value matrix can be 
calculated by using 

( )
( )

^max

max
D

D
ξ


=


           (6)

where (ΣD^) is the lower-frequency coefficient singular matrix of the satellite input 
image, and (ΣD) is the lower-frequency coefficient singular matrix of the satellite 
output image of the General Histogram Equalization (GHE). The new satellite image 
(D) is examined by 

^D Dξ =       (7)

^DD DD U V=                                                   (8)

 



282 B.K. Ashish, A. Kumar, and P.K. Padhy 

Now, D , is the lower DCT frequency component of the original image that is 
reorganized by applying the inverse operation (IDCT) to produce the consequence 
equalized image A  as given by Eqn. (8) 

( )A IDCT D=                                                  (9)

Following steps are to be undertaken to discuss the main computational process of the 
proposed algorithm: 

Step1: In the very first step, a low contrast input satellite image has been taken for 
the analysis. 

Step2: Equalize the satellite image using general histogram equalization 
technique. 

Step3: After equalization, compute the discrete cosine transform for the contrast 
enhancement. 

Step4:  In this step calculate the two variables D^ and D from the discrete cosine 
transform image. 

Step5:  After getting D^ and D, SVD is applied for the calculation of the U, Σ, V 
and find the max element in Σ. 

Step6: Calculate Max ∑D
 & Max ∑D^

 with the help of singular value 
decomposition process. 

Step7: Calculate ξ using Eqn. (6) ξ = max (ΣD
^)/ max (ΣD) 

Step8: Calculate the new ∑D
^ using equation (7) and (8) ∑D^ = ξ ∑D & 

^  DD DD U V=   

Step9: Apply IDCT after getting new ^D  
Step10: Equalized satellite image. 

4   Results and Discussion 

In this section, the proposed method has been used for enhancement of the several 
satellite images. Different satellite images are included to demonstrate the usefulness 
of this algorithm. The performance of this method is measured in terms of following 
significant parameters:  

1 1

1 1

1
Mean ( ) ( )

M N

x y

I x y
MN

μ
− −

= =

= −                                      (10)

1 1
2

1 1

1
Standard Deviation ( ) { ( , ) )}

M N

x y

I x y
MN

σ μ
− −

= =

= −                      (11)

Mean (µ) is the average of all intensity value. It denotes average brightness of the 
image, where as standard deviation is the deviation of the intensity values about 
mean. It denotes average contrast of the image. Here I(x, y) is the intensity value of 
the pixel (x, y), and (M, N) are the dimension of the image. 

A flowchart of the proposed methodology is illustrated in Fig. 2. 
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Fig. 2. Flow chart of the proposed mythology  

First of all, the performance of the proposed algorithm is carried out in the different 
images sample. Thereafter, the comparison of proposed method is done with the 
following method: (1). Gamma correction method, (2). GHE and (3). DWT technique 
and it show the superiority of the proposed technique.   

 
 



284 B.K. Ashish, A. Kumar, and P.K. Padhy 

 
 
 
 
 
 
 
 
 

(a)                                       (b)                                            (c) 
 

 
 
 
 
 
 
 
 
 

(d)                                       (e)                                            (f) 
 
 
 
 
 
 
 
                 (g)                                         (h)                                         (i) 
 
 
 

(g)                                       (h)                                            (i) 
 
 
 

 
 
 
 
 
 

 

(j)                                         (k)                                         (l) 
 

Fig. 3. Various resultant images using existing techniques and proposed technique 
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Fig. 4. Various resultant images using existing techniques and proposed technique 
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Fig. 5. Various resultant images using existing techniques and proposed technique 
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Fig. 6. Various resultant images using existing techniques and proposed technique 
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[Fig.3, Fig.4, Fig.5 and Fig.6]: (a) Low contrast original image for analysis, (b) 
Equalized image by using Gamma Correction technique, (c) Equalized image by the 
GHE, (d) Histogram of the input satellite image, (e) Histogram of the Gamma 
Correction output image (f) Histogram of the General Histogram Equalization output 
image, (g) Equalized image by the SVD-DWT technique, (h) Equalized image by the 
proposed methodology using SVD-DCT technique, (i) Lower and higher frequency 
coefficient after applying DCT, (j) Histogram of the SVD-DWT output image, (k) 
Histogram of the proposed methodology using SVD-DCT technique and (l) LL 
frequency component using DWT technique. 

Here, four different satellite images of different region have been taken for 
enhancement. The simulation results obtained with the proposed methodology and 
other existing methods (Gamma Correction, General Histogram Equalizer and DWT) 
are included in Table 1 and graphically shown in the figures (3), (4), (5) and (6). 
Fig.6. shows the low-contrast image of Jabalpur region and the corresponding 
enhanced images. The performance parameters in each method are: 

     Gamma Correction: µ= 75.3408 σ=4.9394e+003; 
     General Histogram Equalizer:  µ=127.4132 σ=5.6228e+003; 

     Discrete wavelet Transform µ=122.9445σ=4.9866e+003;     
     Proposed Methodology: µ=142.2035 σ=7.0040e+003; 

Table 1. Comparison of the results between different proposed Methodology and already 
existing technique 

Sr. 
No 

Input Image 
Mean  (µ) &
Standard 
Deviation (σ) 

Gamma 
Correction 
Image 
Mean  (µ) & 
Standard 
Deviation (σ) 

GHE Image 
Mean  (µ) & 
Standard 
Deviation (σ) 

Comparison 
with existing 
DWT 
technique (µ) 
& (σ) 

Proposed 
IDCT Image 
Mean  (µ) 
&Standard 
Deviation (σ) 

1 µ= 62.9134 
σ=2.8248e+00
3 

µ= 75.3408 
σ=4.9394e+003

µ=127.4132 
σ=5.6228e+00
3 

µ=122.9445 
σ=4.9866e+00
3 

µ=142.2035 
σ=7.0040e+003 

2 µ=85.0754 
σ=2.6100e+00
3 

µ=107.5585 
σ=4.3429e+003

µ= 127.1981 
σ=5.5794e+00
3 

µ=133.8994 
σ=7.9961e+00
3 

µ=138.9535 
σ=6.6583e+003 

3 µ= 72.7006 
σ= 787.3876 

µ=90.4819 
σ=1.3150e+003

µ=127.5886 
σ=5.6067e+00
3 

µ= 97.8396 
σ=2.9958e+00
3 

µ=150.2097 
σ=7.7711e+003 

4 µ= 114.8540 
σ=937.7782 

µ=142.7744 
σ=626.8973 

µ=127.6460 
σ=5.5899e+00
3 

µ=141.0827 
σ=5.8780e+00
3 

µ=154.1794 
σ=8.1553e+003 

 
The quality of the visual results indicates that the proposed technique is sharper 

and brighter than existing technique as compared. After obtaining mean and standard 
deviation, it is found that the proposed algorithm gives better results in comparison 
with the existing techniques. Mean (µ) represent the intensity of the image and the 
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standard deviation represent (σ) the contrast present in the images. The proposed DCT 
method represents the better contrast as well as better brightness with appropriate 
contrast. However, the estimated mean (µ) and standard deviation (σ) in Figs. [3(e), 
4(e), 5(e) and 6 (e)] of the proposed method covers a good range of gray level and this 
is the cause of the better illumination. Therefore the observation of the proposed DCT 
gives the better result. 

In order to exhibit the superiority of the proposed methodology three different 
images have been taken for analysis. The singular values denote luminance of each 
image layer after decomposition using DCT methodology. 

After analysis of all the technique, it has been found that the proposed technique 
indicates the better mean (µ) and standard deviation (σ) in comparison with Gamma 
Correction, GHE and DWT. The quality of the input image was poor but after 
applying the DCT, the result is optimized with reference to brightness and contrast. 
The histograms obtained from of the proposed technique are stretched in dynamic 
range, thereby signifying the improvement in contrast of the output image. The 
mechanism of contrast enhancement can be attributed to scaling of singular values of 
the DCT coefficients. Since singular values denote luminance of each image layer 
after decomposition, scaling of these values leads to variation (enhancement) of 
luminance of each layer and hence leads to overall contrast enhancement. Thus, it is 
evident that the proposed methodology based on SVD and DCT improve the image 
quality as well as contrast of the images.  

5   Conclusions  

In this paper, a novel technique based on SVD-DCT domain for enhancement of low-
contrast satellite images has been proposed. The basic enhancement occurs due to 
scaling of singular values of the DCT coefficients. Performance of this technique has 
been compared with existing contrast enhancement techniques like histogram 
equalization, gamma correction and SVD-DWT based techniques. The experimental 
results show that the proposed technique gives better performance in terms of contrast 
(variance) as well as brightness (mean) of the enhanced image as compared to the 
other existing techniques. Thus, this technique can be considered suitable for 
enhancement of low contrast satellite image. 
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Abstract. Authentication is the process by which it is verified that
someone is who they claim they are. Authentication is a security service
that checks the identity of the party at the other end of the line. Most of
the times, security is provided above physical layer, but in this paper we
are concentrating on authentication at the physical layer in wired and
wireless communication systems. The authentication signal is generated
from modulated signal using shared secret key by transmitter and re-
ceiver and these two signals are superimposed as in the spread spectrum
technique. This authentication signal is transmitted concurrently with
data in physical medium without using extra bandwidth. For recover-
ing the authentication signal at receiver side MMSE equalizer is used to
reduce intersymbol interference (ISI) and noise. This authentication is
designed to be stealthy and secured. The simulation results have shown
the proof of concept in this paper using Matlab7.6.

1 Introduction

Security has become an implicit part for any communication system. As part of
providing security we have a set of security services like confidentiality, integrity,
authentication etc. In this paper we focus on the authentication where identity of
the sender can be verified at the receiver. Mostly we have seen the authentication
mechanisms exit above the physical layer, but in this paper we are applying
authentication techniques at the physical layer. Physical layer is the lowest layer
of the OSI model that connects the two communicating parties via physical link.
Digital communication techniques are used in this layer to transmit message in
the form of raw bits over the physical medium. The authentication mechanism
is applied to the message signal which generates an authentication signal which
is transmitted over the physical link. This authentication signal is transmitted
concurrently with the data without any extra bandwidth and transmission cost.
The transmission is done through wired and wireless channels. This transmission
shows characteristics that, the signal is stealthy and secured by taking some test
scenarios.

This paper diverges from much of the previous work research in authentication
systems and mechanisms have mostly focused above the physical layer. There
are two paradigms of adding authentication: multiplexing or embedding. Simmon
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in [1] has given an overview of the methods of adding authentication and how
it is received with data as same quality. However, data throughput is penalized
since some of the bits carry authentication instead of data. Digital watermarking
follows the paradigm of embedded signaling by modifying the data in a controlled
manner that provides additional information to the receiver. Authentication may
be transmitted as discussed in [2][3] and the addition of authentication to data
is stealthy. Unlike the multiplexing approach, embedding additional information
degrades the data quality [4].

At the physical layer, authentication is done at sender and receiver by using
spread spectrum methods such as Direct Sequence Spread Spectrum (DSSS)
and Frequency Hopping Spread Spectrum (FHSS) as in [5]. Here the sender and
receiver shared a secret pseudo random sequence, where sender is authenticated
if receiver can demodulate the signal this shows the use of low cost bandwidth
and allows communication between the authenticated parties. These techniques
are covert and provide robustness to interference; they achieve this at the cost
of bandwidth expansion and allow only authenticated parties with knowledge of
the secret to participate in communication.

Suppose we want to add authentication to a system in a stealthy way so that
users are unaware of the authentication can continue to communicate without
any modifications to the protocol. Our approach to authentication exists at the
physical layer, and may be used together with spread-spectrum methods or other
security schemes at the higher layers to provide a more secure system. The idea
of transparently adding information at the physical layer has been discussed
for some specific cases. Supangkat in [6] has proposed one such authentication
scheme for telephony where an encrypted hash of the conversation is added back
into the signal. Similarly, Kleider in [7] has proposed a scheme where a low-power
watermark signal is added to the data signal with spread-spectrum techniques.

Paul L. Yu et al. in [8] introduces authentication at physical layer and trans-
mits the authentication signal concurrently along with data without any extra
bandwidth or transmission power. The authors have used Rayleigh channel for
simulating physical layer authentication. Further they have shown their method
of authentication is stealthy and secure.

This paper is organized as follows. Section 2 discusses various aspects of the
proposed system. Simulation results and discussion is given in section 3. Finally
section 4 concludes this paper.

2 Proposed Scheme

At physical layer, authentication and tag signal are generated from the message
signal and these two signals are then superimposed to obtain tagged signal. This
tagged signal and the reference signal is transmitted over the physical link to
receiver and verify the integrity and authenticity of the message signal.

In this paper, we consider the basic scenario as depicted in Fig.1 where we
have sender Alice, receiver Bob and interceptor Eve. Before transmitting an
authentication signal from Alice to Bob, they both agree on keyed authentication
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method which uses a shared secret key. This allows Bob to verify the integrity
and authenticity of received signal by using the shared key. Eve might know, the
authentication mechanism but she doesn’t know the shared secret key, so here
Bob and Eve are conscious receivers but Eve is an adversary receiver, so the
signal should be stealthy that is, it should not be easily detectable.

Fig. 1. Basic Communication Scenario

Authentication mechanism are prone to attacks such as, Eve intercepts the
signal and changes the reference or authentic signal and sends it to the Bob.
Then Bob verifies the signal, if signal is not authentic then the signal will be
rejected.

The complete design of proposed scheme is as shown in Fig.2. We have con-
sidered two communication channel wired and wireless respectively to transmit
authentication signal. Input message is modulated using modulation techniques
such as BPSK, QAM etc, as in [5]. The modulated signal is passed through the

Fig. 2. Block Diagram of the Proposed System
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tag generator to generate a tag signal as explained in the next section. This tag
signal is superimposed with the modulated signal which is called superimposed
(SI) signal. This SI signal and reference signal sent through the communication
channel. At the receiver, SI signal and the reference signals are received. From
the received reference signal, a tag signal is generated, another tag signal is ex-
tracted from SI and reference signals and both the signals are compared. If the
two signals differ then received signal is not authentic and it is rejected. If the
received tag signal and the regenerated tag at the receiver matches then the
received signal is authentic and it is demodulated.

2.1 Transmitter

Let the messages are blocks of N symbols denoted by
b = {b1, b2, . . . , bn}.
These message symbols assumed as an i.i.d (Independent, identically distributed)
random variables. This message symbol is to be modulated using any of the
modulation technique such as QAM, BPSK etc. The message signal is given by

s = fm(b) (1)

where fm(.) is the modulation function. This modulated signal is passed through
the tag generator.

2.2 Tag Generator

In tag generator, keyed authentication scheme [2] is used as shown in Fig.3. The
modulated signal is in complex form but tag generator takes input in binary
form. To convert modulated signal from complex to binary form we use RCBNS
(Redundant Complex Binary Number System) method as stated in [9]. The Re-
dundant Complex Binary Number System (RCBNS) is developed by combining
a Redundant Binary Number and a complex number in base (-1+j). A Redun-
dant Complex Binary Number System consists of both real and imaginary-radix
number systems that form a redundant integer digit set. The pseudo code of this
RCBNS method is given in Algorithm. 1.

After converting modulated signal into binary form it is passed through keyed
hash function (HMAC) [10] which is also called MAC’s (Message Authentica-
tion code) which is used to verify the integrity of a message. Here we have
used SHA512 as hash function to generate hash using HMAC, but MD5, SHA1,
SHA384 etc can also be used to generate a hash. There is a shared secret key
between the Alice and Bob. This secret key is encrypted with 128-bit AES algo-
rithm [10] and given to the tag generator function. This tag signal is in the form
of binary bit stream. The tag signal can be represented as:

t = g(s, k) (2)

where g(.) is the tag generator function, k is the secret key and s is the modulated
(reference) signal.
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Fig. 3. Tag Generator

2.3 Superimpose

In this paper we are superimposing the modulated signal and tag signal as done
in spread spectrum technique which spreads signal wave of message signal for
same transmission power. In spread spectrum technique spreading code is pseudo
random code which is combined with data signal via bit wise XOR operation
in the same way the message signal is superimposed with tag signal in our
case. Before superimposing, modulated signal is converted into binary form using
RCBNS method, to obtain a tagged signal. The superimposed signal is given by:

x = ρss+ ρtt 0 < ρs, ρt < 1 (3)

As the message signal we assume the tags E|tk| = 0 and E|tk|2 = L. ρ2s, ρ
2
t

are energy allocations of the message and tag signal. The tagged signal is in
the binary form and hence converted into polar signaling. The baseband polar
signaling is given by:

x(t) =

{
1, for t = 1

−1, t = 0
(4)

This polar signal is an antipodal signal, since x1(t) = −x2(t).
Before sending the tagged and reference signal through channel it is passed

through the Root Raised Cosine (RRC) filter [5] which is frequently used as
the transmitter and the receivers filter in case of digital communication. This
is used for transforming base band signal into pulse wave form which is more
appropriate for transmission through channel. This filter is used to reduce the
ISI and also smoothing the sharp edges of the signal before transmitting through
channel. The RRC filter is characterized by two values roll factor and reciprocal
symbol rate.
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Algorithm 1. Complex to Binary Conversion

1: BEGIN
2: CONVERT real and imaginary part into binary form.
3: if (Real and Imaginary)>0 then
4: Place ’0’ in front of each 2-bit digit
5: else
6: qi <-Get 3-bit for each part and combine them together starting with LSB as 3

bit imaginary and put them together with 3 bits of real number and represent
in a row.

7: FIND equivalent values for every ’q’ using table.
8: //Conversion Table Generation
9: MULTIPLY the positive sign to even rows and negative sign to the odd rows.
10: COMBINE qi
11: end if
12: END

2.4 Channel

In this paper we have considered both wired and wireless channels for transmit-
ting authentication signal. In wireless channels two types of channels are used
they are, Rayleigh channel for outdoor communication and Rician channel for
indoor communication.

Wired Channel. As depicted in Fig.4. A wired channel is usually modeled as
AWGN (Additive White Gaussian Noise) channel. In this matched filter is used
to recover the tagged signal and reference signal. The output of the matched
filter is passed through decision device.

z = xn + wn (5)

Wireless Channel. In case of wireless channel, the multipath is a propagation
phenomenon that causes signals received at the receiver side in two or more
paths. This affects the intersymbol interference to the signal. Rayleigh and Rician
channel models are caused by multipath reception. In Rayleigh fading channel

Fig. 4. Wired Channel Model
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the receiver antenna receives large number of reflected and scattered waves. In
the Rician channel the receiver antenna receives number of reflected and scatter
waves and one line of sight wave.

z = hnxn + wn (6)

where h is the channel coefficient vector and w is the White Gaussian Noise and
the average Signal-to-Noise Ratio (SNR) is γ = σ2

h/σ
2
w.

2.5 Signal Recovery

The Fig.5 shows on how the receiver should recover the signal. For recovering the
signal we are use the MMSE equalizer [5]. MMSE equalizer designs the filter to
minimize E[|e|2] where ’e’ is a error signal, which is the difference of filter output
and transmitted signal. It is a linear equalizer and doesn’t have any feedback. We
can use the other equalizer, such as MLSE which is more complexity in design
while we increasing quantization levels. The equalizer transfer function is given
by

F (z) =
∞∑

i=0

f(i)z−i (7)

d(n) = F (z)Z(n) = F (z)H(z)xn + F (z)w(n) (8)

Let C(z) = F (z)H(z) =
∑∞

i=0 ciz
−i. So the goal of the equalizer F (z) is to

clean up the ISI (Intersymbol interference) in d(n) to achieve error free decision.
Let x̂n = dec(d(n)) = xn−u, where u is fixed delay in the equalizer output. F (z)
can be divided as

d[n] =

∞∑

i=0

cixn−i +

∞∑

i=0

f(i)w(n− i)

= cuxn−u +

∞∑

i=0,i�=u

cixn−i +

∞∑

i=0

f(i)w(n− i) (9)

By considering the equalizer output, the overall distortion in d(n) can be
quantified as

d(n)− xn−u =

∞∑

i=0,i�=u

cixn−i +

∞∑

i=0

f(i)w(n− i). (10)

Fig. 5. Block Diagram of the Receiver
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MMSE equalizer design minimizes the minimum mean square error [d(n) −
xn−u]

2. After getting d(n) equalizer output it is passed through the decision
device which gives the recovery signal x̂n. When the tagged and reference signal
is recovered at receiver then using reference signal and tag generator we generate
the tag signal and extract another tag signal from tagged signal as depicted in
Fig.(2). Now both the tag signals are compared, if two tag signals differ, then
the signal is not authentic and is rejected. If both are same, then the signal is
considered to be authentic and the reference signal is demodulated.

3 Simulation Results and Discussion

The entire proposed solution has been simulated in Matlab7.6. Here we have
taken a randomly generated input which is to be modulated using 16-QAM tech-
nique. This modulated signal is passed through tag generator function, which
generates the tag signal. In tag generator, SHA512 is used to generate an inter-
mediate tag, which is in turn provided to HMAC along with shared secret key to
obtain the final tag signal. This tag signal is superimposed with the modulated
signal which is called tagged signal. The tagged and reference signal is passed
through the Root-Raised cosine filter with a roll-off factor of 0.5. Before trans-
mitting these two signals through channel it is passed through low pass filter
which is a Chebyshev Type2 filter with parameter of order 12, stopband gap is
20 dB and bandwidth is 0.75/THz, then it is sent through the channels. For our
simulation we have considered four test cases:

(i) Tagged signal and reference signal is transmitted to aware receiver Bob
without any errors. In Fig.6 (a) shows that Bob receives the same signal
which is sent by Alice. Fig.6 (b) depicts a tagged signal as received by Bob
is same as sent by Alice. In Fig.6 (c) depicts the comparison of two tag
signals that is generated by Bob using reference signal and tagged signal
which are same. Hence considering the received signal to be authentic.

(ii) Transmitter transmits tagged signal and reference signal and Eve intercepts
the signal with wrong secret key. Fig.7 shows that, Eve intercepts the signal
which is sent by Alice to Bob. Assuming Eve does not know the mechanism
and shared secret key that is used for communication. In Fig.7 (a) Eve
intercepts the reference signal that is being transmitted by Alice. Fig.7 (b)
shows the tagged signal that is been intercepted by Eve. In Fig.7(c) shows
the two compared tag signals, which are not same, hence the received signal
is not authentic and therefore gets rejected.

(iii) Transmitter transmits tagged signal and reference signal and Eve intercepts
the signal and changes the signal and forwards it to the Bob. Bob rejects
the signal because it is not an authentic signal. Fig.8 shows that, Eve
intercepts the signal which is sent by Alice to Bob. Assuming Eve knows
the mechanism to generate the tag signal and doesn’t know the shared
secret key. Here Eve changes the reference signal and sends it to Bob. In
Fig. 8(a) depicts the comparison of the actual message signal which is sent
by Alice and reference signal received by Bob are not same. Fig.8 (b) depicts
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Fig. 6. Actual Signal Received by Bob from Alice

Fig. 7. Eve Intercepts the Signal Transmitted by Alice
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Fig. 8. Signals Received by Bob from Eve

Fig. 9. Noise CDF, TNR = 0dB, 2-bit tag
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Fig. 10. Noise CDF, TNR =10dB,2-bit tag

Fig. 11. Noise CDF, TNR =10dB, 1-bit tag
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Fig. 12. Noise CDF, TNR =0dB,1-bit tag

Fig. 13. Noise CDF, TNR = -10dB, 1-bit tag
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that the tagged signal sent by Alice and recovered at Bob are same. By
using recovery tagged signal and reference signal, Bob generates two tag
signals. Fig.8(c) shows the comparisons of the two signals, as the signals
are not same then Bob knows that the message signal is not authentic.

(iv) The tag signal should be covert that is, it should not be easily detectable.
For this we are applying the goodness-fit-test to the tag signal. Here
goodness-fit-test used is Lilliefors [11] tests which provides a well-known
class of anomaly detection algorithms. Considering a simple experiment,
we ignore the channel effects and tag is observed in the AWGN yk =
t(k) + wk. Let the TNR (Tag noise ratio) be σ2

t /σ
2
w where σ2

t = E[|tk|2].
This goodness-fit-test compares the normal cumulative distribution func-
tion (CDF) with estimated mean and variance from observations and em-
pirical CDF. Lilliefors test does not detect the anomalous signal when we
increase TNR value. This means it distinguishes with normal and observed
distribution with estimated mean and variance.

a Noise CDF, with TNR = 0dB, 10dB, 2-bit tag taking one of the values
-1.51,-0.453, 0.453, 1.51.
Fig.9 and 10 shows the empirical versus normal CDFs when the 512 2-
bit i.i.d tag symbols are drawn and observed with TNR = 0dB, 10dB.
Lilliefors test is unable to detect distinguish between the CDFs in Fig.9
but in Fig.10 there is difference between the empirical versus normal
CDFs.

b Noise CDF, with TNR = 0dB, 10dB and -10dB, 1-bit tag.
Now, suppose that each tag symbol is represented by one of two equiprob-
able and polar values ±σt. Fig.11, 12 and 13 shows the empirical versus
normal CDFs when the tag has 1-bit symbol and varied TNR values.
At TNR 10dB and 0dB in Fig.11 and 12 the observed CDFs becomes
distinguishable with the normal CDFs. When we lower the TNR to -10
dB in Fig.13, the observed distribution becomes indistinguishable from
normal distribution. By the above figures we can improve the covertness
by transmitting the tag signal at lower TNR or low power or tag can
follow the noise-like distribution.

4 Conclusion

Authentication is a security service that checks the identity of the party at the
other end of the line. We have generated tag signal and transmitted the tag signal
concurrently with data without using any extra bandwidth and transmission cost
on wired and wireless channels. Here we have shown how the generated tag signal
could be superimposed with data signal. We depict simulation results for the
above stated four test case scenarios. The obtained results showed that physical
layer authentication is stealthy, secure and could be effectively implement in real
time communication. In future we would like to implement the propose schema in
different wireless channels like Nakagami fading channel, Gauss-Markov channel
and observe the behavior of our solution proposed.
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Abstract. Cloud computing is a new and upcoming computing model where the 
computational resources are offered as services, remotely over a network. The 
software applications running as cloud SaaS are targeted on different platforms. 
The constantly evolving software technologies may result in the obsolescence of 
the legacy applications. It, therefore, becomes an essential requisite to adopt a 
software development methodology that could alleviate the undesirable effects of 
technology change. The Model Driven Architecture (MDA) approach becomes the 
obvious choice where the models drive the software development process. These 
models are defined at different levels of abstraction; and automated tools are used 
for model-to-model and model-to-code transformations between the levels. In this 
paper, the authors illustrate an MDA-based approach for developing cloud software 
applications making them more robust, flexible and agile, in the wake of changing 
technologies. 

Keywords: Cloud computing, Cloud SaaS, Model-Driven Architecture (MDA), 
Computation Independent Model (CIM), Platform Independent Model (PIM), 
Platform Specific Model (PSM), Model Transformation. 

1   Introduction 

Cloud computing, a recent computing paradigm in the Information and 
Communication Technology (ICT) field, offers computational resources such as – 
storage units, processing units, computing platforms, development environments and 
other infrastructure – as services over an intranet or Internet, on subscription or 
metered usage basis. These resources in the cloud are dynamically scalable and often 
virtualized. The services can be accessed on demand using a browser running on a 
thin client or even a mobile phone.  

The rapid advancements in the field of ICT in recent years entail the development 
of software solutions in a manner that is independent of the technology change. 
Model Driven Architecture (MDA) is a software development approach where formal 
models defined at different levels of abstraction, are used as the prime artifacts 
throughout the development process. The transformation of models from one level of 
abstraction to another, or the transformation of models to executable code is 
performed using (semi)automated transformation tools.   

This paper attempts to incorporate the model-driven software development 
methodology in the development of cloud SaaS (Cloud Software-as-a-Service). 
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Section 2 discusses the concept of cloud computing. Section 3 briefly discusses the 
basics of MDA. Section 4 illustrates the Computation Independent Model (CIM), 
Platform Independent Model (PIM), and Platform Specific Model (PSM) of a cloud 
software application taken as example, and also discusses the transformation 
definition for its PIM to Relational PSM transformation. Section 5 draws the 
conclusion of the paper and the future work undertaken by the authors. 

2   Cloud Computing 

The term ‘cloud’ is a metaphor for the Internet which is graphically represented as a 
cloud. Thus a cloud, in the given context, refers to a complex, internet-based 
infrastructure of hardware and software components. Cloud computing encapsulates a 
variety of services such as Software-as-a-Service (SaaS), Platform-as-a-Service 
(PaaS), Infrastructure-as-a Service (IaaS), and Hardware-as-a-Service (HaaS) that can 
be deployed in a private, public or hybrid cloud [1, 2].  

A cloud SaaS refers to a multi-tenant platform that uses common resources and a 
single instance of both – the object code of an application as well as the underlying 
database – to support multiple customers simultaneously. It is based on the 
Application Service Provider (ASP) model and heralds a new wave in application 
software distribution. Some of the key providers of this service are SalesForce.com, 
NetSuite, Oracle, IBM, Microsoft etc [3, 4]. 

A variety of technologies and standards that led to the emergence of cloud 
computing include distributed computing, grid computing, virtualization, Web 
services, Web Service Definition Language (WSDL), Simple Object Access Protocol 
(SOAP), Universal Description Discovery and Integration (UDDI), Service Oriented 
Architecture (SOA), Software-as-a-Service (SaaS) etc. 

Cloud computing has changed the outlook of the enterprises especially the small 
and medium enterprises, towards their business solutions. They can now utilize the 
cloud services without incurring any upfront infrastructure costs. As per demand, the 
location-independent resources in the cloud are acquired and released with great 
elasticity to meet the requirements of the service consumers. The resource usage is 
measured and the consumer pays for the services rendered to him. 

3   The Model-Driven Architecture (MDA) Approach 

Model Driven Architecture (MDA) is a standardization effort by OMG which aims at 
reducing the gap between business modeling and software development significantly, 
by ensuring that business models drive the application development. While traditional 
software design and development processes create applications for deployment to a 
specific technology platform, MDA introduces higher levels of abstraction, enabling 
organizations to create models that are independent of any particular technology 
platform. The entire software development process in MDA is model-driven with 
models as the primary artifacts for understanding, design, construction, deployment, 
operation, maintenance and modification of a system [5]. Although the high level 
frameworks such as J2EE, .NET and other Web services also raise the level of 
abstraction, but they still focus on computer-level concepts rather than business level 
concepts.  
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The models in MDA are defined at three levels of abstraction – the Computation 
Independent Model (CIM), the Platform Independent Model (PIM) and the Platform 
Specific Model (PSM). A CIM is a software independent model and specifies the 
business logic of the application. A PIM describes a software system that supports the 
business independent of any implementation technology. A PSM specifies the system 
in terms of implementation constructs that are specific to the implementation 
technology. A single PIM is transformed into one or more PSMs, each PSM being 
specific to the technology platform on which the system would finally be 
implemented. 

 The success of MDA approach resides in automating the model-to-model and 
model-to-code transformations. The transformation tools automatically transform 
higher-level, platform-independent business models into lower-level platform-specific 
models and finally into executable code. A transformation tool contains the 
transformation definition. A transformation definition is a set of transformation rules 
that together describe how a model in the source language can be transformed into a 
model in the target language [6]. Figure 1 depicts a PIM to PSM transformation.  

 

Fig. 1. PIM to PSM Transformation 

4   A Cloud SaaS: CIM, PIM and PSM 

US NIST (National Institute of Standards and Technology) [7] defines Cloud SaaS as 
a service model in which the applications running on a cloud infrastructure and 
managed by the service provider, are offered as services to the consumers on a pay-
per-use basis. These services rendered by the provider are accessible from various 
client devices through a thin client interface such as a web browser, and may require 
limited user-specific configuration settings. The application may be simple one 
performing a single function or a complex one performing a set of related functions. 

With constantly evolving technologies, it becomes inevitable to adopt a software 
development methodology that would not only decouple the cloud SaaS from the 
undesirable effects of technology change, but also enhance their longevity. An MDA-
based development of cloud SaaS (application) will enable defining these services in 
a technology-independent manner and will play a significant role in improving the 
quality of cloud software services, making them more robust, flexible and agile [8]. 
Encapsulating business logic in a manner that is independent of the technical 
mechanisms will formally capture the essence of the applications; and will also make 
it possible to reuse them in a variety of contexts [9, 10]. 

We illustrate the model-driven approach to develop a cloud SaaS (application), 
with the help of an example – the Online Hotel Reservation System (OHRS). The 
OHRS, a software application running as a service in the cloud, may be utilized by 
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any small or medium scale enterprise (SME), on a payment basis. The proposal would 
also be suitable for the entrepreneurs who wish to start up with a hotel business on a 
small scale and do not wish to initially invest huge capital in purchasing, installing or 
developing the hardware and software for the purpose. The OHRS would perform a 
variety of tasks for its users (both customers and hotel administration) which include 
determining the availability of rooms in the hotel, online reservations, online 
cancellations, generating arrival chart, generating reports for decision-making, 
modifying room tariffs etc. 

Although, the MDA approach does not restrict itself to the use of UML (Unified 
Modeling Language) for modeling the software applications, the authors are using 
UML to model different aspects of the system. 

4.1   Computation Independent Model (CIM) for OHRS 

A CIM specifies the computation independent view of the system. It captures the 
requirements of the system in a vocabulary familiar to the domain practitioners. The 
loosely defined requirements of the business process are distilled into requirements 
model without losing important details. As part of the CIM, the Use Case diagram and 
the Activity diagram available in UML have been used to model the functional 
requirements of the system under consideration.  

Each use case in the use case diagram for OHRS, depicted in Figure 2, captures a 
piece of functionality that the system provides. It specifies ‘what’ a system is 
supposed to do. The characteristics of the actors interacting with the OHRS are: 

 

Fig. 2. Use Case Diagram for OHRS 
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• A Customer is a person who accesses the OHRS to view the availability status or 
to book/cancel an accommodation in the hotel. 

• An Administrator is the hotel personnel who accesses the OHRS for not only 
viewing the availability status or booking/cancelling accommodations for its 
customers over the counter, but also to generate various reports for decision 
making or for modifying the tariffs of unit types. 

 

The Activity diagram specifies how a system would accomplish its goals. It models a 
set of coordinated tasks that achieve a business goal. The high-level actions chained 
together to represent the business process of the OHRS is depicted in the Activity 
Diagram in Figure 3.  

 

Fig. 3. Activity Diagram for OHRS 

The various steps in the process may be listed as:  

1. A user (customer or administrator) logs into the hotel website with a valid user ID 
and password. 

2. A customer may perform various tasks such as viewing the availability status, 
book accommodation or cancel a previously booked accommodation. 

3. In order to view the availability status, the customer submits the date in response 
to which the system displays the availability status of the hotel for the next fifteen 
days. 

4. The customer may then either quit the application or may proceed to book an 
accommodation based on its availability. 
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5. In response to the book accommodation action, the system generates a unique ID 
for the customer. 

6. Next, the customer submits his details such as name, address, phone, email 
address, unit type, number of units, book-from date and book-to date and payment 
details. 

7. A booking receipt bearing all the details is generated for the customer and the 
process terminates. 

8. A customer may also cancel a previous booking, in which case he submits the 
customer ID that was generated at the time of booking.  

9. In response to step 8, the system displays the details of the customer.  
10. The customer submits the cancellation request. 
11. A cancellation receipt is generated for the customer and the process terminates. 
12. An administrator, after successful log-in, is able to perform all the tasks that a 

customer does and can also generate reports or modify tariffs by submitting the 
required information.  
 

In an ideal MDA approach the requirements model should be simply submitted to the 
generators that would produce the required systems. But, in practice the requirements 
model need to refined further into a computational model that a generator can process. 

4.2   Platform Independent Model (PIM) for OHRS 

A PIM specifies the system at a higher level of abstraction as compared to a PSM. 
There is only one single PIM for the software system that can be mapped to several 
different PSMs targeted on different platforms by defining platform-specific 
transformation rules for the purpose. 

The PIM for the OHRS is depicted in Figure 4, by means of a class diagram. The 
classes, their attributes and operations, and the associations among various classes are 
shown in the model. The get and set operations have been intentionally excluded from 
the diagram in order to keep it simple. A multiplicity adorns each association. This 
PIM defines the static aspects of the OHRS application through a static view. Though 
this model reflects the technicalities of the system, it is non-committal to the platform 
that would implement and host the system.  

The various classes in the class diagram for specifying the PIM for OHRS are – 
Hotel, Customer, UnitType, Administrator, User, Booking and Payment. Booking and 
Payment are association classes. The associations among the classes are defined as 
under: 

 

• A hotel is a composite aggregation of unit types.   
• A hotel has one or more unit types. 
• A hotel may have zero or more customers. 
• A customer with a unique ID belongs to only one hotel. 
• A hotel has one or more Administrators. 
• An administrator belongs to only one hotel. 
• A customer may book one or more unit types. 
• A unit type may be booked by zero or more customers. 
• An administrator may book zero or more unit types. 
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• A unit type may be booked by zero or more Administrators. 
• A customer makes one or more payments to the hotel. 
• A payment is related to only one customer. 
• A unit type is related to zero or more bookings. 
• A booking is related to only one unit type. 
• A user may be a customer or an administrator. 
• A customer is essentially a user of the system. 
• An administrator is essentially a user of the system. 

 
The PIM of the cloud SaaS describes the attributes and operations in a manner that is 
entirely independent of any programming language or operating system.  

 

Fig. 4. Platform Independent Model for OHRS 

4.3   Platform Specific Model (PSM) for OHRS 

A PSM describes the technology specific details for the target platform. One or more 
PSMs can be derived from a single PIM using automated transformation tools.   

The PIM of OHRS is transformed into a Relational PSM based on certain 
transformation rules defined in section 4.4. The Relational PSM specifies the database 
and is described by a relational model depicted in an Entity-Relationship diagram in 
Figure 5.  



312 R. Sharma and M. Sood 

 

 

Fig. 5. Relational Model for OHRS (PSM) 

In [8], the authors discuss a model-driven approach to obtain a Java PSM from a 
PIM of a cloud SaaS taken as example. 

4.4   Transformation Definition for OHRS: PIM to Relational PSM 

A transformation definition is comprised of transformation rules that describe how 
one or more constructs in the source language can be transformed into one or more 
constructs in the target language. The transformation rules defined here take care of a 
consistent object-relational mapping [6]. These rules describe how the elements in 
PIM can be mapped to elements in Relational PSM. Based on the various elements in 
the PIM, the transformation rules are categorized into: 

 

A. Transformation Rules for Data types: A basic data type is mapped to 
corresponding data type in the relational model according to the following rules: 

i. A UML string is mapped onto a SQL VARCHAR(n). 
ii. A UML integer is mapped onto a SQL INTEGER. 

iii. A UML real is mapped onto a SQL REAL.  
iv. A UML date is mapped onto a SQL DATE. 

A data type may be a simple data type or a derived data type. 
a. Transforming Simple Data types: A simple data type is mapped directly to a 

column in a table.  
b. Transforming Derived Data types:  

i. A UML data type that has no operations, such as struct and array, is mapped 
onto a number of columns, each representing a field in the derived data type. 
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ii. A UML data type that is a class is mapped to a table itself. The column holds 
a reference (foreign key) to a key value in the other table. 

B. Transformation Rules for Classes and Attributes: 
a. Each UML class is transformed into a Relation/Table with the same name. 
b. Each UML attribute is transformed into a field (column) in the table with the 

same name. 
c. When the type of attribute is not a data type but a class, the field in the table 

holds a foreign key to the table representing that class. 
C. Transformation Rules for Associations :  

a. Associations in the UML model are transformed into a foreign key relation in 
a database model, possibly introducing a new class. 

b. An association class represents a relationship between two classes. It is 
transformed into a table with foreign keys in this new table referring to the 
two related tables. 

c. The multiplicities of an association from class A to class B may be: 
• The multiplicity at A is zero-or-one, 
• The multiplicity at A is one, or 
• The multiplicity at A is more than one. 

 
The same holds for the multiplicity at B resulting in nine different combinations of 
multiplicities at both the ends. A pseudocode for the rule may be expressed as: 
 

if the association A to B is adorned by an 
association class or the multiplicity at 
both ends is more-than-one 

then create a table representing the 
association class or the association and 
create foreign keys in this new table 
referring to the related tables 

else if the multiplicity at one end is 
zero-or-one 
then create a foreign key in the table 
representing the class at that end, 
referencing the other end 

else /* the multiplicity of the 
association is one-to-one */ 

 create a foreign key in one of the 
tables, referencing the other end 

endif 
endif 

5   Conclusion and Future Work 

Cloud computing is fast emerging as a computing paradigm where the computations 
would be performed using third-party hardware and software resources. In the wake of 
constantly changing technologies, the software applications in the cloud, if developed 
for specific platforms, would soon become obsolete. The authors in this paper therefore 
stress on the need to leverage the MDA approach in the development of cloud SaaS. 
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Incorporating MDA approach in developing a cloud SaaS has two-fold advantage – 
firstly, the need to redefine the structure, behavior and functionality of the application 
for different technology-specific platforms is ruled out as the same PIM can be used to 
generate different PSMs using transformation tools; and secondly, as the technologies 
evolve, the same PIM can be used to develop PSMs and code specific to new or 
evolving technologies. This is expected to minimize the time, cost and efforts in 
developing cloud SaaS and enhance the Return on Investment. Thus, the developers as 
well as the service consumers will be able to reap the benefits of both – cloud 
computing and MDA. 

The authors have recently developed a transformation tool based on the 
transformation definition discussed in this paper. Enhancing the research further, the 
authors are presently working on a model-driven approach to ensure interoperability 
among software services identified in a cloud, in the light of SOA. 
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Abstract. This paper deals the brand new future memory management in 
robotics flied. It is a massive challenging issue of this proposal because till now 
existing database system did not support robotics. While designing the database 
it is very complex to make a robotic database made with complex designs for 
the effective data retrieval so here we provide a new concept called NOSQL. It 
comes under the non-relational database type it can handle the large volumes of 
data and it can easily process it. It does not have rigid schema design we can 
apply multiple operations on the single row and in addition we included map 
reduce concepts it can splits the job to the respective workers so that it can map 
the data easily in such way that the robots can think, through this map reduce 
approach we obtain parallelism to processing the large dataset. 

Keywords:  NOSQL, DBMS, RDBMS, Unstructured Database, Google, Big 
table, Humanoid, Map reduce. 

1   Introduction 

In the modern age robotics, we are facing very big problem to manage and retrieve 
information. When the embedded system we can only able to perform some task only 
like playing football robots, manufacturing robot, etc.in embedded system we are 
using multiple sensor to do various task and from sensor we give specific task for 
robots. But when the matter comes to making a robot like human beings humanoids 
we have to consider n number of things like intelligence up to instructions. Consider 
an middle finger have tree joints for that we want to give tree part of instruction and 
each part has ten states fuzzy sets (0to1) for the movement and these have property 
like movement fast this way for each items we have to manipulate billions of 
instruction instead of that we go with an sensor on that case also we have an minimize 
the instruction regarding to that we want alternate solution to done an massive process 
and with massive intelligence. How it is possible? Because for that we need huge 
amount of memory, processing capacity, huge instruction, upgradable capability, 
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storage memory and a final important thing is data management. These are the key 
blocking things in the humanoid making process. But today we have an ability to 
achieve this by using a techniques and technology like NOSQL, fuzzy logic, Map 
Reduce, etc. Here we take a challenge to make a humanoid with amazing intelligence 
with massive processing technique. From this method we can able to store and 
retrieve yopta byte (1024) of information. Using this NOSQL we can able to retrieve 
that information in a quicker and efficient manner. 

1.1   Database 

A database is any collection of related data. And the restrictive of a database is a 
persistent, logically coherent collection of inherently meaningful data, relevant to 
some aspects of the real world [26]. 

1.2   Database Management System 

A database management system (DBMS) is a collection of programs that enables 
users to create and maintain a database. According to the ANSI/SPARC DBMS 
Report (1977) [26].  

1.3   Relational Database 

A database that treats all of its data as a collection of relations and the characteristics 
of relations are [26].  

A kind of set, a subset of a Cartesian product and an unordered set of ordered 
tuples 

1.4   Problem with RDBS 

The important problem with a RDBMS is difficult to scale bulk amount of data. they 
have facing 3 TB for "Green Badges”, on that way Facebook handles 100 TB for 
inbox search and EBay handles 2PB and twitter handles 2PB every day for user 
images so the relational base are difficult to handle this much amount of data due to 
rigid schema design is the cause for this failure and we know server crash also happen 
due to data management sometimes the geo informatics service server also crash 
because of DBMS failure think it is the small amount of information when we 
compare with an humanoid knowledge information because maps are part of an 
humanoid information because the situation may occur to store more than 500TB to 
store human face images but in RDBMS how do we able update human face changes 
it is also an major restriction . 

2   Definition for NOSQL 

Next Generation Databases address some of the following being non-relational, 
distributed, open-source and horizontal scalable more nodes can be added. The 
original intention has been modern web-scale databases. NOSQL was first developed 
in the late 1990’s by CarloStrozzi. The movement began early 2009 after it’s growing 
rapidly. 



 Future Robotics Memory Management 317 

2.1  Translation Table 

This translation table explains you to know the NOSQL properties by its equivalent 
older meaning 

Table 1. Keyword Translation 

OLD NAME NEW NAME 
Hash file Key-Value Store 

Hierarchical file    (HSAM, HDAM) BigTable 
Parent node Column family 

Local autonomy Partition tolerant 
Horizontal partition Sharding 

non-ACID (atomic, consistent, isolated, 
durable) 

BASE (basically available, soft 
state, eventually consistent) 

2.2   Characteristics 

NOSQL normally doesn’t have an ACID property like (atomicity, consistency, 
isolation, durability), no join operation, special of the NOSQL is schema-free, 
replication support, easy API, eventually consistency, and more. So the misleading 
term "NOSQL" (the community now translates it mostly with "Not Only SQL"). And 
it is structured storage and usually has a collection of tables with structured data (most 
probably like a hash table or a dictionary) then no need to map object-oriented 
designs into a relational model. 
 

Examples Google’s BigTable, Amazon’s Dynamo. 
Cassandra (used in Facebook’s inbox search) and 
HBase (Apache) are open source 

2.3    CAP Theorem and NOSQL 

[28]CAP (FOR NOSQL DATABASES)( FOR EASY SCALABILITY) 
• CONSISTENCY: All database clients see the same data, even with 

concurrent updates. 
• AVAILABILITY: All database clients are able to access same version of the 

data and easy scalability 
• PARTITION TOLERANCE: The database can be split over multiple 

servers. 

2.4    CORE NOSQL SYSTEMS  

NOSQLS Systems where many in types but these where the core types of NOSQL 
Systems  

1. Store / Column Families 
2. Document Store 
3. Key Value / Tuple Store 
4. Eventually Consistent Key Value Store 
5. Graph Databases 
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Fig. 1. CAP Theorem Satisfaction 

Table 1. Data and Query Model Table 

 Data Model Query API 
Cassandra Column family Thrift 
CouchDB Document Map/reduce views 
HBase Column family Thrift,REST 
MongoDB Document Cursor 
Neo4J Graph Graph 
Redis Collection Collection 
Riak Document Nested hashes 
Scalaris Key/Value Get/put 
Tokyo Cabinet Key/Value Get/put 
Voldemort Key/Value Get/put 

 

2.5   Data and Query Model 

There is a lot of variety in the data models and query APIs in NOSQL databases. 

2.6   Persistence Design 

This are many number of persistence design avail today but above I give some 
famous model. It gives you a various choice to implement NOSQL depend on your 
need here below I take one GRAPH model Neo4J to give an view about that from that 
we can able to analyses the scenario and implement on it. 

Consistency

Availability Partition 
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Table 2. Data Storage Design Table 

 Persistence Design 
Cassandra Memtable/SSTable 
CouchDB Append-only B-tree 
HBase Memtable/SSTable on HDFS 
MongoDB B-tree 
Neo4J On-disk linked lists 
Redis In-memory with background 

snapshots 
Scalaris In-memory only 
Tokyo 

Cabinet 
Hash or B-tree 

Voldemort Pluggable(primarily BDB MySQL) 

3   Graph Model  

Graph database it stores the value of nodes, edges and properties. There are some 
general graph database are available that stores any graph and some special kinds of 
graph database are also available like triple store and network database. In network 
database it uses edges and nodes to represent and store the data. Graph database is 
faster when compare to the relational database it map more directly to the structure of 
object-oriented applications And they successfully implemented in.  
 

• Social networking  
• Represent the real world  

 

Is the one of the best NOSQL type to make mind mapping from that we can able 
mapping the brain and forming a fuzzy based intelligence.  
 
EXAMPLE  
Node firstNode = graphDb.createNode();  
Node secondNode = graphDb.createNode();  
Relationship relationship = firstNode.createRelationshipTo(secondNode, 
MyRelationshipTypes.KNOWS );  
eg. Neo4j  
firstNode.setProperty( "message", "Arun, " );  
secondNode.setProperty( "message", "Raju" );  
relationship.setProperty( "message", " son" );  
The graph will look like this:  
(firstNode )---KNOWS--->(secondNode)  
Printing information from the graph:  
System.out.print( firstNode.getProperty( "message txt" ) );  
System.out.print( relationship.getProperty( "message txt" ) );  
System.out.print( secondNode.getProperty( "messagetxt" ) );  
eg. Neo4j  
Printing will result in:  

Arun son Raju 
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3.1    How far the Graph Model Helps To Effective Data Retrieval in Robots  

In Triple store database it can store triple meaningful data but in the humanoid we 
need to process with large grouping of data in such cases graph database provides 
more convenient way of approach in storing the data’s in the nodes and its properties 
describes how it can be search using the queries and the edges shows the relationship 
among the nodes so that it can form any group based on the query data. As we 
discussed earlier the humanoid queries are chained so that graph approach provides 
quicker access without join operation, the humanoid can apply any type of searching 
mechanism in finding the data’s. the results of graph database are different when 
compare to the other database here we can provide Provenance query answerability 
this approach is useful when there is a situation in need of making comparative 
analysis this method can be applied, in this method we can suggest the answer of 
second question by analyzing the first result. This concept is helpful in decision 
making in humanoid. 

4   Our Proposal System NOSQL On Humanoid Brain 

4.1    Humanoid Functionality  

Robot electronic system it can’t recognize human speech and image. it can repose 
only to the binary number. Generally the binary digits are eight bits in length. In robot  
instructions are spited into many pieces and stored in many places because the 
instruction are in a form of chains, if one instruction starts it continued by another 
instruction, to explain briefly the robot parts are divided into pieces, for example take 
 

 

Fig. 2. Implementation of Nosqlon Humanoid Artificial Brain 
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a hand it has following parts modified spiral joint, revolute joints, spherical joint, 
phalanges, knuckles etc. if we want to take an object or a particle we need to move all 
these parts to perform the given task and we need an instructions need to be frame it. 
If we pass multiple pieces of Instructions to move a hand itself we need a 
multiprocessor system to process all those instructions, assume that the robot has 
various parts that made to work to perform a task. The situation is seemed to be more 
complex, to resolve this conflict we going to provide a solution for this, instead of 
passing group of instructions, the instructions are passed based on the task it will first 
call one instruction and it address another instruction then it continues until all 
instructions are passed if we want to follow this mechanism we need an effective 
database to handle with this much of instruction.  

 

Fig. 3. NOSQL DB Model for Robotic instruction 

 

Fig. 4. NOSQL BD Model for Robotic instruction Information: Grouping of instruction for 
thumb (back node) 
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4.2    More Memory Using NOSQL  

Nowadays NOSQL is the popular non-relational database it can handle with terabytes 
of data, it has an time stamp mechanism so that it queries current data without need of 
any special query to retrieve the latest information, it is very helpful in the robots 
because the robots will scan and updates the data’s regularly so that the time stamp 
mechanism helps to reduce the processing time. In NOSQL database it has a column 
family’s concept the Column keys are grouped into sets called column families, which 
form the basic unit of access control. All data stored in a column family is usually of 
the same type. By using this concept we spilt the instructions based on the task and 
the portion need to be moved, so that we can easily organize the data’s (instructions) 
in column families, so that with the help of one object we can easily refer the entire 
object based on the task. 

5   Map Reduces in Robotics 

Map reduce is the framework for processing the large problems, it is need in robots 
because robots can scan large image and it will try to stored it in database at that time 
the Database finds difficulty to break the image into pieces and store the respected set. 
If suppose the robot made a query to Match the current scanning image with the 
database at that time the database find difficulty to combine the data that are stored, 
so that it need to focus more on queries to remove all this drawbacks map reduce was 
introduced it helps to divide the problems into many pieces and it given to the several 
worker node. 

 

Fig. 5. Map Reduce Proposal System Model On Robotics  

5.1    Master Node 

The master node takes the input and it assigns the work to the clients. 
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5.2    Reduce Step 

In the reduce step the result are combined and given to the master node from that 
figure 5 you can easily get idea about that. 

5.3    Importance 

Above will explain you about the data management and retrieve capacity of NOSQL 
but this Map Reduce give a massive performance in terms of input and output process 
from NOSQL. 

6   Advantages of Our NOSQL Implementation on Robotics  

NOSQL is schema-free database's so it is easy to implement and maintain, it can scale 
up and down, these database's are replicated to avoid fault-tolerant and can be 
partitioned if it scales large, the data are easily distributed to the database's, it can 
process large amount data within a short period of time, it supports specific 
problem/situation that are no need to think in terms of relations but in terms given in a 
situation (e.g. documents, nodes,...) in most cases it is freely available because in 
most of the products are open-source.  

First we don’t go with huge data server so it gives consume cost and it also have 
ability to consume power, from this proposal you can able to achieve superfast 
because we can split the input and Output easily using this map reduce concept from 
that we easily go with cloud computing.  

Then the concept time stamp we easily update our robots without any redundancy 
of data so we easily avoid garbage collection and give automation to unwanted 
information deletion and the important thing is the updating process happens 
immediately when you do this. E.g. like updating the cricket score after updating it 
immediately publishes that info and replace the old score. It has ability to handle 
billions of objects so we improve the vision intelligence and hearing intelligence so it 
is the major step to produce humanoid with very high sensitive intelligence. E.g. the 
database used for Amazon S3, which as of March 2010 was hosting 102 billion 
objects.  

7   Data Retrievals and Meaningful Schemas Issues in Database  

In the relational database design the table schemas are framed by applying the 3 
normal forms so that it did not have data redundancy issues while retrieving the data 
sets and the each table contains meaningful schemas. But in NOSQL it did not focus 
on what kind of data it stores and how the design should be it entirely focus on how it 
can be stored effectively. In NOSQL the data sets are divided into multiple pieces of 
information and each carries its own time stamps based on the arrivals. By using the 
map reduce it stores the data in a convenient way then the question arises how the 
data can be retrieved? By using the column families it gives what kind of data it stores 
based on the some relations and through the time stamp mechanism we obtain the 
current data. NOSQL supports garbage collections removal so that the old time 



324 S. Vijaykumar and S.G. Saravanakumar 

stamped messages can be removed easily. We already said that humanoid will use its 
instructions based on fuzzy sets so that instructions can be linked in a chained 
manner. The chained instructions is given to the map it splits its job to the respective 
workers in reduce step so that we can process chained queries in such a way that the 
humanoid can think.  

8   Conclusions  

In future our database concept can be major part in making robotics it brings an 
effective way in making the robots to think. This database concept can be applied in 
distributed environment so that the data can be maintained in separate place and the 
updates can be done through networking. From NOSQL we can easily achieve the 
new era of humanoids. 
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Abstract. Preserving privacy is indispensable when publishing microdata with 
sensitive information. Anonymization principles like k-anonymity, l-diversity 
were developed to protect the sensitive information. An adversary with 
sufficient background knowledge inferring the individual’s sensitive 
information signifies disclosure of the microdata. None of the above mentioned 
principles addressed the presence of outliers. Outliers can be classified into two 
types viz., local and global. This paper proposes a practically feasible distance 
based algorithm to anonymize the local outliers. Our proposed algorithm is 
capable of handling both numerical and categorical data. The experimental 
results of our proposed approach focused to categorical data presented. 

Keywords: privacy preserving, outlier’s detection, distance based 
anonymization. 

1   Introduction 

Privacy is the interest that an individual has in sustaining a ‘personal space’ free from 
inference by other people and organizations. In recent years, with rapid growth of 
database, networking and computing technologies a large amount personal data are 
collected and stored for the purpose of research, statistical analysis, business analysis 
and other public benefit purposes. Depending upon the nature of the information, data 
publisher (data holder) may not be interested in revealing the person specific data 
records. The data of the individuals can be identified directly by their unique values 
such as name, ssn etc. So, the data publisher before publishing the table removes these 
identifying attributes to avoid the privacy breach. But sometimes combination of 
attributes like zip code, age, sex when combined with external source might derive 
individual sensitive information. The combination of such attributes was termed as a 
Quasi-Identifier and the attack caused by this is termed as linkage attack [3].  

Techniques like perturbation, sampling, data swapping, substituting, 
randomization, generalization, fuzzyfication, global recoding, local recoding 
[1][4][6][7][9][10] were applied on the microdata to avoid the disclosure of 
confidential information. Data generalization is more popular technique being used to 
avoid the linking attacks mostly when more specific values was replaced with less 
specific value such that the semantics are preserved. Several principles such as k-
anonymity, l-diversity, m-invariance, (α, k)-anonymity were proposed to achieve 
privacy with the help of aforementioned methods. But the aforementioned principles 
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do not consider the impact of outliers on the anonymized data. Hui Wang et.al 
proposed a method called plain k-anonymity which provides identifying the outliers 
and solving the outliers’ problem [2]. However it focuses on the numerical attribute 
only.  

1.1   Motivation  

The data elements are said to be outliers if they are considerably dissimilar from the 
remaining data elements. For instance, consider the hospital dataset as shown in the 
table 1(a) where name is the identifying attribute, age, sex and education are Quasi-
Identifiers and disease attribute is considered as sensitive. After applying k-anonymity 
and l-diversity on table 1(a) the resultant generalized table is shown in table 2(a). 
Even after generalization there is a possibility that the data contains outliers. The 
adversary with some background knowledge can derive individual sensitive values 
due to the presence of outliers.  

Example 1: Suppose the adversary has some background knowledge about Bob’s 
quasi-identifier group and sensitive information. Bob’s quasi-identifier group is age 
[20-30], gender [M, F] and he is suffering with long term viral disease. The sensitive 
information of Bob’s quasi-identifier group contains gastric ulcer, gastritis and HIV. 
From this knowledge the adversary concludes that bob is infected with HIV. This 
shows outliers described with respect to QID group called local outliers [2]. 

Example 2:  Let us assume that the adversary knows the distribution of the sensitive 
attribute domain as shown in the fig 1. The hierarchies of sensitive attribute disease 
and its domain values are {HIV, Gastric Ulcer, Gastritis, Stomach Cancer, Malaria, 
Tuberculosis, Hepatitis, Colitis}. Since the adversary knows the entire domain 
knowledge and endometriosis is a different type of disease among the domain. With 
this we can conclude that the person is female (F). When we link with external source 
we can identify that the individual is Jessica. We term these kind of sensitive values 
as global outliers [2]. 

Table 1. (a): Raw Micro data: Bob and Jessica are two outliers 

TupleID Name Age Sex Education Disease 
1 Irma 23 F Arts Gastric ulcer 
2. Ahmed 25 M Sciences Gastritis 
3. Bob 27 M Masters HIV 
4. Ann 31 F 10th Gastritis 
5. Dick 33 F 9th Stomach cancer 
6. Diana 38 F 10th Malaria 
7. John 35 M 11th Tuberculosis 
8. Frank 48 F Sciences HIV 
9. Cary 47 M Doctorate Hepatitis 
10 Smith 46 M Sciences Stomach cancer 
11 Jessica 50 F 12th Endometriosis 
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Table 1. (b): 3-Anonymity 3-diverse 

Tuple   
ID 

QIDi 

Group 
Age Sex Education Disease 

1  
QID1 

[20-30] Person University Gastric ulcer 
2. [20-30] Person University Gastritis 
3. [20-30] Person University HIV 
4  

QID2 
[31-40] Person Juniorsec Gastritis 

5. [31-40] Person Juniorsec Stomach cancer 
6 [31-40] Person Juniorsec Malaria 
7. [31-40] Person Juniorsec Tuberculosis 
8.  

QID3 
[41-50] Person AnyEducation HIV 

9. [41-50] Person AnyEducation Hepatitis 
10. [41-50] Person AnyEducation Stomach cancer 
11. [41-50] Person AnyEducation Endometriosis 

Table 2. 3-Anonymity 3-diverse 

Tuple 
ID 

QID 
Group 

Age Sex Education Disease 

1  
QID1 

[20-50] Person University Gastric ulcer 
2. [20-50] Person University Gastritis 
10. [20-50] Person University Stomach cancer 
4  

QID2 
[31-40] Person Juniorsec Gastritis 

5. [31-40] Person Juniorsec Stomach cancer 
6 [31-40] Person Juniorsec Malaria 
7. [31-40] Person Juniorsec Tuberculosis 
8.  

QID3 
[20-50] Person AnyEducation HIV 

9. [20-50] Person AnyEducation Hepatitis 
3. [20-50] Person AnyEducation HIV 

2   Related Work 

Sweeney and Samarati proposed k-anonymity model [1] [3], partitioning the domain 
of each quasi-identifier attribute into intervals and replacing the values in the attribute 
with the intervals to which the values belong to using a concept tree. Then the records 
in the table are naturally grouped by the same intervals of the quasi-identifiers, if the 
sizes of all groups are at least k. However k-anonymity does not focus on sensitive 
information. To solve this l-diversity model [5], was proposed.  

l-diversity states that for each QID group there must be at least l-“well represented” 
sensitive values. Other flavors of k-anonymity like (α,k)-anonymity and (c,k) safety 
were proposed. But none of these techniques considers outliers.  

R.C.Wong et.al proposed local and global recoding principles [7]. They describe 
the relation between quasi-identifiers and single sensitive attribute. Hui et.al [2] 
discussed distinguishability based attack due to local and global outliers. They 
proposed method called plain k-anonymity in which every individual tuple in a QI 
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group must contain at least k distinct sensitive values. Their method restricts to 
numerical sensitive values.  

This paper examines categorical outliers and their impact on privacy in 
anonymized data.  

3   Preliminaries 

In order to be familiar with the concepts that were dealt in this paper we discuss a few 
insights on the outliers and basic definitions in this section. 

3.1   Outliers in Anonymized Data 

Outlier is the one that appears to be deviated markedly from other members of the 
sample in which it is present. As stated in the earlier sections outliers are classified as 
global and local outliers.  

Let an anonymized QI - group be QIG and the sensitive data object o QIG. If at 
least p percentage of sensitive values lie at the distance more than d from o, we term 
as local outliers and if  the distance between o and other domain values is greater than 
1 we term as global outliers. 
 
                           Distance (o, s) ≥ d          Local Outlier 

                                     > 1         Global Outlier      where s ϵ QIG[S] and d ϵ [0,1] 
 

Outliers can be detected using methods like distance based, density based, depth based, 
deviation based and statistical based outliers [11][12][13][14][15]. In this paper, we 
adopted distance based outlier measure for detecting outliers. 
 
Definition1. (Distance based outlier):  
An outlier is a data object ‘o’ in a dataset D with some percentage of the objects in D 
having a distance of more than d away from itself. We consider Euclidian distance for 
continuous attributes and hierarchical distance for categorical attributes as explained 
in section 3.3. 

3.2   Anonymization Frame Work 

Let T be the microdata table that needs to be published. The table contains collection 
of tuples from domain D = A×B×C= A1 × A2×…× Ai × B1 × B2 ×…× Bq× C1 × C2 

×…× Cs were, A1, A2… Ai are identifying attributes, B1, B2… Bq are quasi identifiers 
and C1, C2 …Cs are sensitive attributes. For each tuple t ЄT, the attribute value is 
denoted as t [A]. 
 
Definition 2. (Generalization): 
The domain D of an attribute Ai is split into a set of disjoint partitions (subsets), such 
that for any tuple t Є DA and any attribute A of t, It[Ai]≼ If(t[Ai]), where It[Ai], If(t[Ai]) are 
the intervals  of the t[A] and f(t[Ai], ≼ is the binary relation and f  is the 
generalization function. 
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Definition 3 (K-Anonymity): 
The table is said to be k-anonymous if every combination of quasi identifier attribute 
values in a generalized table occurs k or more times [3].  
 
Definition 4 (QI- group):  
The microdata domain D splitting into set of equivalence classes, such that each tuple 
of quasi identifier in D belongs to exactly one class. All the tuples of each class are 
identical quasi identifier values. We refer to these classes QI- groups denoted as 
QID1, QID2... QIDm, 
 

 
 

The equivalence classes are specified as domain intervals for numerical attributes and 
higher level value of taxonomy tree for the categorical attribute.  
 
Definition 5 (Anonymized QI - Group): 
An anonymized dataset D* contains anonymized QID – groups and sensitive values. 
The anonymized QID – group (QIG) = QIDi ∪ Si, Here QIDi is the ith Quasi identifier 
group (QID) and Si is the set of sensitive values which contain in ithQID. 
For example in table 1 Bob’s QIG is [20-30] [person], [University] U {HIV, Gastric 
ulcer, Gastritis} 
 
Definition 6 (l- diversity): 
An anonymized quasi identifier group (QIG) is said to be l-diverse if it contains at 
least ‘l’ distinct sensitive values [5].  

 
Gastric 
ulcer 

Gastritis HIV Stomach 
Cancer 

Malaria Tuberculosis 
 

Hepatitis 
 

1 2 3 4 5 6 7 

Fig. 1. Indexing of categorical attributes 

3.3   Metrics of Outliers 

3.3.1 Hierarchical Distance: Let v1and v2 be the two categorical attribute values. The 
distance between v1 and v2 is minimum level to which these two values are 
generalized to the same value in the taxonomy tree.  

Distance  here level (v1, v2) is the lowest common ancestor of 

values in the taxonomy tree and H is height of tree.  
Hierarchical distance always lies between [0, 1]. If the distance is 0 it signifies that 
both values are same. If the values have the root node of the tree as the common 
ancestor its distance is 1. For example consider disease domain hierarchical tree as 
shown in Fig 2. The distance between “HIV” and “Malaria” is 2/3, distance between 
“Stomach cancer” and “HIV” is 1 and distance between “gastric ulcer” and “gastric 
ulcer” is 0.  

⋃ ௜௠௜ୀଵܦܫܳ  = D and 
QIDp∩ QIDq= ,݌∀ ,∅ 1  ݍ ≤ ݌ ≠ ≥ ݍ ݉. 

(v1, v2) = ௟௘௩௘௟(௩భ,௩మ)ு  
h d
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3.3.2 Set Distance: If X and Y are the two non-empty sets the distance between two 
sets X and Y is the average distance of each point of the first set to each point of the 
second set. 

 

Here |X| and |Y| are the number of elements in the first set and second set. For 
example: the set X1= {gastric ulcer, gastritis, HIV} and X2= {HIV, Hepatitis}. The set 
distance between X1 and X2 is (1+1+1+1+0+1/3)/6 = 0.7221.  

 
1 0 

2 1/3 0 
3 1 1 0 
4 1/3 1/3 1 0 

5 1 1 2/3 1 0 
6 1 1 2/3 1 1/3 0 

7 1 1 1/3 1 2/3 2/3 0 

 1 2 3 4 5 6 7

Fig. 2. Distance matrix for the categorical attributes 

 

4   Algorithm 

Given microdata D, our goal is to split data into set of equivalence classes which 
satisfies k- anonymity, l- diversity and does not have outliers, so that the adversary 
cannot infer the any knowledge from anonymized QI- group. To achieve this goal we 
propose the frame work. This frame work consists of two phases. In the first phase we 
find the outliers of each anonymized QI-group which is discussed in algorithm 1. In 
second phase global outliers are eliminated and local outliers are merged to an 
appropriate anonymized group which is discussed in algorithm 2. 
 
Phase 1: In this phase, initially we find the center of data object value of the each 
anonymized quasi identifier group (QIG). The selection of the center of each QIG is 
based on the frequency of data element within that group. If all values are distinct we 
randomly pick an element that could be a mode. Using the center object, all the 
hierarchical distances of remaining elements in the QIG are determined. If the 
distances are more than defined threshold we treat that to be a local outlier. Once the 
local outliers are figured out we maintain a local-outlier list. If the hierarchical 
distance is more than 1, the data elements are called global outliers and they are 
maintained in the global outlier list. 
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For instance consider the first QIG in table 1(a) that contain the elements like 
{gastric ulcer, gastric, HIV} and defined threshold 0.5. If within the set, all elements 
are distinct then select first element as center object of the group. Therefore, “HIV” is 
local outlier because the distance between “HIV” and “Gastric ulcer” is 0.67 (more 
than threshold). In the table 1(b), third QIG contain four elements {HIV, Hepatitis, 
Stomach cancer, Endometriosis}. This set contains both local outlier (stomach cancer) 
and global outlier (Endometriosis) with respect to “HIV” or “Hepatitis”. The distance 
matrix is shown in the figure 2.  
 
Phase 2:  This phase consists of four steps as shown in algorithm 2.  
The first step is to eliminate the global outliers from the outliers list, then outliers list 
has only local outliers. The second step is to form sub lists from list of local outliers. 
The element of each sub list is close to remaining elements i.e distance between any 
two elements in the sub list is less than threshold. For example the list contains 
elements like {HIV, Hepatitis, Gastric ulcer, Stomach cancer}. This set (list) is split 
into two sub lists {HIV, Hepatitis},{Gastric ulcer, Stomach cancer}.The third step 
performs merging each sub list to appropriate QIG1 which were obtained in phase 1. 
The basic metric to merge the sub list to QIG1is set distance (see 3.3.2 of section 3). If 
the set distance between the QIG1 and sub list is less than the threshold we combine 
both. For example QIG1

1= {Stomach cancer, Gastric ulcer}, QIG2
1 = {gastric, 

stomach cancer, malaria, tuberculosis}, outlier sub list l1 = {Gastric, Gastric ulcer} 
and threshold γ = 0.45. The distance between (QIG1

1, l1) is 0.333 and (QIG2
1, l1) is 

0.625. Hence, we merge l1 to QIG1
1. Finally in fourth step we rearrange all the quasi 

identifier values of the QIG1. 
 

 
Algorithm 1. Finding the Outliers
Input:       Set of Anonymized Quasi identifier groups G= {g1, g2, g3…, gp} 
                  Domain Hierarchy distance matrix of sensitive attribute. 
Output:    Set of outliers list L 
Method:  Detection of outliers of anonymized quasi identifier group as follows  
1. Begin 
2.           Finding the center object value of sensitive attribute  in each 

          anonymized Quasi Identifier group   O = { o1, o2, o3,…, op} 
3.           Loutliers = {  }, Goutliers = {  }, initialize the threshold δ. 
4. for each gi in G do 
5. for each sensitive value tjs  of the tuple tj  in gi  
6.  if (distance(oi, tjs) > 1) 
7.   Goutliers = Goutliers ∪ {tjs } 
8.  if (distance(oi, tjs) >  δ)  
9.               Loutliers =  Loutliers ∪ {tjs } 
10. end for 
11. end for 
12.           L = Loutliers  Goutliers 
13.           G1 = G – L 
14. end Begin  
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Algorithm 2. Regrouping the Outliers 
Input:      Set of Anonymized Quasi identifier groups G1= {g1

1, g2
1, g3

1…, gp
1} 

                 obtained from  Algorithm 1. 
         List of Local outliers, List of Global outliers. 
Output:   Anonymized quasi identifier group without outliers. 
Method:    
1.  Begin 

                      Step 1: Remove all the global outliers 
2.                      for all tuple t that is sensitive-attribute outlier tis ∈ Goutliers 

do 
                               Remove t 

                      Step 2:  Arrangement of all of local outliers set into sub sets. 
3.          Local outlier set is splitting into sub sets  

                                           i.e. Loutlier = {l1, l2,l3,...} 
4.                        for each subset li in Loutlier       
5.    distance(tjs, tks)  <  δ 
6.                        end for 
7.          Step 3: Merging each sub set of Loutlier to appropriate gi of G1  

                     based on setdistance . 
8.                        for each li in Loutlier do 
9.                              for each gj

1 in G1 do 
10.                                   if ( Sdis (li, gj

1 ) < γ) 
11.                                           Merge(gj

1, li) 
12.                                   end if 
13.                                           break; 
14.                              end for  
15.                          end for                  
16.           Step 4: Re- arranging the quasi identifiers attributes.  
17.        end begin                  

 

5   Performance Analysis 

In this section, we determine the complexity of our proposed approach. Let n be the 
number of tuples and p be the anonymized quasi identifier groups. The complexity of 
first algorithm is readily split into two parts. The first part of the algorithm 1 is to find 
the centers of each QIG for determining the local and global outliers. The complexity 
of finding the centers of each QIG is O(n) and the average case complexity of 
detecting the local and global outliers is O(np). Hence overall complexity of 
algorithm1 is O(np+n).In Algorithm 2, we split the local outliers into subsets and 
merge these local outlier sets to QIG1’s. Let m be the number of local outliers divided 
into s number of sets. The complexity of splitting the local outliers into subsets will 
be O(m/s)  and   complexity of merging local outlier sets to QIG1’s is O(mp/s). Hence, 
the overall complexity of second algorithm is O(mp/s) + O(m/s). 
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6   Experiment Analysis  

Experiments are performed on Intel Core2Duo @ 2.93 GHz on Netbeans platform. 
The experimentation was conducted on the Adult dataset available at UCI Machine 
Learning Repository [8]. The dataset consists of age, sex and education attributes as 
Quasi Identifiers. Disease attribute was taken as sensitive attribute. We assumed that 
each equivalence class is of size 1,000 tuples. This can be changed if necessary. Fig 3 
shows how the outliers vary with increasing of data size at distance threshold 0.6. Fig 
4 shows the percentage of tuples with increase of distance threshold δ considering 
dataset of size 10,000.  

 

Fig. 3. Detection of local and Global outliers at δ = 0.6  

 

Fig. 4. Percentage of outliers varying with δ 
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6   Conclusions 

Privacy preserving plays a major role when publishing person specific data for mining 
or survey purposes. The adversary can infer particular individual if he possesses some 
background knowledge. This paper proposes a distanced based approach for detecting 
outliers during the anonymization process. With our proposed algorithms we 
rearrange the local outliers into corresponding QI groups based on distance metric and 
remove the global outliers. Our algorithm is capable of anonymizing both numerical 
and categorical data.  
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Abstract. In mobile adhoc networks, generating and maintaining anonymity for 
any adhoc node is challenging because of the node mobility, dynamic network 
topology, cooperative nature of the network and broadcast nature of the 
communication media. Anonymity is provided to protect the communication, 
by hiding the participants as well as the message contents. Existing techniques 
based on cryptosystem and broadcasting cannot be easily adapted to MANET 
because of their extensive cryptographic computation and/or large 
communication overhead. In this paper, we first propose an unconditionally 
secure privacy preserving message authentication scheme (PPMAS) which uses 
Modified New variant ElGamal signature Scheme (MNES). Secondly we 
proposed privacy preserving communication protocol for MANET based on 
dynamic generation of pseudonyms, which are used in place of real nodes to 
provide anonymity.  

Keywords: Network security, anonymity, mobile adhoc networks. 

1   Introduction 

A mobile ad hoc network (MANET) comprises of a set of wireless devices that can 
move around freely and cooperate in relaying packets on behalf of one another. A 
MANET does not require a fixed infrastructure or centralized administration. Distant 
mobile nodes communicate through multi hop paths, as they have limited 
transmission range. Their ease of deployment   makes MANETs an attractive choice 
for a variety of applications like battleground communications, disaster recovery 
efforts, communication among a group of islands or ships, conferencing without the 
support of a wired infrastructure, and interactive information sharing. In MANETs, 
mobile nodes cooperate to forward data on behalf of each other. Typical protocols 
used for self-organizing and routing in these networks expose the node identifiers 
(network and link layer addresses), neighbors, and the end-points of communication. 
Some modes of operation further mandate that the nodes freely divulge their physical 
location. In short, nodes must advertise a profile of their online presence to participate 
in the MANETs, which is highly undesirable.  

Both military and civilian MANETs may find the mandated exposure of 
information unacceptable,  a node should be able to keep its identity, its location and 
its correspondents private, i.e., remain anonymous [6], [4]. Any solution providing 
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anonymity must overcome the broadcast nature of wireless environments (which 
enables eavesdropping) and operate under often tight resource constraints, unlike 
wired networks. Simple solutions like packet encryption are also largely ineffective 
because of ease of traffic analysis over a broadcast media. Hence, supporting privacy 
in MANETs is enormously challenging. 

 

Outline of the paper: Section 2 presents the related work done. Section 3 gives 
overview of the proposed privacy preserving unconditionally secure message 
authentication scheme. Section 4 proposes a privacy preserving communication 
protocol. Section 5 discusses security analysis. Section 6 gives the performance 
analysis and finally we conclude in section 7. 

2   Related Work 

Unlinkability of an entity with a message or an action performed by it means that an 
adversary with enough information is unable to identify the identity of the entity, 
given the message or an action performed by it. Unlinkability makes anonymity 
possible. Privacy of both the source and the destination has to be protected in 
MANETs. It is also desirable that the attacker should not be able to derive the fact 
that source and destination nodes are communicating. We define a set of objects 
called anonymous set (AS) to see that a particular object is unidentifiable. Our 
proposed work, like any other signature schemes consists of two algorithms, 
generation and verification. With generation algorithm, given the message m and the 
public keys of anonymous set (AS), a sender from AS, with her own private key, can 
generate an anonymous message ःሺ݉ሻ. The verification algorithm, given the message 
m and anonymous message ःሺ݉ሻ, is used to verify whether ःሺ݉ሻ is generated by a 
member in the AS. The security requirements for our method are sender anonymity 
and Unforgeability.  

2.1   Modified New variant ElGamal signature scheme (MNES) 

Definition 1: Based on the New variant ElGamal signature scheme [2], we propose a 
modified new variant ElGamal signature scheme(MNES), which consists of the 
following 3 algorithms: 

 

i) Key generation algorithm : Let p be a large prime, α be a generator of  ܼכ
. 

Both p and α are made public. For a random private key x א ܼ௣כ ,   The public key y 
is computed from y = αx  mod p. 

 
ii) Signature algorithm: The MNES can also have many variants. For the 
purpose of efficiency, we will describe the variant, called optimal scheme. To 
sign a message m, one chooses a random k, l א ܼ௣ିଵכ  , then computes the 
exponentiation r= α k  mod p, s = α l  mod p and q= αh  mod p and solves w from         ݓ ൌ ݇ ൅ ݈ ൅ ݄ ൅ ݎݔ ൅ ݏ݇ ൅ ݍ݈ ݀݋݉ ሺ݌ െ 1ሻ (1)

where h is a one way hash function .The signature of the message m is defined as 
the triple ( r, s, w ). 
iii) Verification algorithm :  
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The verifier checks the signature equation α௪ ൌ  h=h(m,rs). If ,݌ ݀݋݉ ௤ݏ௦ݎ௥ݕݍݏݎ
the equality holds true, then the verifier accepts the signature and rejects otherwise. 

The existing anonymous communication protocols are largely stemmed from either 
mixnet [1] or DC-net [3]. Moler presented a secure public-key encryption algorithm 
for mixnet [8]. This algorithm has been adopted by Mixminion [7]. However, since 
mixnet like protocols rely on the statistical properties of background traffic, they 
cannot provide provable anonymity.  
Recently [5][10] message sender anonymity based on ring signatures was introduced. 
This method provides an assurance to the sender that the generated message has 
source anonymous signature along with content authenticity, while hiding the 
message sender’s real identity.  

In this paper, we first propose an unconditionally secure privacy preserving 
message authentication scheme (PPMAS) based on the modified new variant 
ElGamal signature scheme. This is because the original ElGamal signature scheme is 
existentially forgeable with a generic message attack [12, 11]. While the modified 
ElGamal signature (MES) scheme [5] is secure against no-message attack and 
adaptive chosen message attack in the random oracle model [9], it cannot be used for 
more than one message. The modified new variant ElGamal signature scheme 
(MNES) is almost very similar to MES, and also [2] we can transmit more than one 
message without changing the secret exponents. 

3   Unconditionally Secure Privacy Preserving MAC (PPMAS): 

In this section, we propose an efficient privacy preserving unconditionally secure 
message authentication scheme (PPMAS). The main idea is that for each message m 
to be released, the sending node generates a privacy preserving    message 
authentication for the message m. The generation is based on the MNES scheme. 
Unlike ring signatures, which require computing a forgery signature for each member 
in the AS separately, our scheme only requires three steps to generate the entire 
PPMAS. This scheme links all non-senders and the message sender to the PPMAS 
alike. In addition, our design enables the PPMAS to be verified through a single 
equation without individually verifying the signatures.  

 
3.1. The Proposed PPMAS Scheme. Suppose that the message sender (say Alice) 
wishes to transmit a message m anonymously from her network node to any other 
node. The AS includes n members, A1,A2, . . . ,An, for example,     ः= {A1,A2, . . . ,An}, 
where the actual message sender Alice is At, for some value t,    1 ≤ t ≤ n.  

 
Let p be a large prime number and α be a primitive element of Z୮כ . Then α is also a 

generator of  Z୮כ . That is  Z୮כ= < α >. Both p and α are made public and shared by all 
members in ः. Each Ai א ः has a publickey ݕ௜  ൌ  where xi is a randomly ,݌݀݋݉ ௫೔ߙ 
selected private key from Z୮ିଵכ . In this paper, we will not distinguish between the 

node Ai  and its public key yi. Therefore, we also have                ः=ሼݕଵ,ݕଶ,………..,ݕ௡ሽ. 
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Suppose m is a message to be transmitted. The private key of the message sender 
Alice is x୲,      1 ≤ t ≤ n. To generate an efficient PPMAS for message m, Alice 
performs the following three steps: 

 
(1) Select a random and pair wise different k୧, ݈௜  for  each 1 ≤ i ≤ n, ݅ ്  and ݐ

computeݎ௜ ൌ ௜ݏ      ,݌ ݀݋݉ ௞೔ߙ   ൌ ௜ ൌݍ ,݌ ݀݋݉ ௟೔ߙ  where 1  ݌ ݀݋݉  ௛೔ߙ ൑  k୧, l୧, ௜ݍ  ൏  .݌
 

(2) Choose two integers  ݇, 1 ݁ݎ݄݁ݓ ݕ݈݉݋݀݊ܽݎ  ݈ ൑ ݇, ݈ ൏ ௞ߙ ௧ ୀݎ and   compute   ݌ ∏ ௜ିݕ ௥೔݉݌݀݋௜ஷ௧ , ௟ߙ ௧ ୀݏ  ∏ ௜ஷ௧݌ ݀݋݉ ௜ି௦೔ݎ ௧ݍ ݀݊ܽ   ൌ ௛ߙ ∏ ௜ିݏ ௛೔݉݌ ݀݋௜ஷ௧ , such 
that     ݎ௧ ് 1, ௧ݏ  ് 1, ௧ݍ  ് 1, ௜ݎ ് ,௧ݎ ௜ݏ  ് ,௧ݏ ௜ݍ ് ݅ ݄ܿܽ݁ ݎ݋݂ ௧ݍ ് t.  
   
(3) Compute    ݓ ൌ ݇ ൅ ݏ ൅ h ൅ ∑ ݇௜ ൅ ∑ ݈௜௜ஷ௧ ൅ ∑ ݄௜௜ஷ௧ ൅ ݔ௧ݎ௧ ൅ ݇௧ݏ௧     ൅    ݈௧ݍ௧   ݉݀݋ ሺ݌ െ 1ሻ௜ஷ௧ . 

 
The PPMAS of the message m is defined as ःሺ݉ሻ ൌ ൫݉, ः, ଵݎ … . … ଵݏ,௡ݎ . ,௡ݏ ଵݍ … . ,௡ݍ ݄ଵ … . ݄௡, ൯ݓ                  ሺ2)

 

Where ߙ௪ ൌ ଵݎ … . ଵݏ௡ݎ … . ଵݍ௡ݏ … . ௜௥భݕ௡ݍ … . ௡௥೙ݕ … . ௡௦೙ݎଵ௦భݎ … . ଵ௤భݏ … . ௡௤೙ݏ ݀݋݉ (3)     ݌ 

3.2   Verification of PPMAS 

A verifier can verify an alleged PPMASሺ݉, ः, .  ଵݎ .  . .  . ,௡ݎ … ଵݏ . . ,௡ݏ  ሻ for messageݓ
m by verifying whether the following equation 

௪ߙ  ൌ ଵݎ … . ଵݏ௡ݎ … . ଵݍ௡ݏ … . ௜௥భݕ௡ݍ … . ଵ௦భݎ௡௥೙ݕ … . ௡௦೙ݎ … . ଵ௤భݏ … .              ݌  ݀݋݉ ௡௤೙ݏ
 
holds. If (3) holds true, the verifier accepts the PPMAS as valid for message m. 

Otherwise the verifier rejects the PPMAS. 
In fact, if the PPMAS has been correctly generated, then we have ∏ ൌ1݅݊݅ݎ  ∏ ൌ1݅݊݅ݏ  ∏ ൌ1݅݊݅ݍ ∏ ൌ1݅݊݅ݎ݅ݕ  ∏ ൌ1݅݊݅ݏ݅ݎ  ∏ ൌ1݅݊݅ݍ݅ݏ   ݌ ݀݋݉ 
 

= ሺ∏ ݐ് ݅݊݅ݎ ሻ ݐݎሺ∏ ݐ് ݅݊݅ݏ ሻ ݐݏ ൫∏ ݐ് ݅݊݅ݍ ൯ݍ௧൫∏ ݐ് ݅݊݅ݎ݅ݕ ൯ ݐݎݐݕ      ൫∏ ݐ് ݅݊݅ݏ݅ݎ ൯ ݐݏݐݎ൫∏ ݐ് ௜௤೔݊݅ݏ ൯݌ ݀݋݉  ݐݍݐݏ  
 ൌ ∑ߙ ௞೔ ೔ಯ೟ ∑ߙ ௟೔ ೔ಯ೟ ∑ߙ ௛೔ ೔ಯ೟ ሺߙ௞ ∏ ௜ିݕ ௥೔ሻ ௜ஷ௧ ሺ∏ ௜௥೔ሻ௜ஷ௧ݕ ௧௥೟ݕ        ሺߙ௟ ∏ ௜ିݎ ௦೔ሻ௜ஷ௧ ሺ∏ ௜௦೔ሻ௜ஷ௧ݎ ௛ߙ௧௦೟  ሺݎ ∏ ௜ିݏ ௤೔ሻ௜ஷ௧  ሺ∏ ௜௤೔ሻ௜ஷ௧ݏ          ݌ ݀݋݉  ௧௤೟ݏ
     ൌ ∑ߙ ௞೔ ೔ಯ೟ ∑ߙ ௟೔ ೔ಯ೟ ∑ߙ ௛೔  ೔ಯ೟   ݌ ݀݋݉  ௧௤೟ݏ ௛ߙ ௧௦೟ݎ ௟ߙ ௧௥೟ݕ  ௞ߙ
 

 ൌ ∑ߙ ௞೔  ା∑ ௟೔ ା∑ ௛೔ ೔ಯ೟ ା௞ା௟ା௛೔ಯ೟೔ಯ೟ ௞೟௦೟ߙ ௫೟௥೟ߙ  ௟೟௤೟ߙ   ݌ ݀݋݉  
       ൌ ∑ ௞ା௟ା௛ାߙ ௞೔  ା∑ ௟೔ ା∑ ௛೔  ೔ಯ೟ ା௫೟௥೟ା௞೟௦೟೔ಯ೟ ା௟೟௤೟೔ಯ೟  ݌ ݀݋݉  

 

 ൌ  ݌ ݀݋݉  ௪ߙ
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Therefore, the verifier should always accept the PPMAS if it is correctly generated 
without being modified. 

As a trade-off between computation and transmission, the PPMAS can also be 
defined as ः(m) = (m, ः ,r1, . . . , rn, s1…..sn, q1….qn, h1, . . . , hn, w). In case ः  is also 
clear, it can be eliminated from the PPMAS. 

3.3   Security Analysis  

In this subsection, we prove that the proposed PPMAS scheme is unconditionally 
anonymous and provably unforgeable against adaptive chosen-message attack. 

3.3.1   Anonymity 
In order to prove that the proposed PPMAS is unconditionally anonymous, we have to 
prove that(i) for anybody other than the members of S, the probability to successfully 
identify the real sender is 1/n, and(ii) anybody from  ः can generate PPMAS. 

3.3.2   Unforgeability 
The design of the proposed PPMAS relies on the ElGamal signature scheme. 
Different levels of security can be achieved by signature schemes. The maximum 
level of security is a counter to existential forgery under adaptive chosen message 
attack. 

4    The Privacy Preserving Communication Protocol 

4.1   Network Assumption 

As any physical transmission in a world can be monitored and traced to its origin, it is 
probably impossible to keep confidential who is communicating to whom by which 
messages. Our paper addresses the above problem. Assume that our network model 
similar to that discussed in[5], consists of networks with multiple MANETs, i.e., the 
participating nodes are divided into set of small groups. The network nodes are 
categorized into Ordinary node and Special nodes 

An ordinary node is one that is unable to communicate directly with the nodes in 
other MANETS. A special node can be an ordinary node that can also provide 
message forward services to other MANET nodes. In some peculiar situations e.g.: 
energy optimization, an ordinary node can be automatically converted to a special 
node.  

Prior to the network deployment, there should be an administrator. The 
administrator does not take part in routing rather it has the following tasks during the 
bootstrap of the network. 

i) Determines two groups G1, G2 of the same prime order q. We view G1 
as an additive group and G2 as a multiplicative group. 

ii) Determines bilinear map׷ ଵܩ   ൈ ଵܩ   ՜  ଶ, collision resistantܩ 
cryptographic hash functions H1 and H2 where Hଵ ׷ ሼ0,1ሽכ  ՜  Gଵ 
mapping from arbitrary length strings to points in G1 and Hଶ ׷



 Privacy in Mobile Ad Hoc Networks 341 ሼ0,1ሽכ  ՜  ሼ0,1ሽμ mapping from arbitrary length strings to ߤ bit fixed 
length output. 

iii) Generates system’s secret ߮ א  ܼ௤כ , where ܼ௤כ ൌ ሼݕ | ݈ ൑ ൑ ݕ ݍ െ݈ሽ. Any one in the network does not know  ߮ except system 
administrator.   
Thus the parameters ൏ ,1ܩ ,2ܩ ݃, ,1ܪ 2ܪ ൐ are known to the special 
nodes. System administrator also provides the following parameters to 
special nodes, regarding their IDs and secret points. 

• Provides each node a different pseudo ID, PSID୧, and their 
corresponding secret point ܲܵܵ ௜ܲ, which is defined as  ܲܵܵ ௜ܲ ൌ ݅  ௜ሻ;  ifܦܫ1ሺܲܵܪ ߮ ് ݆  then  PSID୧ ് ܲܵܦܫ௝ as 

well as ܲܵܵ ௜ܲ  ്  ܲܵܵ ௝ܲ . 

4.2   Anonymous Intra MANET Communication 

In anonymous communications, the message content should not consist of any 
explicit information such as the message sender and recipient addresses. Everything is 
embedded into the anonymizing message payload. The administrator selects a set of 
security parameters for the entire system, before the network deployment, including a 
large prime p and a generator α of  Z୮כ . The network nodes Ai, 1 ൑ ݅ ൑ ݊, the 
corresponding public keys  yi, 1 ൑ ݅ ൑ ݊ of the n participating nodes, xi’s are 
randomly selected private keys of Ai’s, where ݔ௜ א ܼ௣, 1 ൑ ݅ ൑ ݊, then  yi is 
computed from ݕ௜ ൌ  In this paper we adopted the same anonymous .[5] ݌݀݋௫೔݉ߙ 
local communication for our network and also the dynamic local MANET formation 
including the node joining and leaving process from [5].  

4.3   Anonymous Communications between Two Arbitrary Special Nodes 

When Anonymous authentication is present, two nodes in the same group can 
authenticate each other secretly in such a way that each party reveals its group 
membership to the other party if and only if the other party is also a group member. 

 The scheme consists of a set of special nodes and an administrator who creates 
groups and enrolls special nodes in groups. For this purpose, the administrator will 
assign each special node A, a pseudonym ܲܵܦܫ஺  and their corresponding secret 

point ܲܵܵ ஺ܲ, which is defined as ܲܵܵ ௜ܲ ൌ ݅  ሻ; if݅ܦܫ1ሺܲܵܪ ߮ ് ݆  then  PSID୧ ് ܲܵܦܫ௝ as well as ܲܵܵ ௜ܲ  ്  ܲܵܵ ௝ܲ .  For a given set of ൏ ,஺ܦܫܵܲ ܲܵܵ ஺ܲ ൐, no 
one can determine the system secret ߮. When the special node A wants to authenticate 
anonymously to the special node B, the following secret hand shake can be 
conducted. This means that two special nodes A and B can know each other’s group 
membership only if they belong to the same group. When the special node A wants to 
authenticate to the special node B, the following secret handshake can be conducted 
which is shown in Figure 1. Pseudo IDs of the nodes are generated considering 
Pairing-based Cryptography based on bilinear mapping [12]. 
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Fig. 1. Anonymous authentication process between two arbitrary special nodes A and B 

4.4   Anonymous Communication between Two Arbitrary Ordinary nodes  

The sender first randomly selects a local special node and transmits the message as 
discussed above. On receiving the message, the local special node first determines the 
destination MANET ID by checking the message recipient flag Fr. If it is 0, then the 
recipient and the special node are in the same MANET. Otherwise they are in a 
different MANET.  The communication is done using the procedure discussed above. 

  : Pseudo ID initially assigned by the system administrator to a special node A. 
   : Secret point  initially assigned by System a dministrator to a special node A  

               corresponding to .  : Dynamically generated pseudonym by  
              special node A.  

 : Dynamically generated secret point by special node A corresponding to  
  

 : Nonce, randomly generated by special node A to generate a new dynamic  
        pseudonym. 

 : Nonce, randomly generated by special node A, for authentication purpose. 
A computes:                                            

 
                                             

                                                           
                                                           
B computes: 

 
  

 
 

  A  generates a random , for authentication as a new node, and sends  
  to special node  B 

 
 B computes . B   

also generates a random  and computes  and 
sends    ,    to special node A. 

  : A computes , 
computes   . Also A 
computes    and sends 

,  to special node B. 

B then computes 
. 

 since KBA= KAB, A can verify B by checking whether   If the 
verification succeeds, then A knows that B is an authentic group peer. Similarly, B can 
verify A by checking whether   If the verification succeeds, then B knows 
that A is also an authentic group peer. However, in this authentication process, neither 
special node A, nor special node B can get the real identity of the other node. In other 
words, the real identities of special node A and special node B remain anonymous 
after the authentication process. 
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While providing message recipient anonymity, the message can be encrypted to 
achieve confidentiality. The presented anonymous communication is quite general 
and can be used in a variety of situations for communication anonymity in MANET 
including anonymous file sharing.  

5   Security Analysis 

We study several attacks designed [5] to analyze the security of the privacy 
preserving communication protocol. 

5.1   Anonymity 

(I) It is computationally infeasible for an adversary to identify the message sender and 
recipient on the local MANET. Hence the privacy preserving communication protocol 
provides to the sender and recipient anonymity in the local MANET.  

(II) The presented communication protocol offers both message sender and 
recipient anonymity among any two special nodes. 

As told earlier, each special node is being assigned a large set of pseudonyms. A 
dynamically selected pseudonym will be used for any two ordinary nodes in different 
MANETs to communicate anonymously. The pseudonyms do not carry user 
information implicitly. The communication can be broken into three segments: 

 

 the communication between the sender and local special node in the 
message sender‘s local MANET 

 the communication between the special nodes in the corresponding 
MANETs 

 the communication between the recipient special node and the receiver.  

(I) has assured the communication anonymity between a special node and an ordinary 
node in the local MANETs. Therefore we only need to ensure anonymity between 
two special nodes in different MANETs in order to achieve full anonymity between 
the sender and receiver. 

5.2   Impersonation Attacks 

As told above, the forgery attack performed by an adversary, to carry out an 
impersonation attack is infeasible. For an adversary to forge as a special node, he 
needs to authenticate himself with a special node A. For this the adversary ࣛ needs to 
compute gሺܩPSID ࣛ,   .ܤ PSIDB is the newly generated   pseudonym of the special nodeܩ PSID ࣛ  is the identity of the adversary andܩ PSIDBሻ ఝ,   whereܩ

However, since the adversary does not know the secret point ߮, he is unable to 
compute  gሺܩPSID ࣛ,  .PSIDBሻ ఝ and impersonate as a special nodeܩ

5.3   Message Replay Attacks 

Each message packet in communication has a unique one-time session ID (nonce) to 
protect it from being modified or replayed. In addition, these fields are encrypted 
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using the intermediate receiver node’s public key so that only the designated   
receiver nodes can decrypt the message. In this fashion, each packet transmitted 
across different MANETs bears different and uncorrelated IDs and content for 
adversaries.  

Even if the same message is transmitted multiple times, the adversary still cannot 
link them together without knowing all the private keys of the intermediate nodes. 

6   Performance Analysis 

In this section we will provide comparison results based on energy consumed by the 
network nodes of our proposed communication protocol and the method discussed  
in [7]. 
Using the method discussed in [7], energy consumed by normal nodes and super 
nodes are as follows:   
 
  At normal node, 
ۼ۳  ൌ ܂۹۾܂൅ ۳ ܁ۯۻۯ܁۳  ൅ ۳۲ ൅ ۳܍ 
 
At super node,  ۳܁ ൌ ܂۹۾܂൅ ۳ ܁ۯۻۯ܁۳   ൅ ۳۲ ൅ ۳܍ ൅ ۳ۻ۾    ( intra group communication) 
 
      ൌ ൅ ܁ۯۻۯ܁۳ ܂۹۾܂۳  ൅  ۳۲ ൅ ۳܍ ൅ ۳ۻ۾ ൅ ۳ࢎ࢚࢛࡭  ( inter group communication) 
 
Where, 
    Energy required by a super node to maintain set of pseudonyms assigned      :ۻ۾Energy required by a node to perform authentication process ۳      :ࢎ࢚࢛࡭Energy required for encrypting the message ۳            :܍Energy required transmitting a message ۳۲ :           Energy required for decrypting the message ۳      :܂۹۾܂Energy required for a node to generate SAMAS message  ۳ : ܁ۯۻۯ܁Energy consumed by super node  ۳           :܁Energy consumed by normal node  ۳       :   ۼ۳ 

             by the administrator 
 

Using our proposed method , energy consumed by  ordinary nodes and special nodes 
are as given below: 
At ordinary node,   ۳܌ܚܗ ൌ ൅ ܁ۯۻ۾۾۳  ܂۹۾܂۳  ൅  ۳۲ ൅ ۳܍ 
At special node,   ۳܍ܘ܁ ൌ ൅ ܁ۯۻ۾۾۳   ܂۹۾܂۳  ൅  ۳۲ ൅ ۳܍            (Intra group communication) 
                                                                                                                      
           ൌ ൅ ܁ۯۻ۾۾۳ ܂۹۾܂۳  ൅  ۳۲ ൅ ۳܍ ൅ ۵۾۳  ൅ ࢎ࢚࢛࡭ࡱ (Inter group communication) 
Where, 
 Energy required for a node to generate pseudonyms dynamically       :۵۾Energy required by a node to generate PPMAS message ۳ : ܁ۯۻ۾۾Energy consumed by special node ۳       :܍ܘ܁Energy consumed by ordinary node ۳        :܌ܚܗ۳ 



 Privacy in Mobile Ad Hoc Networks 345 

Our proposed method has an advantage that during the intra group communication, 
energy consumed by special node is same as that of ordinary node. During inter group 
communication also very little energy is required to generate a new pseudonym 
dynamically. Energy required for maintaining a set of pseudonyms (which is must in 
[5]) is completely eliminated. 

7   Conclusion 

In this paper, we first propose an efficient unconditionally secure privacy preserving 
message authentication scheme (PPMAS) that can be applied to any number of 
messages without changing the secret exponents. PPMAS ensures message sender 
privacy along with message content authenticity. To ensure communication privacy 
without effecting transmission delay and collusion problems, we then proposed a new 
and efficient privacy-preserving communication protocol for MANET that can 
provide both message sender and   recipient privacy protection. Security analysis 
shows that the proposed protocol is secure against various attacks. 
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Abstract. In recent past every discipline and every industry have their own 
methods of developing products. It may be software development, mechanics, 
construction, psychology and so on. These demarcations work fine as long as 
the requirements are within one discipline. However, if the project extends over 
several disciplines, interfaces have to be created and coordinated between the 
methods of these disciplines. Prototype of these applications is developed 
during analysis phase of Software Development Life Cycle (SDLC). But 
Methodologies for predicting the performance from UML models is available. 
Hence, in this paper, a methodology for developing Use Case model and 
Activity model from user interface is presented. The methodology is illustrated 
with a case study on Amazon.com. 

1   Introduction 

System engineering concentrates on the definition and documentation of system 
requirements in the early development phase. The preparation of a system design, and 
the verification of the system as to compliance with the requirements, taking the 
overall problem into account: operation, time, test, creation, cost and planning, 
training and support, and disposal [12]. Systems engineering integrates all disciplines 
and describes a structured development process, from the concept to the production to 
the operation phase and finally to putting the system out of operation. It looks at both 
technical and economic aspects to develop a system that meets the users’ needs. 
Hence a new combination of technologies is required to cop up with the new demand.  

1.1   Importance of UML 2.0 

In recent past, many researches and software industry use Unified Modeling 
Language (UML) for the conceptual and logical modeling of any system because of 
the advantages it has.  UML supports both static and dynamic modeling. UML 2.0 is 
the newer version, which has more features that can be useful for modeling complex 
systems also [4],[10]. 

The standard mechanism that UML provides are adaptable itself to a specific 
method or model, such as constraints and tagged values. we use UML to design RMA 
processes because  it consider an information systems structural and dynamic 
properties at the conceptual  level more naturally than  do classic approaches such as 
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Entity- Relationship model. This approach for modeling RMA processes yields 
simple yet powerful extended UML use case and sequence diagrams that represent 
RMA properties at the conceptual level.  

There are three classifications of UML diagram. 
Behavior diagram. A type of diagram that depicts behavioral features of a system 

or business process. This includes activity, state machine, and use case diagrams as 
well as the four interaction diagrams. 

Interaction diagrams. A subject of behavior diagrams which emphasize object 
interactions. This includes communication, interaction overview, sequence, and 
timing diagrams. 

Structure diagrams. A type of diagram that depicts the elements of specification 
that is irrespective of time. This includes class, composite structure, and component, 
deployment object and package diagrams. 

1.2   Graphical User Interface. 

Over some period graphical user interface have become increasingly dominant, and 
design of the external or visible system has assumed increasing importance. This has 
resulted in more attention being devoted to usability aspects of interactive system and 
a need for development of tools to support the design of the external system. Model 
and notations are required for describing user tasks and for mapping these tasks on to 
user interface. The primary purpose of task models is to define the activities of the 
user in relation to the system, as a means of uncovering functional requirements to be 
supported by the system. Task model focuses on tasks decomposing and/or task flow. 
A variety of task description methods have been developed, often involving graphical 
techniques. 

Activity diagram, as supported in UML, falls into the latter category. The user of 
task models in interface design is limited by a lack of tools and techniques to support 
their definition and weak linkage to visual interface design. 

The emergence of Web services introduces a new paradigm for enabling the 
exchange of information across the Internet based on open Internet standards and 
technologies. Using industry standards, Web services encapsulate applications and 
publish them as services. These services deliver XML-based data on the wire and 
expose it for use on the Internet, which can be dynamically located, subscribed, and 
accessed using a wide range of computing platforms, handheld devices, appliances, 
and so on. Due to the flexibility of using open standards and protocols, it also 
facilitates Enterprise Application Integration (EAI), business-to-business (B2B) 
integration, and application-to-application (A2A) communication across the Internet 
and corporate intranet. In organizations with heterogeneous applications and 
distributed application architectures, the introduction of Web services standardizes the 
communication mechanism and enables interoperability of applications based on 
different programming languages residing on different platforms. Web services are 
self-describing and modular business applications that expose the business logic as 
services over the Internet through programmable interfaces and using Internet 
protocols for the purpose of providing ways to find, subscribe, and invoke those 
services. 
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Since early 2006, Amazon Web Services (AWS) has provided companies of all 
sizes with an infrastructure web services platform in the cloud. With AWS compute 
power, storage, and other services such as gaining access to a suite of elastic IT 
infrastructure services can be requested. Using Amazon Web Services, an e-
commerce web site can weather unforeseen demand with ease; a pharmaceutical 
company can “rent” computing power to execute large-scale simulations; a media 
company can serve unlimited videos, music, and more; and an enterprise can deploy 
bandwidth-consuming services and training to its mobile workforce [13]. Amazon 
Web Services delivers a number of benefits for IT organizations and developers alike, 
including: 

 

• Cost-effective. The uses of AWS have to pay only for what they use, as they 
use it, with no up-front commitments. As the Amazon Web Services cloud 
grows, the operations, management and hardware costs shrink. 

• Dependable. AWS is a battle-tested; web-scale infrastructure that handles 
whatever that has been throwing at it. The Amazon Web Services cloud is 
distributed, secure and resilient, giving reliability and massive scale. 

• Flexible. AWS provides flexibility to build any application, using any 
platform or any programming model. The resources can be controlled and fit 
into your application. 

• Comprehensive. Amazon Web Services gives you a number of services that 
can incorporate into your applications. From databases to payments, these 
services help to build any great applications cost effectively and with less 
up-front investment. 

 
Keeping in view of the above discussion we propose a methodology to transform 
prototype of Web Services into Use Case model and Activity Model. The remaining 
part of the paper is organized as follows: In Section 2, related work is presented; 
Section 3 describes the steps involved in the proposed Methodology; The 
Methodology is illustrated with the Case Study on Amazon.com in Section4. In 
Section 5, the paper is concluded and the future directions of the work are 
highlighted. 

2   Related Work 

The evaluation of system specifications early in the software development lifecycle 
has increasingly gained attention from the software engineering community. Early 
evaluation of software properties, including non-functional ones, is the important in 
order to reduce costs in software development before resources have been allocated 
and decisions have been made. Dependability is one example of an important non-
functional property and represents the ability to deliver service that justifiably can be 
trusted.  Discovery of Web Services is of an immense interest and is fundamental area 
of research in ubiquitous computing. Web Services are Internet-based, distributed 
modular applications that provide standard interfaces and communication protocols 
aiming at efficient and effective service integration.  A Web Service is defined as a 
functionality that can be programmatically accessible via the Web [11].  
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A fundamental objective of Web Services is to enable the interoperability among 
different software applications that run on a variety of platforms [9], [14]. The 
interoperation has been enabled by the tremendous standardization effort to describe, 
advertise, discover and invoke Web Services [3]. Web Services are increasingly being 
adopted as a framework to access Web-based applications. Most of the proposed 
composition languages for Web Services are based on XML [1], and although XML-
based representations have their advantages as universal representations and exchange 
formats, they can be difficult to understand and to write for non-XML experts. Thus, 
the use of a graphical modeling language can be very useful to understand the 
behavior of Systems. 

The motivation in this [8] is the use of the Unified Modeling Language (UML) [7], 
and more specifically the UML Profile for modeling Real Time Systems (RT-UML) 
profile, as a graphical modeling language for XML Real-Timed Web Services 
composition and the verification of these systems by using Model Checking 
techniques on Timed Automata. Some web services workflow patterns and extension 
in UML to model these patterns are provided in [5]. The patterns identified are Web 
Service Call, Loop, Data Transformation and Alternate Services. The proposed 
solutions contain UML activity diagrams along with required extensions. The paper 
addresses the service composition patterns, but does not provide any feedback 
mechanism for refinement. [2] talks about MDA approach for development of Web 
Services and their compositions. Business processes are shown by activity diagrams 
and static structures by UML class diagrams. Authors have shown mapping from 
UML to BPEL4WS, WSDL and Java Platform. The UML is a graphical language for 
visualizing, specifying, constructing, and documenting the artifacts of a software-
intensive system [6]. The UML is rather software-specific and strongly characterized 
by object orientation. While modeling in systems engineering is interdisciplinary. The 
use of UML can easily lead to acceptance problems and misunderstandings when in 
interdisciplinary communication. This led to develop our methodology. All these 
works are referred to developing UI for software system but not for system 
engineering. Hence based on [4] we have proposed our methodology.  

3   Methodology 

i. Consider the prototype of a web service. 
ii. Identify User Interface (UI) elements in the selected prototype 
iii. Develop the flow diagram of the UI elements 
iv. Develop Activity Model 
v. Develop Use Case Model 
vi. Refine & Iterate. 

4   Case Study on Amazon.com 

4.1   Prototype of Amazon.com Web Service 

As an illustration of this methodology, consider the web site Amazon.com, and apply 
the algorithm for the module Login. The prototype of the login page is given in Fig. 1. 
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Fig. 1. Screen shot of login page of Amazon.com 

4.2   UI Elements of Login 

In Fig. 2, the UI elements column identifies four workspaces (W1- W4) as being 
required to support the user and system activities shown in the three columns. It also 
identifies two functional elements - Sign in using secure server, Create Account, 
which are required to support the user tasks. There are two sub-flows in the figure 2, 
and one exception flow is shown following invalid user input. The information to be 
displayed is shown in each workspace. This is derived from Prototype model. 

 

Fig. 2. UI Element cluster for the Login  
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4.3   Flow Diagram of the UI Elements  

4.3.1   Main Flow 
In the given below figure 3 showing the ‘Main flow of login’, where the first 
workspace W1 showing to create a account by providing the Name, Email id, Phone 
number and password. When it successfully created then workspace W2 showing how 
to login, for login we have to provide the Email-id and password. If Email-id and 
password is correct then it enters in secure server. The last workspace W4 shows 
entering in to system and can access the functionalities. 

 

Fig. 3. Main flow of login 

4.3.2   Exception Flows 
In Fig. 4, the workspace W3 is showing Exception handling when user is logging in. 
If Email-id or password or both are Incorrect, then it will show the Exception.  
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Fig. 4. Exception flows of login 

4.4   Activity Model 

In Fig. 5, it is showing the activity model for login. When user wants to enter in to the 
system, if he is new user then he has to provide the Email-id and fill all the details, 
then he will enter into the system. It he is the existing user then he has to provide 
email-id or password. If email-id or password or both is incorrect then display error 
message and again back to login page. If e-mail-id and password is correct then it 
moves on to open user form. 

 

Fig. 5. Activity model for login 

4.5   Use Case Model 

In Table 1, it is showing use case specification for login and authenticate. It is 
showing all the description about the use case as who is actor, pre-conditions, post-
conditions, basic steps of login, exception handling. 
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Table 1. Use Case Specification – Login and Authenticate 

Brief 
Description 

This use case describes the process by which a user logs 
into the System. 

Actor User 

Pre-Conditions Precondition One  
The User must have a valid user name and password. 
Precondition Two 
  The User has access to the system. 

Post-Conditions   Post-Condition One 
The User successfully logs into the system and is re-directed  
to the page. 
Post-Condition Two 
All and/or any of the login credentials of the User are not 
valid. The user is informed that the login are invalid and to 
try again. 

Basic Steps 1. If new user, the user should enter the credentials and the 
system redirects the user to the web page.   

2.  Already existing user, The user enters and submits 
his/her Username and password.   

3. The System validates and authenticates the user   
Information.  

4. The System re-directs the user to the web page. 
Exception Flows • The system displays a message to the user indicating 

that the user name and/or password are incorrect and to 
try again. 

• The system displays a message to the user indicating to 
enter user name and password. 

• The user continues at basic step #2. 
• The system displays a message to the user indicating a 

communication error. 
• The user exits the system. 

 

We have obtained the remaining UI Elements and Activity models for Search, 
shopping cart, online payment and Wish list respectively of amazon.com using the 
similar procedure.  

5   Conclusion and Future Work 

In general, developing prototype for software applications is industry practice.  
Various methodologies facilitate to predict performance from UML models. Hence, in 
this paper, we have proposed a methodology to transform a prototype into UML 
models, Activity diagram and Use Case diagram. As future work, we propose to 
develop methodologies to analyze performance of Web Services from these UML 
models. 
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Abstract. In this article we assess security threats and summarize representative 
proposals in the context of ad-hoc networks. In this paper, we survey the state-
of-the-art approach to providing security for wireless networking paradigms, 
namely mobile ad-hoc networks. We identify the security threats as well as 
examine the current solutions. We further summarize lessons learned, discuss 
open issues, and identify future directions. 

1   Introduction 

Due to its self-organized nature, the ad-hoc network presents additional security 
challenges. Because a malicious entity can readily function as a router that forwards 
packets for peer nodes, it can attack data delivery service through both the control 
plane (e.g., ad-hoc routing) and the data plane (e.g., multi-hop forwarding). In recent 
years, wireless networking has been experiencing an explosive growth which 
resembles the rapid growth of the Internet itself in mid 1990’s. Wireless networks 
offer attractive flexibility and coverage to both network operators and users. 
Ubiquitous network coverage, for both local and wide areas, can be provided without 
the excessive costs of deploying and maintaining the wires. Mobility support is 
another salient feature of wireless networks, which grants the users not only “anytime, 
anywhere” network access but also the freedom of roaming while networking. Recent 
advances in wireless communication technology have offered ever increasing data 
rates, in some cases comparable to their wired counterparts. There are multiple forms 
of wireless networks with different characteristics and application domains. In this 
article we focus on wireless networking paradigm, namely ad-hoc networks. Several 
3G networks became operational since last 2003. In the absence of a deployed 
infrastructure, multiple wireless devices can self-organize into an ad-hoc network and 
forward data through multihop wireless links to enable peer-to-peer communication 
or further extend the network coverage. 

2   Security Goals 

To protect the data delivery functionality of network, we focus on the following two 
security goals: 
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• Information Security, i.e., to provide confidentiality, integrity, authentication, and 
non-repudiation for two entities that communicate with each other.   
• Network Security, i.e., to protect the networking system as a whole and sustain its 
capability to provide connectivity between communicating entities.  

Although most, if not all, security threats against the TCP/IP stack in a wired 
network are equally applicable to an IP-based wireless network, the latter possesses a 
number of unique vulnerabilities which make it more challenging to secure:   
• Open Wireless Access Medium: The security threats of message eavesdropping and 
injection are universe in any network; however they are particularly severe in 
wireless networks due to the open wireless medium. With off-the shelf hard ware’s 
and little efforts, an attacker can intercept and inject traffic through a wireless 
channel. There is no physical barrier to separate the attacker from the network, as is 
the case in wired networks.   
Limited Bandwidth: Wireless networks are particularly vulnerable to Denial-of-
Service (DoS) attacks due to their limited bandwidth and in-band signaling. Although 
the wireless channel capacity ¶is continually increasing, the spatial contention 
problem poses a fundamental limit on network capacity. One can deploy redundant 
fibers, but everyone must share the same wireless spectrum.  
• System Complexity: Generally speaking wireless networks are far more complex 
than their wired counterparts due to the special needs for mobility support and 
efficient channel utilization. Each piece of complexity added into the system can 
incur potential security vulnerability, especially in a system with a large user 
population and a complex infrastructure, such as 3G networks.  

In addition, different from wired networks where each host must obtain a physical 
connectivity to the system, an ad-hoc network can be free to join and leave, and the 
participating entities may not have any a priori trust relationship. Due to the open 
wireless medium, wireless networks require explicit mechanisms to control the 
membership; the absence of a stringent admission control mechanism may open the 
door for potential security threats.  

After surveying the security threats and proposed solutions in ad-hoc networks, we 
summarize the lessons learned and shed light on future research directions. 

3   Security for Mobile Ad-Hoc Networks 

In this section we describe the security issues in a mobile ad-hoc network. We first 
present the network architecture and routing protocols, then discuss their unique 
vulnerabilities, followed by an overview of existing solutions for control and data-
plane security, as well as key management, in such networks. 

Ad-hoc Network Architecture and Routing: Mobile ad-hoc networks (MANETs) 
enables wireless communications among mobile nodes when a network infrastructure, 
such as the WLAN or 3G, is unavailable. In a MANET, any node may function as 
both a data source and a router that forwards packets for other nodes. Packets from a 
source are typically forwarded through multiple wireless hops to reach the 
destination. Thus an ad-hoc routing protocol is needed to build and maintain a routing 
table at each node. 
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There are mainly three families of routing protocols, namely distance vector, link 
state, and source routing. In distance vector routing, local neighbors exchange their 
distance, measured by a given routing metric (e.g., hop count), to each destination. A 
node selects the neighbor with the shortest distance as its next hop to forward data 
traffic. In link state routing, each node floods the information about its direct links to 
the entire network and collects updates from all other nodes to build a complete 
topology, it then executes a shortest-path algorithm (e.g., Dijkstra) to find a route to 
the destination. In source routing, each data source specifies the complete path in its 
data packets; more details can be found in [1]. 

Each routing approach may have two instantiations: proactive or on-demand. In 
proactive routing, each node maintains a full routing table for all destinations, and 
routing updates are exchanged periodically or whenever a topology change occurs. 
However, this may consume a large portion of limited wireless bandwidth, while only 
a few routes are actually used. An on-demand approach discovers a route only when 
needed. The route discovery is initiated by the source, typically through flooding a 
Route Request (RREQ). Routing states are established at intermediate nodes when 
RREQ is propagated. Finally the destination sends back a Route Reply (RREP) 
packet, and data traffic can start to flow. 

The three most popular routing protocols for MANETs are DSDV [2] (proactive, 
distance vector), AODV [3] (on demand, distance vector), and DSR [4] (on-demand, 
source routing). 

4   Security Threats and Goals 

Compared with WLANs, the MANETs face a new set of security threats, particularly 
at the network layer, due to their infrastructure-less nature. Because the core network 
elements, e.g., routing and forwarding engines, are provisioned by peer nodes, the 
attacker can readily become a router and disrupt the network operations by attacking 
the control or data planes. As such, the security vulnerabilities of MANETs present 
not only in each single-hop wireless link, but also the multi-hop forwarding 
mechanism that glues these links together as a network. 

We focus on the unique network layer security threats in MANETs, which can be 
divided into two main categories: 

Control Plane Attacks: An attacker can announce false routing messages to 
disrupt the discovery and maintenance of routes between two nodes multi-
hop away from each other. The implementation is specific to the ad-hoc 
routing protocol in use. 

Data Plane Attacks: Regardless of which routing protocol is in use, an attacker 
can drop the data packets passing through it, replay the previously recorded 
packets, or inject forged packets into the network.  

To protect its basic functionality of delivering packets from one node to another, the 
MANET needs to secure both the control-plane routing and the data-plane forwarding 
operations. 

Accordingly, a complete solution to achieve this goal has at least three pieces: 
control-plane security, data-plane security, and supporting components such as key 
management. 
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5   Control Plane: Secure Ad-Hoc Routing 

The control-plane security design typically secure routing protocols by associating 
various authentication techniques with critical fields (e.g., hop count, source route) in 
the routing message, thus prevent even both insider and outsider nodes from 
disrupting the routing functionality. 

Authentication Primitives: There are three popular message authentication 
primitives. The first one is Message Authentication Codes (HMAC). If two nodes 
share a secret key, they can generate and verify a HMAC for any message using an 
efficient one-way hash function. However, the HMAC can be verified only by an 
intended receiver, thus unappealing for authenticating broadcast messages. In 
addition, it is non-trivial to establish network-wide pair wise keys, as n.(n-1)/2 keys 
have to be maintained in a network with n nodes. 

One-way key chain is another way to use such one-way functions to authenticate 
messages. By applying the one-way function f (·) repeatedly on an initial input x, one 
can obtain a chain of keys 

f 
i
 (x). The sender can gradually reveal the key chain in the reverse order, and use 

an unreleased key to generate HMAC for its message. This way, when the key is 
revealed later, the receiver can use it to verify the HMAC. With time synchronization 
and careful key release schedule, the one-way key chain can be used to efficiently 
authenticate broadcast messages [5]. 

The third authentication primitive is digital signature which is based on public-key 
cryptography, e.g., RSA. Because the message is signed by the sender’s secret key, it 
can be verified by any node given that the public keys have been distributed. Thus 
digital signature scales well to large numbers of receivers, as in the broadcast cases. 
However, it involves heavy computation, which presents a new DoS vulnerability. 
The key revocation is also difficult in a self-organized MANET. 

Distance vector routing: To secure distance vector routing protocols such as 
DSDV and AODV, the main challenge is to ensure that each node advertises the 
routing metric correctly. For example, when hop count is used as the metric, each 
intermediate node should increase it exactly by one when the routing updates are 
propagated in the network. 

The hop count hash chain [6], [7] scheme can prevent an intermediate node from 
decreasing the hop count. Assuming the maximum hop count (i.e., the network 
diameter) is n, a node generates a hash chain of length n each time it initiates a 
routing update (in DSDV) or a Route Reply (RREP) message (in AODV): 

h0, h1, h2,…, hn 

Where hi = H (hi-1) and H (
.
 ) is a well - known one-way hash function. The note then 

adds hx= ho and hn into the routing message, with HOP-count set to 0 and broadcasts 
it. 

When an intermediate node receives such an update, it first check if 

hn=Hn-Hop-count(hx) 
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Where H
m

(ho) denotes the result of applying H (
.
) m times on hx. Then the node 

updates hx with H (hx) , increments the HOP count by 1, and re-broadcasts the routing 
update. 

This way, the attacker can never decrease the hop count in an routing update, 
which provides authentication for the lower bound of the hop count. However, it does 
not prevent an attacker from advertising the same hop count as the one it has received. 
In [8], a more complicated mechanism called hash tree chain is proposed to ensure a 
monotonically increasing hop count as the routing update traverses the network. One 
general limitation of the above approaches is that they are only applicable for discrete 
routing metrics, while ineffective for continual metrics that take non-integer values. 

Note that non-cryptographic techniques can also be used to secure distance vector 
routing protocols. For example, in the context of RIP [9], the proposed solution in 
[10] exploits simple geometry of triangle theorem as follows: For any set of three 
nodes A, B, and C, the distance between A and B should be no more than the sum of 
the distance between A and C, and the distance between B and C. A node can use the 
above fact to detect the inconsistency among the received routing updates, and further 
use TTL-controlled ICMP probe messages to verify the suspicious distances. 

Link state routing: To secure link state routing protocol such as OSPF, the main 
challenge is to prevent the forgery of non-existent links. This is achieved in Secure 
Link State Routing (SLSP) [11] through digital signature based authentication. In 
SLSP, each node periodically broadcasts hello messages for local neighbor discovery, 
and floods Link State Update (LSU) packets to advertise its links. Both hello 
messages and LSU packets are signed by the node’s private key. A link is accepted 
into the global topology if and only if it is advertised by both end-nodes through valid 
LSU packets. Thus the attacker cannot forge any link that involves a legitimate node. 

The DoS vulnerability that exploits the high computation overhead of digital 
signature is addressed through rate control mechanisms. Each node measures how 
frequently its neighbor sends the digitally signed control packets, and discards such 
packets without verification if the rate exceeds a threshold. 

Source routing: To secure source routing protocols such as DSR, the main 
challenge is to prevent malicious manipulation of the source routes (i.e., an ordered 
list of intermediate nodes) by an intermediate node, e.g., addition of new nodes, 
removal of existing nodes, or order switching. This is typically achieved via a per-hop 
authenticator associated with the route. 

Ariadne [12] is a secure extension of DSR. It uses one-way HMAC chain, i.e., 
TESLA [5], to authenticate the source routes. It assumes time synchronization and 
pre-distribution of the last key in each node’s TESLA key chain. Take the following 
example as an illustration: the source node S has a route towards the destination D 
through three intermediate nodes A, B, and C. When the Route Request (RREQ) 
packet is propagated, each intermediate node appends itself to the source route, 
together with a hash value for the entire packet, and a HMAC keyed by its next 
unreleased TESLA key. When the destination receives RREQ, it verifies whether the 
content matches the hash value. If so, it appends the cascaded HMACs in a Route 
Reply (RREP) packet, which traverses the reverse path to the source. An intermediate 
node delays the RREP packet until it released the previously used TESLA key, so that 
the next hop node can verify its TESLA HMAC. 
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The per-hop hash prevents a malicious node from modifying the RREP packet that 
it has received. Thus all it can do is to append new nodes to the route. The per-hop 
TESLA HMAC further prevents it from adding any nodes other than itself, because it 
does not know the unreleased keys of other nodes. This way, the source route 
discovered by Ariadne is secure. 

6   Data Plane: Protect Packet Forwarding 

The data-plane security should ensure that each node forwards packets according to 
its routing table. Unlike the control plane, the data plane cannot be proactively 
secured by cryptographic primitives because several attacks on forwarding cannot be 
prevented: an attacker may simply drop all packets passing through it, no matter how 
well they are protected. Thus the security solution takes a reactive approach, at the 
heart of which is a detection technique and a reaction scheme. 

Detection: The open wireless medium enables localized detection in MANETs, in 
which each node overhears the channel and monitors the behavior of its neighbors. 
However, its accuracy is limited by a number of factors such as channel error, 
mobility, hidden terminals, etc. A malicious node may even abuse the detection 
mechanism and intentionally accuse legitimate ones. To address such issues, the 
detection results at individual nodes can be synthesized in a distributed manner to 
achieve consensus among a group of nodes. An alternative detection approach relies 
on explicit acknowledgment from the destination, and/or intermediate nodes, to the 
source, so that the source can figure out where the packet was dropped. 

Localized detection: The watchdog technique [13] takes the localized approach to 
detecting misbehaviors in the context of DSR. It assumes symmetric links, i.e., if A 
can hear B, then B can also hear A. Since the entire path is specified, when node A 
forwards a packet to the next hop B, it knows B’s next hop C. It then overhears the 
channel for B’s transmission to C. If it does not hear the transmission after a timeout, 
a failure tally associated with B is increased. If the tally exceeds a threshold 
bandwidth, A reports B’s misbehavior to the source. 

This concept is extended in [50] to work with distance vector protocols such as 
AODV. It adds a next hop field in AODV packets so that a node can be aware of the 
correct next hop of its neighbors. Independent detection results are authenticated and 
further synthesized to reach consensus among local neighbors. It also considers more 
types of attacks, such as packet modification, duplication, and jamming attacks. 

ACK-based detection: The detection mechanism in [15] is based on explicit 
acknowledgments. The destination acknowledges each received packet. Based on the 
delivery quality, the source can initiate a fault detection process on a suspicious path. 
It performs a binary search between 

itself and the destination, and sends out data packets piggybacked with a list of 
intermediate nodes, also called “probes”, which should send back acknowledgments. 
The source shares a key with each probe and the probe list is “onion” encrypted. 
Upon receiving the packet, each probe sends back an ACK, encrypted with the key 
shared with the source. The source in turn verifies the encrypted ACKs and attributes 
the fault to the node closest to the destination that sends back an ACK. 
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Reaction: Once a malicious node is detected, the network should be protected by 
the reaction scheme to prevent future attacks from it. The reaction scheme is typically 
related to the prevention component in the overall security system. For example, the 
malicious node may be revoked of its certificate, or have lower chance to be chosen in 
future forwarding paths. Based on their scope, the reaction schemes can be 
categorized as network-wide reaction and end-host reaction. 

Network-wide reaction: The network-wide reaction in [14] is based on the URSA 
certification framework [16]. Once multiple nodes have independently detected that 
one of their neighbors is malicious, they collectively revoke its current certificate. 
Consequently, the malicious node is isolated in the network as it cannot participate in 
neither routing nor packet forwarding operations any more. 

End-host reaction: The path rater in [13] is an end-host reaction scheme that 
allows each node to maintain its own rating for another node. A node slowly increases 
the rating of well-behaving nodes over time, but dramatically decrease the rating of a 
malicious node that is detected by its watchdog. Based on the rating, the source 
always picks up a path with highest average rating. Clearly each node may have 
different opinion about whether another node is malicious, and make its independent 
reaction accordingly. 

7   Supporting Components: Trust and Key Management 

There are two supporting components indispensable in any network security 
solutions, namely trust and key management. The basic functions provided by them 
include trust establishment, key generation, key exchange, and key update. The 
simplest solution relies on a priori trust relationship and pre-distribution of keys 
among the nodes. However, this may not apply to a self-organized MANET in which 
the nodes do not have any a priori bindings. Instead, such networks require in the-
band solutions that can establish trust and keys on-the-fly. The trust and key 
management proposals for MANETs are mainly concerned with a hybrid of 
asymmetric and symmetric cryptosystems, where trust is established via public-key 
credentials or tickets, and shared symmetric keys are exchanged for later use. An 
inherent issue in trust management is a trust graph, where the nodes correspond to the 
network entities and edges to the verifiable credentials. A directed edge is added from 
node X to node Y if X’s credentials are verifiable by Y. The concept of trust graph 
provides a means for classifying the various key management solutions into three 
categories, as we elaborate next. 

Trusted Third Party (TTP): In this paradigm, a centralized authority (e.g., a KDC 
or CA) is trusted by all entities. An entity A is trusted by another if the authority 
claims that A is trustworthy. This scheme is centrally managed and vulnerable to 
single point of failure. In addition, the neighborhood of the central point is potentially 
the bottleneck of a scalable network and subject to denial-of-service attacks. 

The certification service proposed in [17] distributes among n special nodes 
designated as the server infrastructure. It does not use a single centralized server, nor 
a server hierarchy as is the current Internet practice [18]. Instead, it employs threshold 
cryptography [19] to distribute n shares of the private key of certification service 
among the server nodes, while the respective public key is assumed to be well -
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known. Consequently, the ability to sign certificates is also shared, and performed by 
generating and combining partial signatures from t+1 servers. The system is able to 
tolerate up to t server compromises. In order to protect against mobile adversaries 
[20] and adapt its configuration to network dynamics, proactive share refreshing 
periodically updates the shares without disclosing the service private key to any 
subset of less than t+1 servers. 

”Web-of-trust”: In this paradigm, no particular structure or commonly trusted 
entity exists in the trust-graph [21]. Instead, each entity manages its own trust based 
on direct relationship and recommendation from others. The scheme is fully 
distributed, making it resilient to attacks, but also difficult to achieve consensus 
among various entities. 

A distributed, self-organized public-key management system that follows this 
concept is proposed in [22][23], in which every node acts as its own authority. 
However, there is no well-known certificate directory where all certificates are stored, 
as opposed to PGP [21]. Instead, each node maintains a small local certificate 
repository. When two nodes need to verify the public keys of each other, they merge 
their local repositories and apply a shortcut search algorithm to find a trust chain. 

The bootstrapping of “web-of-trust” can be built on top of direct communication 
through secure side channels such as infras [24]. Such channels allow two nodes close 
enough to each other to directly exchange credentials. This idea essentially mimics 
human behavior, and is similar to that proposed in [25], where a pre-authentication 
phase between two mobile devices makes possible the secure exchange of public keys 
of the nodes over location-limited channels. One-hop recommendation on the trust 
graph is used in [24] to expedite trust establishment. That is, if A and B have 
established trust with C via direct contact, A and B also trust each other. However, 
such referral is non-transitive, thus valid only once. 

Localized trust: This paradigm [26] is the middle ground between the previous 
two. A node is trusted if any k trusted entities among its one-hop neighbors claim so, 
within a bounded time period. As trust management is fully distributed in both space 
and time domains, it fits well with large-scale, dynamic MANETs with on-demand 
authentication requirements. 

The localized trust paradigm have a particularly desirable feature of localized 
authentication traffic. Recent analysis [27] shows that the capacity of MANETs 
rapidly approaches zero as network size increases, in particular when network traffic 
is not localized. This motivates the certification framework in [16] to achieve balance 
among global consensus on trust, system scalability, and service availability. The 
framework employs threshold secret sharing to distribute the CA functionality into 
each and every node. Any t+1 local neighbors of a node can collectively sign its 
certificate, which then can be verified and accepted in the entire network. The 
localized traffic pattern not only improves the network scalability, but minimizes the 
impact of multi-hop wireless dynamics on the service availability. 

8   Summary 

In contrast to WLAN and 3G networks, a MANET does not have a pre-deployed and 
trusted infrastructure. Therefore, the security solutions are mainly concerned with 
securing the operations of distributed network protocols, and establishing trust among 
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peer nodes. Proactive approaches are commonly used to secure the control plane, 
especially the routing protocols, by authenticating the signaling messages. On the 
other hand, the data plane is protected through reactive approaches that detect and 
react to occasional intrusions. The complete security solution should encompass both 
aspects and manage the required keying materials in a self-organized manner. 

9   Conclusion 

A. Lessons Learned 
To secure ad-hoc networks, however, requires much more complex mechanisms 
because nodes within the system are considered untrustworthy. Therefore, one must 
secure both the control plane and the data plane, in addition to ensuring the privacy 
and integrity of the transmitted data. There are several general observations that can 
be drawn from this study. First, the cryptographic techniques are an essential 
ingredient in providing information security, and can serve as the first line of defense 
against network attacks (e.g., through authentication). However, cryptography alone 
does not suffice to secure a networking system. Given a specific security requirement, 
there is neither a systematic process to develop a suitable design nor an automatic 
way to gauge its vulnerability at this time. One major challenge in network security 
design is to address various dimensions of performance tradeoff including crypto 
strength, execution speed, computational overhead, communication cost, energy 
consumption, operational and configuration complexity, to name a few. A feasible 
solution must balance among these partially conflicting goals, yet a systematic way to 
evaluate these tradeoffs is still missing.  

Unfortunately, many state-of- the-art solutions still do not possess the properties 
that networking protocols deem necessary. For example, most of them cannot scale to 
an unconstrained network scale, and rely on centralized components to bootstrap or 
operate the security protocols. As a result, they may work well in a small-scale setting 
but cannot function effectively or efficiently in large-scale networks, such as the 
emerging sensor networks or metropolitan/community mesh networks.  

Finally, the current security solutions are typically based on specific threat models, 
and operate explicitly or implicitly with a number of assumptions made on the 
networks. For example 3G network security designs assume a reliable core network. 
When unexpected failures or unanticipated threats occur, these security solutions are 
likely to collapse. 

B. Future Research 
Looking ahead into the future, we would like to identify two directions that need more 
research and development efforts to build a truly secure wireless networking system: 

 

Critical evaluation: While many security solutions have been reported in the 
literature, most of them have not been thoroughly evaluated in terms of 
security strength and system performance. In fact, we lack systematic 
evaluation methods and efforts in the following aspects: (1) Vulnerability 
analysis of the current solutions/standards. While the crypto strength of 
individual ciphering algorithms is relatively well understood, we have no 
formal analytical tools to assess a system security proposal. In particular, the 
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analysis on the inter-dependency among various system components and 
security operations poses a major research challenge. (2) Measurements and 
emulations. To date most solutions have been evaluated for their network 
and system performance via simulations. However, tested measurements, or 
large-scale emulations based on measurement traces, are critically needed for 
a more accurate understanding.   
Resilient security: Most current solutions make idealistic assumptions on the 
network and individual components. A truly resilient security solution needs to 
possess both robustness and resiliency. It must be robust against wireless 
channel errors, transient/permanent network connectivity and topology changes, 
and user mobility. It must also be resilient against unanticipated attacks, 
operational errors such as misconfigurations, and compromised/stolen devices. 
In addition, both dimensions of goals have to be achieved with acceptable cost.  
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Abstract. Cloud computing has made the potential dream of the IT industry 
come true by providing software as a utility as a better service and  transformed 
the way the hardware has been designed. Cloud Computing refers to both the 
applications delivered as services over the Internet and the hardware and 
systems software in the datacenters that provide those services. It reaps all the 
benefits of virtualization, grid computing and distributed computing which 
offers software, infrastructure and platform as a service on the basis of “pay as 
you use model”. This paper addresses various issues related to the service 
oriented enterprises in terms of on demand computing (cloud computing).  A 
survey on quality of service provided by various cloud service providers is also 
presented here with a discussion of various issues in integrating the service 
oriented enterprises and cloud services.   

1   Introduction 

Although cloud computing  takes some of the old concepts of  service-oriented 
architecture, distributed and grid computing  much has been discussed about cloud 
computing recently. Cloud, which is the next revolutionary step in distributed 
computing, will change the world in such a way that people can get any service on the 
cloud where cloud is the limit. The present generation of enterprise customers require 
geographically and heterogeneously distributed resources such as computing, 
software, infrastructure or application platform etc. These resources are distributed in 
multiple locations. Cloud computing enables the creation of virtual organisations by 
allowing the users easy and transparent access to these resources in a pay-per-use and 
self-service way. Cloud keeps up the earlier promise of the Internet that you could 
dynamically move out of another environment. With the abundance of cloud 
providers in the market who have their own API or set of services, different pricing 
models, the customers are perplexed as to what to choose [1]. Another challenge is 
that cloud is a monolithic system where “one provider does everything” and the 
customer is mostly locked in with a single service. This paper gives a comparative 
study of various cloud service providers available in the market and the products they 
offer and their features. 
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2   Background 

Cloud offers basically three types of services: (a) application as a Service, (b) 
platform as a service and (c) software as a service. There are many service providers 
like 3Tera, Net suite, Amazon Web services, IBM, Microsoft etc in the market 
offering cloud services. There is no specific standard where each cloud service 
provider defines his product in his own way. There are lots of geographical, political 
as well as security, reliability, payment and performance-based issues in cloud 
services. The other major issue the user faces is that he is locked with a vendor for a 
long time. We address these issues by briefly discussing the cloud structure, the major 
problems and the various cloud service providers in the market today. 

3   Framework of Cloud Computing 

Many articles and blogs regarding the framework of the cloud   address it from the 
point of the view of the vendors. Here we intend to explain the framework to provide 
consumers, researchers and academicians a better knowledge of cloud computing, and 
explain its advantages and the issues in the cloud usage. The taxonomy is briefly 
explained below: 

3.1   Cloud Service Models 

Cloud offers basically three types of services: (a) IAAS (infrastructure as a service), 
(b) PAAS (platform as a service) and (c) SAAS(software as a service).To explain 
these three S’s, lets understand the old web application development model. 

i. Infrastructure as a Service  
The capability provided to the consumer is to provision processing, storage, networks, 
and other fundamental computing resources where the consumer is able to deploy and 
run arbitrary software, which can include operating systems and applications [2]. For 
example if we want  to use a  software  and we need  storage areas, then we have to 
purchase servers from hardware vendors; if we want to extend the web application for 
external use, then we want routers, switches, load balancers and we have to buy 
bandwidth and hosting services. So this infrastructural facility is provided by IAAS 
vendors. Managed hosting and development environments are the basic services 
provided by the IAAS vendors. Virtualisation has enabled IaaS providers to offer 
almost unlimited instances of servers to customers and make cost-effective use of the 
hosting hardware. It is sometimes referred as Hardware as a service (HAAS). Some of 
the IAAS vendors are Amazon.com, Google etc. 

ii. Platform as a Service 
The capability provided to the consumer is to deploy onto the cloud infrastructure 
consumer-created or acquired applications created using programming languages and 
tools supported by the provider [3]. For example once we have a server we must 
purchase operating system and we have to build an application server stack and as a 
next step we need database software .This service is provided by PAAS vendors. PaaS 



368 R. Suchithra, R. Selvarani, and D. Nagamalai 

provides a platform for developers. The end users write their own code and the PaaS 
provider uploads that code and presents it on the web. SalesForce.com’s Force.com is 
an example of PaaS. PaaS provides services to develop, test, deploy, host and 
maintain applications in the same integrated development environment. It also 
provides some level of support for the creation of applications. Thus PaaS offers a 
faster and more cost effective model for application development and delivery. The 
PaaS provider manages upgrades, patches and other routine system maintenance. 
Since PaaS is based on a metering or subscription model, users only pay for what they 
use. Users take what they need without worrying about the complexity behind the 
scenes. There are four types of PAAS applications such as (1) social application 
platforms, (2) raw compute platforms, (3) web application platforms and (4) business 
application platform. Face book is a type of social application platform wherein third 
parties can write new applications that are made available to end users. The CRM 
solutions provided by the companies are examples of business application platform. 
Developers can upload and execute their applications on Amazon’s infrastructure 
which is an example of raw compute platform. Google provides APIs to developers to 
build web applications, which are an example of web application platform. 

iii. Software as a Service 
It is the service based on the concept of renting software from a service provider 
rather than buying it yourself. It is known as software on demand. The capability 
provided to the consumer is to use the provider’s applications running on a cloud 
infrastructure. The applications are accessible from various client devices through a 
thin client interface such as a web browser [2].Once the hardware is brought and the 
operating system is installed, we can install the actual web application and as SaaS 
applications exist in a broader IT infrastructure, they need to be able to interact with 
other data and applications. This service is provided by SAAS vendors. The SAAS 
platform provides flexibility in an application’s location -- it can run in a data centre 
or on the desktop, where so much of the world’s computer power lives. This approach 
enables services to be implemented and consumed where appropriate. This platform’s 
flexibility provides several benefits for IT organisations. Users can benefit from 
superior application functionality where and when they need -- people are at the 
centre of this vision. The platform enables scenarios where some applications are 
delivered as a service, while others run on client and server devices .Yahoo mail, 
Google docs are examples of SAAS vendors. 

There are basically three types of cloud: (1) private and (2) public and (3) hybrid 
cloud. 

1. Public Cloud or External Cloud  
It describes cloud computing in the traditional main stream sense, whereby resources 
are dynamically provisioned on a fine-grained, self-service basis over the Internet, 
via web applications/web services, from an off-site third-party provider who bills on a 
fine-grained utility computing basis with the benefits of  easy and inexpensive set-up 
because hardware, application and bandwidth costs are covered by the provider, 
scalability and no wastage of resources because of the pay-as-you-use model. 
Compute Cloud (EC2), IBM’s Blue Cloud, Sun Cloud, Google AppEngine and 
Windows Azure Services .Though there is a belief that private clouds dominate over 
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public clouds among the enterprises in the short run, but in the long run much of the 
workload will move to the public clouds. The cost elasticity will be a major driving 
factor for this move. But the public clouds are still not mature because of the various 
unaddressed security issues. 

2. Private Cloud 
Private cloud (also called internal cloud or corporate cloud) is a marketing term for a 
proprietary computing architecture that provides hosted services to a limited number 
of people behind a firewall [2]. It may be managed by the organisation or a third 
party, and may exist on premise or off premise, but only members of the client 
organisation can provision, configure and use the resources of that private cloud. For 
example, a university could build a cloud that attending students alone would be 
allowed to use, or a financial services company could build a cloud that only their 
employees could access. How to build a private cloud depends on what an enterprise 
to going to start with and the legacy of the environment. We have to virtualise the 
servers if we are going to start from the dust. As a next step we have to virtualise the 
storage and network. These are the basic requirements that an enterprise has to strictly 
follow if it needs to establish a private cloud. The private cloud should offer necessary 
hardware and software provisions to the customers on their request .The enterprise 
should develop a method to control and manage the cloud environment and a 
paradigm has to be developed to move the data between private and public clouds. 
The enterprise has to decide as to what is going to run in a private cloud and what in a 
public cloud, and which applications are scalable in a private and which are not. 

3. Hybrid Cloud 
There are signs that private and public cloud models are giving way to the enterprise 
hybrid cloud. A hybrid cloud is a cloud computing environment in which an 
organisation provides and manages some resources in-house and has others provided 
externally. For example, an organisation might use a public cloud service, such as 
Amazon's Elastic Compute Cloud (EC2), for general computing but store customer 
data within its own data centre [10]. Using a hybrid model the enterprise can mix and 
match the resources between local infrastructures, which is typically a sunk cost but 
difficult to scale, with infrastructure that is scalable and provisioned on 
demand. Hybrid cloud will dominate the market in the future than public cloud 
because most of the enterprises have made huge investments in the infrastructure 
required to provide resources in-house and they prefer to keep the data in their control 
and the other services can be given to the external providers [20]. For example in the 
case of business intelligence, hybrid approach can be followed where keeping the data 
can be local and the analytical processing in the cloud can be given to the public 
cloud. Some enterprises have stepped into hybrid cloud.  Google recently began 
offering “applets,” downloadable appliances that let users deploy the company’s 
cloud-based offerings internally. 

3.2   Virutalisation  

Cloud computing is a pool of virtualised resources that has gained the attention and 
imagination of organisations of all sizes because its service-delivery model converts 
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the power of virtualisation into measurable business value by adding the provisioning 
and billing capabilities. Virtualisation is an IT paradigm that separates computing 
functions and technology implementations from physical hardware. Cloud computing, 
for example, is the virtualisation of computer programs through an Internet 
connection rather than installing applications on every office computer [7].Cloud 
computing that is a pool of reserved resources allows the resources to be pooled 
through the provisioning of virtual or physical machines. Best of all, these processes 
are aimed to be available with very little to no downtime. Virtualisation is efficient 
because expensive physical devices that were dedicated to specific applications can be 
shared across a number of functions without modifying the programs. This drives 
physical asset utilization higher, resulting in more work completed per capital or 
operating dollar spent, leading to lower operating costs [15]. As enterprises are 
investing more in virtualised environments, they sometimes find that one of the major 
hyper visor products fits the requirements of a workload better than the others. As 
they review their applications, they may find that other workloads might do better in 
one of the other environments. Moving virtual servers from one environment to 
another is quite difficult and yet, organisations face this requirement from time to 
time [17]. But this problem can be pulled off because of a few products like Racemi’s 
Dynacenter available in the market. Though virtualisation is the most disruptive 
technology in the marketplace which has enabled massive progress in data centre 
consolidation, storage area networks (SANs), ultra-high speed LANs and cloud 
computing, virtualisation has resulted in lots of issues that must be tackled. The 
virtualisation’s problem number one is back-up and disaster recovery. While most 
back-up vendors now come up with good solutions through their products, we may 
find that it is either a paid add-on or requires an upgrade to their standard package.  

3.3   Fear of the Cloud 

Transparency, Use Limitation, Disclosure, Security Management System, Customer 
Security Features, Data Location, Breach Notification, Audit, Data Portability and 
Accountability are the common insomnia-inducing anxieties for anyone working at 
enterprise scale. Security concern is a major issue that prevents enterprises from 
taking advantage of cloud. In this section we discuss taxonomy of various security 
concerns that a cloud environment faces. A recent survey commissioned by Microsoft 
has found that 75 percent of senior business leaders consider safety, security and 
privacy as the top potential risks of cloud computing. More than 90 percent of the 
general population and business leaders would have concerns about the security and 
privacy of their own data in a cloud computing environment, according to the survey 
by Penn Schoen & Berland [12] 

i. Data Security 
Sensitive data processed outside the enterprise involves a greater level of risk because 
outsourced services bypass the “physical, logical and personnel controls” when 
compared with the control measures imposed on the in-house programs. Customers 
are responsible ultimately to the security of the data even though the data are held by 
the cloud service provider [16]. Get as much information as you can about the people 
who manage your data. “Ask providers to supply specific information on the hiring 
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and oversight of privileged administrators, and the controls over their access,” is what 
Gartner says .Although customers stress upon  external auditing, most of the 
companies  are not   doing  regular auditing within the organisation to gauge the 
risk of potential security threats to the business [19]. There is no logging and audit 
trail information throughout the cloud stack available to cloud customers. It’s 
necessary to monitor access control logs, virtualisation management logs, hyper visor 
logs and virtual networking logs to be compliant. Further, if there are logs on the 
hypervisor system they are likely not segmented by customer, meaning no actionable 
information can be provided to an auditor. Most of the cloud service providers take 
enough measure to secure the data by applying data encryption mechanisms, user 
authentication and authorization practices; but the users are always worried about the 
vulnerability of external data to hawkers and disgruntled employees .The cloud 
service providers should ensure that encryption policies are designed and tested by 
experts. 

ii. Data Sanitisation 
Sanitisation is one key element in assuring confidentiality. Sanitisation is the process 
of removing the data from media before reusing the media in an environment that 
does not provide an acceptable level of protection for the data that have been on the 
media before sanitising. The major issue a client faces in case of data sanitisation is 
whether the cloud service provider would implement some sound practices for 
redundant and retiring data storage devices as and when these devices are retired or 
taken out of service. Media flows in and out of organisational control through recycle 
bins in paper form, out to vendors for equipment repairs, and hot swapped into other 
systems in response to emergencies. This potential vulnerability can be mitigated 
through proper understanding of where information is located, what that information 
is and how to protect it. IS resources shall be sanitised before they are released from 
classified information controls or released for use at a lower classification level. There 
are different types of sanitisation for each type of media and more discussed methods: 
disposal, clearing, purging and destroying. Some media can be simply disposed if 
information disclosure would have no impact on organisational mission, would not 
result in damage to organisational assets, or in financial loss or harm to any 
individuals. Clearing information is a level of media sanitisation that would protect 
the confidentiality of information against a robust keyboard attack. Purging 
information is a media sanitisation process that protects the confidentiality of 
information against a laboratory attack. Destruction of media is the ultimate form of 
sanitisation. After media are destroyed, they cannot be reused as originally intended. 
Physical destruction can be accomplished using a variety of methods, including 
disintegration, incineration, pulverising, shredding and melting. Several factors 
should be considered along with the security categorisation of the system 
confidentiality when making sanitisation decisions. The cost versus benefit of a media 
sanitisation process should be understood prior to a final decision. 

iii. Reliability and Viability Issues 
Reliability is the level of accuracy an application provides for its intended services, 
usually dictated by user documentation or application specifications. Reliability is 
about providing correct results and handling error detection and recovery in order to 
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avoid failures. More formally, the mean time between failures (MTBF), that is, the 
average length of time the application runs until a failure occurs, defines reliability. 
Reliable applications are increasingly critical to customers. Because failure of an 
application can result in lost data (as well as the possibility of lost business, data for 
analytics, etc.) and considerable recovery costs, companies are requesting 24×7 
reliability in terms of a service level agreement (SLA), commonly known as four 9’s 
or 99.99% availability. Reliability of an application as a whole depends on the 
reliability of the individual components.  Therefore, due to the fact that some 
components in a system may be related, a failure in one component can affect the 
reliability of others [14]. 

Some cloud users always have a concern for the financial stability of the cloud 
service providers and how long they stay in the market. Though the cloud service 
providers will remain as they are for a long time, there are chances that they may shut 
down or they may be acquired by other large service providers. In that case what will 
happen to the customer’s data is always a worry for a cloud user. The data becomes 
inaccessible or lost. The cloud provider in such a case can divert his service provider 
but at an extra cost. In such a case how far the data are confidential and secured with 
the new service provider is one of the great viability issues. Coghead is one example 
of a cloud platform whose shutdown left the customers in a critical state where they 
had to rewrite their application to run on a different platform [11]. 

iv. Geographical and Jurisdictional Issues 
The cloud data that are secured in one country are not secured in another country and 
the user is not sure about where his data are and most of the times it is not disclosed to 
the user. So the user has to enquire the provider as to the details of data protection 
laws in the relevant jurisdictions.  Currently in the process of trying to harmonise the 
data laws of its member states, the EU favours very strict protection of privacy, while 
in America laws such as the US Patriot Act invest government and other agencies 
with virtually limitless powers to access information including that belonging to 
companies [4]. Many policy questions will continue to be issues even after the data 
centre is constructed. The largest challenges to existing providers will likely be tied to 
issues of security and privacy of the users. Since most data centres are located in the 
United States, many of these concerns are focused on the USA PATRIOT Act, the 
Homeland Security Act and other intelligence-gathering instruments like National 
Security Letters that can be employed by the federal government to compel the 
release of information. Jurisdiction shopping and the provision of incentives to locate 
in certain jurisdictions raise several major concerns for users of cloud computing. For 
example, if certain jurisdictions are too eager for the economic benefits of data 
centres, they may give away too many legal protections of users and content, granting 
a great deal of control to the providers. Many organisations are looking to regulation–
less safe havens to build their data centres which are always a threat to the consumers. 
Cloud computing only works if the cloud is massive and contiguous .If geographic 
and political borders fracture the cloud into smaller groupings, the real advantage of 
the cloud dissipates into the ether.    
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v. Regularity Compliance 
The security of the data ultimately becomes the responsibility of the cloud user. Most 
of the times the locations of the data are not disclosed to the user even if the user 
requires it.  Traditional service providers are subjected to external audits and security 
certifications. Cloud computing providers who refuse to undergo this scrutiny are 
signalling that customers can only use them for the most trivial functions, according 
to Gartner [5]. Cloud Computing is not currently subject to specific regulation. 
However, customers and suppliers of Cloud Computing may be potentially subject to 
a range of laws: for example, data protection legislation and any relevant industry 
sector regulations (e.g. financial services and healthcare)  .Despite the lack of specific 
regulation, in certain jurisdictions the provision of Cloud Computing services will 
require the supplier to obtain a license. For example, in China the provision of Saas, 
PaaS or IaaS services will require the supplier to obtain a Type 1 Value Added 
Telecom Business License. Customers operating in regulated industries such as 
financial services or healthcare may be subject to even more stringent data protection 
obligations given the financial value or sensitivity of data such as bank details and 
medical records. One significant reason for the lack of focus on policy issues about 
cloud computing is the lack of a political infrastructure that reacts deftly to rapid 
technological change. 

vi. Phishing Issues 
Phishing is other major issue the cloud service provider faces. In November 2007, a 
successful phishing attack compromised contact information on a number of 
salesforce.com customers, which was then used to send highly targeted phishing 
emails to salesforce.com users. The phishing breach was cited as an example of why 
the CRM industry needs greater security for users against such threats as spam. The 
service has suffered some downtime; during an outage in January 2009 services were 
unavailable for at least 40 minutes, affecting thousands of businesses. Salesforce.com 
worked with law enforcement to resolve the problem, but in the meantime it 
recommended that customers implement a number of security measures in order to 
cut down on the phisher’s chance of succeeding [6]. 

vii. Transparency Issues 
One of the problems regarding the data when they are with a cloud service provider is 
transparency, and this is not only with cloud computing but anything. It should not be 
enough for service providers to merely claim that their services are private and secure 
[18]. Cloud computing vendors could create a self-regulatory code, or they could face 
regulation from the Government. Recently EPIC has sued Google because they are 
not transparent on their security policy. Cloud providers should maintain a 
comprehensive security program and should disclose whether their security efforts 
meet with security standards.  

4   Cloud and Business Growth and the Future 

Though cloud computing is a new word and phenomenon for some of the businesses 
and consumers, business giants are already looking forward to the next big step of 
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cloud computing. A survey of more than 2,000 companies finds that cloud computing 
and business analytics solutions that drive growth and innovation are top IT priorities 
for the midmarket [8]. 

Companies are now concerned about the growth of business by investing on 
infrastructure and customer relationship management and no more on cost cutting and 
cost containment. The survey “Inside the Midmarket: A 2011 Perspective” found that 
70 percent of companies are actively pursuing analytics solutions hoping to gain 
improved customer insight, increased efficiency and better decision-making 
capabilities. Cloud computing is also growing in the midmarket, with two-thirds of 
respondents saying they are planning to implement or are currently implementing 
cloud-based solutions. 

5   Future of Cloud 

By all ways, cloud computing adoption is growing at a tremendous speed. In Gartner’s 
2009 CIO survey, cloud computing is ranked #16 as a business priority. According to 
Gartner’s latest survey, in one year cloud computing jumped 14 spots up the priority list 
to #2, behind virtualisation. “Gartner predicts that within two years 80% of Fortune 1000 
enterprises will use the cloud at some level.” For many companies, cloud use will be at 
significant levels -- Gartner has estimated that 30-35% of the IT workload would move to 
the cloud over the next five years, but the actual rate is outpacing that estimate. 
Developers and system integrators will reduce as they have not been able to bring any 
innovations till recently. Low costs and good return on investment will make cloud 
computing the choice of entrepreneurs. The cloud as a result will grow drastically. This 
will shift the concept of on-site IT to the cloud environment. Companies will redefine the 
“C” in “CRM” to mean “Community” rather than “Customer” -- they will build systems 
that engage their partners and customers in cooperative processes of product and service 
improvement, rather than building only inward-looking systems for in-house analysis of 
the world outside the company’s wall [9]. The speed of cloud computing in addressing 
dramatic increases in demand can be seen in the success of Animoto. This Facebook 
application allows customers to upload images and music and automatically creates web-
based video slideshows from the material. When the application became available on 
Facebook in March 2008, people liked it and rapidly shared it. By mid-April, the social 
networking application was spreading like wildfire, and 250,000 people signed up in 
three days. At one point, as many as 20,000 people tried Animoto every hour. Animoto 
used the Amazon Web Services infrastructure to manage the scale-up, deploying over 
3,000 servers in the three-day bubble to handle the load. And, just as importantly, they 
were able to release the servers once the spike was past, saving cost for the fledgling 
company. 

The recent IDG Research survey 2011 on the adoption of cloud computing in the 
enterprise shows there is plenty of consensus around the cloud as shown in Fig.1. [13] 

As the IDG Research study shows, cloud adoption is not only growing 
tremendously but also growing in strategic importance. All indications are that cloud 
computing will forge ahead in the next three to five years, and that many 
organisations will try some form of cloud implementation, whether they build their  
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own private cloud or move some of their computing requirements out to a public 
cloud, and with the enterprise hybrid cloud providing great performance and 
enterprise-level security and quality of service applications, the enterprises will move 
towards hybrid cloud. 

6   Comparison of Cloud System 

As cloud’s adoption rate is surging fast, there will be generic as well as specific cloud 
service providers in large numbers in the hot cloud space. That means that enterprise 
applications and services will be designed, developed, deployed and delivered from a 
variety of cloud infrastructures across the globe. Legacy applications will be cloud-
enabled and existing business applications will find their new, standard-based, 
open and cost-effective residence in cloud servers. That is, modernisation and 
migration will become so casual and common in the near future. Ultimately there will 
be hundreds of clouds providing thousands of services over the web. As each provider 
comes out with some attractive services with unique features, consumers want the 
best services in cheaper costs. Also sophisticated and smart services will be created 
out of integration across clouds (several services will be linked to create novel 
services) and thus complex and context-aware services will be created at runtime and 
will be supplied to users with nominal fee.  Even though comparative study has been 
done by company researchers and academicians on the various cloud service 
providers available in the market, much has not been done about the study from the 
point of view of the consumer. 
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Table 1. Comparison Table of Cloud Service Providers 

 

Table 2. Comparison Table of Cloud Service Providers 

 

The key considerations dealt in this survey paper are from the perspective of 
providers and vendors of Cloud Computing Services and specifically for the user. The 
consumer always finds it difficult to choose a cloud provider which always remains a 
complicated, calculated and strategic one, which involves the analysis of who-
provides-what. So if there is a method which helps the consumer to analyze the 
various questions that surface in his mind while selecting the cloud it will help the 
customer in picking the right one. So we try here to do a comparative study of various 
providers based on IAAS and PAAS as given in Table 1 and 2. 

The comparison table has been compiled based on the latest information available 
on the websites of cloud providers. The contents are subject to change with time, as 
and when the cloud providers come up with new innovations and features. 

7   Conclusion 

Cloud computing is the latest computing paradigm that is increasingly popular. 
Companies such as Microsoft, Google and IBM are trying to promote cloud 
computing. Difficult application migrations, lack of virtualisation skills, uncertain 
cost benefits, and risky regulatory environments will lead many IT department 
managers to dip their toes into the cloud computing pool, but will also keep them 
from taking the full plunge. Cloud computing models will continue to evolve. Author 
Nicholas Carr, in his book “The Big Switch,” says: “A hundred years ago, companies 
stopped generating their own power with steam engines and dynamos and plugged 
into the newly built electric grid. The cheap power pumped out by electric utilities 
didn’t just change how businesses operate. It set off a chain reaction of economic and 
social transformations that brought the modern world into existence. Today, a similar 
revolution is under way. Hooked up to the Internet’s global computing grid, massive 
information-processing plants have begun pumping data and software code into our 
homes and businesses. This time, it is computing that is turning into a utility. 
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Abstract. A new approach for object extraction from high-resolution satellite 
images is presented in this paper. The new approach integrates image fusion, 
multi-spectral classification, feature extraction and feature segmentation into 
the object to improve accuracies. This paper mainly concentrates on road 
extraction from quick bird MS and Pan images using the proposed approach. 
Experiments of road extraction with Quick Bind MS and Pan images 
demonstrate that the proposed approach is effective. 

Keywords: Digital, Urban, Object, Edge – Aided, Extraction. 

1   Introduction  

Road information is essential for cartography, traffic management and planning of 
urban and industrial areas For a long time the extraction of road information from 
aerial and satellite imagery was labour intensive process Therefore the automation of 
road information extraction from the images has been a hot research topic during the 
past two decodes. 

Since the recent launch of commercial high resolution satellite (IKONOS and 
Quick Bird), Imagery The result of road extraction from high-resolution satellite 
imagery is suitable for large-scale urban applications, such as updating road network 
of large-scale topographical maps and GIS Therefore, road extraction from high-
resolution satellite imagery holds a great potential  

In this paper, we present a new approach can be used for urban road network 
extraction, building extraction and other object extraction. 

2   The Proposed Approach 

The below Figure  illustrate the general process of the proposed approach. To over come 
the short coming at classification of low-resolution MS images, the MS and pan Quick 
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Bird images are first fused into a pan sharpened MS image An unsupervised 
classification is then applied to the Pan sharpened image to obtain a classified road image 
And an edge detection approach is applied to the pan image to obtain an edge image. 

In the edge aided segmentation the binary edge image from the pan image is 
employed to segment the classified load image from the Pan-sharpened image Then a 
shape – based segmentation and segments filtering algorithm are employed to remove 
non-road objects. 

The whole edge-aided classification process can be iterated to deal with complex 
road classification results The individual process of the  proposed approach are 
described in the following sections. 

 

Flow chart of the road extraction procedure 

2.1   Pan Sharpening  

Pan-sharpening is a technique that produces a high resolution MS image by 
combining a low resolution MS image with a high – resolution Pan image. 
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2.2   Classification  

The unsupervised clustering method is usually better suited for classifying 
heterogeneous classes in high resolution satellite images than a supervised 
classification, the unsupervised fuzzy k mean clustering method was used to classify 
the Quick Bird images in this study. 

2.3   Edge Detection 

Sobel, Robert and Canny detectors were compared in this study Robert edge detector 
can easily achieve a clean and proper edge image from a Quick Bird Pan image. 

 

Fig. 1. Pan-Sharpened MultiquickBird Image 

3   Edge Aided Classification: 

An edge-aided classification approach was developed to extract accurate road 
networks from a classified road image.  

The edge-aided classification consists of three main processes: Edge-aide 
segmentation, shape-based segmentation, and segments filtering. 

3.1   Edge – Aided Segmentation  

In this study, we utilitize the edges from the corresponding pan images to separate the 
non-road objects from the road network. After performing the edge-aided 
segmentation, those objects connected to road networks are disconnected from r the 
road networks. 

3.2   Shape – Based Segmentation 

A fast component labeling algorithms is applied to the road images after 
disconnecting noise, e.g. drive ways and house roofs from the classified road network. 
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Individual objects, including road networks and noise, are labeled first. They are then 
segmented according to their size (number of pixels) and shape information 
(compactness), Resulting in final road networks to be extracted. 

 

Fig. 2. Inverse of Binary Edge Image Fig. 3. Road Network Cut by Edges 

 

Fig. 4. Extracted Road Network by Edge-Aided Classification 

3.3   Segments Filtering  

A directional texture detector is developed to distinguish different types of objects 
according to their texture in different directions. The directional texture detector 
measures the pixel gray value variance along the central lines in each of four 
directions are smaller than a certain value, it can be concluded that the object with in 
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this window is homogeneous. Therefore, this object can be considered as a non-road 
objects and can be removed. 

4   Conclusion  

In the previous work they used some basic approach used to road is extracted, but the 
accuracy is very low. In the existing system they used edge-aided classification 
method for used to road network cut by edges and extracted road network but the 
width of road is affected by some parameters like the non-linear edges of the road and 
gaps found in the center and side of the road. In our proposed system we are going to 
use effective methods and filters to overcome the previous problem and give an 
effective road extraction. 
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Abstract. Low bone mass pathology otherwise called osteoporosis assessed by 
BMD quantification. DXA is still referred as, gold standard for BMD assessment. 
Authenticity of BMD, measured by DXA at anatomic sites such as proximal and 
spine has incorporated WHO initiation in proposing a tool for diagnosing 
osteoporosis. In India, osteoporosis is widely evident in post-menopausal women 
and elder members of both the genders. A direct proportionality exists between 
degree of mortality and morbidity with hip and spine pathology. Foresight in 
predicting the risk of fracture is an important physician’s goal. Though DXA has 
been considered as the gold standard for BMD measurement (g/cm2), the main 
loophole is the fact that it won’t take in to consideration, bone geometry and its 
micro architecture. The main objective of the present study was to check roughness 
potential and trabecular bone wavier-ness of the proximal femur that has been 
sensed by digital x-ray images in post-menopausal osteoporosis evaluation, when 
DXA has been used as a gold reference for BMD measurement. DXA BMD of the 
right proximal femur of 26 (n=26, mean ± SD, age = 53.27 ± 14.6 years) south 
Indian women aged above 25 years was measured. Protocol devised by WHO was 
adopted in all women. Digital radiograph of right proximal femur was acquired, 
confirming to medical technicalities. Different methods were used to carry out 
texture analysis. Relation of BMD with BMI was justified by the results obtained 
in this study. The present study deciphered the fact that 23% and 27% were 
affected by osteoporosis and osteopenia respectively. Osteoporotic women 
exhibited the higher degree of mean roughness, RMS of roughness, mean wavier 
value and RMS of wavier of neck region compared to normal women as 17%, 
15%, 16% and 16% respectively.  

Keywords: Osteoporosis, Femur bone, Hip radiograph, Texture analysis, DXA, 
Computer aided diagnosis (CAD). 

1    Introduction 

Middle and old aged women population is the most vulnerable factor, being affected 
by osteoporosis, a multi parametrical pathology. It is often called the "silent disease" 
because bone loss occurs without any symptoms. Therefore, an osteoporosis diagnosis 
often occurs after a sudden strain, bash, or fall causes a hip to fracture or a vertebra to 
collapse. It is one of the prime disorders, concerning healthcare community in India 
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and across the globe [1]. Bone density tests are useful for diagnosing osteoporosis if a 
person has already had a suspicious crack/fracture, or for detecting low bone density 
so that preventive steps can be taken. The most broadly recognized bone mineral 
density (BMD) test is called a dual-energy x-ray absorptiometry (DXA) test. It is non 
invasive and painless like having an x-ray, but the radiation exposure level is 
comparatively less. The BMD can be measured at hip and spine regions. The results 
of the DXA test are scored in comparison to the bone mineral density (BMD) of 
young healthy individuals, resulting in a measurement called a T-score. If the T-score 
is lower than -2.5, they are considered to have osteoporosis and, they are at high risk 
for a fracture. T-scores between -1.0 and -2.5 are generally considered to show 
osteopenia (a reduction in bone mass that is not as severe as with osteoporosis). The 
risk of fractures is generally lower in people with osteopenia when compared to those 
with osteoporosis. However, if bone loss continues in a person with osteopenia, the 
risk for fracture increases. There is an additional entry of 2.3 million (0.2%) people to 
the existing 6 million (5.5%) osteoporotic population. Indian bone statistics revealed 
the aspect that one in three women; one in eight men is being affected by osteoporotic 
bone fracture [1-3]. Women exhibit dominant incidents of hip fractures (75%) [4], 
25% of the fractures in the hip region target older men (>=50 years) [5]. The 
percentage of hip fracture incidents related to death risk in 50 year old women, during 
the rest of her life is 2.8% [6]. The concentration, now a days is to recognize patients 
with frequent fracture risks, rather than to identify the people with osteoporosis assist 
by BMD alone [7]. There are many aspects of risk fractures, as osteoporosis is just 
one factor which is expressed in terms of BMD and bone tissue micro architectural 
deterioration [8]. Fracture risk assessment data should substantiate the factors which 
can be added to the information that has been provided by the BMD. Numerous 
quantitative modalities are discovered ranging from simple to sophisticated for BMD 
or bone mass assessment. The modalities express variations with respect to the 
anatomical sites, where BMD has to be measured as well as the energy source [9]. 
The majority of the hip fracture is directly proportional to drops as well as 
osteoporosis, which paved the way to more incidences of death. The micro structure 
of the bone, fall direction and severity, family history; femoral neck geometry are 
some of the predictors of hip fracture risks. 

2    Literature Review 

A novel low cost screening device adopting principle of conventional radiography 
used in conjunction with Singh’s index by Soontrapa et al [10]. But Singh’s index due 
to its contradictory opinion regarding not well defined grading and cut-off level for 
osteoporosis, concluded to be unreliable. Nelson et al reported the independent 
characteristic of vicinity of high fracture risk with hip fracture, in addition to BMD 
measurement. Therapists as well as physician professionals need the hip fracture as 
well as BMD data for proper diagnosis of fracture risk [11]. DXR was discovered by 
Rosholm and fellow researchers. The operating principle of DXR is as follows: 
Computer measures the cortical thickness of 3 middle metacarpal bones in the hand in 
a digital x-ray image and it’s converted fore arm BMD through a geometrical 
operation [12]. Prevrhal and fellow researchers, proposed study to evolve two new 
regions of interest for DXA at hip, one at cortical other at trabecular bone [13]. 
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Sangeetha and co investigators, developed qualitative assessment (wavelength based) 
of femur bone strength, using digital x-rays. Haar wavelet at 4th level decomposition 
was used to analyze normal and pathetic femur, and high correlation was 
demonstrated for abnormal samples [14]. Our previous research work detailed the 
enhancement of wavelet based qualitative femur bone energy assessment, 
incorporating digital x-ray images and comparing the same with DXA. There was 
significance correlation between the results obtained by this method and DXA at 4th 
level decomposed wavelet coefficients [3]. There was an investigational innovation, 
originated by Mahadevan.V and co investigators, which signifies trabecular density 
technique, based on wavelet. The technique also represented anthropometric 
relationship between height and weight. Changes in shape and size of proximal femur 
radiograph can be utilized as noticeable references in bone structure estimation [2]. In 
one of our previous research assets, we suggested morphometry in proximal femur, by 
the means of which we could spot to catch, bone structural changes [15]. The texture 
patterns which are observed in the image are the radiographic effect of the underlying 
anatomical arrangement. The investigation of such natural tree-like structures in 
digital radiographic images presents special challenges; the surrounding tissue may 
ambiguous branching patterns. Properties such as topology, spatial distribution of 
branching, and tortuosity, have been analyzed in the literature and associated with 
altered function and/or pathology. For example, regional changes in tortuosity of 
trabecular bone have been used to identify premature stage of osteoporosis 
development in the human bone [16]. Similarly, studies have shown that the 
morphology of the ductal network can provide valuable insight to the development of 
osteoarthritis [17]. 

The main objective of the present study was to assess trabecular textures 
potentiality, computed from digital hip radiograph in the reckoning of osteoporosis in 
Indian women, when it was compared with gold standard technique (DXA-BMD 
estimation of proximal femur). 

3   Materials and Methods 

3.1    Study Population 

A free osteoporosis testing camp was arranged from the month of august to 
September 2010 at SRM medical college and hospital. Participants with hepatic, 
renal, chronic liver, dermatological disorders, hypo- and hyper-thyroidism, 
malignancy, alcoholism, or receiving medication likely to adversely affect bone 
health were expelled from the study. 26 women (n=26, mean ± SD age = 53.27 ± 14.6 
years), who were able to walk about and whole age limit were 25-85 years. None of 
the participants had the previous history of osteoporotic fracture. 

3.2    BMD Evaluation 

The right proximal femur BMD was measured by using a DXA, the total body bone 
densitometer (DPX Prodigy Scanner, GE-Lunar, USA). It sensed BMD at various 
places of proximal femur sites, such as Neck, Ward’s, Trochanter (Greater/Lower), 
Shaft cortex and Total proximal femur. The study adopted WHO’s diagnostic policy 



386 V. Sapthagirivasan and M. Anburajan 

for osteoporosis. Three groups were formed based on DXA measurement of femur 
neck BMD values obtained by DXA, total women were divided into the following 
sub-groups: Normal Indian women (n=13, mean ± SD age = 46.2 ±11.03 years and 
total hip BMD mean ± SD T-Score = -0.5 ± 0.83); Indian women with osteopenia (n= 
7, age = 52.1 ±11.82 years and Total hip BMD T-Score = -1.8 ± 0.28 ); and Indian 
women with osteoporosis (n=6, age = 70.1 ± 11.8 years and Total hip BMD T-Score 
= -3.0 ± 0.72). 

3.3    Radiographic Evaluation 

Digital x-ray machine (Multiphos, Siemens, Germany) was used in procurement of 
right hip digital radiograph (proximal femur – Anterior Posterior view) in all study 
Indian women. Total images were acquired with 15 degree internal rotation of femur 
site. Images attained were in the sort of DICOM. The earned database of image were 
transformed into bitmap format and normalized with pixel depth of 12 bits per pixel. 

The most sensitive region pertaining to bone mass is the ward’s triangle, which is 
the site that is placed in mid way of the neck region. Figure 1 shows the right femur 
digital radiograph of 24 years old young normal Indian woman with various ROI used 
in this paper. 

3.4    Texture Analyses 

Texture is one of the most important means to classify medical images. It appears to 
differentiate between normal and abnormal pathologies. Texture may carry substantial 
information about the structure of physical object. Human’s usually assess texture 
analysis is required in systems for medical diagnosis. To perform such quantification, 
mathematically defined texture properties have to be generated by means of texture 
analysis computer program. Texture analysis of medical images has attracted many 
investigators particularly for the purpose of developing computer-aided diagnosis 
(CAD) software systems, which are becoming more and more prevalent due to their 
ability to increase the precision and accuracy of characterization by radiologists. 

The feature vector for texture analysis of a particular image is computed by 
calculating following features: 

a. Average Roughness (Sa): 

 
(1)

b. The Root Mean Square (RMS) parameter (Sq): 

 
 (2)

c. The Surface Skewness (Ssk): 

 
(3)
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d. The Surface Kurtosis (Sku): 

 
(4)

Where z is image block and M, N are height and width of the image respectively, Sa 
is average roughness, Sq is root mean square parameter, Ssk is surface skewness and 
Sku is surface kurtosis. 

 

Fig. 1. Digital radiograph with various ROI of right femur 

The amplitude properties are described by above parameters (Sa, Sq, Ssk, Sku), 
which give information about the statistical average properties, the shape of the height 
distribution histogram values and about extreme properties. Ssk describes the 
asymmetry of the height distribution histogram values; Sku describes the ‘peakedness’ 
of the surface topography. If Ssk = 0, a symmetric height distributions (histogram) is 
indicated, for example a Gaussian like distribution histogram. If Ssk < 0, it can be a 
bearing surface with holes and if Ssk > 0 it can be a flat surface with peaks. If the 
numerical value of Ssk greater than 1.0 may indicate extreme holes or peaks on the 
surface. 

4   Results and Discussion 

A database of 26 images (as discussed in section 3.1) was used to evaluate the 
performance of the proposed approach. Initially all database images were pre-
processed by cropping neck region of interest (ROI) and resized them to 256 x 256. 
Then the method proposed in section 3.4 has applied to the pre-processed image 
database using MATLAB 7.5 software programming. 
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(a)                                         (b)                                        (c) 

Fig. 2. Neck region of interest in right femur radiograph of (a) Normal 25 years old young 
Indian woman with BMD of 0.94 g cm-2, (b) 40 years old osteopenic Indian woman with 0.73 g 
cm-2 and (c) 81 years old osteoporotic Indian woman with 0.45 g cm-2 

   
(a)                                          (b)                                          (c) 

Fig. 3. Enhanced images of neck region of interest in right femur radiograph shown in Fig.2 

Figure 2(a) shows the pre-processed ROI of 25 years old healthy young Indian 
woman with BMD of 0.94 g cm-2, Figure 2(b) shows ROI of 40 years old osteopenic 
Indian woman with 0.73 g cm-2 and Figure 2(c) shows ROI of 81 years old 
osteoporotic Indian woman with 0.45 g cm-2. Table 1 shows the comparison of BMD 
values obtained by DXA and anthropometric factors such as age, BMI (based on 
height and weight) for normal, osteopenic and osteoporotic groups. Figure 3(a), (b), 
(c) displays the enhanced (image intensity equalization) version of images shown in 
figure 2(a), (b), (c) respectively. Figure 4 shows the comparison graphs of extracted 
features (average roughness, RMS of roughness, average wavierness and RMS of 
wavierness) by proposed approach, anthropometric factors (age, BMI-based on height 
and weight) and BMD obtained by DXA as standard. 

BMI, BMD and T-Score shown in Table 1 are gradually decreased for normal, 
osteopenic and osteoporotic groups, whereas the age is increased. The measured mean 
femoral neck BMD values in normal Indian women was 0.96 g cm-2, osteopenic 
Indian women was 0.79 g cm-2, and it’s percentage decrease was found to be -22% 
[(0.79-0.62)/0.79 x 100], whereas, in osteoporotic Indian women, it was 0.62 g cm-2 
and it’s percentage decrease was found to be -35% [(0.96-0.62)/0.96 x 100], when 
comparing to normal Indian women. 
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Table 1. Comparison of BMD obtained by DXA and anthropometric factors for normal, 
osteopenic and osteoporotic groups 

Features Normal 
N=13 

Osteopenia 
N=7 

Osteoporosis 
N=6 

Relationship 
 

Age (years) 46.23 ± 11.1 52 ± 11.8 70 ± 11.8 ↑ 

BMI (Kg/m2) 25.86 ± 4.7 23.48 ± 2.8 21.3 ± 2.7 ↓ 

BMD (g/cm2) 0.96 ± 0.1 0.79 ± 0.1 0.62 ± 0.1 ↓ 

T-Score -0.47 ± 0.8 -1.8 ± 0.3 -2.98 ± 0.72 ↓ 

-50
0

50
100
150
200
250
300
350
400

Normal Osteopenia Osteoporosis
 

Fig. 4. Comparison graphs of extracted features (average roughness, Rms of roughness, average 
wavierness and Rms of wavierness) by proposed approach, anthropometric factors (age, BMI-
based on height and weight) and BMD obtained by DXA as standard. 

The texture results obtained from the experimental studies were shown in Table 2. 
That is, the texture features extracted were compared with individual groups (normal, 
osteopenia and osteoporosis) classified by DXA BMD. Plotting between features (x-
axis) and its values (y-axis) were shown in figure 4, which shows that clearly mean 
and RMS of roughness and wavierness values were significantly increasing when 
BMD and T-Score’s were decreasing. In Table 2, skewness and kurtosis of roughness 
values were decreased when BMD and T-Score’s were decreased, but the significant 
differences in values were comparatively less. 

Figure 5 shows that comparison plot of normalized features shown in figure 4, 
texture feature and anthropometric feature values were normalized to 0-1 scale and 
plotted them.  
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Table 2. Comparison of texture features obtained by proposed method and its relationship with 
normal, osteopenic and osteoporotic groups (by DXA) 

Measured parameters 
from neck region of 
digital hip radiograph 

Normal 
N=13 

Osteopenia 
N=7 

Osteoporosis 
N=6 

Relation 
-ship 

Roughness Average 17.02 ± 2.9 19.9 ± 3.4 20.54 ± 2.6 ↑ 

Roughness Rms 25.92 ± 4.2 29.55 ± 5.3 30.52 ± 4.2 ↑ 

Roughness Skew 2.06 ± 0.1 1.99 ± 0.1 1.99 ± 0.04 ↓ 

Roughness Kurtosis 5.03 ± 0.5 4.73 ± 0.3 4.72 ± 0.2 ↓ 

Wavier Average 104.1 ± 17.1 118.0 ± 24.9 123.5 ± 20.0 ↑ 

Waiver  Rms 105.9 ± 17.2 119.8 ± 25.2 125.38 ± 20.4 ↑ 

Wavier Skew 1.05 ± 0.01 1.04 ± 0.01 1.04 ± 0.01 ↓ 

Waiver Kurtosis 1.12 ± 0.1 1.1 ± 0.01 1.1 ± 0.01 ↓ 
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Fig. 5. Comparison of normalized (rescaled to 0-1) features shown in Fig.4 

Table 3 categorizes, the values of Pearson’s correlation and its significance of 
roughness and wavierness (texture features) were compared with anthropometric 
features (body Weight and calculated BMI). Roughness features shows moderate 
significance against body weight (p<0.05) and BMI (p<0.02), where as the 
wavierness parameters shows higher significances (p<0.009, p<0.008) against body 
weight and BMI respectively. 
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Table 3. Pearson’s correlation values and its significance of texture features Vs anthropometric 
features 

Sno Parameters Correlation 
and 

Significance 

Weight  BMI 

1 
Roughness 
Skew 

Corr 0.396* 0.461* 

p 0.045 0.018 

2 
Roughness 
Kurtosis 

Corr 0.420* 0.448* 

p 0.033 0.022 

3 Wavier Skew 
Corr 0.503** 0.488* 

p 0.009 0.011 

4 
Waiver 
Kurtosis 

Corr 0.518** 0.510** 

p 0.007 0.008 
                   * Moderately significant,  

        ** Highly significant 

5   Conclusion 

This study reveals the fact that 23% of the recruited female subjects under study were 
found to have osteoporotic and 27% were found to be osteopenic based on BMD 
obtained by DXA. Texture analysis has successfully applied to the trabecular pattern 
recorded in the radiograph of right proximal femur. Osteoporotic women exhibited 
the higher degree of mean roughness, RMS of roughness, mean wavier value and 
RMS of wavier of neck region compared to normal women as 17%, 15%, 16% and 
16% respectively. Roughness features shows moderate significance (p<0.05), whereas 
the wavierness shows high significance (p<0.009) against body weight and calculated 
BMI in overall groups and which shows higher similarity with the work done by 
Huber M.B. et al [18] and Corroller T.L [19]. The extracted features from trabecular 
pattern were able to give information about the quality of the bones for the assessment 
of osteoporosis. The fractal dimension using box counting algorithm also has a 
significant correlation to bone quality assessment using trabecular energy with BMD 
and these computerized algorithms, it is possible to use them for screening purpose as 
radiographic facilities are available all over the country. The early detection of 
osteoporosis by the change in trabecular bone assessed using these algorithms will 
become a significant contribution to improve the quality of healthcare. 
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Abstract. In this paper, a protocol for energy efficient data aggregation process 
is proposed. A virtual infrastructure is considered where the entire geographical 
area of interest is divided into grid based clusters having a representative 
member in each of the cluster. The output from the sensors is made to pass 
through a context aware system to ensure the validity of the sensor data. 
Redundancy in the above valid data can be of two types – Intra cluster and Inter 
Cluster. Based on the type of redundancy, redundancy elimination is performed 
at header nodes or at intermediate nodes thus facilitating energy efficient 
aggregation of data from source node to sink. 

1   Introduction 

In wireless sensor networks, sensors are employed in the area of interest to gather data 
or to monitor the environment. Sensors can be deployed in a random fashion or can be 
placed in strategic locations. The data collected by each node is forwarded to the sink 
(destination) through a process known as “Data Dissemination”. However the 
sensors in wireless sensor networks are battery powered due to which it has limited 
lifetime. So the data dissemination policy has to be framed in such a way that the 
energy consumption is optimal. 

2   Related Work 

The entire geographical area is divided into grid based clusters[1]. Each cluster has a 
header node which acts as a representative node of that cluster (Fig 1). The header 
node is responsible for the location update of the mobile sink groups. The header node 
in each cluster is elected using backward timer. The access node (sink) queries the 
source node for data. The data dissemination process from source node to access node 
(sink) is exploited using header to header forwarding[2]. 

Whenever an event occurs in the monitoring environment, the sensor node detects 
it and forwards the relevant data to the sink node for processing and to take the 
necessary actions[3][4]. Eq.,1 below shows the relationship between sensor lifetime 
and battery power as, lifetime is directly proportional to the battery power remaining. 
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Fig. 1. Cluster based virtual infrastructure 

 

 Lifetime of a                     α              Battery power of the       
 sensor node                                     sensor node  

Eq.,1 

Battery power is consumed when data is transmitted. Hence by Eq.2, more the 
amount of data transmitted, more the power consumed. More the power consumed, 
less the life time of the sensor nodes. 

 
Amount of data          α         Amount of power     
transmitted                                      consumed 

Eq.,2 

So the data dissemination process has to be efficient in order to reduce the amount of 
data transmitted and increase the lifetime of the sensor nodes. 

3   Proposed Work 

In the above virtual infrastructure when a member sink queries two or more source 
node for data there is a high probability of data redundancy in data dissemination 
process[8]. Hence if redundant data are to be transmitted again and again, the amount 
of data transmitted increases which ultimately results in high consumption of power 
and bandwidth. 

3.1   Types of Redundancy in the Above Infrastructure 

Intra-Cluster redundancy: When the source nodes lie in the same cluster. 
Inter-Cluster redundancy: When the source nodes lie in adjacent or neighboring 

clusters. 
Due to the above condition the lifetime of the sensor node decreases reducing the 

reliability of the network. 
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3.2   Redundancy Elimination 

The main objective of the project is to increase the lifetime of the sensor by framing 
an efficient data dissemination policy which involves identifying redundant data and 
eliminating the same before the data reaches the sink node. 

3.2.1   Eliminating Intra-Cluster Redundancy 
When the source nodes lie in the same cluster the data to be transmitted is compressed 
at the source nodes. The compressed data is then forwarded to the header node where 
redundancy elimination takes place (Fig 2). Then the data dissemination is brought 
about by header to header forwarding until the data reaches the access node (Sink). 

 

Fig. 2. Intra- Cluster Redundancy Elimination 

3.2.2   Eliminating Inter-Cluster Redundancy 
When the source nodes lie in adjacent clusters the shortest path from header node to 
access node for each source node is found. These paths tend to converge at a header 
node present in some other cluster. Elimination of redundant data is performed at this 
header node and compression at their respective source header (Fig 3). 

 

Fig. 3. Inter-Cluster Redundancy Elimination 
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3.3   Module Description 

The proposed architecture of Redundancy Eliminated Data Dissemination consists of 
the following modules, 

 

1. Cluster Formation 
2. Dynamic Topology Management 
3. Header Node Election 
4. Data Compression 
5. Context Aware System 
6. Finding Shortest Node Converging Path 
7. Redundancy Elimination 

3.4   Architecture of REDD 

Each node is deployed in the area of interest to observe the environment around and 
must belong to a cluster defined by its geographic axes. The nodes that fall within a 
particular cluster form a group under a representative node called Header Node. This 
is done by Cluster Formation and Header Election modules. Since the sensor nodes 
are mobile, the position of each sensor node keeps on changing. So the sensor node 
associates itself with a particular cluster from time to time with the help of Dynamic 
Topology Management module. 

 
Fig. 4. System Architecture 
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The job of detecting events nearby is done by the sensors at the physical level. 
These events are then combined together and stored locally. The sink node queries for 
data of interest from the source nodes through the Querying module. The query is 
then forwarded to the access nodes by Header to Header forwarding [9]. For this 
forwarding, the Shortest Path and the Shortest Converging Path are found by the sink. 
Based on the destination of the sinks, the corresponding path is used. While replying, 
data is compressed at the cluster head. The compressed output from the sensor is 
made to pass through a Context Aware System to ensure reliability of the sensor 
data. Redundancy in the valid data is eliminated either at the header node or at some 
intermediate junction node which is mentioned in the query by the sink node. The 
redundancy eliminated reply from the access nodes is then sent to the sink by Header 
to Header forwarding in the same way as the query. 

On receiving the data, the Data Processing module of the sink node processes the 
data and performs the necessary action. Finally, the performance of the REDD 
protocol is analyzed graphically and the results are tabulated 

4   Implementation Issues 

4.1   Algorithm: Cluster Formation 

Form_Cluster(Node  temp) 
 
1. xp   getxPosition(); 
2. yp   getyPosition(); 
3. RFIDnode  getRFID(xp , yp); 
4. xc  ( xp / Gsize ) * Gsize  +  Gsize /2 ; 
5. yc  ( yp / Gsize ) * Gsize  +  Gsize /2 ; 
6. RFIDheader  getRFID(xc , yc); 
7. if (RFIDheader == NULL) 
8.   setHeader(RFIDnode); 
9. else 
10. sendMsg(RFIDheader); 
11. wait(); 
12.  if(receiveMsg()) 
13.   setHeader(RFIDheader); 
14.   joinMember(RFIDnode); 
15.  endif 
16. endif 
17. end 

 

Note: 
1. When a node is created it contains the following information 

a) RFID – Unique identity of the node 
b) Location information (X,Y co-ordinates) 
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2. To find the grid to which the node belongs following formula is used 
xc  ( xp / Gsize ) * Gsize  +  Gsize /2 ; 

      yc  ( yp / Gsize ) * Gsize  +  Gsize /2 ; 
where xc, yc are the co-ordinates of header and Gsize is the grid size 

The above algorithm gets the position of the node from the GPS device, calculates 
the grid center and joins the grid header if any. If there is no header yet in the grid, it 
becomes the header node. 

4.2   Algorithm: Location Update (Dynamic Topology Management) 

 
Update_Location(Node node) 
1.   xold   getxPosition(); 
2.   yold   getyPosition(); 
3.   RFIDnode  getRFID(xold , yold); 
4.   xoc  ( xold / Gsize ) * Gsize  +  Gsize /2 ; 
5.   yoc  ( yold / Gsize ) * Gsize  +  Gsize /2 ; 
6.   RFIDcurrentheader  getRFID(xoc , yoc); 
7.   xnew   setxPosition(); 
8.   ynew   setyPosition(); 
9.   xnc  ( xnew / Gsize ) * Gsize  +  Gsize /2 ; 
10.  ync  ( ynew / Gsize ) * Gsize  +  Gsize /2 ; 
11.  RFIDnewheader  getRFID(xnc , ync); 
12.    if (RFIDnewheader == RFIDcurrentheader ) 
13.    return; 
14.    else if (RFIDnewheader != RFIDcurrentheader) 
15.  sendMsg(RFIDnewheader) 
16.  wait(); 
18.   if(receiveMsg()) 
19.    setHeader(RFIDnewheader); 
20.    joinMember(RFIDnode); 
21.    endif 
21.    endif 
22. End 

 

Note: 
1. If a node moves within in its grid there is no change in topology.  
2. If a member node of one grid moves to another it registers itself with the header 

of the new grid. 
 

Whenever a node moves, it calculates its new grid center and checks with the old 
center. If they are not the same, it joins under the new header node and unregisters 
from the old header. If it is a header itself it initiates election process in the old grid.  
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4.3   Algorithm: Header Node Election 

Elect_Header() 
1. Initialize node[i]battery   100 for all I; 
2. if (i%5==0) 
3.  GRID(i/5)/Gsize,(i/5)%Gsize)headernode[i/5*5]; 
4. end if 
5. if (onBatteryChange()) 
6. if(Cur_HeaderBattery<100&&Cur_HeaderBattery >50) 
7.  continue; 
8. else 
9.      Old_Header  Cur_Header; 
10.      Cur_Header  (Cur_Header.Members[] next); 
11.      Cur_Header.Members[].Join  Old_Header; 
12.    end if 
13.  end if 
14.  end 

 

If the current header has moved out of the grid or if its battery power has reduced 
below the threshold, it starts the election process and notifies the first node among its 
members. That node, if it has enough power, becomes the new header and advertises 
its election as the new header to other member nodes. 

4.4    Algorithm: Sensor Data Forwarding 

Forward(Graph, Source) 
1. for each vertex v in Graph:            
2.  dist[v] := infinity ;               
3.  previous[v] := undefined ;          
4. end for ; 
5. dist[source] := 0 ;                     
6. Q := the set of all nodes in Graph ;        
7.  while Q is not empty:                  
8.  u := vertex in Q with smallest dist[] ; 
9. if dist[u] = infinity: 
10.  break ;                         
11. endif ; 
12. remove u from Q ; 
13. for each neighbor v of u:          
14.     alt := dist[u] + dist_between(u, v) ; 
15.      if alt < dist[v]:              
16.          dist[v] := alt ; 
17.          previous[v] := u ; 
18.      endif  ; 
19. end for ; 
20. end while ; 
21. return dist[] ; 
22. end 
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When a node wants to send data to some other node, it first calculates the shortest path to 
the destination graphically and then forwards the data to the next header node in the path 
along with information regarding the path by Header to Header forwarding [9]. The next 
header node on receiving the data forwards it to the next down lower in the order and so 
on. 

Thus, all the above algorithms are used in the implementation of the REDD 
architecture. 

4.5   Context Aware System 

In wireless sensor networks, the reliability is ensured by making use of redundant 
data. But this is facilitated at the cost of excessive power consumption. Since we are 
going to remove the redundancy, we have to ensure that the unique data has to be a 
reliable one [11][13]. To ensure that we use a context aware system as shown in Fig 
5. The context aware architecture consists of the following modules 

Sensor Output - Contains raw data about temperature and pressure in byte stream.  
Context Interpreter – Extracts the context (temperature | Pressure ) from the raw 

sensor data. 
Context Retriever – Retrieves the context that has to be compared with a set of 

rules.  
Rule Engine – Provides the set of rules as described in Table 1. 

 

Fig. 5. System Architecture 

Java context awareness framework (JCAF) [10] is used to implement the context 
aware system. The compressed output from the sensor data is given as input to this 
module. The temperature and pressure context are extracted from the compressed 
output and then it is checked for validity against the rules defined in the rule engine. If 
the context is valid the data is forwarded to redundancy elimination module else it is 
suppressed. 
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Table 1. Initial Set of Rules 

S.No  Condition  Action  

1  Temperature < UTmin  Discard  
2  Temperature > UTmax  Discard  
3  UTmin < Temperature < UTmax  Allow  
4  Pressure < UPmin  Discard  

5  Pressure > UPmax  Discard  
6  UPmin < Pressure < UPmax  Allow  

UTmin & UTmax – Minimum and Maximum allowable temperatures  
UPmin & UPmax - Minimum and Maximum allowable Pressure 

4.5   Redundancy Elimination 

One technique used to decrease the number of redundant messages transmitted and 
thus pro-long the network lifetime is data aggregation. REDD protocol’s redundancy 
elimination algorithm is based on a single value called the correlation coefficient to 
represent the whole set of readings recorded by all the nodes in the sensor field.  

The value of the correlation coefficient (H) ranges from 1 to 10. H = 1 is for strong 
correlation of data and as the correlation coefficient increases, the degree of 
correlation between data decreases. The following flowchart (Fig 5) describes the 
above procedure 

 

Fig. 6. Redundancy Elimination 

5   Performance Analysis 

The initial network deployment consists of 3x3 grids with 5 nodes in each grid 
respectively. The battery level of each sensor is initially set to maximum (100%). The 
transmission cost is equal to one unit per bit. (Table 2) 
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The following graph (Fig 7) represents the validity ratio which is defined as the 
ratio between number of valid transmissions and number of total transmissions. It can 
be inferred that as the number of transmission increases the validity ratio decreases.
 As the total number of transmissions increases, the number of suppressed 
invalid transmissions also increases. Hence resulting in more power saving. 

Table 2. Simulation Scenario 

No of 
transmissions 

No of valid 
transmissions 

No of invalid 
transmissions 

No of 
redundant 
transmissions 

No of unique 
transmissions 

100 95 5 2 93 
200 193 7 6 187 
300 287 13 14 273 
400 375 25 27 348 
500 468 32 36 432 

 

Fig. 7. Validity Ratio 

 

Fig. 8. Redundancy Ratio 
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Fig. 9. Power retention Ratio 

 
Fig. 10. Power Consumption 

The redundancy ratio which is defined as the ratio between the number of 
redundant transmissions and total number of transmissions shows that as the number 
of transmissions increase the redundancy also increases. This is depicted in the 
following graph (Fig 8). In the graph below it can be seen that if the number of 
transmission  packets is 500 the redundancy ratio is almost 0.07 which is relatively 
high and increases the amount of power wasted due to redundant transmissions. In 
order to reduce the amount of power wasted there is a necessity for redundancy 
elimination process.     

Power retention ratio is the ratio between number of suppressed transmissions and 
total number of transmissions. The power retention ratio graph below (Fig 9) depicts 
that when considering only unique transmissions after the redundancy elimination 
process, the amount of power saved is relatively high.  

The power consumption graph shown in (Fig.10) implies that the amount of power 
consumed with redundant transmissions is higher when compared to the power 
consumed after eliminating redundant transmissions, thereby proving the 
effectiveness of the REDD architecture. 
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Abstract. Digital watermarking has become very important for protecting the 
authenticity of multimedia objects as they become easier to copy, exchange, and 
modify due to the large diffusion of powerful personal computers. The video 
has been utilized in a variety of applications such as video editing, Internet 
video distribution, wireless video communications etc. Some of these 
applications are likely to get great benefit from video watermarking technology. 
Main objective of this research is to design robust perceptual video 
watermarking targeted at achieving better performance and reliability. Due to 
its robust nature, Discrete Cosine Transform (DCT) watermarking was chosen 
in this work to accomplish video copyright protection. The watermark is 
inserted in the video stream during compression, resulting in an optimized 
compression/watermarking algorithm and system.  

Keywords: Digital video Watermarking, Copyright Protection, video 
compression, Multimedia Content Protection.  

1    Introduction 

With the growth of broadband and multimedia content flowing across networks, a 
major issue is to develop a secure technology that protects the content. As benefits of 
the internet come with lack of security, research on public key video watermarking to 
protect multimedia content is required [1]. 

Watermarking is the process that embeds data called watermark or digital signature 
into a multimedia object such that watermark can be detected or extracted later to 
make an assertion about the object. A simple water marking scheme is shown in 
Fig.1.The main purpose of digital watermarking is to embed information 
imperceptibly and robustly in the host data. Typically the watermark contains 
information about the origin, ownership, destination, copy control, transaction etc. 
Potential applications of digital watermarking include transaction tracking, copy 
control, authentication, legacy system enhancement and database linking. 
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Fig. 1. Visible watermark insertion in compressed domain watermarking 

Growing popularity of video based applications such as Internet multimedia, 
wireless video, personal video recorders, video-on-demand, set-top box, videophone 
and videoconferencing have a demand for video watermarking. A video watermark is 
a pattern embedded into compressed domain video content [7]. The output is real-time 
compressed video with the visible watermark or logo embedded. By embedding a 
unique watermark into video material at the time of production or broadcasting, 
content owners can identify copies of their material and whether they are legal or not. 

2   Hardware versus Software 

Software-based watermarking [2] provides the following: 
 

• The algorithm’s operations are performed as code running on a 
microprocessor. 

• Abstraction of the implementation from any hardware details. 
• Availability of software tools to aid in realizing various data operations. 
• Limited means of improving area and time complexity (speed) of the 

implementation. 
 

Hardware-based watermarking operations are fully implemented in custom-designed 
circuitry and consume less area and power. In consumer electronic devices, a 
hardware watermarking is more economical due to addition of small dedicated area of 
silicon watermarking component.  

3   Research Review 

In conventional video watermarking, a compressed video stream is first decompressed 
into standard video, a watermark signal is then embedded into the video signal, and 
finally, the watermarked video is recompressed. This technique requires fully 
decompressing and recompressing the video stream. This method consumes a lot of 
computer processing time, thereby making it computationally very intensive. 

L.De Strycker et.al. [1] proposed a real-time invisible digital watermark embedder 
and detector for television broadcast monitoring. Broadcast material is pre-encoded 
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with an invisible, unique watermark identifier A TriMedia DSP processor with 4 
BOPS (billion operations per second) is used for a software implementation. This 
algorithm is not useful for logo insertion.N. J. Mathai et.al. [2] Proposed a hardware 
implementation aspects of digital watermarking through Just Another Watermarking 
System (JAWS).  Here, time and area constraints were considered and the relation 
between algorithmic features and implementation cost is analyzed. A. Garimella et.al. 
[3] proposed a VLSI architecture implementation for Fragile watermarking in spatial 
domain. The ASIC design uses 0.13μ CMOS technology. The area of the chip is 
3,453x3,453 μm2 and the power consumption is 37.6μW. Y. C. Fan et. al [4] proposed 
an adaptive DWT (discrete wavelet transforms) based visible watermarking design. 
Due to high computation penalty in DWT which is not suitable for real-time 
applications, DCT is chosen in this work to accomplish MPEG-4 video copyright 
protection for real-time applications. 

S. Biswas, S. R. Das, and E. M. Petriu [5] proposed a compressed video 
watermarking which embeds several binary images, decomposed from a single 
watermark image, into different scenes of a video sequence. The spatial spread 
spectrum watermark is embedded directly into the compressed bit streams by 
modifying discrete cosine transform (DCT) coefficients.  

L. Qiao et.al. [6] presented a watermarking scheme for MPEG Encoded Video and 
proved its non-invertibility by using an encryption function in the construction of the 
watermark to achieve the non-invertibility. The watermark construction requirements, 
property of the Self-Proof Class and the usage of different watermarking schemes had 
been discussed. Due to high computation penalty in DWT which is not suitable for 
real-time applications, DCT is chosen in this work to accomplish video copyright 
protection for real-time applications. 

4   Video Compression 

One of the most preferred techniques for compressing video is inter-frame 
compression. Inter-frame compression uses one or more earlier or later frames in a 
sequence to compress the current frame, while intra-frame compression uses only the 
current frame, which is effectively image compression. Inter-frame compression 
works by comparing each frame in the video with the previous one. If the frame 
contains areas where nothing has moved, the system copies that part of the previous 
frame, bit-by-bit, into the next one. Inter-frame compression works well for programs 
that will simply be played back by the viewer. 

Video inter-frame compression is done using motion compensation and Discrete 
Cosine Transform (DCT) techniques. The block matching algorithm divides the 
current frame and the previous frame into several macro blocks, comparing the blocks 
in the two frames and trying to search for the best matched pairs for each block. 
Matching criteria is Sum of Absolute Differences (SAD), which is defined as follows: 

    (1)

Where I (m, n) is the input macro block and 
   T (Mt, Nt) is the template block values 
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Fig. 2. Inter frame Video compression 

The encoder calculates motion vectors between successive frames and uses them to 
reduce redundant information. The coder subtracts the motion-compensated 
prediction from the source picture to form a prediction error picture. The prediction 
error is transformed with the DCT, the coefficients are quantized, and these quantized 
values are coded. The coded prediction error is combined with other information such 
as motion vectors and synchronizing information, and formed into a bit stream for 
transmission. In the decoder, the quantized DCT coefficients are reconstructed and 
inversely transformed to produce the prediction error. This is added to the motion-
compensated prediction generated from previously decoded pictures to produce the 
decoded output as shown in Fig. 2. 

5   Compressed Domain Watermarking Algorithm  

The reason for choosing compressed domain is due to 
 

• Fast computation 
• Consumes less memory 
• Suits for Real-Time Applications 

 

If C (i, j) and W(I, j) are host video frame and watermark image DCT coefficients 
respectively then watermarked video frame DCT coefficients are obtained by 

CW (i, j) = (βn × C (i, j)) + W (i, j)     (2)

Where βn is the embedding factor, which ranges from 0 to 1. Higher the value of βn, 
better the watermark perceptibility in the original video. A monochrome watermark 
image is embedded into Y color space only. The proposed watermarking algorithm is 
presented as a flow chart in fig. 3.  
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Fig. 3. Algorithm flow for compressed domain video watermarking 

• Quantization module 
Quantize the DCT coefficient according to standard quantization tables which is 
defined previously. The input and output are buffered to the frame buffer and 
inverse quantization is done to resume the original 8 × 8 DCT coefficient matrix. 

• Zigzag module 
Zigzag scanning of the DCT is Performed for re-ordering of the DCT 
coefficients. Inverse zigzag scanning is applied to resume the original order of 8 
× 8 DCT coefficient matrix. 

• Entropy coding module 
Huffman coding look up is used to perform entropy. Inverse entropy coding is 
applied to the Huffman pre-calculated as decoding lookup table. 

6   SIMULINK Prototyping 

Simulink modeling of the individual architecture modules and the overall system is 
discussed here. 

6.1   System Level Modeling  

Using video and image processing block sets in Simulink, a fast prototyping module 
is built to verify algorithm and architecture. Simulink offers common video and image 
processing functions and modules. The available modules are DCT/IDCT, SAD for 
Motion Estimation, Block Processing and Delay (Buffer). Quantization, Zigzag 
scanning and Entropy coding blocks are built. 
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6.2   Modeling the Architecture 

The Simulink system block set diagram for video watermarking in the compressed 
domain is shown in Fig.4. Fig.4 (a) presents the overall architecture of compressed 
domain video watermarking. The watermarking block in Fig.4 (b) embeds the 
watermark in all I, P frames. 
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Fig. 4. Simulink design for compressed domain video watermarking 

7   Experimental Results 

Exhaustive simulations to make assessment of watermarking quality with a large 
variety of watermark images and video clips are made. Performance of the 
watermarked clips and architecture is analyzed using various parameters. 
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Fig. 5. Selected sample videos used in the experiments. 
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A sample watermark and watermarked video used in the experiment are presented 
in Fig.5. The following are the equations used to test the quality metrics of a video. 

                   (4) 

                           (5) 

Where M and N are the dimensions of input video frames and R is the maximum 
fluctuation in the input. If input image has an 8-bit unsigned integer data type, R is 
255. From the above PSNR equation, the quality metrics of video compression and 
watermarking with different strength factor are given in Table I. The average PSNR 
of watermarked compressed video is (24-28) dB. 

Table 1. Video quality metrics for Watermark 1 

 
Clips 

Scaling Factor α=0.1  Scaling Factor α=0.6 

 Compression 
Ratio 
(Average) 

PSNR 
(in dB) 

Compression 
Ratio 
(Average) 

PSNR ( in dB) 

Video1  
(46 Frames) 

12.01 21.28 11.39 12.72 

Video2 
 (96 Frames) 

11.65 22.46 10.37 11.89 

Video3  
(46 Frames) 

12.22 22.98 11.62 11.29 

Table 2. Video quality metrics for Watermark 2 

 
Clips 

Scaling Factor α=0.1  Scaling Factor α=0.8 

 Compression 
Ratio 
(Average) 

PSNR 
(in dB) 

Compression 
Ratio 
(Average) 

PSNR ( in dB) 

Video1  
(46 Frames) 

12.11 22.86 11.95 22.32 

Video2 
 (96 Frames) 

11.85 28.86 11.63 26.32 

Video3  
(46 Frames) 

12.80 20.84 12.59 21.06 

 
When selected samples are watermarked, it can be analyzed that the noise in 

watermark2 is dominant than watermark1. So, PSNR of watermark1 is reduced when 
compared with the watermark2 even though embedding factor (β) is considered as 0.6.  
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To estimate the similarities between extracted and original watermark cross-
correlation is used. 

      
       (6)

Where A, B are the original and extracted watermarks of size (Ma, Mb) 
respectively. The normalized cross correlation is used as a parameter to judge the 
robustness of the watermark. Proposed method is tested through the following attacks: 

 

1. Filtering 
2. Salt and Pepper Noise  
3. Rotation 
4. Gaussian Noise 
5. Speckle Noise 

 

A video sequence of 100 frames is used to test several attacks. The visual content 
varies greatly in the video sequence. 

7.1   Filtering 

The experimental results obtained by applying nonlinear (median) filter are shown in 
Fig.6. It is analyzed that the strength of the proposed algorithm depends on the size of 
the filtering window. The smaller window provides better performance. 

 

Fig. 6. Estimated normalized cross correlation value for different window size median filter 
operations 

7.2   Salt and Pepper Noise 

The experimental results are shown in Fig.7. This randomly occupies white and black 
(on and off) pixels. 

7.3   Rotation 

This falls under the category of geometric attacks, Table 2 shows the results at 
different angles of rotation. It is analyzed that the small amount of rotation is  
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Fig. 7. Estimated normalized cross correlation value for different noise density values 

acceptable. The rotation detector can increase the robustness with increased 
complexity.  

Table 3. Results at different angles of rotation 

Rotation Angle Detection (%) 

0 100 

2 94 
4 92 
8 82 

 

7.4   Gaussian Noise: 

The Gaussian Noise block generates discrete-time white Gaussian noise. The output 
Gaussian random variables are uncorrelated. The experimental results are shown in 
Fig.8.  

 

Fig. 8. Estimated normalized cross correlation value for different noise values  
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7.5   Speckle Noise 

This attack adds multiplicative noise to image based on the following equation. 
Where ‘n’ is uniformly distributed random noise with mean 0 and variance v. The 
experimental results are as below  

J= I + (n × I)  (7)

 

Fig. 9. Estimated normalized cross correlation value for different random noises 

8   Conclusion 

A frame work for video watermarking during compression which is robust to attacks 
is designed and tested. The proposed algorithm shows better NC which decides the 
robustness and security of the system. An average of about 8 % increase in 
Normalized Correlation is obtained for different video samples. The architecture for 
watermarking algorithm is prototyped using Simulink. Further research is under way 
to implement in field-programmable-gate-array (FPGA), to improve the PSNR. 
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Abstract. Floating-point representation can support a wider range of values 
over fixed point representation. The performance of Decimal Floating Point 
(DFP) operations plays an important role in financial and commercial 
computations. This paper uses an iterative decimal floating point multiplier 
using Double Digit Decimal Multiplication (DDDM) technique for decimal 
fixed point multiplication. It performs two digit multiplications simultaneously 
in one cycle. The floating point multiplier incorporates exponent processing, 
rounding and exception detection capabilities. The intermediate exponent, 
product sign, sticky bit, round digit and guard digit are determined on the fly 
during the accumulation of partial products. Simulation is done for 32-bit DFP 
data using the proposed approach. The results are compared and tabulated for 
area and delay with the existing design in literature. 

Keywords: Decimal Multiplier, Floating Point, Double Digit Implementation, 
Rounding Logic, Low Latency. 

1   Introduction 

The majority of the world's commercial and financial data are stored and manipulated 
in decimal form. Currently, general purpose computers do decimal computations 
using binary arithmetic. Binary data can be stored efficiently and manipulated very 
quickly on two-state computers. However, there are compelling reasons to consider 
decimal arithmetic, particularly for business computations. The reasons include 
human’s natural affinity for decimal arithmetic, and the inexact mapping between 
some decimal and binary values. Binary floating-point values can only approximate 
certain common decimal numbers. For example a value of 0.1 requires an infinitely 
recurring binary pattern of zeros and ones. When an average user performs decimal 
addition of 0.1 and 0.9, the result is 1.0. If the decimal addition is performed in 
binary, the result may be 0.99, due to error generated by the decimal to binary 
conversion. In this world of precision, such errors are no more tolerable. In many 
cases, the law requires that results generated from financial calculations performed on 
a computer should exactly match with those carried out using pencil and paper. This 
is possible only if the calculations are done in decimal. Recently, support for decimal 
arithmetic has received increased attention due to the growing importance in financial 
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analysis, banking, tax calculation, currency conversion, insurance, telephone billing 
and accounting. Hardware support for decimal operations, however, has been limited. 
The scenario is set to change with the continually dropping cost, and with the 
significant speedup achievable in hardware. This leads to the design of processors that 
will support Decimal Floating Point (DFP) arithmetic in near future. 

Several hardware designs using IEEE 754–2008 standard [1] for DFP 
multiplication have been proposed in literature. The DFP multiplier in [2] makes use 
of decimal carry save adders [3] for Decimal Fixed Point (DFxP) multiplication of its 
significand digits. The design of DFP multipliers whose partial product accumulation 
is based on non-pipelined iterative implementation using decimal carry save adders is 
presented in [4]. A combined decimal and binary floating-point multiplier is presented 
in [5]. To attain high speeds, parallel multipliers are used at the expense of area. A 
parallel DFP multiplier using parallel DFxP multiplier is presented in [6, 7]. Parallel 
designs are adopted when latency and throughput are considered more important than 
area. 

In most of the iterative DFP multipliers published so far, the entire multiplicand is 
multiplied by one multiplier digit to generate a partial product in each cycle. This 
paper uses a design for double digit DFxP multiplication using Binary Coded Decimal 
(BCD) encoding of [8]. It gives a DFxP multiplication algorithm suitable for high-
performance with less number of cycles. This DFxP multiplier performs 2 digit 
multiplications simultaneously in one cycle. When multiplying two n-digit operands 
to produce a 2n-digit product, the DFxP design has   latency of  1)2/( +n  cycles. 
The approach for DFP multiplier design presented in this research utilizes double 
digit decimal multiplication (DDDM) for the DFxP multiplication. 

The organization of the paper is as follows: Initially, the background information 
on IEEE 754–2008 DFP formats are presented. This is followed by the descriptions of 
intermediate exponent, rounding and exception handling. The approach for DFP 
multiplier design using the DDDM technique is then described. DDDM for 7 digits 
are synthesized with Leonardo Spectrum from Mentor Graphics Corporation using 
ASIC Library, and the results are tabulated. The area and delay factors of simulation 
results are compared with single digit implementation.  

The DFP design also incorporates the necessary DFP exponent processing, 
rounding and exception detection capability. The intermediate exponent, product sign, 
sticky bit, round digit and guard digit are determined in parallel with the generation 
and accumulation of partial products. Simulation is done for 32-bit DFP data using 
DDDM for DFxP multiplication, and synthesized using Leonardo Spectrum from 
Mentor Graphics using ASIC Library. This result is then compared for area and delay 
with the existing design of [4]. 

2   DFP Formats 

The IEEE 754–2008 standard specifies DFP formats of 3 representations: 32-bit format 
with 7 significand digits, 64-bit format with 16 significand digits and 128-bit format with 
34 significand digits. These encodings allow a range of positive and negative values, 
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together with values of ±0, ±Infinity, and Not-a-Number (NaN). In IEEE 754-2008, the 
value of a finite DFP number ‘ v ’with an integer significand is given as 

qs Cv 10)1( ××−=                                                 (1) 

where ‘S’ is the sign, ‘q’ is the unbiased exponent, and ‘C’ is the significand portion. 
Figure 1 shows the DFP format.  

Width  1 bit             w+5 bits                        t= (10×J) bits   
=(3×J) digits

Field     Sign             Combination Trailing Significand
             S                 Cf             T

 

Fig. 1. Decimal Floating Point (DFP) format 

The 1-bit sign field, ‘S’ indicates the sign of a number. The (w+5) bits combination 
field shown as ‘Cf’ in Fig. 1 provides the Most Significant Digit (MSD) of the 
significand portion, and the biased exponent, ‘E’. The exponent encoded in binary is a 
non-negative number, in the range ‘0’ through ‘Elimit’, from which the exponent 
parameter is calculated by subtracting a bias. The ‘Cf’ field also has special values, 
such as Not-a-Number (NaN) and infinity (∞). The remaining digits of the significand 
portion are specified in the t-bit trailing significand field, ‘T’. The number of bits in 
the ‘T’ field is an integer multiple of ten, indicated as 10×J where ‘J’ has a value of 2, 
5 and 11 in decimal32, decimal64 and decimal128 formats respectively. IEEE 754-
2008 specifies two encodings for the trailing significand field: Densely Packed 
Decimal (DPD) encoding and the Binary Integer Decimal (BID) encoding. This 
research makes use of DPD encoding that encodes three decimal digits in 10 bits, 
giving a 20% more efficient encoding than a simple BCD. The maximum precision or 
the maximum length of the significand is denoted as ‘Plimit’, which is equal to 7, 16, 
and 34 digits, for decimal32, decimal64, and decimal128 formats respectively. If the 
DFxP multiplication operation of the significand portion results in more digits than 
‘Plimit’ then the result will be rounded. 

2.1   Rounding 

Rounding is required when all the essential digits of the ‘2n’digit product of an ‘n’ 
digit × ‘n’ digit fixed point multiplication cannot be accommodated in ‘Plimit’ digits.  
This is accomplished by selecting either the product truncated to ‘Plimit’ or its 
incremented value by using Sticky bit (Sb), Round digit (R) and Guard Digit (G). 

2.2   Sticky Bit Generation 

The least significant ‘n-2’ digits determine the sticky bit (Sb). It is desirable to 
generate sticky bit on-the-fly with DFxP multiplication to improve the speed of DFP. 
The sticky bit (Sb) generation is done in parallel with the DFxP multiplication.  
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2.3   Round Digit and Guard Digit Generation 

Rounding has to be done on the most significant ‘n’ digits based on the rounding 
schemes tabulated in Table1. When the final product of the DFxP multiplication is 
one digit less than the total length, it may be necessary to shift left the product by one 
digit to make the MSD a non-zero number. The corrective left shift of one digit 
necessitates maintaining an additional digit to the right of the decimal point. This digit 
is referred to as the guard digit and is similar to the guard bit used in binary floating 
point multiplication. The corrective left shift may lead to an overflow to the (n+1)th 
digit while rounding the result. This situation is demonstrated below using a 7 digit × 
7 digit DFxP multiplier of a 32-bit DFP multiplication. 

Table 1. Rounding Schemes 

Rounding  mode Condition

Round up
G > 5
G = 5 and R  0 
G = 5 and Sb  0

Round down G < 5
Round to
nearest even

G = 5 and R = 0 
and Sb = 0 

 

Let C1 be the significand of operand 1, and C2 the significand of operand 2. 
 
If C1 = “3 333 330”  and  
C2 = “3 000 003”  
Then the 14 digit result of C1 × C2 =  
“0 9 9 9 9 9 9 9 9 9 9 9 9 0” 
 

Since the MSD is zero a left shift is performed to avoid leading zero and the 
exponent is adjusted accordingly. 
Now the new result is  

“9 9 9 9 9 9 9     9 9 9 9 9 0 0”

                      
                     G     R      Sb = ‘1’  

Since G >5, the first 7 digits are to be rounded up, and results in an 8 digit number 
“10 000 000”. This overflow to the eighth digit has to be corrected again.  
This additional correction or shift can be overcome by doing the shift after rounding. 
So, in this case the rounding is done initially for the product and the result is shown 
below. 
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“0 9 9 9 9 9 9     9 9 9 9 9 9 0”

                     G     R       Sb = ‘1’  

Even now, since G > 5, the most significant 7 digits are rounded up to get a value 
“1 000 000”. The MSD of the rounded result is not zero anymore and hence left shift 
is not required. Now consider another example.  
 
If C1 = “2 3 3 3 3 3 0”  
and C2 = “3 0 0 0 0 0 3” 
The 14 digit result of C1 × C2 =  

“0 6 9 9 9 9 9     6 9 9 9 9 9 0”

                      
                   G     R          Sb = ‘1’  

Since G >5, the first 7 digits are rounded up, and results in a number “070000000”. 
The MSD of the rounded result is a zero, and hence a left shift is done and the 
exponent value is adjusted. The shifted result is now “7 0 0 0 0 0 0” if the ‘shifted in 
digit’ is zero, or a more erroneous result, “7 0 0 0 0 0 6” if the ‘shifted in digit’ is the 
Guard digit (G). Shifting before rounding would have given a result “6 9 9 9 9 9 7”. 
This result is equivalent to rounding the ‘n’ digits excluding the MSD. It also utilizes 
the correct purpose of Guard digit. It can be seen that by rounding the result before 
shifting the error generated is more. So, in such cases shifting has to be done first.  In 
other words, select the result after rounding the ‘n’ digits excluding the MSD. A 
suitable selection method is required to determine if rounding is to be done before 
shifting or vice versa. 

3   DFP Multiplication 

The approach for DFP multiplier design presented in this paper makes use of  
the iterative DFxP multiplier design using Double digit Decimal Multiplication 
(DDDM). 

3.1   Double Digit Decimal Multiplication (DDDM) 

The block diagram for the DDDM proposed in [8] is shown in Fig. 2. The DFxP 
multiplier performs 2 digit decimal multiplications simultaneously in one cycle. 
Suitable secondary multiples are selected by using two pairs of multiplexers for the 
two digit multiplier shift register output using Table 2. For each iteration cycle the 
multiplicand is multiplied by 2 digits of the multiplier.  
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Fig. 2. Block Diagram of the Double Digit Fixed Point Decimal Multiplication 
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Table 2. Recoding of Digits of Bi 

B
i

Mi              M’i B
i

Mi                    M’i

0 0                   0 5 5A                      0
1 A                  0 6 4A                     2A

2 0                 2A 7 5A                     2A
3 A                2A 8 4A                     4A
4 4A                0 9 5A                     4A

 

The partial product formed is shifted by 2 digits and the process is repeated for 

 )2/(n iterations. After  )2/(n  iterations the final product in the form of ‘carry 

save’ sum and carry is available at the output of the ‘Partial Product Shift Register’.  
This is then passed to a ‘Decimal Carry Propagate Adder’ (CPA). The adder output is 
then stored in the ‘Final Product Register’. The final product is available after 

 1)2/( +n cycles. 

3.2   DFP Multiplication Using DDDM 

The design for DFP multiplication is shown in Fig. 3. The operands encoded in DPD 
are decoded to get BCD significand digits and binary exponents. Then the product of 
significand digits of the two operands is generated using DDDM of iterative DFxP 
multiplication. The Sticky bit (Sb), Round digit (R) and Guard digit (G) generation 
are done in parallel with this process. Rounding is accomplished by selecting either 
the product truncated to ‘Plimit’ digits or its incremented value. Initiation of the 
rounding operation along with the DFxP multiplication speeds up the entire process. 
After rounding, a ‘zero’ at MSD leads to a single digit shift towards left. The shifter 
module is a major component that contributes to the critical path delay of a floating 
point multiplier. So, a second rounding module is used to round the product, 
excluding the MSD. The rounded result is selected from these two results based on 
MSD. The exponent is adjusted, exceptions are set accordingly, and the result is 
encoded back in DPD. 

The algorithm is explained using a 32-bit DFP multiplication. Initially the two 32-
bit operands are read from registers, and decoded to generate 7 significand digits, 8-
bit biased exponent (E) and a Sign bit (S). The exceptions such as ‘NaN’ and 
‘Infinity’ are also decoded out from the 32-bit input. The output exceptions are set at 
the logic block named ‘Handle exception 1’ depending on the input exceptions. 

There are four exceptions that may be signaled during multiplication: Invalid 
operation, overflow, underflow, and inexact. The exponent is computed, and the sign 
bit of the result is determined as the XOR combination of sign bit of the two 
operands. The significand digits are multiplied using DDDM based DFxP multiplier. 
A 7 digit × 7 digit DFxP multiplier is used for 32-bit DFP input. The least significant 

‘n’ digits of the ‘2n’ digit DFxP product are available after   2/n  cycles. The most 

significant ‘n’ digits are generated in  
th

n 1)2/( +  cycle by the ‘Decimal Carry 

Propagate adder’ of the DFxP unit. The Sticky bit (Sb), Round digit (R) and Guard 
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digit (G) generation depends on the least significant ‘n’ digits and so are generated in 

 
th

n 1)2/( +  cycle. Rounding is done in the  
th

n 2)2/( + cycle and is accomplished 

by 2 rounding modules as explained earlier.  
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Fig. 3. Decimal Floating point (DFP) Multiplier  

The MSD of the significand of each input operand is suggested to be a non-zero 
number. This leads to a unique representation of the DFP inputs avoiding the need to 
count the number of leading zeroes. The smallest number that can be represented in 
this format for a 32 bit representation is 1000000×10-101 and the largest number is 
9999999×10+90. Any number that is greater than the largest number is encoded as  
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‘Infinity’ with an ‘Overflow’ exception. Similarly any number that is less than the 
smallest number is truncated to ‘Zero’ with an ‘Underflow’ exception. If the result 
from an operation needs more digits than ‘Plimit’ which is the maximum precision of 
the significand, then the result will be rounded. If this rounding causes removal of 
non-zero digits then, the ‘Inexact’ exception is set. 

In the proposed DFP multiplier, rounding is done for both the most significand ‘n’ 
digits (using Incrementer 2 of Fig. 3) and for the ‘n’ digits excluding MSD (using 
Incrementer 1 of Fig. 3). The appropriate result is selected based on the MSD of the 
Incrementer 2. This improves the accuracy of the result if a left shift is required, and 
also avoids the need for a shifter module. This in turn reduces the critical path delay. 
After rounding, the required ‘exponent adjust’ is done and if necessary, exceptions are 
modified. The final result is then encoded back to DFP format. 

4   Synthesis Results of DFP Multiplier 

The proposed DFP multiplier using DDDM technique for DFxP multiplication is 
synthesized for a 32-bit input to find the area and delay associated with the design. 
Synthesis was done using Leonardo Spectrum from Mentor Graphics Corporation 
with ASIC Library. An area and delay breakdown for an approximate contribution of 
major components of the design shown in Fig. 3 is given in Table 3. 

Table 3. Area and Delay for different stages of DFP Multiplier (32-bit) 

Component
Area Delay

m2 ns
Decoding Logic 1439 3.26

Exponent generation 229 4.42

Exception handling 66 4.21

DFxP multiplier
& Rounding Unit

20105 41.1

Encoding Logic 600 5.25

Total 22439 52.97
 

Even though the total area is the sum of area of different stages, the total delay for 
the complete circuit is only 52.97ns, which is less than the total sum of delays of all 
stages. This is because of the inherent parallelism in the design. Table 4 shows the 
synthesis results of DFxP Multiplier and rounding unit of Fig. 3. Here, also the total 
delay is less than the sum of delays of each component as rounding starts before the 
DFxP multiplication is completed. This is possible since the sticky bit (Sb), the round 
digit (R) and the guard digit (G) are generated on-the-fly during the DFxP 
multiplication process. For a 7 digit × 7 digit DFxP multiplication, the sticky bit (Sb) 
generation can be done after the fourth cycle; round and guard digit generation is 
done in the next 2 cycles. The delay break up of different components of DFP 
Multiplication is shown in Fig. 4.  
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Table 4. Area and Delay of Rounding Unit and DFxP Multiplier (7 digit × 7 digit) 

Component
Area Delay

m2 ns
DFxP Multiplier 12713 18.16

Incremeter 1 3536 22.71
Incremeter 2 3536 22.71

Mux 205 0.24

Sticky bit 51 1.15

Rounding 64 1.96

Total 20105 41.1
 

When multiplying two DFP numbers with ‘n’ digit significands, using this 

proposed approach, the worst case latency is  2)2/( +n cycles, and initiation 

interval is  1)2/( +n cycles. In other words, a new multiplication can begin every 

 
th

n 1)2/( + cycle. The final cycle of current set of inputs and the first cycle for next 

set of inputs are done simultaneously. 
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Fig. 4. Delay Break up of DFP Multiplier 

 
DFP multiplier takes 6 cycles to complete one 32-bit DFP multiplication with 

worst cycle time being 31.56 ns. Hence, the total delay is 189.36 ns. The proposed 
design using DDDM requires lesser number of clock cycles for DFP multiplication 
compared to the DFP multiplication in [4]. This in turn reduces the total delay by 
21.10% even though the worst case cycle time is more. Both these designs are 
synthesized in the same environment. The comparisons of delay of the proposed 
approach for DFP multiplication for a 32-bit input with the design of [4] is given in 
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Table 5. Extending the iterative DFxP multiplier design to support DFP multiplication 
affects the area, cycle time, latency, and initiation interval.  

Table 5. Comparison of DFP Multipliers for 32-bit input 

Parameters DDDM Design 
of [4] 

Worst cycle time  (ns) 31.56 26.67 
Maximum frequency (MHz) 31.68 37.5 

Delay of 
32-bit DFP multiplication in 

terms of worst cycle time (ns) 

 
189.36 

 
240.03 

 

5   Conclusion 

The iterative DFP multiplier presented in this research includes the floating point 
extensions to the iterative DFxP multiplier design using DDDM. This DFP multiplier 
design is in compliance with IEEE 754-2008 standard. A 32-bit DFP multiplier is 
synthesized to find the area and delay using Leonardo Spectrum from Mentor 
Graphics Corporation with ASIC Library. The proposed design and the design in [4] 
for the DFP Multiplication are synthesized in the same environment. The DFP design 
using DDDM for DFxP multiplication requires lesser number of clock cycles for DFP 
multiplication compared to that in [4]. The latency to complete ‘n’ digit × ‘n’ digit 
DFxP multiplication is almost halved compared to single digit design with an increase 
in area of 50%. The latency for the multiplication of DFP numbers with ‘n’ digit 

significands using DDDM is  2)2/( +n cycles, and a new multiplication can begin 

every  1)2/( +n cycle. This in turn reduces the total delay, even though the worst 

case cycle time is more, giving a delay reduction of 21.10% in comparison to the 
design in [4].  
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Abstract. In this paper we describe an idea of selecting best paths from source 
to destination node in Mobile Ad-hoc Networks   (MANETs ) using fuzzy cost. 
Here the multicast routing is carried out by selecting the most effective path in 
terms of minimum fuzzy cost by considering multiple independent QoS metrics 
such as bandwidth, end to end delay and number of nodes to transfer data from 
the source to the destination. In our method, the available resources of a path 
are converted into a single metric fuzzy cost. The fuzzy cost is calculated based 
on multi criterion objective fuzzy measure. The proposed fuzzy cost method is 
evaluated and compared with conventional protocol MAODV. Simulation 
results show that the proposed system performs better than the conventional 
MAODV in terms of improving packet delivery ratio and minimizing the end to 
end delay. The proposed multicasting protocol is simulated using the NS-2, 
while the fuzzy cost is calculated using Matlab. 

Keywords: MANETs, Fuzzy Logic, Membership function, fuzzy cost, bandwidth, 
end to end delay, Quality of Service (QoS).  

1   Introduction 

Mobile Ad hoc Networks (MANETs) are a collection of mobile nodes that are 
dynamically and arbitrarily located in a way that interconnections between the nodes 
that are present in the network are capable of changing on a continual basis [1]. 
MANETs have been receiving a lot of importance for the last few years due to the 
rapid expansion of mobile devices and the ever increasing interest in mobile 
communications. MANETs consists of an unstructured network. The topology of any 
MANET is ever changing with time. The biggest challenge faced in MANET is 
routing. The primary goal of any ad hoc network routing protocol is to provide correct 
and efficient route establishment between pair of nodes so that messages may be 
correctly delivered in time. There exist numerous routing paths from source to 
destination node to transfer data; one of the routing paths is to be selected by any 
routing algorithm [11].  
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Fig. 1. MANET Environment 

Our work mainly involves the selection of the most effective routing paths to 
transfer data. Hence the resources and traffic states of these routing paths should be 
monitored systematically to avoid creating traffic load or bottlenecks [12]. We 
concentrate on selecting appropriately effective path based on fuzzy cost instead of 
path selection by number of intermediate nodes. 

This paper consists of the following sections. Section 2 describes about the Fuzzy 
Cost Based Multicast Routing and about the Fuzzy Cost Evaluation. Section 3 is 
about the design of proposed Routing Protocol. The route request/reply processes are 
also discussed in detail in this section. Section 4 is about the Simulation model and 
Section 5 discusses the conclusion. 

2   Fuzzy Cost Based Multicast Routing 

In this protocol we assume that n paths will exist from source to destination. The fuzzy 
cost of each path is based on the details of resources available in a path which include 
bandwidth, end to end delay and the number of nodes in between the source and the 
destination. Fuzzy cost is unique for each path, because we are applying linearity instead 
of nonlinearity [2]. 

2.1   Fuzzy Concept in MANETs 

However, selecting a route which satisfies all multiple constraints is an NP complete 
problem [7]. There is no accurate mathematical model to describe it. Fuzzy logic is used 
to provide a feasible tool to solve the multimetric QoS problem. Fuzzy logic is a theory 
that not only supports several inputs, but also exploits the pervasive imprecision 
information [8]. So adopting fuzzy logic to solve multi metric problems in ad hoc 
networks is an appropriate choice. 

In the literature very few routing algorithm will exists for MANET using fuzzy logic. 
These are Fuzzy Logic Wireless  Multipath Routing (FLWMR) [9] and Fuzzy Logic 
Load Aware Multipath Routing (FLWLAR) [9].  The routing algorithm FLWMR 
considered only the metric is hop count and in FLWLAR the QoS metric is traffic load  
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along the link are input to the fuzzy controller, based on these metrics fuzzy controller 
evaluates the fuzzy cost. But the proposed algorithm considers five characteristics of 
network to find the fuzzy cost. In FLWMR and FLWLAR fuzzy controller was designed 
based on nonlinear property where as the proposed method introduced linearity when 
evaluating the fuzzy cost. 

2.2   Fuzzy Cost Evaluation 

In fuzzy cost evaluation, we consider k number of resources, of which some are 
favorable for routing and some are not favorable for routing. For example, the 
maximum bandwidth available is favorable for routing and maximum delay is not 
favorable for routing. 

Several metrics have been chosen to meet these objectives and to produce a single 
cost metric for selecting routes. The various routing metrics used are: bandwidth, 
delay and the number of nodes between the source and destination. 

C= f (BA, D, N)                                                                (1) 

where,  
                     BA – Available Bandwidth 
                     D –  End to end delay 
                     N – Number of intermediate nodes between the source and 

destination 

The bandwidth of a path is taken as the minimum available bandwidth of a node along 
the path. 

BA(p(s,d)) = min { B(e)) e Є P(s,d)}                             (2) 

End to end delay of a path is the summation of the link delay at each link on the path 
[10].  

D(p(s,d)) = ∑eЄP(s,d)D(e) + ∑eЄP(s,d)D(n)                              (3) 

where  P(s,d) is the path from the source ‘s’ to the destination ‘d’ and ‘e’ is any link of 
the multicast tree. 

2.3   Design of Fuzzy Inference Engine for FC-MAODV 

A fuzzy engine shown in the figure below is used to calculate fuzzy cost by fuzzy 
logic and is typified by the inference system that includes the system rule base, input 
membership functions that fuzzify the input variables and the output variable is 
obtained by the de-fuzzification process. Fuzzification is a procedure where crisp 
input values are represented in terms of the membership function, of the fuzzy sets. 
The fuzzy logic controller triangular membership functions are defined over the range 
of the fuzzy input values. Following the fuzzification process the inference engine 
determines the fuzzy output using fuzzy rules that are in the form of IF - THEN rules. 
De-fuzzification is then used to translate the fuzzy output to a crisp value. 
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Fig. 2. Selection of multi-objective optimal route 

Step 1. Fuzzification of Inputs and Outputs: 

The three input variables to be fuzzified are available bandwidth, end to end delay and 
the number of intermediate nodes. On the existing knowledge of MANET, the metric 
bandwidth is represented by the variables low, medium and high. The end-to-end 
delay is represented by the variables short, medium and long. The number of nodes is 
represented by the variables short, medium and high. The output variable cost is 
represented by the variables low, medium and high.  Each input (routing metric) is 
first fuzzified using fuzzy set manipulation. Triangular membership functions are 
used for fuzzification and have been extensively used for real time operations since 
they provide simple formulas and computational efficiency.  

 

Fig. 3.a. Membership Function for Bandwidth 

 

Fig. 3.b. Membership Function for Delay 
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Fig. 3.c. Membership Function for Number of  nodes 

Step 2. Knowledge Base Rule Structure 

The knowledge base (KB) is a set of rules (developed using expert knowledge) 
required to achieve the objective. The rules connecting the inputs and the output are 
designed based on a thorough understanding of the system. The fuzzy rules have IF-
THEN structure. The inputs are combined using the AND operator. An example of 
rules which describes the input output mapping is as follows:  

If (Bandwidth is High) and (Delay is short) and (Number_of_nodes is Short) then 
(Fuzzy_Cost is low) 

Since the maximum bandwidth, minimum delay and less number of nodes are 
favorable for routing, here the fuzzy cost is low. If the path has minimum bandwidth, 
maximum delay and high number of intermediate nodes, then the fuzzy cost will be 
maximum, because they are unfavorable metrics for routing.   

Step 3. Defuzzification 

Defuzzification refers to the way a crisp value is extracted from a fuzzy set as a 
representation value. There are many kinds of defuzzifiers, here we take the centroid 
of area strategy for de-fuzzification. Since there are 3 inputs to Fuzzy Logic System 
and all the inputs are represented by three variables, there are 27 rules in total. Once 
the de-fuzzification process is done, the required fuzzy cost is calculated by the 
destination. 

3   Proposed Routing Protocol 

Every node in MANET acts as both a terminal and a router. Each node can become a 
destination for data traffic, thus, FLS is embedded in every mobile node. FCMAODV 
builds routes using a route request / route reply query cycle. When a source node 
desires a route to a destination for which it does not already have a route, it broadcasts 
a route request (RREQ) packet across the network. To calculate the fuzzy cost, the 
required node attributes of bandwidth and end to end delay fields are additionally 
included in the RREQ packet.  
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Fig. 4. New added fields to head of RREQ 

Nodes receiving this packet update their information for the source node. If the 
source node finds the route in the cache, it directly sends the RREQ message and the 
route established and the transmission takes place. If the route is not in the cache, the 
source node broadcasts route requests across the network. The receiving node checks 
the threshold bandwidth (Bth) of the node and if it is satisfied, it updates its own 
information and broadcasts. If a node is the destination, the fuzzy cost is calculated 
for all the route requests that reach the destination. The route with minimum fuzzy 
cost is sent as route reply to the source via the intermediate nodes. The route 
discovery process is given in the following figure 5. 

 

Fig. 5. Route discovery process 

4   Simulation Model 

A simulation model has been developed to test the application of the fuzzy logic 
system in the selection of better quality routes. The performance of Fuzzy and non-
Fuzzy based routing is evaluated with varying path cache capacity according to the 
following metrics: 
• Packet Loss Ratio : fraction of packets sent by a source node that does arrive at the 
destination node. 
   Packet Delivery Ratio = 1-Packet Loss Ratio 
• Control Overhead: The total number of control packets (RREQ, RREP, RERR) 
received by the destination node. 
• End to end Latency:  Delay incurred by a packet being transmitted between a source 
and destination node. 
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4.1   Analysis of Results 

End to End Delay: 
The path with minimum fuzzy cost will have the minimum delay because the 
resources are reserved and the route failure is minimum. The route failures have an 
impact on the delay, because the route failures require recalculation of routing and 
storing of packets in the sent buffer. Hence the end to end delay experienced in 
FCMAODV is less than that experienced in MAODV. 

 

Fig. 6. Group size vs Delay  

Packet Loss Ratio: 
Packet loss ratio of the proposed system is less than MAODV for all group size values 
(Fig. 7.a). This is because of finding more reliable path and managing node breakage 
thereby avoiding the recomputation of route. As the group size increases the packet 
loss ratio of FCMAODV is less than that of MAODV which is due to its ability to 
select a set of stable and least congested routes thus having the lowest amount of 
congestion loss and very few route failures.  

 

Fig. 7.a. Group Size vs Packet Loss Ratio 
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Fig. 7.b. Mobility vs Packet Loss Ratio 

Fig 7.b) shows the performance of the average packet loss ratio under various mobility 
speeds.  When the mobility is low, the multicast tree structure was mostly static and 
therefore the packet loss ratio is low.  In FCMAODV, we used the multipath scheme to 
avoid the reconstruction of new tree when the links broke down due to mobility. Hence 
the packet loss ratio of FCMAODV is higher than that of MAODV. 

Control Overhead: 
Based on the minimum fuzzy cost, the route is decided by the destination itself and 
the route reply packet is sent through only one path with minimum fuzzy cost to the 
source. But, in MAODV, the route reply packets are sent from the destination to the 
source in all possible paths. Hence the Control Overhead of FC-MAODV is less when 
compared to of MAODV. 

 

Fig. 8. Group Size vs Overhead 

5   Conclusion 

The proposed system considers QoS requirements for real time applications. Accounting 
for the uncertainty of route information in mobile ad-hoc network, fuzzy logic system is 
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adopted. It takes the different network state parameters such as bandwidth, end to end 
delay and number of intermediate nodes for calculating the fuzzy cost. Benefiting from 
all these optimizations, the improved protocol can be better performance than 
conventional MAODV protocol in terms of improving packet delivery ratio and 
minimizing the end to end delay. 
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Abstract. The ability of cognitive radio to sense the spectrum and adapt its 
parameters in response to the dynamic environment makes it an ideal candidate 
for resource allocation of spectrum in wireless networks, especially co-existing 
and emergency networks. In the two latter networks, the secondary users should 
sense the spectrum and adapt their parameters such that they can use these 
resources without causing a degradation or interference to the performance of 
the primary/licensed users.  Therefore, in this paper, a decentralized game 
theoretic approach for resource allocation of the primary and secondary users in 
a cognitive radio networks is proposed. In this work, the priorities of the 
networks are incorporated in the utility and potential functions which are in turn 
used for resource allocation. It is demonstrated analytically by using the 
potential and utility functions and through simulation studies that a unique NE 
exists for the combined game with primary users (PU) and secondary users 
(SU), and the combined game converges to the NE.   

Keywords: cognitive radio networks, co-existing networks, resource allocation, 
game theory, Nash Equilibrium. 

1   Introduction 

Cognitive networks [1] have emerged as a new communication mode promising 
improved spectrum utilization and faster and more reliable network service. The two 
distinct characteristics of cognitive radios are cognitivity and configurability which 
enable the cognitive radios to sense the dynamic environment and adapt their 
parameters to optimize their performance. 

Game theoretic approach is one of the ways to perform resource allocation, organize 
the networks and their users’ behavior within the network and also with respect to the co-
existing networks [2]-[8],[10],[13]. Existing game theoretic approaches such as [8] and 
[10] have taken a non-cooperative approach to power, joint power and rate control with 
Quality of Service (QoS) constraints, respectively.  By contrast, a cooperative approach 
was taken in [3] to maximize the channel capacity. In [7], a framework for cooperation 
among the primary and secondary users is introduced. An interference avoidance 
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protocol for peer-to-peer networks was presented in [4] that assumed either the network 
is centralized, or the receivers are co-located. 

The utility function used in the literature is a function of bit-error-rate [5],[8],[10], 
a combination of the signal power and interference power at the receiver [3], or 
signal-to-interference ratio [5]. Depending on the approach, the convergence and 
optimality of the algorithms are proven by using the existence of either Pareto 
optimality or Nash equilibrium (NE), existence of potential functions as well as the 
uniqueness of NE.  However, the existing approaches [4],[5],[8] and [10] are 
applicable to a single network, or networks with equal priorities.  

In [5], where primary and secondary networks are considered, it is assumed that 
there is only one primary user in the network. Though this work can be generalized to 
more than one primary user, the utility function is not discussed which takes into 
account the interference caused by the additional primary users (PUs). The work of 
[3] considers primary and secondary networks with the primary network using time 
division multiple access (TDMA) protocol where PUs cannot transmit at the same 
time. Unless the PUs communicate to a base station, the interference caused by a 
hidden node during communication among PUs, is not addressed. 

On the other hand, authors in [5][7][10] have provided the presence of a unique NE. 
However, the convergence of the combined game with primary and secondary users is 
not shown since finding a utility function that provides a unique NE for the combined 
game is rather difficult. Others assumed a single game with homogeneous players 4, or 
only consider a single PU node and a set of SU players [3],[5]. By contrast, in this paper 
a decentralized game theoretic approach for resource allocation of the primary and 
secondary users in a cognitive radio network is proposed by relaxing these assumptions 
and defining priority levels. The priorities of the networks are incorporated in the 
proposed utility and potential functions. It is demonstrated analytically and through 
simulation studies that a unique NE exists for the combined game with primary users and 
secondary users (SU). Since the interaction among the networks and their priority levels 
are incorporated in the functions, the proposed game can be extended to a game among 
multiple co-existing networks, each with different priority levels. 

The contributions of the work include the incorporation of priority levels in utility and 
potential functions, analytical proofs of existence and uniqueness of NE for the PU and 
SUs by using these functions with priority levels, and existence of the NE for the 
combined game. The net result is a game theoretic approach applicable to multiple co-
existing networks. Therefore in this paper, after presenting the system representation of a 
cognitive network in Section 2, the individual games for primary and secondary networks 
are proposed, and the existence and uniqueness of NE for each of the networks is shown 
in Section 3. Then by incorporating priority parameters, these two games are combined 
and the existence of NE for the combined game is proven through exact potential 
function. Section 4 presents the simulation results, showing the convergence of the 
games and effect of priority parameter. Finally, Section 5 concludes the paper. 

2   System Model  

We consider a cognitive radio network consisted of a network of primary users (PUs), 
and a network of secondary users (SUs). Given a heterogeneous network, it is 
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assumed that the wireless devices are cognitive and capable of sensing the 
environment and adapting their parameters. An example of the cognitive network is 
illustrated in Fig. 1. 

In this paper, M PU nodes and N SU nodes with Q orthogonal channels are 
considered. The transmission power at the ith PU is denoted by pi

P and the 
transmission power at the jth SU is given by pj

S while it is assumed that the SU 
transmitter/receiver pairs are within the communication range of each other. The 
communication between the SU or PU pairs can experience interference from 
transmissions emanating from other PUs or SUs that are using the same channel, and 
are within the sensing range of the receivers. 

   
SU 

  SU 

SU 

SU

SU 

SU 

PU PU 

  PU 

PU 

 

Fig. 1. Cognitive radio network architecture 

Given the channel and transmission power as the network resources, the objective 
is to allocate these resources such that a) the interference that SUs cause to the PUs 
will be minimized, and b) SUs be able to communicate to each other. It must be noted 
that PU nodes do have a very little incentive in reducing their interference on the SU 
nodes. The objective of the PU network is to satisfy its QoS requirements with the 
minimum energy consumption.  On the other hand, the SU nodes should avoid adding 
interference to the PU nodes while trying to find a spectrum hole for their own 
communications.  

3   Power Control and Channel Allocation Game  

In this section the PU and SU games and their utility functions are introduced. The 
priorities of the PU and SU networks are incorporated in the utility functions such that 
the SU nodes receive a larger penalty for causing interference to the PU nodes. On the 
other hand, the penalty that the PU nodes receive for causing interference to the SU 
communications is not significant. Subsequently, the existence and uniqueness of NE 
for the PU and SU games are proven and then the existence of the NE for the 
combined game is shown by presenting an exact potential function. In the following, 
the PU and SU games are introduced and existence of NE is demonstrated.     
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3.1   Primary User Game 

Consider a normal1 form game represented as  

{ } { }{ }, ,P P P
i ii M i M

M A u
∈ ∈

Γ =                                                         (1) 

where M  is the finite set of players, i.e., the PUs. Ai
P is the set of actions available for 

PU player i, and ui
P is the utility function associated with player i.  If all the available 

actions for the PU players are collected in action space and denoted 
by 1 2

P P P P P
i M

i M
A A A A A

∈
= × = × × × , then :P P

iu A → . The decision making by 

players is accomplished in a distributed manner, but at the same time the decision of 
each player affects the other players’ decisions. The goal of the game is to achieve a 
set of actions for the players in order to attain an equilibrium point such that no player 
has any interest in choosing another action unilaterally.  
    Each PU player action consists of: (a) transmission power, pi

P, and (b) channel, ci
P, 

where { }1 2, , ,P
i Qc c c c∈ …  represents the channel that PUi is using (superscript P 

denoting primary users), and Q represents the number of channels. Let the utility 
function for the PU player i be defined as 

( ) ( ) ( )2
1

( , ) log 1 , ,
M N

P P P P P P P S S S P
i i i P i ii P k ki k i k ki k i

k i k

u a a p h p h e c c p h e c cα β−
≠ =

 = + − + 
 
   

( ) ( )
1 1

, ,
M N M N

P P P P P P P S P P S
P i ik i k P i ik i k P i k k

k i k k i k

p h e c c p h e c c p p pη λ κ
≠ = ≠ =

   − + − +   
   
           (2) 

where P
ijh is the channel gain between the transmitter PU node i and receiver j, S

ijh is 

the channel gain between the transmitter SU node i and  receiver node j, and ( )e ⋅ is a 

Boolean function operator as ( ) 1 if 
,

0 if 

x y
e x y

x y

=
=  ≠

.  In the utility function, the first 

term is associated with the payoff at the receiver node of PU transmitter i while the 
second term represents the interference that other nodes cause at PUi . The third term 
accounts for the interference that PUi causes at the other PU players and also at the 
SU players whereas the fourth term accounts for the price (penalty) that the user pays 
for consuming more energy. Note that parameters , , ,  and p p p p pα β η λ κ are the 

weights that determine the effect of each term in the utility function. In Section 3.4, 
the constraints on these parameters are discussed to satisfy the uniqueness of Nash 
Equilibrium and existence of Nash Equilibrium for the potential game. 

Remark 1. It must be noted that the summation of the first and the second terms 
resembles the Shannon capacity [15] with a twist. The interference term has been 
moved out of the log term so that the required conditions for the utility functions and 
potential functions (Sections 3.3, 3.4 and 3.5) will be satisfied. 

                                                           
1 A normal (strategic) form game is a game with three elements: the set of players, i M∈ , the 

strategy space iA for each player i, and payoff functions that give player i’s utility ui for each 
profile of strategies.9. 
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3.2   Secondary User Game 

Consider a normal form game represented as  

{ } { }{ }, ,S S S
i ii N i N

N A u
∈ ∈

Γ =                                                   (3)                                             

where N  is the finite set of players, i.e., the SUs,  Ai
S is the set of actions available for 

SU player i, and ui
S is the utility function associated with player i.  If all available 

actions for the SU players are collected in action space and denoted by S S
i

i N
A A

∈
= × , 

then :S S
iu A → . The decision making by players is distributed similar to the PU and 

it affects the other players’ decisions. The goal of the SU game is to achieve a set of 
actions for the players yielding an equilibrium point such that no player has any 
interest in choosing another action unilaterally. The action for each SU player is 
consisted of: (a) transmission power, pi

S, and (b) channel, ci
S, where { }1 2, , ,S

i Qc c c c∈ … , 

represents the channel that SUi is using (superscript S denoting secondary users), and 
Q represents the number of channels. 

Let the utility function for SU player i be defined as 

( ) ( ) ( )2
1

( , ) log 1 , ,
M N

S S S P P P S S S S S
i i i S i ii S k ki k i k ki k i

k k i

u a a p h p h e c c p h e c cα β−
= ≠

 = + − + 
 
   

       ( ) ( )
1 1

, ,
M N M N

S S S P S S S S P P S
S i ik i k S i ik i k S i k k

k k i k k i

p h e c c p h e c c p p pη λ κ
= ≠ = ≠

   − + − +   
   
     (4) 

where P
ijh and S

ijh are the channel gains where the transmitter node is PU and SU, 

respectively, and ( )e ⋅ is the Boolean function  - which all were defined earlier.  

In this utility function, the first term is associated with the payoff at the receiver 
node of SU transmitter i while the second term represents the interference that SUi 
causes at the PU players the other SU players. The third term accounts for the 
interference that SUi causes at the PU players and also at the other SU players 
whereas the fourth term accounts for the price that it pays for consuming more 
energy.  Note that parameters , , ,  and s s s s sα β η λ κ are the weights that determine the 

effect of each term in the utility function. Next it will be shown that NE exists and it 
is unique. 

3.3   Existence of Nash Equilibrium (NE) 

In this section the existence of NE for the PU and SU games is demonstrated. Before 
we proceed, the following is needed. 

Definition 1. The normal game { } { }{ }, ,i ii N i N
N A u

∈ ∈
Γ =  has a NE if for all i N∈ , 

{ }i i N
A

∈
 is a nonempty convex compact subset of a Euclidean space, and ( )iu a  is 

continuous and concave/quasiconcave on iA [9]. 
Next, the following theorem is introduced. 
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Theorem 1. The PU game { } { }{ }, ,P P P
i ii M i M

M A u
∈ ∈

Γ =  has a NE. 

Proof. In the game { } { }{ }, ,P P P
i ii M i M

M A u
∈ ∈

Γ = , { }P
i i M

A
∈

 is a nonempty compact 

subset of Euclidean space × .  Also recall (2) where the utility function is 
continuous in P

iA . The first derivative of the utility function is given by 

( ) ( )
1 1

, ,
ln 2 1

P P M N M N
P P P P P S P Si iiP

P ik i k P ik i k P j kP P P
k i k k i ki i ii

u h
h e c c h e c c p p

p p h

α η λ κ
≠ = ≠ =

∂    = ⋅ − + − +   ∂ +    
           (5) 

Consequently, the second derivative of the utility function is given by 

( ) ( ) ( )2 22 ln 2 1P P P P P P
i i i P ii i iiu p p h p hα

−
∂ ∂ ∂ = − ⋅ ⋅ + .  Hence 2 0P P P

i i iu p p∂ ∂ ∂ < , and it can 

be concluded that the utility function, P
iu , is concave on iP . Recalling Definition 1, 

we have shown that NE exists for the PU game PΓ .                                                    

Theorem 2. The SU game { } { }{ }, ,S S S
i ii N i N

N A u
∈ ∈

Γ = has a NE.  

Proof. Follow similar steps as the PU game.                                                                 

3.4   Uniqueness of Nash Equilibrium  

The best-response correspondence2 of the PU and SU games were found in the previous 
section.  However, they must satisfy certain conditions so that a unique NE can be 
attained for the PU and SU games. First a definition of a unique NE is introduced 
followed by a theorem to show that indeed the NE for the PU and SU are unique. 

Definition 2. A Nash equilibrium is unique if the best-response correspondence, 
( )r p , is a type II standard function [13] with following properties: (a) 

Positivity: ( ) 0r >p , (b) Type II Monotonicity: if ′≤p p , then ( ) ( )r r ′≥p p , and (c) 

Type II Scalability: for all 1ω > , ( ) ( ) ( )1r rω ω≥p p .                                                  

Theorem 3. NE for the PU game and SU game are unique. 

Proof. The uniqueness of the NE for the PU and SU games is demonstrated by showing 
that the best-response correspondences for them are type II standard functions. 

Uniqueness of NE for the PU game. The best-response correspondence of the PU game is 
found by using 0P P

i iu p∂ ∂ = . Recalling (5), the best-response correspondence is given by 

( )
1

1 1

1

ln 2

M N M N
P P P P P SP

i i P ik P ik P j k P
k i k k i k ii

r p h h p p
h

α η λ κ
−

≠ = ≠ =

  = = ⋅ + + + −  
  

   p .                  (6)  

                                                           
2 Best-response correspondence (function) for player i is a function that yields a set of actions 

for player i, ri(a-i), when the other players’ actions are given by a-i, i.e. 
( ) ( ) ( ){ } in : , ,  for all  in i i i i i i i i i i i ir a a A u a a u a a a A− − −′ ′= ≥ . Any action in that set is at least as good for 

player i  as every other action of player i, when the other players’ actions are given by a-i. 9. 
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However, the coefficients must satisfy certain conditions so that a positive real value 
can be achieved for P

ip that maximizes the utility function. This P
ip  is the unique NE. 

It can be proved that the three properties of type II standard function are satisfied 
for the best-response correspondence function (the proofs omitted due to page limit).  
Therefore, the best-response correspondence is a type II standard function. Recalling 
Definition 2, it can be concluded that the NE obtained by the best-response 
correspondence is unique [13]. 

Uniqueness of NE for the SU game. The uniqueness of NE for the SU game 

{ } { }{ }, ,S S S
i ii N i N

N A u
∈ ∈

Γ =  can be shown similar to the PU game.                                      

In this section we showed that the PU and SU games have unique NE. In the next 
section, the combined game is considered and existence of the NE is demonstrated.  

3.5   Existence of Nash Equilibrium - Exact Potential Function 

In this section, the combined PU and SU game is considered, and the existence of NE 
for the combined game is shown.  This is done by proving that the combined game is 
a potential game. A potential game [11] is a normal game such that any change in the 
utility function of a player caused by a unilateral change in the player’s strategy, is 
reflected in a potential function which represents the aggregated payoff of all the 
players. In other words, any single player’s interest in increasing its own payoff is 
aligned with the group’s interest.  Furthermore, Hofbauer and Sandholm in [12] 
presented that “in potential games, the aggregate payoff function (i.e. potential 
function) serves as a Lyapunov function for a broad class of evolutionary dynamics.” 

Definition 3. A game { } { }{ }, ,i ii N i N
N A u

∈ ∈
Γ =  is a potential game [11] if there is a 

potential function :V A →  such that one of the following conditions holds. A game 
satisfying the first condition is an exact potential game, and a game satisfying the 
second condition is an ordinal potential game. 

i) ( , ) ( , ) ( , ) ( , )i i i i i i i iV a a V a a u a a u a a− − − −′ ′− = − , for  ,  ,  and i ii N a A a A′∀ ∈ ∈ ∈ .  

ii) ( , ) ( , ) ( , ) ( , )i i i i i i i iu a a u a a V a a V a a− − − −′ ′> ⇔ > , for  ,  ,  and i ii N a A a A′∀ ∈ ∈ ∈ . 

Theorem 4. The combined game of PU and SU converges to NE for all the players.  

Proof. If the game can be shown to be an exact potential game (EPG) with a potential 
function, then it has been proven that the game strategy towards the best response 
converges to NE [11]. 

Consider the following potential function candidate 

( ) ( ) ( ) ( )2 2
1 1 1 1

( ) log 1 log 1 , ,
M N M M N

P P S S P P P P S S S P
P i ii S i ii P k kj k j k kj k j

i i j k j k

V a p h p h a p h e c c p h e c cα α β
= = = ≠ =

 
= + + + − + 

 
    

( ) ( ) ( ) ( )
1 1 1 1

, , , ,
N M N M M N

P P P S S S S S P P P P P P P S
S k kj k j k kj k j P j jk j k P j jk j k

j k k j j k j k

b p h e c c p h e c c c p h e c c p h e c cβ η λ
= = ≠ = ≠ =

   
− + − +   

   
       

( ) ( )
1 1

, ,
N M N

S S S P S S S S
S j jk j k S j jk j k

j k k j

d p h e c c p h e c cη λ
= = ≠

 
− + 

 
    
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1 1 1 1

M M N N M N
P P S S P S

P j k k P j k k
j k j k j k k j

e p p p f p p pκ κ
= ≠ = = = ≠

   
− + − +   

   
      .                                             (7) 

 
It can be shown that function ( )V a  is an exact potential function for PU and SU 

games if the following conditions are satisfied for , , , 0a b c d > :  

a b= , 1c d a= = − , 1 2e f= = , P P Sβ η η= = , S S Pβ λ λ= = , and P Sκ κ= , and the 

PU and SU utility functions are defined as  
 

( )

( ) ( ) ( ) ( )

2
1

1 1

( , ) log 1

, , , ,

M N
P P P P P S
i i i P i ii i j k
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α κ
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≠ =
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 
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The potential function, ( )V a , can be written with respect to a PU as  

( , ) ( , ) ( )P P
i i i i i iV a a u a a F a− − −= + ,                                         (8) 

where ( )P
iF a−  is a function independent of the strategy of PU player i, ai.  

Hence, if PU player i changes its strategy to ia′ , the potential function can be 

written as 

( , ) ( , ) ( )P P
i i i i i iV a a u a a F a− − −′ ′= + .                                       (9) 

Consequently,                   

( , ) ( , ) ( , ) ( , )P P
i i i i i i i i i iV a a V a a u a a u a a− − − −′ ′− = − .                   (10) 

Therefore, the potential function is an exact potential function for PUs.                      
Similarly, the potential function, ( , )i iV a a− , can be written with respect to a SU as 

( , ) ( , ) ( )S S
i i i i i iV a a u a a F a− − −= + , where ( )S

iF a− is a function independent of the 

strategy of SU player i, ai. Consequently, it can be shown that 
( , ) ( , ) ( , ) ( , )S S

i i i i i i i i i iV a a V a a u a a u a a− − − −′ ′− = − .  Therefore, the potential function is 

exact for SUs.                                                                                                                 

Remark 2. The priorities of the networks are incorporated in the utility functions as 
the P Sβ β ratio. 

Remark 3. The coefficients Pβ  and Sβ  can be chosen such that term associated with the 

interference caused by the PUs at SUs is less significant than the term associated with the 
interference caused by the SUs at PUs. It can be achieved by selecting P Sβ β>> . 
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Definition 4. P is a potential for game { } { }{ }, ,i ii N i N
N A u

∈ ∈
Γ =  if and only if P is 

differentiable, and i i iu a P a∂ ∂ = ∂ ∂  for all i N∈ [11]. 

Theorem 5. V is a potential for the PU game, PΓ ,and SU game SΓ . 

Proof. Recall (8), where the potential function V can be written as 
( , ) ( , ) ( )P P

i i i i i iV a a u a a F a− − −= + . The first derivative of the potential function will be 

0
P P PP
i i i

P P P P P
i i i i i

u u uFV

p p p p p

∂ ∂ ∂∂∂ = + = + =
∂ ∂ ∂ ∂ ∂

. Therefore, V is a potential for the PU game.  

It can be similarly shown that V is a potential for the SU game.                                   

Definition 5. A game { } { }{ }, ,i ii N i N
N A u

∈ ∈
Γ =  is an exact potential game if and only 

if 2 2
i i j j i ju a a u a a∂ ∂ ∂ = ∂ ∂ ∂  for all ,i j N∈ [11].  

Theorem 6. The PU and SU games are exact potential games. 

Proof. For both PU and SU games it can be shown that 
2 22 2P SP S

j ji i

i j i j i j i j

u uu u

p p p p p p p p
κ

∂ ∂∂ ∂
= = = = −

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
. Therefore, both PU and SU games are exact 

potential games [11].                                                                                                      

4   Simulation Results 

In this section, simulation results for a network of 5 PU nodes and 30 SU nodes are 
presented. Simulations were performed in Matlab®. We assume that the transmission 
power at the nodes can vary in the range [0, Pmax] mW. The initial transmission power 
at the PU and SU nodes were selected as random numbers uniformly distributed 
between 0 and Pmax. The weighting factors were considered as following: 400pα = , 

10Pβ = , 370Sα = , 1Sβ = , Pmax=1mW (or 0dBm), 2a = , and  ( )( )max1 N M Pκ = + ⋅ . 

Fig. 2 shows the transmission power and utility at the PU nodes and five SU nodes as 
the game is played, and the players update their transmission powers using(6). 
Though there are 30 SU nodes, we are presenting the results for 5 nodes for the sake 
of brevity. It can be noticed how each PU and SU player enhances its own utility 
function by selecting the proper transmission power. Note that since we have 
chosen 10P Sβ β= , the PU nodes care less about the interference that they cause on the 

SU nodes. Also it must be noted that since s pα α< , the utility of SUs eventually 

becomes less that the utility of PU although they have been assigned the same power. 
Fig. 3 shows the potential function of the combined PU and SU game. It can be 

noticed how the potential function converges to the Nash equilibrium as the PU and 
SU games (Fig. 2) converge to their Nash equilibria.  
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Fig. 2. (a)Transmission power and (b) utility at PU nodes and five SU nodes 

In the following we are going to examine the effect of the P Sβ β ratio on the results. 

Fig. 4 shows the final utility of the PU and SU nodes when P Sβ β= , 10P Sβ β=   and 

100P Sβ β=  .  The thick markers show the center of the cluster for each case, and the the 

thin markers represent the utility value for each individual node. The PU nodes in each 
case achieve very similar values of utilty, so the individual points cannot be detected in 
the figure. Note that P Sβ β=  means that the primary and secondary networks have equal 

rights in using the spectrum and resouces. In other words, the combined game will treat 
the nodes equally, and the interference that they cause on each other will be penalized 
equally. It can be noticed that when P Sβ β= , the utility of the PU and SU nodes have 

achieved the mean steady-state values (center of the cluster) of the same range. As 

P Sβ β ratio increases, the gap between the PU and SU utility clusters increases. 

At 100P Sβ β= , the gap between the SU and PU utility clusters is even more prominent 

where the PU network has a much greater priority than SU network. 
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5   Conclusions 

In this paper we presented a game theoretic approach for resource allocation in primary 
and secondary users in cognitive networks. The solution takes into account the priority of 
the networks in their access to the resources. The existence and uniqueness of the Nash 
equilibrium for the PU and SU games were proven and then a potential function was 
presented for the combined PU and SU game. Consequently the existence of the Nash 
equilibrium for the potential game was shown.  

The proposed approach provides the flexibility of adjusting to various priorities 
among the several co-existing networks, while guaranteeing the existence and uniqueness 
of Nash equilibrium and consequently achieving it. The simulation results show the 
convergence of the transmission power and utility for the PU and SU users, and also the 
convergence of the potential function. They also provide results for various cases of 
network priorities. 
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Abstract. This paper presents a method able to identify and analyze authentication 
mechanisms for a given type of application. Currently, there are several 
applications that use and require a mechanism to provide the user with physical or 
logical access. This article proposes a solution developed by Fundação CPqD that 
identifies which mechanism is more suitable and recommended for a given type of 
application, considering the restrictions and challenges for every type of 
mechanism. Finally, a case study will be exposed providing an example of 
authentication mechanism analysis and identification system. 

Keywords: Methodology, Authentication Mechanisms. 

1   Introduction 

The high level of connectivity, the constant need to access information, the mobility 
and the ever-present changes in user behavior imposed by technological innovations 
come together as a security challenge to be overcome: to identify the most appropriate 
authentication mechanism for a specific application. 

The BIOMODAL Project is funded by the Brazilian Innovation Agency (FINEP), 
subordinated to the Ministry of Science and Technology, and the Telecommunications 
Technology Development Fund (FUNTTEL), subordinated to the Ministry of 
Communications. Its main objective is to implement iconographic and multimodal 
biometric authentication on mobile devices. Several applications require authentication 
for the logical and physical access control and this has brought up the need to develop a 
mechanism for identifying and analyzing the most appropriate authentication mechanism 
for a given context. Therefore, this paper will present the method that was developed. 

In general, the method will analyze all aspects such as the challenges offered by the 
authentication mechanisms and will show the most appropriate solution for a given 
application context. For instance, one of the problems is the amount of passwords 
required to access the countless applications, which affect other services. This happens 
when using weak passwords easy to be memorized for multiple accesses, or when using 
few passwords to access several types of services. According to Carrie-Ann (2009), this 
is a real problem, as around one third of the users use a single password for different 
services, whereas only 19% of users do not use the same passwords. 



450 S. Ribeiro and D. Suiama 

 

The role of the method and a case study involving the authentication mechanism 
analysis and identification system will examine aspects such as simplicity, fraud 
(stealing), loss, forgetting the password, and other authentication problems.  

2   MIAMA Structure 

MIAMA – Method for Identifying and Analyzing Authentication Mechanisms1 – is 
composed of nine phases. The result will map and establish the authentication 
mechanisms for the required context. 

The following figure 1 shows the six macro processes that compose the MIAMA 
structure: Identification, Definition, Assignment, Analysis, Mapping and Priority. The 
figure also shows the main objectives of each phase and its relationship to other phases. 

 

Fig. 1. Phase Chart 

2.1   Context Identification 

To establish the most appropriate authentication, the first phase of the method is to 
identify the application context. Currently, there are several applications that require 
authentication for the logical and physical control. This phase identifies the scenario 
where the authentication mechanism will be applied. 

These are some sectors where the authentication applications can be applied: Finance, 
corporate, business, etc. The main objective is to understand the characteristics of each 
sector and mainly the reasons to select a given authentication mechanism. 

The result obtained from this phase will be the basis for the next phases. At this 
stage, the aspects will be analyzed and the weight to be assigned to these aspects 
according to the identified context will be established. 
                                                           
1 The acronyms shown are derived from the name in Portuguese. 
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2.2   Identifying the Authentication Mechanisms 

After identifying the application context, the selection of authentication mechanisms 
to be analyzed will happen in the second phase of the method. 
This phase will identify the authentication mechanisms to be analyzed. The 
mechanisms can be stated as: 

a. Biometric-based authentication (digital, retina, iris, voice, face, DNA, etc.); 
b. Token-based authentication (token, identification card, passport, etc.); 
c. Knowledge-based authentication (passwords, security phrases, PIN, etc.). 

2.3   Defining the Aspects 

Once the application context and the authentication mechanisms are established, the 
next stage will be to define the important aspects to compare and analyze the 
authentication mechanisms. 

In this method elaboration exercise, some strategic aspects were established for its 
validation, however, not restricted to the listed set of mechanisms. Therefore, MIAMA 
can establish the following set of aspects: Universality, Acceptability, Convenience, 
Simplicity, Intrusive, Privacy, Reliability, Security level, Reissuing/Revoking, Duration, 
Processing, Precision, Interference, Collectibility, Research and Development, Products, 
Services and Cost. 

2.4   Defining the Severity Levels 

The objective of this phase is to establish the qualitative severity levels associated 
with each aspect listed in Phase 3 (Aspect Definition) and the corresponding criteria 
in order to evaluate the authentication mechanisms established in Phase 2 
(Authentication Mechanism Identification). 

The severity levels establish the influence that each authentication mechanism has on 
a given aspect. For this reason, the criteria used to establish the severity levels should 
consider not only the global aspects listed in Phase 3 (Aspect Definition), but also a 
specific analysis of every aspect, as each level varies according to the aspect to be 
analyzed. In this way, every aspect must be analyzed and its severity level defined 
according to what was established during the method phase. 

For example, three severity levels associated with each aspect were set as “High”, 
“Average” and “Low”.  

2.5   Assigning the Aspect Weighing 

In order to differentiate the importance of each aspect, the weight of each aspect is 
established in this phase. It is important to state that Phase 1 has a direct impact on 
this stage. The definition of the application context is an important point to establish 
the most relevant aspects. 

At first, every weight must be set and validated by a group of specialists, in order 
to suit the scenario to be investigated. For this reason, this phase will require most of 
the process time. 
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2.6   Assessing the Severity Levels 

In general, each selected aspect is connected to a score. The criteria can be 
represented by a binary variable (“Yes” or “No” type) or qualitative variable (“High”, 
“Average” and “Low”). For every aspect, when the criteria is a binary variable, the 
maximum preestablished score will be assigned if the variable is “Yes”, and the 
minimum score if the variable is “No”.  

An example using three authentication mechanisms (MA1, MA2 and MA3) in 
which the severity levels are assigned for each aspect is listed next. 

Table 1. Severity Level Assignment 

ASPECTS MA1 MA2 MA3 

Aspect 1 No No Yes 

Aspect 2 Low Average High 

Aspect 3 Low Low High 

Aspect 4 Low Average High 

…. High High Low 

Aspect n Low Average High 

    

2.7   Mapping the Severity Levels 

By assigning the severity levels, the next objective is to quantify the severity degree. 
For instance, a scale from 1 to 3 can be used, where the maximum score will be 
“High” or “Yes”. 

Table 2. Severity Level Mapping 

ASPECTS MA1 MA2 MA3 

Aspect 1 1 1 3 

Aspect 2 1 2 3 

Aspect 3 1 1 3 

Aspect 4 1 2 3 

…. 3 3 1 

Aspect n 1 2 3 
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2.8   Final Calculation 

In order to consolidate the assigned weight and scores, the equation (1) will be used to 
calculate the final score of each authentication mechanism. In general, this equation 
contains a function that adds the scores from the aspects and their weight.         


=

=
K

i
iin NPMa

1

α                                                            (1) 

where: 
 

nPMa  = Final result (points) from the evaluated authentication mechanism n; 

 K    = Number of criteria; 
 

iN   = Score assigned to an aspect i; 

 
iα = Weight of aspect i. 

2.9   Final Classification 

Finally, the last phase of the method will be to understand the total score and the 
classification so that the authentication mechanisms are applied to a given application 
context. 

3   MIAMA Application 

To automate the analysis process of authentication mechanisms and classify them, a 
system with Web access was selected and deployed to record the data and analyze the 
results, which will facilitate the entire process. 

The tool basically allows two ways of interaction, one manual that will be 
explained in the following sections, and another automated. In the latter, the user will 
import the data from a spreadsheet file. During the import process, all data will be 
validated and listed according to the method. After loading the data, the tool will 
calculate the score of each authentication mechanism included in the file. 

The user will be able to define a new list of criteria scores for every aspect, in 
addition to the weight, which will have an impact on the selected context. This will 
facilitate simulations and provide a better understanding of the subject. In case a score 
or weight is changed, the tool will perform a new calculation of the authentication 
mechanisms, providing more flexibility in both the analysis and value of the criteria. 

In addition to that, another facility provided by the tool is the use of filters. 
Through the filters, the user can perform the following queries: for instance to 
identify the scores by criteria, or list the scores by aspect. 

3.1   Authentication Mechanism Analysis and Identification System 

The following sections describe the way SIAMA – Authentication mechanism Analysis 
and Identification System2 – registers and analyzes user decision regarding each included 
aspect. 

                                                           
2 The acronyms shown are derived from the names in Portuguese. 
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As explained previously, the procedure can be performed manually or automatically. 
This document presents the main stages of the Manual mode. After performing the 
process manually, the tool generates a normalized table. The fields from the table can be 
edited in order to reload and analyze the authentication mechanisms. 

3.1.1   Case Study 
The case study stated in this paper illustrates the most feasible authentication 
mechanism for a school canteen. The aim of the canteen is to use a mechanism to help 
the staff sell food according to the profile of the students. The objective of this 
restriction measure to sell food and drinks in the school environment is the adaptation 
to the state law and creation of better eating habits since childhood. 

The system process was divided in two parts, as established in the following 
example of method application simulation:  registration and assignment. 

The registration includes four phases from the method. The user must enter the 
data for analysis. For the assignment, the importance/significance of each aspect will 
be analyzed according to the application context. 

3.1.2   Registration 
The purpose of the first phase is to include initial data for analysis. The scenario to be 
applied, the authentication mechanisms, and the main aspects and criteria to be 
analyzed will be registered in the system. 

The following figure shows the first user interface. Here, the application context or 
probable cases in which the authentication mechanisms are inserted.  

 

Fig. 2. Context registration 

After performing the registration of the application context, the authentication 
mechanisms to be analyzed and compared for the deployment in the school canteen 
will be inserted.  
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Figure 3 shows the registration stage. It is possible to add a short little note for 
each authentication mechanism in the Description field. 

 

Fig. 3. Authentication mechanism Registration 

Once the authentication methods are defined, the next step is to add the aspects that 
will be compared and analyzed in order to identify the most appropriate for each context. 

To perform an accurate analysis it is important to define these aspects, therefore, it 
is required to register strategic points that can limit the collection of authentication 
mechanisms and validate the method. Some aspects and their brief description are 
illustrated next. 

 

Fig. 4. Aspect registration 
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Another important aspect is to establish the severity levels. The result obtained 
from this stage will be used as a guide for the end result. Then, the qualification 
criteria must be established in order to avoid possible ambiguity regarding decisions. 
Usually, this task is supported by experts in the area, in order to minimize possible 
inappropriate decisions. 

 

Fig. 5. Severity Level Registration 

3.1.3   Assignment 
After performing the data registration, the next stage is to assign the weight and 
severity level to each aspect through application context. According to the application 
context, some requirements are considered more important, such as: 

• Acceptability: The objective of the acceptability aspect is to show the user 
satisfaction regarding the selected authentication mechanisms. From the user’s 
point of view, this is an important aspect to analyze the acceptability of the 
mechanism. 

• Simplicity: The objective of this process is to identify the intricate aspects of 
using the authentication mechanism. This analysis will validate the main 
obstacles during user authentication. 

• Convenience: The objective of this process is to analyze the user effort related 
to the authentication elements. In other words, an evaluation will be performed 
whether the user needs to memorize, load or make any effort during 
authentication. 
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Fig. 6. Weight assignment  

When the aspect significance is established, the last stage before the final calculation 
is to assign the severity levels of each aspect associated with the authentication 
mechanism. Then, all the aspects of the authentication mechanisms being analyzed must 
be rated according to the severity level. 

The severity level regarding the convenience aspect for the selected authentication 
mechanism is illustrated next. It is important to state that an average severity level is 
assigned to the school canteen. 

A conclusion was reached that, for the school canteen, the use of tokens is considered 
to be the average level. This was due to the fact that the student can forget, break or even 
lend the token to other peers, which will influence in the obtained report results. 

 

Fig. 7. Severity Level Assignment 
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Finally, the last stage includes the final classification of the authentication 
mechanisms. An example of the obtained result for each mechanism and its 
classification by the system 

Note that the most feasible result regarding the school canteen, with restriction 
measures to sell food and drinks in the school environment, is the use of biometry. 
This process was selected because it seems to be the most appropriate among the 
other analyzed authentication mechanisms. 

 

Fig. 8. Authentication mechanism Classification 

4   Conclusion 

This paper reveals the method to identify and analyze the authentication mechanisms 
when applied in different contexts, listing the practical and theoretical fields, and the 
application through the developed system model. 

The method is composed by nine phases, in which the focus was given to the 
analysis of authentication mechanisms according to the required application context. 
By using this method, the user will be able to understand the authentication 
mechanisms providing details on the restrictions and challenges. 

Conceptually, MIAMA can be applied to several authentication mechanisms. The 
final result is considered after analyzing all aspects, not restricted to specific selection 
criteria. Easy to understand and the reason why a specific mechanism can be selected, 
this method identifies first the application context where the result from the context 
will guide through the most relevant aspects.  

The end result allows the elaboration of strategic plans in order to deploy an 
authentication mechanism for a specific type of scope. This article also included a 
case study analyzing a school canteen where several requirements had to be 
considered. For this scenario, the tool selected Biometry as the most feasible 
mechanism when compared to tokens and passwords.  
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Abstract. Real time modeling of Robot is increasing day by day especially in 
automated industries. In this paper we propose a framework to design real time 
robots for industries using AI techniques like Co-Evolution, Virtual Ecology, 
Life time learning. Beyond that monitoring complex and non complex behaviors 
in different environments and obtaining the parameters that influence hardware 
design. Here we have created a virtual khepera robot and simulated in Framsticks 
and designed hardware components based on the outcome of simulation 
parameters. Even control programs were also generated using the same data. 

Keywords: Artificial Intelligence, Ecology, Khepera, Framsticks. 

1   Introduction of Virtual World 

The realistic physical modeling of characters in games and virtual worlds is becoming 
a viable alternative to more traditional animation techniques. Physical modeling of 
characters and environments can enhance realism and allow users to interact with the 
virtual world much more freely. By modeling the forces and torques acting on bodies 
within a virtual environment, detecting and responding to collisions between bodies, 
respecting constraints arising from, for example, joints in articulated multi-body 
objects, etc., the system behaves in a believable manner in all situations, and the user 
can therefore be allowed to interact with it much more freely. The growing popularity 
of this approach is demonstrated by the appearance over the last couple of years of a 
number of off-the-shelf physics engines aimed at games programmers [1]. While these 
engines handle the modeling of inanimate bodies, programmers are still left with the 
task of writing controllers for motile objects within the environment (e.g. cars, human 
characters, monsters, etc.). Writing a controller for a physically modeled character is a 
question of calculating the appropriate forces to apply to each body part at each point 
of time to achieve the desired movement (e.g. a realistic walking gait for a human 
character). Artificial life techniques can be useful in automating this task [2] [3]. For 
example, artificial evolution can generate suitable controllers for simple behaviors, 
given only a high level description of that behavior in terms of a fitness function. In 
this paper, the state of the art in evolving controllers, and also in evolving the 
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characters’ body shapes, is described. It is then suggested that current approaches will 
not be able to scale up to more complicated behaviors. 

2   Data Probing 

Simulation is a technique for exploring interesting regions of this immense landscape 
of robot design. It is a platform for generating suitable and interesting forms and 
behaviors, not limited by the preconceptions of a human designer's imagination. It can 
only get off the ground, if the initial randomly generated creature with a non-zero score 
on the fitness function. For example, consider an attempt to evolve a behavior whereby 
a creature needed to process complex visual data about the movement of another 
creature standing in front of it, and use this to decide whether that creature is a friend 
or foe. This enterprise would clearly have little chance of success if the evolutionary 
process was starting from scratch. 

3   Proposed AI Techniques 

Researchers in the field of evolutionary robotics have considered various methods of 
overcoming the difficulties like selecting a non-zero fitness function, mutation etc. These 
generally involve either the incremental acquisition of increasingly complicated tasks [3], 
or the decomposition of the task into a sequence of easier tasks together with some way 
of combining them. A problem with many of these approaches is that the decomposition 
of the task into easier and/or incremental steps is something of an art in itself and there 
are no general guidelines to suggest the most appropriate way to do this sensible task. 
Decomposition from the designer’s point of view may not be the best route by which one 
can evolve a complex behavior. Despite the problems described above with evolving 
single creature to perform complex tasks, there are a number of alternative approaches 
that have shown some signs of success. Five such popular methods are given below: 

3.1   Co-evolution 

Co-evolution is a very promising technique for developing complex behaviors, 
especially when there is a competition between two or more creatures. The idea is that 
rather than evolving a robot against a fixed fitness function, two robots are used 
instead, with one evolving against the other. For example, Hillis evolved efficient 
number sorting algorithms by co-evolving a population of candidate algorithms against 
a population of numbers to be sorted [5]. As the sorting algorithms got improved, so 
are the population of numbers to be sorted, evolved to present tougher challenges to the 
algorithms. 

3.2   Virtual Ecologies 

Here we can concurrently simulate no of robots of same type having same fitness 
function against virtual world parameters like survival time, ability to complete the task 
and so on based on natural selection. In order to identify complex and non complex 
behaviors some steps have been proposed [7]. Now single physical simulation performed 
concurrently in parallel mode to test against other robots. 
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3.3   Lifetime Learning 

Virtual robot controller gets improved by evolution, but they do not actually adapt 
whilst an individual robot is being simulated. Some recent results from evolutionary 
robotics suggest that combining an evolutionary algorithm with the ability of the 
controllers’ to adapt or learn over an individual robot’s lifetime can lead to improved 
robustness and complexity of behaviors compared to evolution by itself [4]. Giving an 
individual robot the ability to adapt and learn during its lifetime effectively smoothes 
the search space over which evolution is happening, thereby helping the process to 
progress. It is reasonable to assume that adding these sorts of abilities to our artificial 
robot will improve its ability to evolve complex behaviors just as it has done in 
evolutionary robotics. 

3.4   Behavioral Primitives 

The evolution of complex behaviors can in general be evolved by task decomposition. 
Rather than trying to evolve complex behaviors, another approach is to evolve a 
collection of primitive behaviors, and then use other, non-evolutionary techniques for 
combining these primitive into more complicated sequences. The task of programming a 
robot using this approach is like commanding it perform an action in the virtual world. 

3.5   User Guided Evolution 

Another alternative to supplying a fixed fitness function to the genetic algorithm is to 
present the user with a variety of robots from the evolving population at various 
intervals, and allow them to select their favorite prototypes to be used as the 
foundation of the next generation. The user may select it under any criteria, and can 
therefore guide the path of evolution according to their own preferences without 
having to formally instruct the individual robots.  

4   Moving Robot Design 

Simulation and optimization of digital robot were attempted by several researchers. In 
this case we used Framsticks software to simulate and evolve digital robots. 

4.1   Framsticks 

Framsticks is 3D simulation software for agents and controllers. It allows using user-
defined experiment setups, fitness functions, and neurons (sensor network) and is 
suitable for testing various research hypotheses where fast 3D simulation and 
evolutionary optimization is required. The physical structure of Framsticks agents is 
made of parts (material points) and joints.  The control system is made of neurons 
(including sensors and actuators) and their connections.  Framsticks supports multiple 
genetic representations and operators and it ranges from simple and direct 
descriptions of agents to the ones encoding developmental process in genotypes. 
Further possibilities are like performing simulation of several real life creatures and 
storing in a library to use later. 



 An AI Based Framework Proposal for Real Time Robot Design Using Framsticks 463 

 

4.2   Autonomous Moving Robot 

Khepera robot having 2 wheels (left, right) and 10 sensors in all directions to pick the 
data from the nearby places and to decide the direction of navigation with out hitting 
obstacles or reaching a target in the virtual world. Sensor data will be passed to the 
brain or NN where decision will be made to select the direction based on threshold 
values of each neuron. Khepera robot is having a neural network associated with it to 
make decisions based upon real time parameters that are picked up from the 
environment. Here each node in represents a neuron (i.e.) two neurons for each wheel 
and a neuron for each sensor as well. Other parameters like ambience, surface type, 
obstacle sensors all to have its effect over the decision which would be taken by the 
robot before making a movement as shown in Figure 2 and Figure 3. 

 

Fig. 1. (a) K-Team’s Khepera Robot (b) Framsticks Khepera Robot 

 

Fig. 2. Neural network of Khepera Robot 

4.3   Fitness Function 

In order to analyze the behavioral parameters of Khepera robot we need to define a 
fitness function that can monitor the properties like time taken to perform an action, 
no of rotations performed by each wheels. 

 

F (t) = {Σ Si-Th  => (Lw, Rw)=>r } (1)
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Fig. 3. Khepera Neural net connection pattern in Framsticks 

In the above fitness function Si represents signal from all sensor to be compared 
against Th (threshold value) and movement made by left (Lw) and right (Rw) sided 
wheels in one unit time or to reach a target from the current location where as r 
denotes no of rotations performed to reach target. 

4.4   Dynamic Simulation 

Now we are going to design an autonomous moving robot by first creating the same in 
framsticks’ virtual world. After that we will apply several experimental parameters to test 
the stability of robot in different environments available in framsticks (e.g. flat land, 
bumpy land) as per the AI techniques that are proposed earlier and both artificial and real 
robots are shown in Figure 1. 

Khepera robot’s kinematics structure is defined using genome editor exclusively 
available for framsticks and here we use f1 format with the following genomic sequence 
as it describes the robot in terms of small segments in framsticks virtual world. 

 
(rrX(lX(llSSSEEX[T:1],),lmXMMMMEEX[|1:2,-1:-3]rrSEEX[T:-

0.407](SSIISSLlEEX,,SSIISSLlEEX),)) 
 

After creating this structure we have simulated the above the digital creature in the 
framsticks virtual world with several environmental conditions with different set of 
parametric values. Simulation was conducted in a system with configuration of Intel 
Pentium Dual Core E2140 @ 2.8 GHz and 2 GB RAM in framsticks 3.0. 

5   Experiments and Results 

We have performed the simulation by applying the fitness function for different type 
of actions with the Khepera robot. Walking fitness function will be calculated from 
the distance between the robot wheels and the surface by setting default unit value 1. 
if this condition is not satisfied or violated then a penalty will be applied to over all 
fitness of the robot. In subsequent tests the movement of the wheels based on no of 
rotations from one location to the other in a stipulated time limit was tested. Then the 
above sequence was repeated with fast movement by reducing the time limit and 
again testing the fitness functional parameters of the robot.  
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Simulation was divided in to discrete steps translating the simulated system from 
starting time to finishing time Ts - Tf. + C where C is coarseness of simulation. Mean 
while other simulation parameters such as pressure applied to the physical parts of the 
robot was also monitored to predict the overall performance of the robot i.e. force and 
torque. During simulation we have monitored several parameters that are major 
concern in designing the robot like position, velocity, and acceleration and so on. 

The aim of our experiment is to develop real time AI controllers which will reduce 
the time involved in building real time robots to test and also to provide many 
possible prototypes with limited resources. Especially in the research cases simulation 
parameters can be used to reduce the complexities in designing robots. 

5.1   Khepera Robot in a Flat Surface 

To analyze the behavior of digital robot in the virtual world we have selected a flat land 
surface where there are no bumps and disturbances. During this test we have started with 
the fitness value as 0 and after 30 minutes of simulation to reach the target in a flat land 
with and without obstacles we achieved the fitness function value of 0.7 and the average 
fitness function for reaching the target by relocating the robot in other corners of the 
virtual world was improving to 0.9. Further if we increase the no of simulation steps 
above 1,000 certainly we can reach the maximum fitness level. Failure rate for sensors 
and joints were in the region of 2 out of 25 and out of 25 for with and without obstacles 
respectively. 

5.2   Khepera Robot in a Bumpy Surface 

In bumpy surface we have performed movement test for the Khepera robot. Since 
there is a penalty for each move if it does not satisfy the distance between wheels and 
surface. Here we had some diversified results. First with out obstacles we got a fitness 
value of 0.4 and by increasing them slowly over 2000 steps in the same time limit of 
30 minutes it has reached the maximum fitness value of 0.6. Performance of the robot 
suddenly changes due to the influence of change in environmental parameters.  

Note: - Test results shown in the table I is for target reaching test of about 25 times in 
two surfaces and they are only average values under a simulation time of maximum 30 
minutes.  

Table 1. Comparison of Virtual Robot’s Performance in different environments  

S. 
No Name of the 

Parameter  

 
Flat Surface 

 

 
Bumpy Surface 

 

 
Combined 

 
 Without 

obstacle 
With 

Obstacle 
Without 
obstacle 

With 
Obstacle 

Without 
obstacle 

With 
Obstacle 

1 Fitness value 0 to 0.9 0 to 0.7 0 to 0.6 0 to 0.4 0.6 0.3 

2 
No of Rotations 
by Left wheel 

13 27 38 42 27 33 

3 
No of Rotations 
by Right wheel 

14 23 36 44 39 42 

4 
Sensor 
Performance 

80% 65% 58% 49% 58% 49% 

5 Failiure Rate 2/25 3/25 4/25 4/25 4/25 4/25 
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Fig. 4. Fitness graphs for Flat, Bumpy and Combined surfaces 

Figure 4 shows the effect of sensors in joints and angles of the robot with respect to 
the user defined fitness function including penalty value for keeping low distance 
between surface and robot’s bottom section to avoid physical component failures in 
the virtual world A)flat B)Bumpy C)Combined. Using the above data obtained by 
from simulation using Framsticks. Simulation data will help selecting the right sort of 
hardware components like motors used in joints, sensors, control programs and even 
walking strategies also. Several parameters like acceleration, force, and walking 
strategies can be used for physical robot design which reduces considerable time. 
Further this could be extended to other applications like surgical robots, industrial 
robots, land exploring robots also. 

6   Conclusions 

With the help of artificial simulation, we were able to capture the body shape of 
Khepera robot and to identify complex behaviors of the same with different fitness 
options. This method helps capturing the finest details / movements of the robot in a 
set of artificial environments. Methods suggested in this paper vindicate that effective 
construction of digital robot by evolving them in an artificial environment provides 
sufficient information to design the physical controllers in order to emulate them in a 
successful way especially in games and automation industries. It also avoid the risk 
involved in real time robot design and provides plenty of minute information to pick 
individual components and by concentrating on small data items we can design robot 
of finest quality with considerably less failure rate. 
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Abstract. This Paper introduces the concept of ad hoc network and its 
applications. It also presents a brief review of conventional routing protocols 
and various routing approaches proposed for mobile ad hoc network. A brief 
description of various parameters used for performance evaluation of routing 
algorithms is also presented. An ad hoc wireless network is “a collection of two 
or more devices equipped with wireless communications and network 
capability” that creates a network “on the fly” without any network 
infrastructure. They offer quick and easy network deployment in situations 
where it is not possible otherwise. That’s why the idea of ad hoc networking is 
sometimes also called infrastructure less networking. Mobile Ad-hoc networks 
are self-organizing and self-configuring multi-hop wireless networks where, the 
structure of the network changes dynamically. This paper is intended to bring 
out the details of mainly two Position Based Routing Protocol named as LAR, 
DREAM. In position based routing the position (location) plays an important 
role in routing decisions. The position of a node can be made available by using 
GPS receivers or by evaluating relative positions using signal strength .Position 
based routing does not require knowledge of the entire network to find a route 
from source to destination Position based routing require that information about 
the physical position of the participating nodes be available and describing 
various parameters for LAR ,DREAM used by various authors and Proposed 
parameters for evaluating their performance. 

1   Introduction 

An ad-hoc network is a collection of wireless mobile hosts forming a temporary 
network without the assistance of any stand-alone infrastructure or centralized 
administration. They offer quick and easy network deployment in situations where it 
is not possible otherwise. That’s why the idea of ad hoc networking is sometimes also 
called infrastructure less networking. Ad hoc networks are useful for the applications 
where central or fixed infrastructure is not available. Mobile Ad-hoc networks are 
self-organizing and self-configuring multi-hop wireless networks where, the structure 
of the network changes dynamically. This is mainly due to the mobility of the nodes 
Nodes in these networks utilize the same random access wireless channel, cooperating 
in a friendly manner to engaging themselves in multi-hop forwarding. The nodes in 
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the network not only act as hosts but also as routers that route data to/from other 
nodes in network Figure 1 represents a MANET of 3 nodes. Node 2 can directly 
communicate with node1 and node 3, but any communication between Nodes 1 and 3 
must be routed through node 2. 

 

Fig. 1. Example of simple MANET of 3-nodes 

Advantages of Mobile Ad-Hoc Networks 

There are several advantages of using mobile ad hoc network. 

1. Setting up a wireless system is easy and fast and it eliminates the need for pulling 
out the cables through walls and ceilings. 

2. Network can be extended to places, which cannot be wired. 

3. Multiple paths increase reliability. 

4. Wireless network offers more flexibility and adapt easily to changes in the 
configuration of the network. 

Limitations of Mobile Ad Hoc Networks 

• Asymmetric links  
• Routing Overhead   
• Interference 
• Dynamic Topology 

2   Classification of Routing Protocol in Manet’s 

Classification of routing protocol in MANET depends on routing strategy and 
network structure. According to the routing strategy the routing protocols can be 
categorized as Table-driven and Source initiated, while depending on the network 
structure these are classified as flat routing, hierarchical routing and geographic 
position assisted routing. Both the Table-driven and source initiated protocols come 
under the Flat routing. 
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Fig. 2. Classification of Routing Protocols in MANET 

3   Position Based Routing Protocol 

Position based routing algorithms eliminate some of the limitations of topology-
based routing by using additional information. They require that information about 
the physical position (that is their coordinates in two or three-dimensional space) of 
the participating nodes be available. The position of nodes may be available directly 
by communicating with a satellite, using GPS (Global Positioning System), if nodes 
are equipped with a small low power GPS receiver or some other type of 
positioning service. A location service is used by the sender of a packet to 
determine the position of the destination and to include it in the packet’s destination 
address. Examples of position based routing algorithms are Location Aided Routing 
(LAR), Distance Routing Effect Algorithm for Mobility (DREAM), Greedy 
Perimeter Stateless Routing (GPSR) ,Compass Routing (referred as DIR) 
,Geographic Distance Routing (GEDIR) ,Most Forward progress within Radius 
(MFR) ,Greedy Face Greedy (GFG) ,Grid Location Service (GLS) ,etc. 

Advantages of Position Based Routing Are: 

1. In wireless networks, the presence of geographically nearby nodes determines the 
existence of links. 

2. A node can save battery power by adjusting the transmission power based on the 
availability of distance information of the destination. By saving battery power a node 
can increase the routing tasks in a network. 

3. These algorithms do not require knowledge of the entire network topology. 

4. Transmission of message from source can be restricted into a selected region based 
on the direction of the destination. 
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In other words, DREAM can be define as : 

1. Basically a unicast algorithm, for mobile ad hoc networks 
2. Proactive protocol 
3. Routing tables stored at each node stores location information 
4. Each node transmits control messages bearing its current location to all the other 
nodes. The frequency with which these control messages are transmitted is determined 
by “distance effect” and “mobility rate” 

Advantages of DREAM are: 

• Bandwidth & energy efficient  
• Loop-free  
• Robustness  
• Adaptive to mobility  
• Low average end-to-end delay  

4   Performance Evaluation 

Giordano, Stojmenovic and Blazevic [7] have suggested the following qualitative 
properties and quantitative metrics for measuring the performance of routing 
algorithms in ad hoc networks. These properties and metrics are independent of any 
routing protocol. 

4.1   Qualitative Properties 

• Distributed  operation:  A  routing algorithm should be distributive in nature. 
Each node participating in routing should take independent routing 
decisions.  

• Loop-freedom: A mechanism to avoid the circulation of a small fraction of 
packets around in the network for arbitrary time period.   

• Demand based operation: Instead of assuming uniform traffic distribution 
within the network, the routing algorithm should adapt to the varying 
demand pattern. It will utilize the network resources effectively.   

• Sleep period operation: Some nodes in a network may stop transmitting 
and/or receiving messages for an arbitrary time period to save battery power 
or for some other reasons. A routing protocol should be able to accommodate 
such sleep periods without overly adverse consequences. 

4.2   Quantitative Properties 

• End to end data throughput: This is a measure of the rate at which data can 
be sent through a network between source and destination.   

• End to end data delay: This is also referred to as latency. It is the time 
needed to deliver a message from a source to destination.   

• Average number of data bits transmitted per data bit delivered: This 
measures the efficiency of delivering data within a network.  
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• Average number of control bits transmitted per data bit delivered: This 
measures the efficiency of a protocol in expending control overheads to 
deliver data packets. Anything (such as control packets, header of data 
packets, etc.) that is not data should be included in control overheads. 

5   Proposed Solution for Performance Evaluation  

• Percentage of successful deliveries: It is calculated as the sum of the 
number of messages delivered successfully to destination divided by the 
total number of messages sent.  

• Average minimum hop counts: It is the sum of hop counts of all 
successful deliveries divided by total number of successful deliveries. In 
case there is more than one successful delivery for a particular source-
destination pair, only those successful deliveries with minimum hop count 
are considered in the sum of hop counts.  

• Percentage of nodes connected within a circle: It is calculated as the total 
numbers of the mobile nodes which receives message from a particular 
node.  

6   Conclusions  

This work is an attempt to simulate position based algorithms. The performance 
comparison of various algorithms may help in choosing routing algorithm for a given 
network. This may assist in designing an ad hoc network by determining right values 
of parameters in a given situation so that the performance of the network does not 
degrade. 
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