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Preface

AI*TA 2011 was the 12th International Conference on Advances in Artificial
Intelligence that is held bi-annually by the Italian Association for Artificial In-
telligence (AT*IA).

This edition of the conference was entitled: “Artificial Intelligence Around
Man and Beyond” owing to the strong focus of scientific contributions and invited
speeches on the new frontiers of Al research.

Nowadays, Al-enabled technologies support a sort of “distributed intelligent
environment.” In this environment human beings can better manipulate informa-
tion and more efficiently perform tasks involving a huge cognitive effort. All the
foundation fields in Al are strongly oriented toward this goal: semantic informa-
tion systems, natural language processing aimed to enhanced HCI, distributed
gaming, and social networking are only a few application examples.

Moreover, such technologies shift theoretical speculation toward philosophical
themes that are “beyond humans,” such as the design of metacognitive artificial
agents, machine consciousness, embodied robotics for seamless interaction with
humans. The debate is no longer about merely intelligent or cognitive machines,
but rather it focuses on their ability of being conscious and/or thinking about
their cognition also in relation with humans.

AT*TA 2011 received 58 submissions from 18 countries. The conference ac-
cepted 31 oral presentations, and 13 posters, which covered broadly the many
aspects of theoretical and applied artificial intelligence. They were grouped into
seven sessions: “Machine Learning,” “Distributed Al: Robotics and MAS,” “The-
oretical Issues: Knowledge Representation and Reasoning, Planning, Cognitive
Modeling,” “Natural Language Processing,” “Al Applications I & I1.”

Moreover, AI*IA 2011 hosted three invited speeches given by Stephen Gross-
berg, Hisroshi Ishiguro, and Roger Azevedo. A series of workshops dedicated to
specific topics complemented the main conference program:

— Semantic Technologies in Enterprises

— AI and Cultural Heritage

— Intelligent Social and Service Robots

— Technological Challenges and Scenarios of the Ageing Society

— Learning by Reading in the Real World

— Analyzing, Modeling, Evaluating, and Fostering Metacognition with Intelli-
gent Learning Environments

— Mining Complex Patterns

— DART 2011 - 5th International Workshop on New Challenges in Distributed
Information Filtering and Retrieval

AI*TA 2011 stimulated debate among researchers and the birth of new groups
devoted to particular investigations within the Al community. Moreover, many
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of the workshops promoted dialogue with the enterprise world: this is crucial for
the growth of any scientific community.

The conference was made possible thanks to the support of several institu-
tions and people that we want to acknowledge here.

We are very grateful to the AT*TA President, Paola Mello, for her precise
suggestions and encouragements, and to the whole AT*TA Governing Board that
selected Palermo as the venue for AI*IA 2011, providing us with continuous
logistic support during the conference organization phases.

We also want to thank our supporting scientific institutions: the University
of Palermo, CITC “Centro Interdipartimentale Tecnologie della Conoscenza,”
ICAR-CNR “Istituto di Calcolo e Reti ad Alte Prestazioni,” and the Artificial
Intelligence Journal published by Elsevier.

Moreover, let us thank Palermo Municipality, Provincia Regionale di Palermo,
ARS Sicily Parliament Assembly, and the Sicily Governor Bureau for their gen-
eral advice, Engineering Ingegneria Informatica S.p.A., Consorzio ARCA, and
Informamuse s.r.l. for supporting the conference.

Last but not least, our thanks go to the AT Group at the DICGIM Dipar-
timento di Ingegneria Chimica Gestionale Informatica e Meccanica: Vincenzo
Cannella, Arianna Pipitone, Alessandra De Paola, Valeria Seidita, Marco Ort-
loani, Orazio Gambino, Giuseppe Russo, Daniele Peri, and Agnese Augello. They
supported the organization locally and concretely contributed to the success of
AT*IA 2011.

July 2011 Roberto Pirrone
Filippo Sorbello
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Foundations and New Paradigms of Brain
Computing:
Past, Present, and Future

Stephen Grossberg

Center for Adaptive Systems, Boston University,
677 Beacon Street, Boston, MA 02215
steve@cns.bu.edu

1 Introduction

A paradigm shift: autonomous adaptation to a changing world. There
has been rapid progress over the past fifty years in modeling how brains control
behavior; that is, in developing increasingly sophisticated and comprehensive
computational solutions of the classical mind/body problem. Not surprisingly,
such progress embodies a major paradigm shift, but one that is taking a long
time to fully take hold because it requires a synthesis of knowledge from multi-
ple disciplines, including psychology, neuroscience, mathematics, and computer
science.

Linking brain to mind clarifies both brain mechanisms and behavioral func-
tions. Such a linkage is needed to develop applications to computer science,
engineering, and technology, since mechanisms tell us how things work, whereas
functions tell us what they are for. Knowing how things work and what they
are for are both essential in any application. Such models represent a paradigm
shift because the brain is unrivaled in its ability to autonomously adapt in real
time to complex and changing environments. Models that embody adaptive au-
tonomous intelligent responses to unexpected contingencies are just the sorts of
models that can fully realize the dream of artificial intelligence.

A method to link brain to mind. By what method can such models be
discovered? A successful method has been elaborated over the past fifty years.
The key is to begin with behavioral data, typically scores or even hundreds of
parametrically structured behavioral experiments in a particular problem do-
main. One begins with behavioral data because brain evolution needs to achieve
behavioral success. Any theory that hopes to link brain to behavior thus must
discover the computational level on which brain dynamics control behavioral
success. This level has proved to be the network and system level. That is why
the name neural networks is appropriate for these models.

Behavioral data provide a theorist with invaluable clues about the functional
problems that the brain is trying to solve. One starts with large amounts of data
because otherwise too many seemingly plausible hypotheses cannot be ruled out.
A crucial meta-theoretical constraint is to insist upon understanding the behav-
ioral datawhich comes to us as static numbers or curves on a pageas the emergent

R. Pirrone and F. Sorbello (Eds.): AT*IA 2011, LNAI 6934, pp. 1-7, 2011.
© Springer-Verlag Berlin Heidelberg 2011



2 S. Grossberg

properties of a dynamical process which is taking place moment-by-moment in
an individual mind. One also needs to respect the fact that our minds can adapt
on their own to changing environmental conditions without being told that these
conditions have changed. One thus needs to frontally attack the problem of how
an intelligent being can autonomously adapt to a changing world. Knowing how
to do this, as with many other theoretical endeavors in science, is presently an
art form. There are no known algorithms with which to point the way.

Whenever I have applied this method in the past, I have never used homun-
culi, or else the crucial constraint on autonomous adaptation would be violated.
The result has regularly been the discovery of new organizational principles and
mechanisms, which are then realized as a minimal model operating according to
only locally defined laws that are capable of operating on their own in real time.
The remarkable fact is that, when such a behaviorally-derived model has been
written down, it has always been interpretable as a neural network. These neural
networks have always included known brain mechanisms. The functional inter-
pretation of these mechanisms has, however, often been novel because of their
derivation from a behavioral analysis. The networks have also often predicted
the existence of unknown neural mechanisms, and many of these predictions
have been supported by subsequent neurophysiological, anatomical, and even
biochemical experiments over the years.

Once this neural connection has been established by a top-down analysis from
behavior, one can work both top-down from behavior and bottom-up from brain
to exert a tremendous amount of conceptual pressure with which to better un-
derstand the current model and to discover design principles that have not yet
been satisfied in it. Then the new design principles help to derive the next model
stage. This Method of Minimal Anatomies acknowledges that one cannot derive
“the brain” in one theoretical step. But one can do it incrementally in stages by
carrying out a form of conceptual evolution. Applying this method, a sequence of
self-consistent but evolving models can be derived, with each subsequent model
capable of explaining and predicting more data than its ancestors.

A fundamental empirical conclusion can be drawn from many experiences of
this type; namely, the brain as we know it can be successfully understood as an
organ that is designed to achieve autonomous adaptation to a changing world.
Although I am known as one of the founders of the field of neural networks, I
have never tried to derive a neural network. Neural networks arise from a real-
time behavioral analysis because they provide natural computational realizations
with which to control autonomous behavioral adaptation to a changing world.

New paradigms: Complementary computing, laminar computing,
and nano chips. How does the brain carry out autonomous adaptation to
a changing world? What new computational paradigms are needed to accom-
plish this goal?

Complementary Computing clarifies the nature of brain specialization. It pro-
vides an alternative to the previous computer-inspired paradigm of independent
modules. If there were independent modules in the brain, properties such as vi-
sual lightness, depth, and motion would be computed independently, which is
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not the case. Complementary Computing explains why the brain is specialized
into parallel processing streams, and how these streams interact in specific ways
to overcome their complementary deficiencies [§].

Laminar Computing clarifies how the ubiquitous organization of cerebral cor-
tex into layered circuits can support, through variations of the same laminar
architecture, such different aspects of biological intelligence as vision, speech,
and cognition [I] [9] [11] [12].

These new computational paradigms promise to have a major impact on the
design of future computers that increasingly embody aspects of human intelli-
gence. For example, it is widely acknowledged that Moores Law will break down
within ten years. Current Von Neumann chip designs cannot continue to become
increasingly dense without becoming highly noisy and generating too much heat.
The DARPA SyNAPSE program, among others, has responded to this challenge
by supporting research to design new nano-scale VLSI chips that better embody
properties of biological intelligence. The idea is for future computers to contain
the fastest traditional chips, which can carry out many functions that human
brains cannot, as well as brain-inspired chips whose successive generations can
carry out increasingly complex types of characteristically human intelligence,
notably autonomous adaptation to a changing world.

Nano-scale chips tend to be noisy chips, unlike the perfect chips in Von Neu-
mann computers on which current Al builds. In order to generate less heat, the
new nano-scale chips need to use discrete spikes in time to communicate between
processing elements. In order to pack in the necessary processing, they may also
need to be organized in processing layers. DARPA turned to the brain for de-
sign inspiration because the cerebral cortex, which supports all higher aspects
of biological intelligence, provides a paradigmatic example of a noisy, layered,
spiking intelligent device. That is why Laminar Computing is starting to change
the way in which future chips are being designed. [2] have described, using the
example of the 3D LAMINART model of 3D vision, a general method for con-
verting fifty years of neural networks based on continuous rate-based signals into
spiking neural networks that are amenable to being embodied in SyYNAPSE-style
chips.

Research progress: towards autonomous adaptive agents.Using this
method, my colleagues and I have developed increasingly detailed and compre-
hensive neural models of vision and visual object recognition; audition, speech,
and language; development; attentive learning and memory; cognitive informa-
tion processing; reinforcement learning and motivation; cognitive-emotional in-
teractions; navigation; sensory-motor control and robotics; and mental disorders.
These models involve many parts of the brain, ranging from perception to ac-
tion, and multiple levels of brain organization, ranging from individual spikes and
their synchronization to cognition. My web page http://cns.bu.edu/~steve
contains many downloadable articles that illustrate this progress. In my talk
at AT*IA, I will summarize some recent theoretical progress towards designing
autonomous mobile adaptive agents. One of these developments is summarized
below.
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2 What Is an Object? Learning Object Categories under
Free Viewing Conditions

ARTSCAN model: What-Where stream coordination supports invari-
ant object learning. What is an object? How can we learn what an object
is without any external supervision? In particular, how does the brain learn to
recognize a complex object from multiple viewpoints, and when it is seen at
multiple positions and distances? Such a competence is essential in any mobile
autonomous adaptive agent. Consider what happens when we first look at an
object that is not instantly recognizable. We make scanning eye movements, di-
recting our foveas to a variety of points of interest, or views, on the object. The
objects retinal representations of these views are greatly distorted by cortical
magnification in cortical area V1. The brain somehow combines several such dis-
torted views into an object recognition category that is invariant to where we
happen to be gazing at the moment. Future encounters with the same object
can therefore lead to fast recognition no matter what view we happen to see.

How does the brain know that the views that are foveated on successive sac-
cades belong to the same object? How does the brain avoid the problem of
erroneously learning to classify parts of different objects together? Only views
of the same object should be linked through learning to the same view-invariant
object category. How does the brain know which views belong to the same ob-
ject, even before it has learned a view-invariant category that can represent the
object as a whole?” How does the brain do this without an external teacher; that
is, under the unsupervised learning conditions that are the norm during many
object learning experiences in vivo?

My colleagues and I [3] [6] [1I0] have been developing a neural model to ex-
plain how spatial and object attention to coordinate the brains ability to learn
representations of object categories that are seen at multiple positions, sizes,
and viewpoints. Such invariant object category learning and recognition can be
achieved using interactions between a hierarchy of processing stages in the vi-
sual brain. These stages include retina, lateral geniculate nucleus, and cortical
areas V1, V2, V4, and IT in the brain’s What cortical stream, as they interact
with spatial attention processes within the parietal cortex of the Where cortical
stream.

The model first was developed to explain view-invariant object category learn-
ing and recognition [6] [7] [1I0]. This version of the model is called ARTSCAN.
ARTSCAN has been generalized to the positional ARTSCAN, or pARTSCAN,
model which explains how view-, position-, and size-invariant object categories
may be learned [3].

I predict that view-invariant object learning and recognition is achieved by
the brain under free viewing conditions through the coordinated use of spa-
tial and object attention. Many studies of spatial attention have focused on its
spatial distribution and how it influences visual perception. I predict that spa-
tial attention plays a crucial role in controlling view-invariant object category
learning. In particular, several authors have reported that the distribution of
spatial attention can configure itself to fit an objects form. Form-fitting spatial
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attention is sometimes called an attentional shroud [13]. ARTSCAN predicts
how an objects pre-attentively formed surface representation can induce such a
form-fitting attentional shroud. Moreover, while this attentional shroud remains
active, I predict that it accomplishes two things.

First, it ensures that eye movements tend to end at locations on the objects
surface, thereby enabling views of the same object to be sequentially explored.
Second, it keeps the emerging view-invariant object category active while dif-
ferent views of the object are learned and associated with it. Thus, the brain
avoids what would otherwise seem to be an intractable infinite regress: If the
brain does not already know what the object is, then how can it, without ex-
ternal guidance, prevent views from several objects from being associated? My
proposal is that the pre-attentively formed surface representation of the object
provides the object-sensitive substrate that prevents this from happening, even
before the brain has learned knowledge about the object. This hypothesis is con-
sistent with a burgeoning psychophysical literature showing that 3D boundaries
and surfaces are the units of pre-attentive visual perception, and that attention
selects these units for recognition.

This proposed solution can be stated more formally as a temporally-coordina-
ted cooperation between the brains What and Where cortical processing streams:
The Where stream maintains an attentional shroud whose spatial coordinates
mark the surface locations of a current “object of interest”, whose identity has
yet to be determined in the What stream. As each view-specific category is
learned by the What stream, it focuses object attention via a learned top-down
expectation on the critical features that will be used to recognize that view and
its variations in the future. When the first such view-specific category is learned,
it also activates a cell population at a higher cortical level that will become the
view-invariant object category.

Suppose that the eyes or the object move sufficiently to expose a new view
whose critical features are significantly different from the critical features that
are used to recognize the first view. Then the first view category is reset, or in-
hibited. This happens due to the mismatch of its learned top-down expectation,
or prototype of attended critical features, with the newly incoming view infor-
mation [4] [5]. This top-down prototype focuses object attention on the incoming
visual information. Object attention hereby helps to control which view-specific
categories are learned by determining when the currently active view-specific
category should be reset, and a new view-specific category should be activated.
However, the view-invariant object category should not be reset every time a
view-specific category is reset, or else it can never become view-invariant. This
is what the attentional shroud accomplishes: It inhibits a tonically-active reset
signal that would otherwise shut off the view-invariant category when each view-
based category is reset. As the eyes foveate a sequence of object views through
time, they trigger learning of a sequence of view-specific categories, and each of
them is associatively linked through learning with the still-active view-invariant
category.
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When the eyes move off an object, its attentional shroud collapses in the
Where stream, thereby disinhibiting the reset mechanism that shuts off the view-
invariant category in the What stream. When the eyes look at a different object,
its shroud can form in the Where stream and a new view category can be learned
that can, in turn, activate the cells that will become the view-invariant category
in the What stream.

The original archival articles show how these concepts can explain many
psychological and neurobiological data about object category learning and recog-
nition. In particular, the model mechanistically clarifies basic properties of atten-
tion shifts (engage, move, disengage) and inhibition of return. It simulates human
reaction time data about object-based spatial attention shifts, and learns with
98.1% accuracy and a compression of 430 on a letter database whose letters vary
in size, position, and orientation.
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Abstract. Application fields of robotics are shifting from industrial
robots to everyday robots that provide various services in our daily life.
For realizing the everyday robots, we need to study more on human. We,
robotisist, have to develop the interactive robots in the open environ-
ment, although we do not have sufficient knowledge on human. That is,
we develop the robots based on the knowledge on human and use the
robots for verifying hypothesis for understanding human. This is a new
interdisciplinary framework that connect various research areas, such as
cognitive science, brain science, sensor networks, mechanical engineering,
and artificial intelligence. Further, it also provide philosophical questions.
In this talk, I will introduce a series of robots that I have developed in
Osaka University and ATR Hiroshi Ishiguro Laboratory and discuss the
related fundamental issues for understanding human.
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Abstract. Self-regulated learning (SRL) involves a complex set of in-
teractions between cognitive, metacognitive, motivational and affective
processes. The key to understanding the influence of these self-regulatory
processes on learning with open-ended, non-linear learning computer-
based environments involves detecting, capturing, identifying, and
classifying these processes as they temporally unfold during learning.
Understanding the complex nature of these processes is key to build-
ing intelligent learning environments that are capable of adapting to the
inherent fluctuations in learners’ SRL processes and emerging under-
standing of the embedded educational content and related disciplinary
knowledge. Recent developments in the use of and advances in the de-
sign of artificial pedagogical agents have begun to address these issues.
However, we are still experiencing major theoretical, conceptual, method-
ological, and analytical challenges that may impede our ability to design
more intelligent agents that are effectively and reliably able to detect,
model, and foster learners SRL processes during learning. As such, the
foci of this presentation are to: (1) introduce the complexity of SRL with
current intelligent agent systems, (2) briefly present a hybrid theoretical
model of SRL and describe how it can be used to analyze the tempo-
rally, unfolding sequences of processes during learning, (3) present and
describe sample data to illustrate the nature and complexity of these pro-
cesses and the various challenges they pose for designers and learners,
and (4) present challenges for future research that combines several tech-
niques and methods to design pedagogical agents and intelligent learning
environments that effectively and reliably trace, model, and foster SRL.
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Abstract. Thresholding strategies in automated text categorization are an under-
explored area of research. Indeed, thresholding strategies are often considered a
post-processing step of minor importance, the underlying assumptions being that
they do not make a difference in the performance of a classifier and that finding
the optimal thresholding strategy for any given classifier is trivial. Neither these
assumptions are true. In this paper, we concentrate on progressive filtering, a
hierarchical text categorization technique that relies on a local-classifier-per-node
approach, thus mimicking the underlying taxonomy of categories. The focus of
the paper is on assessing TSA, a greedy threshold selection algorithm, against a
relaxed brute-force algorithm and the most relevant state-of-the-art algorithms.
Experiments, performed on Reuters, confirm the validity of TSA.

1 Introduction

Thresholding strategies can make the difference in the performance of a classifier.
Moreover, how to find the best acceptance threshold for a classifier is a hard prob-
lem, especially in case of classifiers linked to taxonomic relationships. Nevertheless,
in the literature, only few studies have been made on this issue [18]], [9], [[13], [7], so
that thresholding strategies in automated Text Categorization (TC) are still an under-
explored area of research [[19].

In this paper, we perform a comparative experimental assessment of a greedy thresh-
old selection algorithm, called TSA, aimed at finding a suboptimal combination of
thresholds in the context of Progressive Filtering (PF), the Hierarchical Text Categoriza-
tion (HTC) technique discussed in [2]. Experimental results, performed on the Reuters
data collections, show that the proposed approach is able to find suboptimal solutions
while maintaining a quadratic complexity, which allows to adopt the algorithm also for
large taxonomies [4]]. This paper extends our previous work [S]] by reporting further ex-
perimental results and comparing them with those obtained by running a relaxed brute
force approach and the algorithm proposed in [[13].

The rest of the paper is organized as follows: Section [2| summarizes the main thresh-
olding strategies proposed in the literature. Section 3 briefly recalls PF. Section ] de-
scribes TSA, putting into evidence the theoretical background that allowed to devise
the algorithm, together with its computational benefits. Experiments and results are il-
lustrated in Section 8 Conclusions and future work are discussed in Section [6] which
ends the paper.

R. Pirrone and F. Sorbello (Eds.): AI*IA 2011, LNAI 6934, pp. 10-20, 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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2 Thresholding Strategies

In TC, the three most commonly used thresholding strategies are RCut, PCut, and SCut
[[L8]. For each document, RCut sorts categories by score and selects the ¢ top-ranking
categories, with ¢ > 1 (however, as noted in [[14], RCut is not a strict thresholding
policy). For each category C};, PCut sorts the documents by score and sets the threshold
of C; so that the number of documents accepted by C; corresponds to the number
of documents assigned to Cj. For each category C';, SCut scores a validation set of
documents and tunes the threshold over the local pool of scores, until a suboptimal,
though satisfactory, performance of the classifier is obtained for Cj;.

Few threshold selection algorithms have been proposed for HTC [9] [[13]] [[7].

The algorithm proposed by D’ Alessio et al. [9]] tunes the thresholds by considering
categories in a top-down fashion. For each category C}, the search space is visited by in-
crementing the corresponding threshold with steps of 0.1. For each threshold value, the
number of True Positives (1'P) and False Positives (F'P), i.e., the number of documents
that would be correctly and incorrectly placed in C}, is calculated. The utility function,
i.e., the goodness measure that must be maximized for each threshold, is TP — F .

Ruiz [13]] selects thresholds that optimize the F} values for the categories. The whole
training set is used to identify (sub)optimal thresholds. His expert-based system takes a
binary decision at each expert gate and then optimizes the thresholds using only exam-
ples that reach leaf nodes. This task is performed by grouping experts into levels and
finding the thresholds that maximize F}. The best results are selected upon trials per-
formed with each combination of thresholds from the vector [0.005,0.01,0.05,0.10]
for level 1 and [0.005,0.01, 0.05,0.10,0.15, . .., 0.95] for levels 2, 3, 4.

The algorithm proposed by Ceci and Malerba [[/] is based on a recursive bottom-
up threshold determination. The algorithm takes as input a category C' and the set of
thresholds already computed for some siblings of C' and their descendants. It returns the
union of the input set with the set of thresholds computed for all descendants of C'. In
particular, if C’ is a direct subcategory of C, the threshold associated to C’ is determined
by examining the sorted list of classification scores and by selecting the middle point
between two values in the list, to minimize the expected error. The error function is
estimated on the basis of the distance between two nodes in a tree structure (7'D), the
distance being computed as the sum of the weights belonging to the edges of the unique
path connecting the two categories in the hierarchy (a unit weight is associated to each
edge).

3 Progressive Filtering

A simple way to categorize the various proposals that have been made in HTC is to
focus on the mapping between classifiers and the underlying taxonomy. According to
[LLS]], the approaches proposed in the literature can be framed as follows: (i) local classi-
fier per node, (ii) local classifier per parent node, (iii) local classifier per level, and (iv)
global classifier.

! In the event that the same value of the utility function occurs multiple times, the lowest thresh-
old with that value is selected.
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Fig. 1. An example of pipeline (highlighted with bold-dashed lines)

PF is a simple categorization technique framed within the local classifier per node
approach, which admits only binary decisions, as each classifier is entrusted with decid-
ing whether the input in hand can be forwarded or not to its children. The first proposals
in which sequential boolean decisions are applied in combination with local classifiers
per node can be found in [9], [[LO], and [16]]. In [17], the idea of mirroring the taxonomy
structure through binary classifiers is clearly highlighted; the authors call this technique
“binarized structured label learning”.

In PF, given a taxonomy, where each node represents a classifier entrusted with
recognizing all corresponding positive inputs (i.e., interesting documents), each input
traverses the taxonomy as a “token”, starting from the root. If the current classifier
recognizes the token as positive, it is passed on to all its children (if any), and so on. A
typical result consists of activating one or more branches within the taxonomy, in which
the corresponding classifiers have been activated by the token (see Figure/[I).

A way to implement PF consists of unfolding the given taxonomy into pipelines
of classifiers, as depicted in Figure [2l Each node of the pipeline represents a category
that embeds a binary classifier able to recognize whether or not an input belongs to the
category itself. Unfolding the taxonomy in pipelines gives rise to a set of new classifiers,
each represented by a pipeline.

4 The Threshold Selection Algorithm

4.1 Motivations

According to classical text categorization, given a set of documents D and a set of
labels C, a function CSV; : D — |0, 1] exists for each ¢; € C. The behavior of ¢;
is controlled by a threshold 6;, responsible for relaxing or restricting the acceptance
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Fig. 2. The pipelines corresponding to the taxonomy in Figure[I]

rate of the corresponding classifier. Let us recall that, with d € D, CSV;(d) > 0; is
interpreted as a decision to categorize d under ¢;, whereas C'SV;(d) < 0; is interpreted
as a decision not to categorize d under c;.

In PF, we assume that C'SV; exists, with the same semantics adopted by the classi-
cal setting. Considering a pipeline 7, composed by n classifiers, the acceptance policy
strictly depends on the vector of thresholds 6 = (01,05, ...,6n) that embodies the
thresholds of all classifiers in 7. In order to categorize d under m, the following con-
straint must be satisfied: for k = 1...n, CSV;(d) > 6. On the contrary, d is not
categorized under c¢; in the event that a classifier in 7 rejects it. Let us point out that
we allow different behaviors for a classifier, depending on which pipeline it is embed-
ded in. As a consequence, each pipeline can be considered in isolation from the others.
For instance, given m; = (C1, Co, C3) and 2 = (C1, Ca, Cy), the classifier C} is not
compelled to have the same threshold in 7; and in 75 (the same holds for C5). In so
doing, the proposed approach performs a sort of “flattening”, though preserving the
information about the hierarchical relationships embedded in a pipeline. For instance,
the pipeline (C1, Co, C3) actually represents the classifier Cs, although the information
about the existing subsumption relationships are preserved (i.e., C3 < Ca < C'y, where
“<” denotes the usual covering relation).

In PF, given a utility functiorfl, we are interested in finding an effective and com-
putationally “light” way to reach a sub-optimum in the task of determining the best
vector of thresholds. Unfortunately, finding the best acceptance thresholds is a difficult
task. In fact, exhaustively trying each possible combination of thresholds (brute-force
approach) is unfeasible, the number of thresholds being virtually infinite. However, the
brute-force approach can be approximated by defining a granularity step that requires
to check only a finite number of points in the range [0, 1], in which the thresholds are
permitted to vary with step d. Although potentially useful, this “relaxed” brute force
algorithm for calibrating thresholds (RBF for short) is still too heavy from a compu-
tational point of view. On the contrary, the threshold selection algorithm described in
this paper is characterized by low time complexity while maintaining the capability of
finding near-optimum solutions.

? Different utility functions (e.g., precision, recall, Fj3, user-defined) can be adopted, depending
on the constraint imposed by the underlying scenario.
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4.2 Analysis and Implementation of TSA

Utility functions typically adopted in TC and in HTC are nearly-convex with respect to
the acceptance threshold. Figure B depicts three typical trends of utility functions, i.e.,
precision, recall, and F}.
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Fig. 3. Example of utility functions

Setting the threshold of a classifier to 0, no matter which utility function is adopted,
forces the classifier to reach its maximum error in terms of false positives (FP). Con-
versely, setting the threshold to 1 forces the classifier to reach its maximum error in
terms of false negatives (FN).

Due to the shape of the utility function and to its dependence on FP and FN, it
becomes feasible to search its maximum around a subrange of [0, 1]. Bearing in mind
that the lower the threshold the less restrictive is the classifier, we propose a greedy
bottom-up algorithm for selecting decision threshold that relies on two functions [3]:

— Repair (R), which operates on a classifier C' by increasing or decreasing its thresh-
old —i.e., R(up, C) and R(down, C), respectively— until the selected utility func-
tion reaches and maintains a local maximum.

— Calibrate (C), which operates going downwards from the given classifier to its oft-
spring by repeatedly calling R. It is intrinsically recursive and, at each step, calls
R to calibrate the current classifier.

Given a pipeline 7 = (C1,Cs,...,CL), TSA is defined as follows (all thresholds are
initially set to 0):
TSA(r) := fork =L downtoldo C(up,Cy) (1)

which asserts that C is applied to each node of the pipeline, starting from the leaf (k =
L).
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Under the assumption that p is a structure that contains all information about a
pipeline, including the corresponding vector of thresholds and the utility function to
be optimized, the pseudo-code of TSA is:

function TSA(p:pipeline) :

for k := 1 to p.length do p.thresholds[i] = 0
for k := p.length downto 1ldo Calibrate (up,p,k)
return p.thresholds

end TSA

The Calibrate function is defined as follows:

C(up,Cx) :=R(up,Ck), k=1L @)
C(up, Ck) := R(up, Cy);C(down, Cyy1), k<L

and
C(down, Cy) := R(down,Cy), k=1L 3)
C(down, Cy) := R(down, Ck); C(up, Cr41), k < L

where the “;” denotes a sequence operator, meaning that in “a;b” action a is performed
before action b.

The pseudo-code of Calibrate is:

function Calibrate(dir:{up,down}, p:pipeline, level:integer):
Repair (dir,p, level)
if level < p.length then Calibrate(toggle(dir),p,level+l)
end Calibrate

where toggle is a function that reverses the current direction (from up to down and
vice versa). The reason why the direction of threshold optimization changes at each
call of Calibrate (and hence of Repair) lies in the fact that increasing the threshold
01 is expected to forward less FP to Cj, which allows to decrease 6. Conversely,
decreasing the threshold 6j_; is expected to forward more FP to C, which must react
by increasing 6. The pseudo-code of Repair is:

function Repair(dir:{up,down}, p:pipeline, level:integer):

delta := (dir = up) ? p.delta : -p.delta
best_threshold := p.thresholds[level]
max_uf := p.utility function()

uf := max uf

while uf >= max_uf » p.sf and p.thresholds[level] in [0,1]
do p.thresholds[level] += delta
uf := p.utility_function()
if uf < max_uf then continue

max_uf := uf
best_threshold := p.thresholds[level]
p.thresholds[level] := best_threshold

end Repair
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The scale factor (p.sf) is used to limit the impact of local minima during the search,
depending on the adopted utility function (e.g., a typical value of p.sf for Fj is 0.8).

It is worth pointing out that, as also noted in [11]], the sub-optimal combination
of thresholds depends on the adopted dataset, hence the sub-optimal combination of
thresholds need to be recalculated for each dataset.

4.3 Expected Runnning Time and Computational Complexity of TSA

Searching for a sub-optimal combination of thresholds in a pipeline 7 can be viewed as
the problem of finding a maximum of a utility function F’, the maximum being depen-
dent on the corresponding thresholds 6. In symbols:

0* = argmax F(0;7) %)
0

Unfortunately, the above task is characterized by high time complexity. In particular,
two sources of intractability hold: (i) the optimization problem that involves the thresh-
olds and (ii) the need of retraining classifiers after modifying thresholds. In this work,
we concentrate on the former issue while deciding not to retrain the classifiers. In any
case, it is clear that the task of optimizing thresholds requires a solution that is compu-
tationally light. To calculate the computational complexity of TSA, let us define a gran-
ularity step that requires to visit only a finite number of points in a range [pmin, Pmaz],
0 < pmin < Pmaz < 1, in which the thresholds vary with step . As a consequence,
p= 6" (Pmaz — Pmin)] is the maximum number of points to be checked for each
classifier in a pipeline. For a pipeline 7 of length L, the expected running time for
TSA, say Trsa(m), is proportional to (L + L?) - p - (pmaz — Pmin)- This implies that
TSA has complexity O(L?), quadratic with the number of classifiers embedded by a
pipeline. A comparison between TSA and the brute-force approach is unfeasible, as
the generic element of the threshold vector is a real number. However, a comparison
between TSA and RBF is feasible, although RBF is still computationally heavy. As-
suming that p points are checked for each classifier in a pipeline, the expected running
time for RBF, Trpr(m), is proportional to pL , which implies that its computational
complexity is O(pF).

To show the drastic reduction of complexity brought by TSA, let us consider a
pipeline 7 composed of 4 classifiers (i.e., L = 4), and p = 100. In this case, the
orders of magnitude of Trpr(7) and Trga(m) are 108 and 103, respectively. These
values are confirmed by the experiments reported in Section[3] It is worth noting that,
due its intrinsic complexity, the RBF approach can be applied in practice only setting p
to a value much lower than the one applied to TSA. For instance, with prsa = 2000,
Pmaz = 1, pmin = 0,and L = 4, Tpga(m) o 32,000. To approximately get the same
running time for RBF, prpr ~ 6.7, which is two orders of magnitude lower than prg 4.

5 Experimental Results

The Reuters Corpus Volume I (RCV1-v2) [[12] has been chosen as benchmark dataset.
In this corpus, stories are coded in four hierarchical groups: Corporate/Industrial (CCAT),
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Table 1. Comparisons between TSA and RBF (in milliseconds), averaged on pipelines with
L=4.

Algorithm tieva tievs tievz  tievi Fa

experiments with 6 = 0.1, (p = 10)

TSA 33 81 131 194 0.8943

RBF 23 282 3,394 43,845 0.8952
experiments with § = 0.05, (p = 20)

TSA 50 120 179 266 0.8953

RBF 35 737 17,860 405,913 0.8958

experiments with 6 = 0.01, (p = 100)
TSA 261 656 1,018 1,625 0.8926
RBF 198 17,633 3.1E+6 1.96E+8 0.9077

Economics (ECAT), Government/Social (GCAT), and Markets (MCAT). Although the
complete list consists of 126 categories, only some of them have been used to test our
hierarchical approach. The total number of codes actually assigned to the data is 93,
whereas the overall number of documents is about 803,000. Each document belongs to
at least one category and, on average, to 3.8 categories.

Reuters dataset has been chosen because it allows us to perform experiments with
pipelines up to level 4 while maintaining a substantial number of documents along the
pipeline. To compare the performance of TSA with respect to RBF and to the selected
state-of-the-art algorithms, we used, about 2,000 documents per each leaf category. We
considered the 24 pipelines of depth 4 yielding a total of about 48,000 documents.

Experiments have been performed on a SUN Workstation with two Opteron 280,
2Ghz+ and 8Gb Ram. The system used to perform benchmarks has been implemented
using X.MAS [1]], a generic multiagent architecture built upon JADE [6] and devised to
make it easier the implementation of information retrieval/filtering applications.

Experiments have been carried out by using classifiers based on the wk-NN technol-
ogy [8]], which do not require specific training and are very robust with respect to noisy
data. As for document representation, we adopted the bag of words approach, a typical
method for representing texts in which each word from a vocabulary corresponds to a
feature and a document to a feature vector. In this representation, all non-informative
words such as prepositions, conjunctions, pronouns and very common verbs are dis-
regarded by using a stop-word list. Moreover, the most common morphological and
inflexional suffixes are removed by adopting a standard stemming algorithm. After de-
termining the overall sets of features, their values are computed for each document
resorting to the well-known TFIDF method. To reduce the high dimensionality of the
feature space, we select the features that represent a node by adopting the information
gain method.

During the training activity, each classifier has been trained with a balanced data set
of 1000 documents, characterized by 200 features.
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Experiments, performed on a balanced dataset of 2000 documents for each class,
were focused on (i) comparing the running time and F} of TSA vs. RBF, and on (ii)
comparing TSA with the selected state-of-the-art algorithms, i.e., those proposed by
D’ Alessio et al. [9], by Ruiz [13]], and by Ceci and Malerba [[7]]. Let us note that the
focus of this work is only on threshold selection algorithms, so that we selected the
most representative algorithms proposed in the literature and we decided to not compare
TSA with other types of heuristic text filtering algorithms.

TSA vs. RBF. Experiments performed to compare TSA with RBF have been carried
out calculating the time (in milliseconds) required to set the optimal vector of thresh-
olds for both algorithms, i.e., the one that reaches the optimal value in term of F}, the
selected utility function. Different values of § (i.e., 0.1, 0.05, 0.01) have been adopted to
increment thresholds during the search. Each pair of rows in Table[Ilreports the compar-
ison in terms of the time spent to complete each calibrate step (¢;cy4 - - - tien1), together
with the corresponding F}. Results clearly show that the cumulative running time for
RBF tends to rapidly become intractableE, while the values of F} are comparable.

TSA vs. state-of-the-art algorithms. As already pointed out, to compare TSA we
considered the algorithms proposed by D’ Alessio et al. [9], by Ruiz [13]], and by Ceci
and Malerba [[7]]. We used § = 1072 for TSA. Let us note that Ruiz uses the same
threshold value for level 3 and level 4, whereas we let its algorithm to search on the
entire space of thresholds. In so doing, the results in terms of utility functions cannot be
worse than those calculated by means of the original algorithm. However, the running
time is one order of magnitude greater than the original algorithm.

Table 2. Comparisons between TSA and three state-of-the-art algorithms (UF stands for Utility
Function)

UF: Fl F1 TP-FP TD Time (s)
TSA 0.9080 814.80 532.24 1.74
Ceci & Malerba 0.0927 801.36 545.44 0.65
Ruiz 0.8809 766.72 695.32 29.39
D’Alessio et al. 0.9075 812.88 546.16 14.42

UF: TP-FP F1 TP-FP  TD Time (s)
TSA 0.9050 813.36 521.48 1.2
Ceci & Malerba 0.9015 802.48 500.88 1.14
Ruiz 0.8770 764.08 67520 24.4
D’Alessio at al. 0.9065 812.88 537.48 11.77

UF: TD Fl TP-FP TD Time (s)
TSA 0.8270 704.40 403.76 1.48
Ceci & Malerba 0.8202 694.96 404.96 0.62
Ruiz 0.7807 654.72 597.32 26.31
D’Alessio et al. 0.8107 684.78 415.60 13.06

3 Note that 1.9E+8 millisecond are about 54.6 hours.
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For each algorithm, we performed three sets of experiments in which a different
utility function has been adopted. The baseline of our experiments is a comparison
among the four algorithms. In particular, we used:

— F'1, according to the metric adopted in our previous work on PF [2]] and in [13];
— TP — FP, according to the metric adopted in [9];
— T'D, according to the metric adopted in [[7].

As reported in Table 2] for each experimental setting, we calculated the performance
and the time spent for each selected metric.

Table [2l summarizes the results. For each experimental setting, the most relevant
results (highlighted in bold in the table) are those which correspond to the metric used
as utility function. As shown, TSA always performs better in terms of F'1, TP — F'P,
and T'D. As for the running time, the algorithm proposed by Ceci and Malerba shows
the best performance.

6 Conclusions and Future Work

In this paper we described TSA, a threshold selection algorithm for hierarchical text
categorization. The underlying insight is that relaxing the behavior of a classifier at
level k-1 requires to constraint the behavior of classifier at level k, and so on. To as-
sess the performance of TSA, we made experiments aimed at comparing TSA with
a relaxed brute-force approach and with the most relevant state-of-the-art algorithms.
Experimental results confirm the validity of TSA.

As for future work, considering that most real-world domains are characterized by
high imbalance between positive and negative examples, we are currently performing
comparative experiments considering also the input imbalance.
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Abstract. The extension of kernel-based binary classifiers to multi-
class problems has been approached with different strategies in the last
decades. Nevertheless, the most frequently used schemes simply rely
on different criteria to combine the decisions of a set of independently
trained binary classifiers. In this paper we propose an approach that aims
at establishing a connection in the training stage of the classifiers using
an innovative criterion. Motivated by the increasing interest in the semi-
supervised learning framework, we describe a soft-constraining scheme
that allows us to include probabilistic constraints on the outputs of the
classifiers, using the unlabeled training data. Embedding this knowledge
in the learning process can improve the generalization capabilities of the
multiclass classifier, and it leads to a more accurate approximation of a
probabilistic output without an explicit post-processing. We investigate
our intuition on a face identification problem with 295 classes.

Keywords: Multiclass Support Vector Machines, Probabilistic
Constraints, Semi-Supervised Learning.

1 Introduction

In multiclass classification problems we have a set of k > 2 classes, and the goal
is to construct a classifier which correctly predicts the class to which an input
point belongs. Although many real-world classification problems are multiclass,
many of the most efficient classifiers are specifically designed for binary problems
(k = 2), such as Support Vector Machines (SVMs) [16].

The simplest strategy to allow them to handle a larger number of classes is
commonly referred to as “one-versus-all” (OVA), and it consists in independently
training k classifiers to discriminate each class from the k£ — 1 remaining ones.
Given an input instance, the class label corresponding to the classifier which
outputs the maximum value is selected [14]. Even if some more sophisticated
schemes have been proposed (based on directed acyclic graphs, on error correct-
ing coding theory, or on combination of different strategies [13/5/4], for example)
the OVA strategy is still one of the most popular approaches, since it has been
shown to be as accurate as the most of the other techniques [14].

R. Pirrone and F. Sorbello (Eds.): AT*IA 2011, LNAI 6934, pp. 21-32, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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In this paper we propose to tackle the OVA multiclass problem for regularized
kernel machines in an innovative fashion, enforcing the k outputs of the classifi-
cation functions to fulfill a probabilistic relationship. In detail, the probabilistic
constraints represent a domain information on the multiclass problem that we
enforce on the available unlabeled training data, in a Semi-Supervised setting.
As a matter of fact, the constraints introduce a dependency among the training
stages of the k classifiers, encouraging an inductive transfer that may improve
the generalization capabilities of the multiclass classifier.

For this reason our work is related to Multi-Task learning [3] and it shares
some principles with approaches that post-process the output of an SVM to ap-
proximate posterior estimates [I2/17]. It is substantially different from logistic
regression models [I5[7] that yield probabilistic outcomes based on a maximum
likelihood argument. In particular, we focus on the improvements in terms of
generalization performance that the proposed constraining can introduce, and
not on the strict definition of a model that is guaranteed to produce a proba-
bilistic output. Nevertheless, we show that it is satisfactorily approximated by
our soft-constraining procedure.

We investigate our approach on a face identification problem with 295 classes,
using the publicly available XM2VTS multimodal dataset. A detailed experi-
mental analysis shows improvements in the quality of the classifier, successfully
exploiting the interaction that is established by the probabilistic constraints.

This paper is organized as follows. In Section [2] the Semi-Supervised binary
classifiers on which we focus are introduced. In Section [B] the probabilistic con-
straints are presented. Section Ml collects our experimental results, and, finally,
in Section [Al some conclusions are drawn.

2 Multiclass Learning with Constraints

Given a set of objects in X, let us suppose that each object &; € X ¢ R? is
described by a d-dimensional vector of features. In a generic k-class classification
problem, we want to infer the function ¢ : X — ), where ) is a set of labels.
We indicate with y; € ) the label associated to x;. Suppose that there is a
probability distribution P on X x ), according to which data are generated.

In a Supervised classification problem, we have a labeled training set £ of [
pairs,

L= {(mlayl)‘z = 17"'313 T; € X? Yi € y}a

and the classifier is trained to estimate ¢(-) using the information in £. A labeled
validation set V), if available, is used to tune the classifier parameters, whereas
the generalization capabilities are evaluated on an out-of-sample test set 7, in
a typical inductive setting.
In the Semi-Supervised learning framework, we have also a set U of u unlabeled
training instances,
U= {SEL|Z: 1,...,u, ¢; € X},

that is exploited to improve the quality of the classifier. In a practical context,
unlabeled data can be acquired relatively easily, whereas labeling requires the
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expensive work of one or more supervisors, so that frequently we have u >>
[. Unlabeled samples are drawn accordingly to the marginal distribution Py
of P, and the Semi-Supervised framework attempts to incorporate them into
the learning process in different ways. Popular Semi-Supervised classifiers make
specific assumptions on the geometry of Py, such as, for example, having the
structure of a Riemannian manifold [9]. We indicate with n the total number of
labeled and unlabeled training points collected in the set S = LUU, LNU = (),
where the union and intersection are intended to consider only the first element
of each pair in £ (n = in the supervised setting).

SVM-like kernel machines are specifically designed as binary classifiers. Their
extension to multiclass classification in a “one-versus-all” (OVA) scheme, consists
in the independent training of k binary classifiers that discriminate each class
from the other k — 1 ones. We indicate with f; the function learnt by the j-
th classifier, j = 1,...,k, and with y;; the target of the sample x; in the j-th
binary problem. Following the Multi-Task learning framework [3], each function
represents a specific “task”, collected in the vector f = [f1,..., fx]T. In the
classical multiclass scenario, all the tasks are defined on the same set of points,
and the decision function ¢(-) that determines the overall output of the classifier
is

c(x) = argmax fj(x). (1)
J
When some prior knowledge on the correlation among the tasks is available, we

propose to model it with a set of ¢ constraints on { f1(x), ..., fx(x)}, represented
by the functions ¢, : R* — IR:

on(fi(x), ..., fu(x)) h=1,...,q (2)

that hold V& € X.

Given a positive definite Kernel function K : IR? x IRY — IR, we indicate with
'H the Reproducing Kernel Hilbert Space (RKHS) corresponding to it, and with
| - |l the norm of H. Each f; belongs to H, and we formulate the learning
problem in the risk minimization scheme, leading to

l
min { > V(fi(@i),vi ) +Z)\ 1113 + C(f) 3)
f j=11i=1 Jj=1

where

q n=l+u
:Z’yh« Z Lh(¢h(f1(mz)aafk(ml)))
h=1 =1

In detail, the loss function V(f;j(x:),y: ;) measures the fitting quality of each
f; with respect to the targets y;;, and | f;||3, is a smoothing factor weighted

! More generally, we can define each f; in its own RKHS. We consider the case of a
shared RKHS among the functions just to simplify the description of our idea.
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by A;, that makes the learning problem Well—pose(ﬂ. Unlike the previous terms,
C(-) is a penalty function that models a correlation among the tasks during the
learning process, expressed by the constraints ¢, h = 1,...,q. The parameters
{7 }}_, allow us to weight the contribution of each constraint, and the penalty
loss function Ly (¢y) is positive when the constraint is violated, otherwise it is
zero. To simplify the notation we avoided additional scaling factors on the terms
of the summation in Eq.

In this soft-constraining scheme, there are no guarantees of ending up in a
classifier that perfectly fulfills the relationships of ¢, h = 1,...,q, whereas
some violations are tolerated. As a matter of fact, the solution of Eq. B is a
trade-off among label fitting, smoothness on the entire input space, and problem
specific constraints. Note that if V(f;(x;),v: ;) is a linear hinge loss, and we
remove the C(:) term (i.e. 7, =0, h =1,...,q) we get SVM classifiers.

If the loss function V' and the term C(-) are convex, the problem of Eq. Bl
admits a unique minimizer. The optimal solution of Eq.[3l can be expressed as a
kernel expansion, as stated in the following Representer Theorem.

Theorem 1. Let us consider the minimization problem of Eq.[3, where the func-
tion fi,..., fx belong to a RKHS H. Then the optimal solution f7,j=1,....k
s expressed as

n=l4+u

f;(.’l)): Z ain(mami)a ]Zlaak

i=1

where K (-,-) is the reproducing kernel associated to H, x; € S, and oy are n
scalar values.

Proof: Using a simple orthogonality argument, the proof is a straightforward
extension of the representer theorem for plain kernel machines [I6]. Is is only
sufficient to notice that V' is measured on the [ labeled training points only,
whereas the penalty term C(-) involves a set of constraints evaluated on all the
n = | + u samples belonging to S, so that the optimal solution lyes in the span
of the n training points (both labeled and unlabeled), as in [I]. O

In the next section we will describe the probabilistic constraints using an instance
of the described learning framework. Nevertheless this Semi-Supervised scheme
is generic and it can be applied to model any kind of interaction among tasks
that comes from a problem-dependent prior knowledge.

3 Probabilistic Constraints

For the j-th task, we select y;; € {0,1}, where y;; = 1 means that x; belongs to
class j while 0 indicates that it belongs to the other classes, and we penalize the

2 We are assuming that the kernel function is not yielding to interaction among the
different tasks, but the essence of what is proposed could be directly extended to
the general case of multitask kernel functions [2].
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label fitting with a squared loss V(fj(x;), vi;) = (f;(2:) — yij)*. Note that using
a hinge loss leads to the same classification accuracies, as investigated in [14],
and it would not make any substantial differences with respect to the selected
V' due to the nature of the constraints that we will introduce in the following
(that will enforce f; in [0, 1]).

In its unconstrained and fully Supervised formulation, the OVA scheme does
not guarantee that the output values fi(z),..., fx(z), V& € R? have the prop-
erties of a probability (i.e. that they are in [0, 1] and they sum to one). In other
words, the classifier do not fulfill what we refer to as the probabilistic constraints,
that can be modeled with the following linear system,

25:1 fi(@) =1

fil®) >0 j=1,... k. )
Clearly, for x; € L, this information is implicitly embedded on the targets y;;,
j= ,k. As a consequence, a hypothetic perfect fitting of labeled points
Would fulﬁll Eq.@Vz € L. On the other hand, each f; is requested to be smooth
in the RKHS, and a perfect fitting is generally not achieved.

Interestingly, Eq.  gives us a basic domain information on the problem that
is supposed to hold in the entire input space. We exploit this information on the
relationship among the functions f;, j = 1,...,k, to introduce an interaction
among the tasks within their training stage. As a matter of fact Eq.[d must hold
also for points & ¢ L, so that we can cast the problem in the Semi-Supervised
setting described in Section [l enforcing the probabilistic constraints also on
the (largely available) unlabeled training data. Differently from approaches that
estimate probabilities in a post-processing stage [I2/I7] or from kernel logistic
regression [I5J7], we do not aim at obtaining a perfectly fulfilled probabilistic
output, but at improving the quality of the classifier by task interaction.

We can formulate the probabilistic constraints as a set of ¢ = k£ + 1 linear
functions that become zero when they are fulfilled,

G (fir(@), . ful®) = Sh_y fi(x) — 1 5
& (fr-1(x)) = max(—fr—1(x),0) h=2,....k+1.

In particular, in this specific problem only ¢;*™ involves all the k tasks, whereas
#7°°, h =2,..., k+1 model a prior knowledge on the single binary functions. The
palred mteractlon of ¢7"™ and ¢}°" is introduced in the optimization problem
of Eq. B by the following C(-) term,

C(f) = Xy (ML (fa(@i) - (@) o
+ R LR (o (@) ) -

In order to keep intact the squared nature of the problem, we select Ly, h =
1,...,q to be squared loss functions. A constraint violation is then quadratically
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penalized. Moreover, the v, h = 2,...,k + 1 are set to the same value, that
we will indicate with v (without any subscripts), to equivalently weight the ¢}”*
constraint in each task, whereas v is set to k- 7. As a matter of fact we want to
emphasize the effect of ¢{*" in the minimization procedure, since it encourages
the interaction among the binary classifiers. The A;, j = 1,..., k, coefficients of
Eq. B are set to \.

Enforcing the probabilistic constraints with non-linear kernel functions K (-, -)
appears the most natural choice. Following the Representer Theorem (Theorem
1), their combination can model highly non-linear f;, j = 1,...,k, allowing
the classifier to efficiently alter the shape of each of them accordingly to the
interaction with the other ones, to the labeled data fitting and to the smoothness
constraint. Popularly used kernels, such as the Gaussian kernel or the polynomial
kernel of degree > 2, are well suited for this approach. Modeling the constraints
with linear kernels yields to f; solutions that can easily degenerate towards a
constant value, as we experienced, in particular if the dimension of the input
space is small. As a matter of fact, enforcing the probabilistic relationship tends
to “over constrain” the linear f;, j = 1,...,k. More generally, our approach
is well suited for problems with a large number of classes, that emphasize the
importance of the task interaction.

3.1 Training the Multiclass Classifier

In order to devise a compact formulation of the minimization problem of Eq.[3]
we assume that the n training points of S are ordered so that the first [ are the
labeled ones and the remaining v are the unlabeled samples. We overload the
notation of K, so that it also indicates the Gram matrix associated to the selected
kernel function K(-,-) evaluated on the training data, K = [K(x;, ;)i j=1,....n-
Let A € R™"* be the matrix where the j-th column collects the n coefficients
a;; of the kernel expansion of the j-th task (from Theorem 1). As a result, each
column of KA € R™" collects the outputs of a f; function evaluated on the
training points. The subscript is used to refer to a column of a given matrix,
so that, for example, A; indicates the j-th column of A. In Y € {0,1}"* we
collect the task-specific targets for labeled points, i.e. the entry in position (i, )
is y;;.1 € IR" is the vector of n elements equal to 1 while J = [I,0] € RY™ s
a rectangular matrix composed by the identity matrix I € R" and by a matrix
O € RR"™ of zeros. Finally, the notation (v), indicates that all the negative
elements of the vector v are set to zero.
The instance of the problem of Eq. [l that we want to minimize is then

+

A* = argming ( S5 (JKA; = V)T (JKA; = Y;) + A L5, ATK A
() KAy = DT (S, KA = 1) +y X5 —~ATK(-K4;), ).
(7)

The objective function is continuous, piecewise quadratic (due to the piece-
wise linear ¢}°°, h = 2,...,k + 1 and the quadratic loss functions V' and Ly,
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h =1,...,k+1), and strictly convex. As recently investigated for the case of
Laplacian SVMs [9], we can efficiently optimize it in its primal formulation using
Preconditioned Conjugate Gradient (PCG). In our specific problem, the gradi-
ent V; € IR" of Eq. [ with respect to the A; coefficients of the j-th function f;
is

Vi = 2K (JT(JKA; = Y))+ M + k(S KA; = 1) = 1(-K4;),) (8)

and preconditioning by the matrix K comes at no additional cost, as discussed
in [9].

In order to optimize the multiclass problem, all the V;, j = 1,...,k must
be computed. The computational cost of each PCG iteration is O(kn?), due
to the KA product, and the complexity is reduced if K is sparse. Moreover,

selecting o;; =0,¢=1,...,n, j =1,...,k, as initial point for the optimization
procedure, each gradient iteration can be easily parallelized by computing in a
separate process each V;, and sharing the K A; vectors (j = 1,...,k) among

the parallel processes at the end of the iteration.

4 Experimental Results

Face recognition involves a large number of classes, corresponding to the num-
ber of subject to be recognized. We evaluate the performances of the proposed
approach in the traditional face identification scenario, where the identity of a
given input face must be retrieved among a set of known subjects. If each input
face is known to belong to such set, the problem is casted in a winner-take-all
scenario, where the identity predicted with the highest confidence is selected
as overall decision of the classifier, as in the described OVA scheme. SVM-like
regularized classifiers have been widely applied to face recognition, focusing on
different aspects of the problem [I16].

We selected the XM2VTS multimodal database to test our system. It is a
publicly available collection of face pictures, video sequences, speech recordings
taken of 295 subjects, and distributed by the University of Surrey [10]. In par-
ticular, it collects 8 frontal view face pictures for each subject, acquired in four
separate sessions uniformly distributed over a period of four months. Face im-
ages were acquired in controlled conditions (constant face-camera distance and
lighting, uniform background) at the resolution of 720x576.

Data was preprocessed as in many popular eigenface-based face recognition
approaches [I8]. We cropped each image so that only the face region from eye-
brows to the chin was kept; images were converted to gray scale and (uniformly)
rescaled to 56x64, using the image height as a reference to compute the scaling
factor; pixel values were rescaled to [0, 1]; Principal Component Analysis (PCA)
was performed, and we kept the first 184 eigenfaces, describing 85% of the total
variance. In Fig. [[l some examples of the cropped/scaled images are reported.

Following the data partitioning suggested in the second configuration of the
so called “Lausanne” protocol (defined for face verification competitions on the
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Fig.1. Some examples of the cropped/scaled XM2VTS faces from two of the four
sessions (top and bottom row)

XM2VTS data [8]) we split the available data as described in Table [Il where
the details on the XM2VTS data are resumed. Moreover, the training set S
was divided in the sets £ and U of labeled and unlabeled points, respectively,
simulating a Semi-Supervised scenario.

Table 1. The XM2VTS face dataset. For each subject there are 8 images (identified
by the numbers 1,...,8). The selected data splits follow the Lausanne protocol.

Dataset Subjects Total Images
XM2VTS 295 2360
Data Split Image IDs (per subject) Total Images
Training S=LulU 1,2,3,4 1180
Validation V 5,6 590
Test T 7,8 590

We compared the proposed Multiclass Classifier with Probabilistic Constraints
(MC-PC) with an unconstrained OVA Multiclass Support Vector Machines
(MSVM) that it is one of the most popular approaches and it has been shown to
be as accurate as the most of the other existing techniques [14]. Experiments have
also been performed using a K-Nearest Neighbors (KNN) classifier with Euclidean
distance, since it is frequently used in face recognition experiments.

For each experiment, and for all the compared algorithms, parameters were
tuned by computing the error rate on the validation set V and selecting the best
configuration. In the case of MC-PC, the optimal A and v were selected from
the set {107,107%,1072,1071,1,10,100}. The same range of values was used
for the weight A of the regularization term in MSVM. The number of neighbors
in KNN was changed from 1 to 10.

Our analysis is aimed at showing the behavior of the proposed constrain-
ing scheme in variable conditions, using different kernel functions and different
configurations of the available supervision. Hence, we selected Gaussian and
polynomial kernels, due to their popularity in many classification problems. A
Gaussian kernel k(a, b) = exp 7” b” was tested with o € {5,10,20} to assess

the behavior of larger and tighter Gauss1an functions (rbf). The polynomial ker-
nel k(a,b) = (a”b + 1)? was tested with a degree p = 2 and with p = 3 (poly).
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We iteratively increased the fraction of labeled training points to evaluate the
behavior of our Semi-Supervised approach as the size of £ increases, and, con-
sequently the amount of unlabeled training points in the set U decreases. We
have k = 295 subjects, and for each of them the number of labeled images in £
has been incrementally changed from 1 to 3 whereas U is reduced from 3 to 1
unlabeled points. The corresponding results are collected in Table 2, where the
transductive and inductive configurations are evaluated.

Table 2. The error rates on the set U (transductive) and on the test set 7 (inductive).
A one-vs-all Multiclass SVM (MSVM) and a Multiclass Classifier with the Probabilistic
Constraints (MC-PC) are compared. Two kernel functions and a different numbers of
labeled (|£|) and unlabeled (|U{|) training points are used (k = 295). The variation of
correctly identified faces between MSVM and MC-PC is reported in brackets.

Transductive Setting

Kernel Classifier IL[=1-k IL[=2-k L] =3k
Ul=3-k U =2k |U=1Fk
b (=5 MSVM 34.35 28.47 8.81
7= MC-PC 31.53 (+25) 27.97 (+3) 8.14 (+2)
/bf (0 — 10) MSVM 31.98 26.10 7.46
= Mc-pC 31.30 (+6) 25.08 (+6) 7.46
bf (o = 20) MSVM 32.09 25.59 9.15
=2 Me-pe 31.98 (+1) 25.41 (+1) 8.47 (+2)
oly (p=2) MSVM 36.95 30 13.9
POV AP =2) \c-pc 34.92 (+18) 30.17 (-1) 9.83 (+12)
oly (p— 3) MSVM 39.77 36.27 14.92
POy P =2 \opo 39.66 (+1) 35.93 (+2) 14.24 (+2)
KNN 40.68 39.83 18.64

Inductive Setting

Kernel Classifier IL[=1-k IL=2-k IL]=3-Fk
Ul=3-k |[U=2-k [U=1k
if (o —5) MSVM 41.36 30.17 19.32
7= MC-PC 39.32 (+12) 29.49 (+4) 18.98 (+2)
ibf (o — 10) MSVM 36.93 24.92 15.25
7= Mc-PC 36.44 (+3) 24.41 (+3) 15.25
ibf (0 — 20) MSVM 37.29 25.93 15.59
=) Mmc-pc 36.95 (+2) 25.93 15.25 (+2)
oly (p=2) MSVM 43.56 31.19 20.34
POV P =2 Me-pe 42.37 (+7) 30.51 (+4) 19.15 (+7)
oly (p—3) MSVM 48.81 39.83 28.64
POV P =) nepe 47.12 (+10) 37.46 (+14) 26.78 (+11)

KNN 50.64 42.08 82.71
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Fig.2. The Mean Squared Error (MSE) of the unitary sum constraint (¢3*™) and
of the non-negativity constraints (¢}°°, h = 2,...,k + 1, where the reported MSE
is averaged over the k measurements) on training and test data, in function of the
number of labeled examples per subject. In the latter, the percentage of points for
which f(x) < 0 is also displayed. The two plots in each graph describe the behavior
of a classifier in which such constraints were or were not enforced during the training
stage. In the group of graphs on top, a radial basis function kernel (RBF) with ¢ = 10
is used, whereas the group on bottom refers to a polynomial kernel (Poly) of degree 3.
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The experimental setup of Table Pl with |£] = 1-k and |U| = 3 - k is the
one that is closer to a truly Semi-Supervised setting, where a large amount of
unlabeled points are available and just a few labels can be fed to the classifier.
In roughly all the experiments (and with all the described kernel functions) the
introduction of the probabilistic constraints improves the quality of the classifier,
both in a transductive framework (on the set &) and in the inductive one (on
the set 7), showing an increment of the generalization capabilities.

As the number of labeled data increases, we move towards a fully Supervised
setting and we reasonably expect a weaken impact of the probabilistic con-
straints, since the information that they carry is already included on training
labels.

In particular, in the case of Gaussian kernel, the error rate on test data is
improved mainly when the kernel width is small. As a matter of fact, due to the
very local support of the kernel, the information on labeled points is not enough
to fulfill the probabilistic constraints on the set i/, and the classifier can benefit
from its explicit enforcement, even in this close-to-fully Supervised setup. When
a polynomial kernel is used, the interaction among the 295 binary classifiers
introduced by the probabilistic constraints keeps increasing the quality of the
classifier, since they are far from being fulfilled in the whole space, and the action
of our soft-constraining can be appreciated.

Those intuitions are confirmed by the graphs in Fig. 2l where we investigate
“how strongly” the output values f;, j = 1,...,k fulfill the probabilistic con-
straints in our Semi-Supervised scheme, with respect to the unconstrained case.
The Mean Squared Error (MSE) of the unitary sum (¢i*™) and non-negativity
(¢7°%, h =2,...,k+1) constraints on training and test data is reported. Thanks
to our soft constraining procedure, the output values f;, j = 1,...,k are very
close to a probability. When only 1 labeled example per subject is used to train
the classifier, the effect can be significantly appreciated, whereas as such number
increases, the output of the unconstrained classifier becomes more similar to the
constrained one, since labeled training data is the majority portion of S.

The percentage of points for which f(x) < 0 (reported over the plots) does
not have significant changes when the constraints are introduced, due to the
selected squared penalty approach that do not favor sparsity, whereas the ful-
fillment of such constraints is improved. Finally, we can see that in the case of
Gaussian kernel the outputs f;, j =1,...,k, of the unconstrained classifier are
more similar to a probability than in the case of a polynomial kernel, where the
importance of the explicit constraining is evident.

5 Conclusions

In this paper we presented an innovative approach to multiclass classification for
popular kernel-based binary classifiers. We casted the “one-versus-all” k-class
problem in the Semi-Supervised learning framework, where a set of probabilis-
tic constraints is introduced among the outputs of the k classifiers, establishing
an interaction in their training stages that biases an inductive transfer of in-
formation. The experiments on a face identification problem with 295 classes
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showed improvements in the generalization capabilities of the multiclass clas-
sifier, together with a more accurate approximation of a probabilistic output.
Interestingly, the proposed constraining scheme is general, and it also applies to
different categories of classifiers.

References

w

10.

11.

12.

13.

14.

15.

16.

17.

18.

. Belkin, M., Niyogi, P., Sindhwani, V.: Manifold regularization: A geometric frame-

work for learning from labeled and unlabeled examples. Journal of Machine Learn-
ing Research 7, 2399-2434 (2006)

. Caponnetto, A., Micchelli, C., Pontil, M., Ying, Y.: Universal multi-task kernels.

Journal of Machine Learning Research 9, 1615-1646 (2008)

. Caruana, R.: Multitask learning. Machine Learning 28(1), 41-75 (1997)
. Crammer, K., Singer, Y.: On the algorithmic implementation of multiclass kernel-

based vector machines. Journal of Machine Learning Research 2, 265-292 (2002)

. Crammer, K., Singer, Y.: On the learnability and design of output codes for mul-

ticlass problems. Machine Learning 47(2), 201-233 (2002)

. Heisele, B., Ho, P., Wu, J., Poggio, T.: Face recognition: component-based versus

global approaches. Computer Vision and Image Understanding 91(1-2), 6-21 (2003)

. Karsmakers, P., Pelckmans, K., Suykens, J.A.K.: Multi-class kernel logistic regres-

sion: a fixed-size implementation. In: Int. Joint Conf. on Neural Networks, pp.
1756-1761. IEEE, Los Alamitos (2007)

. Matas, J., Hamouz, M., Jonsson, K., et al.: Comparison of face verification results on

the XM2VTS database. In: Int. Conf. on Pattern Recognition, vol. 4, pp. 858-863.
IEEE Computer Society, Los Alamitos (2000)

. Melacci, S., Belkin, M.: Laplacian Support Vector Machines Trained in the Primal.

Journal of Machine Learning Research 12, 1149-1184 (2011)

Messer, K., Matas, J., Kittler, J., Luettin, J., Maitre, G.: XM2VTSDB: The Ex-
tended M2VTS Database. In: Proc. of the Int. Conf. on Audio and Video-based
Biometric Person Authentication, pp. 72-79 (1999)

Phillips, P.: Support vector machines applied to face recognition. Advances in Neu-
ral Information Processing Systems, 803-809 (1999)

Platt, J.C.: Probabilistic outputs for support vector machines and comparison
to regularized likelihood methods. Advances in Kernel Methods Support Vector
Learning, 61-74 (2000)

Platt, J., Cristianini, N., Shawe-Taylor, J.: Large margin DAGs for multiclass clas-
sification. Advances in NIPS 12(3), 547-553 (2000)

Rifkin, R., Klautau, A.: In defense of one-vs-all classification. Journal of Machine
Learning Research 5, 101-141 (2004)

Roth, V.: Probabilistic discriminative kernel classifiers for multi-class problems. In:
Radig, B., Florczyk, S. (eds.) DAGM 2001. LNCS, vol. 2191, pp. 246-253. Springer,
Heidelberg (2001)

Scholkopf, B., Smola, A.: Learning with Kernels. MIT Press, Cambridge (2001)
Wu, T., Lin, C., Weng, R.: Probability estimates for multi-class classification by
pairwise coupling. Journal of Machine Learning Research 5, 975-1005 (2004)
Zhao, W., Chellappa, R., Phillips, P.J., Rosenfeld, A.: Face recognition: A literature
survey. ACM Computing Surveys 35(4), 399-458 (2003)



Plugging Numeric Similarity in First-Order
Logic Horn Clauses Comparison

S. Ferilli2, T.M.A. Basile!, N. Di Mauro"2, and F. Esposito!?

! Dipartimento di Informatica, Universita di Bari
{ferilli,basile,ndm,esposito}@di.uniba.it
2 Centro Interdipartimentale per la Logica e sue Applicazioni, Universita di Bari

Abstract. Horn clause Logic is a powerful representation language ex-
ploited in Logic Programming as a computer programming framework
and in Inductive Logic Programming as a formalism for expressing ex-
amples and learned theories in domains where relations among objects
must be expressed to fully capture the relevant information. While the
predicates that make up the description language are defined by the
knowledge engineer and handled only syntactically by the interpreters,
they sometimes express information that can be properly exploited only
with reference to a suitable background knowledge in order to capture
unexpressed and underlying relationships among the concepts described.
This is typical when the representation includes numerical information,
such as single values or intervals, for which simple syntactic matching is
not sufficient.

This work proposes an extension of an existing framework for similar-
ity assessment between First-Order Logic Horn clauses, that is able to
handle numeric information in the descriptions.

The viability of the solution is demonstrated on sample problems.

1 Introduction

First-Order Logic (FOL for short) is a powerful representation language that
allows to express relationships among objects, which is often an unnegligible
requirement in real-world and complex domains. Logic Programming [7] is a
computer programming framework based on a FOL sub-language, which allows
to perform reasoning on knowledge expressed in the form of Horn clauses. Induc-
tive Logic Programming (ILP) [§] aims at learning automatically logic programs
from known examples of behaviour, and has proven to be a successful Machine
Learning approach in domains where relations among objects must be expressed
to fully capture the relevant information. Many Al tasks can take advantage
from techniques for descriptions comparison: subsumption procedures (to con-
verge more quickly), flexible matching, instance-based classification techniques
or clustering, generalization procedures (to focus on the components that are
more likely to correspond to each other). In FOL, this is a particularly complex
task due to the problem of indeterminacy in mapping portions of one formula
onto portions of another.

R. Pirrone and F. Sorbello (Eds.): AT*IA 2011, LNAI 6934, pp. 33-44, 2011.
© Springer-Verlag Berlin Heidelberg 2011



34 S. Ferilli et al.

Usually, predicates that make up the description language used to tackle a
specific problem are defined by the knowledge engineer that is in charge of set-
ting up the reasoning or learning task, and are handled as purely syntactic
entities by the systems. However, the use of uninterpreted predicates and terms
(meaning by ‘interpretation’ their mapping onto meaningful objects, concepts
and relationships) is often too limiting for an effective application of this kind
of techniques to real-world problems. Indeed, in the real world there are a huge
number of implicit connections and inter-relationships between items that would
be ignored by the system. For limited and simple domains, only a few of these
relationships are actually significant, and must be expressed not to prevent find-
ing a solution. In these cases, they can be provided in the form of a background
knowledge. However, if the amount of relevant information to be expressed as
background knowledge grows, this becomes infeasible manually and requires the
support of readily available resources in the form of explicit knowledge items or
computational procedures.

This work builds on previous results concerning a framework for similarity as-
sessment between FOL Horn clauses, where the overall similarity depends on the
similarity of the pairs of literals associated by the least general generalization,
the similarity of two literals in turn depends on the similarity of their corre-
sponding arguments (i.e., terms), and the similarity between two terms is com-
puted according to the predicates and positions in which they appear. Following
a previous paper in which the framework was extended to handle taxonomic
knowledge, here, a novel and general approach to the assessment of similarity
between numeric values and intervals is proposed, and its integration as a cor-
responding further extension of the similarity framework for clauses including
numeric information is described.

The rest of this paper is organized as follows. Section [ introduces the basic
formula and framework for the overall assessment of similarity between Horn
clauses. Section ] proposes an application of the same formula to compute the
numeric similarity between values and/or intervals, and introduces it in the
previous framework. Section Bl shows experiments that suggest the effectiveness
of the proposed approach. Lastly, Section [6] concludes the paper and outlines
future work directions.

2 Background

Let us preliminary recall some basic notions involved in Logic Programming.
The arity of a predicate is the number of arguments it takes. A literal is an
n-ary predicate, applied to n terms, possibly negated. Horn clauses are logical
formulee usually represented in Prolog style as [y :- ly,...,l,  where the
l;’s are literals. It corresponds to an implication [{ A---Al, = lg to be
interpreted as “ly (called head of the clause) is true, provided that I3 and ... and
I, (called body of the clause) are all true”. Datalog [2] is, at least syntactically, a
restriction of Prolog in which, without loss of generality [9], only variables and
constants (i.e., no functions) are allowed as terms. A set of literals is linked if
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and only if each literal in the set has at least one term in common with another
literal in the set. We will deal with the case of linked Datalog clauses. In the
following, we will call compatible two sets or sequences of literals that can be
mapped onto each other without yielding inconsistent term associations (i.e., a
term in one formula cannot correspond to different terms in the other formula).

Real-world problems, and the corresponding descriptions, often involve nu-
meric features, that are to be expressed in the problem formalization and han-
dled by the inferential procedures. For instance, when describing a bicycle we
would like to say that the front wheel diameter is 28 inches, or when defining
the title block in a scientific paper we would like to say that it must be placed in
a range going from 5% to 20% of the page height from the top. Let us call this
kind of features (such as size, height in the above examples) numeric attributes.
Clearly, to be properly handled such a kind of information needs to be suitably
interpreted according to a background knowledge consisting of the mathematical
models of numbers and their ordering relationships. Unfortunately, the purely
logical setting ignores such a background knowledge, and considers each single
value as completely unrelated to all other values. This problem has been tackled
in two different ways.

Keeping the purely logical setting ensures general applicability of the logical
representation and inference techniques: a classical solution in this case has been
discretization of the range of numeric values allowed for a given attribute into
pre-defined intervals, each of which can be associated to a symbolic descriptor
(e.g., size small, size large, ...; position top, position middle, ...). Thus, the
original descriptions are to be pre-processed to turn all instances of numeric at-
tributes into the corresponding discretized descriptors. What is a useful number
of intervals in which splitting the range of values allowed for a numeric attribute?
How to choose the cut points between intervals? Both choices are crucial, since
once it is determined even points that are very close to each other (e.g., 4.999 and
5.001 for a cut point placed at 5) will be considered as two completely different
entities. Techniques for (semi-)automatic definition of the intervals given sam-
ples of values for the attribute have been proposed (e.g., [1]), based on statistics
on the values occurrence and distribution, although a (partial) manual interven-
tion is often required to provide and/or fix their outcome. In any case, if the
intervals are not to be considered as completely distinct entities, the problem
is simplified but not completely solved, since additional background knowledge
must be provided to express the ordering relationships between intervals (requir-
ing a number of items that is quadratic in the number of intervals, to express
which one precedes which other for all possible pairs) or progressive levels of
aggregations of groups of adjacent intervals into wider ones (requiring, for all
possible combinations, a number of items that is exponential in the number of
intervals).

As another option, plugging the ability to handle numeric information directly
in the inference engine somehow ‘spoils’ its behavior and adds complexity (re-
ducing efficiency). A problem (in both cases) is the fact that the specific way in
which numeric information is to be handled is strictly domain-dependent: Are
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values 15 and 300 close or distant (and how much are they)? This question can-
not be answered in general (a difference of, say, 215 meters might be meaningful
when comparing two fields, but completely insignificant when comparing planets
according to their size.

3 Similarity Framework

In this section, a short description of the similarity framework in its current sta-
tus, borrowed from [5], will be provided. The original framework for computing
the similarity between two Datalog Horn clauses has been provided in [4]. Intu-
itively, the evaluation of similarity between two items i’ and 7" might be based
both on parameters expressing the amounts of common features, which should
concur in a positive way to the similarity evaluation, and of the features of each
item that are not owned by the other (defined as the residual of the former with
respect to the latter), which should concur negatively to the whole similarity
value assigned to them [6]:

n , the number of features owned by i’ but not by ¢ (residual of i wrt i");
[ , the number of features owned both by i’ and by i";
m , the number of features owned by i’ but not by i’ (residual of i" wrt i’).

A similarity function that expresses the degree of similarity between ¢’ and
7" based on the above parameters, and that has a better behaviour than other
formulee in the literature in cases in which any of the parameters is 0, is [4]:

[+1 [+1
sf(i',i") = sf(n,l,m) = 0.5 + +0.5 +

. 1
l+n+2 l+m+2 (1)

It takes values in |0, 1[, which resembles the theory of probability and hence can
help human interpretation of the resulting value. When n = m = 0 it tends
to the limit of 1 as long as the number of common features grows. The full-
similarity value 1 is never reached, being reserved to two items that are exactly
the same (i" = 4"”), which can be checked in advance. Consistently with the
intuition that there is no limit to the number of different features owned by the
two descriptions, which contribute to make them ever different, it is also always
strictly greater than 0, and will tend to such a value as long as the number of non-
shared features grows. Moreover, for n = [ = m = 0 the function evaluates to 0.5,
which can be considered intuitively correct for a case of maximum uncertainty.
Note that each of the two terms refers specifically to one of the two items under
comparison, and hence they could be weighted to reflect their importance.

In FOL representations, usually terms denote objects, unary predicates
represent object properties and n-ary predicates express relationships between
objects; hence, the overall similarity must consider and properly mix all such
components. The similarity between two clauses C’ and C” is guided by the
similarity between their structural parts, expressed by the n-ary literals in their
bodies, and is a function of the number of common and different objects and
relationships between them, as provided by their least general generalization
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C=lp:-1y,...,l;. Specifically, we refer to the 8o generalization model [3]. The
resulting formula is the following:

fs(C',C") = sf (k' — k, k, k" — k) - sf(0" — 0,0,0" — 0) + avg({sfs(l}, 1] }iz1. k)

where k' is the number of literals and o’ the number of terms in C’, k” is the
number of literals and o’ the number of terms in C”| 0 is the number of terms in
C and I} € C" and I € C" are generalized by [; for i = 1,..., k. The similarity
of the literals is smoothed by adding the overall similarity in the number of
overlapping and different literals and terms.

The similarity between two compatible n-ary literals I’ and [”, in turn, depends
on the multisets of n-ary predicates corresponding to the literals directly linked
to them (a predicate can appear in multiple instantiations among these literals),
called star, and on the similarity of their arguments:

sfs(I',1") = sf(ns, s, ms) + avg{sfo(t', ")}y j1reo

where 6 is the set of term associations that map [’ onto I and S and S” are
the stars of I’ and 1", respectively:
ns = |57\ S| ls =15 NS"| ms = 15"\ 9|

Lastly, the similarity between two terms ¢’ and ¢ is computed as follows:
sfo(t',t") = sf(ne, le, me) + st(ng, L., m,.)

where the former component takes into account the sets of properties (unary
predicates) P’ and P” referred to ¢’ and t”, respectively:

ne = |P"\ P”| le=|P' NP me = |P"\ P’|
and the latter component takes into account how many times the two objects play
the same or different roles in the n-ary predicates; in this case, since an object
might play the same role in many instances of the same relation, the multisets
R’ and R” of roles played by t’ and "/, respectively, are to be considered:

n, = |R'\ R”| I, =|R'NR"| m, = |R"\ R|
This general (uninterpreted) framework was extended [5] to consider taxonomic
information (assuming that there is some way to distinguish taxonomic predi-
cates from ordinary ones). Using the same similarity function, the parameters
for taxonomic similarity between two concepts are determined according to their
associated sets of ancestors (say I; and Ip) in a given heterarchy of concepts:
their intersection (i.e., the number of common ancestors) is considered as com-
mon information (yielding I; = |I; N I2|), and the two symmetric differences as
residuals (yielding ny = |I{' — I1| and m; = |14 — I}|). Since the taxonomic pred-
icates represent further information about the objects involved in a description,
in addition to their properties and roles, term similarity is the component where
the corresponding similarity can be introduced in the overall framework:

sfo(t',t") = sf(ne, leyme) + st (ng, Ly my.) + sf(ng, L, my)

where the additional component refers to the number of common and different
ancestors of the two concepts associated to the two terms, as specified above.
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4 Numeric Similarity

Given the above considerations, it is clear that, in an extended framework con-
sidering interpreted predicates and constants in addition to simple syntactic
entities, the ability to handle numeric information is at least as fundamental
as considering conceptual ones. Hence, the motivation for this work on the ex-
tension of the similarity-related technique. While observations usually described
specific cases using single constants, models typically refer to allowed ranges of
values: thus, we are interested in handling all the following cases:

— comparison between two intervals
— comparison between an interval and a value
— comparison between two values

To ensure a smooth integration of the new components, a first requirement is
preserving the same basic similarity function, whence the need to specify how
to extract parameters [, n and m from numeric comparisons. In this respect, let
us start our discussion from the case of comparison between two intervals, say
[i%, 5] and [#},5]. Two intuitive approaches are available (assume, without loss
of generality, that i} < i}):

— basing the comparison on the distance between the interval extremes: then,
we take n = |if — 4], m = |i§ — 4| and | = min(é},¢}) — max(¢},4}) if non-
negative (or 0 otherwise). Note that this solution does not take into account
the actual distance between the two intervals when they are disjoint, but
modifying the function to take into account this distance as a negative value
would spoil uniformity of the approach and make the function definition
more complex.

— considering the intervals as sets, and exploiting set operators and interpre-

tation: [ would be the width (expressed as || - ||) of the overlapping part
(= |71, 35] N [¢Y,45]]]), and n,m their symmetric differences, respectively
(n = |[&%, 35 \ [i7, 35111, m = [I[i7, d5] \ [i7, da]l)-

Both strategies can be straightforwardly applied also to the comparison of an
interval to a single value, considered as an interval in which both extremes are
equal. However, the | parameter would always be zero in this case.

Let us now check and evaluate the behavior of the two candidate approaches
by applying them on a set of sample intervals, as shown in Table[Il Overall, both
approaches seem reasonable. As expected, their outcome is the same for partially
overlapping intervals, so that case is not a discriminant to prefer either over the
other. Different behavior emerges in the cases of disjoint intervals or of inclusion
of intervals (which is always the case of an interval compared to a single value). In
the former, the extreme-based approach ensures more distinction power, because
the distance between the intervals is taken into account. While this behavior
seems reasonable (according to the intuition that the farther two intervals, the
more different they are), on the other hand, in the case of an interval being a sub-
interval of the other it is not. Indeed, the set-based approach charges the whole



Plugging Numeric Similarity in First-Order Logic Horn Clauses Comparison 39

Table 1. Similarity values between sample intervals

Intervals Extreme-based Set-based

I I n | m similarity similarity n [ m
[10,15] [11,16] 1 4 1 0.714285 0.714285 14 1
[10,15] [10,15] 0 5 0 0.857142 0.857142 05 0
[21,25] [1,5] 20020 0.045 0.16 404
[1,5] [21,25] 20020 0.045 0.16 40 4
[1,5] [6,10] 5 0 5 0.142857 0.16 40 4
[1,5] [0,6] 14 1 0.714285 0.72916 04 2

Table 2. Similarity values between sample interval-value pairs

Intervals Extreme-based Set-based
I v n | m similarity similarity n [ m
[1,5] 1=[1,1] 00 4 0.3 0.3 400
[1,5] 2 103 0.26 0.3 400
[1,5] 3 20 2 0.25 0.3 400
[1,5] 4 301 0.26 0.3 400
[1,5] 5 400 0.3 0.3 400
[1,5] 6=106,6] 501 0.238095 0.3 00 4
[1,5] 21 200 16 0.05 0.3 400
[7,10] 11 401 0.25 0.35 300
[7,10] 14 70 4 0.138 0.35 300
[7,10] 3 407 0.138 0.35 300
6=1[6,6] 10=][10,10] 4 0 4 0.16 0.5 000
10 =[10,10] 10 =[10,10] 0 0 O 0.5 0.5 000

difference to the residual of the larger interval, which complies with the intuition
that it has more ‘different stuff’ that the other does not have; conversely, the
extreme-based approach splits such a difference on both parameters n and m,
resulting in a smaller similarity value.

This is even more evident looking at the behavior of the two approaches in
the case of an interval and a single value, as shown in Table 2l Only the case
where the first item is an interval and the second one is a value is reported,
due to the similarity function being symmetric providing the same result also
in the opposite case. Here, given a value included in an interval, their similarity
according to the set-based approach is constant, while in the extreme-based
approach it is affected by the position of the former within the latter: the closer
the value to the middle of the interval, the smaller their similarity; conversely,
as long as the value approaches the interval extremes, their similarity grows up
to the same similarity as the set-based approach. If we assume that the interval
just specifies an allowed range, with no reason to prefer particular regions within
that range, the set-based approach is clearly more intuitive. Again, in the case
of a value outside the interval (corresponding to disjoint intervals) an opposite
evaluation holds: the actual distance of the value from the interval is considered
by the extreme-based approach, affecting its evaluation, but not by the set-based
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Table 3. Similarity values between sample pairs of values

Values Extreme-based Specific
V1 V2 n | m  similarity similarity
1 1 0 0 O 0.5 1

1 2 1 0 1 0.3 0.5

1 3 2 0 2 0.25 0.3

1 4 3 0 3 0.2 0.25

1 5 4 0 4 0.16 0.2

1 10000 9999 0 9999 0.00009999 0.0001

6 4 2 0 2 0.25 0.3

approach, where the absurd that a value outside a range has a larger similarity
than a value falling in the range happens. In both approaches, the larger the
interval, the smaller the similarity (which is consistent with the intuition that a
value is more likely to fall in a wider range than in a narrower one).

When comparing two values, in particular, the set-based approach returns
maximum uncertainty about their similarity (0.5) due to all parameters be-
ing zero, and hence it is not applicable. The extreme-based approach evaluates
their similarity according to how close to each other they are on the real-valued
axis, but loses expressive power (because any pair of values yields n = m),
and has the additional drawback that when comparing a value to itself it yields
n =1=m =0 and hence similarity 0.5 (whereas we would expect to get 1 as a
perfect matching). Thus, a different approach is needed. The similarity assess-
ment should be independent of the different ranges of values used in the specific
domain (e.g., the range for describing the length of a pen is incomparable to
that for describing the width of a building). We propose the following formula:

1
sty (v1,v2) = oy — va] + 1

Let us briefly examine the behavior of such a function. It is clearly symmetric.
When the difference between the two values approaches zero it approaches 1,
and becomes actually 1 for v; = v, as expected (differently from the previous
cases in the logical setting, one is sure that two equal values denote exactly
the same entity). As long as the difference increases, the function monotonically
approaches 0, but never reaches that value (according to the intuition that a
larger difference can be always thought of, requiring a smaller similarity value).
The rate at which 0 is approached decreases as long as the difference takes larger
and larger values, consistently with the intuition that for very large distances one
does not care small variations. Of course, if the descriptions are consistent, only
values referred to the same kind of entities/attributes will be compared to each
other, and hence the corresponding ranges of similarities should be consistent
and comparable to each other.

As to the similarity between values, some sample comparisons are reported in
Table B] (both the specific strategy and the extreme-based one are symmetric).
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As desired, identity of values yields similarity 1, and wider distances among the
two values result in smaller similarity values (independently of the actual values).

Summing up, a specific strategy is needed when comparing two values. When
at least an interval is involved, both the set-based and the extreme-based strate-
gies are equivalent in the case of partially overlapping intervals. Otherwise, the
former is better in the case of an interval or value being included in another
interval, because it better fits the concept on which the similarity function pa-
rameters are based. Conversely, the extreme-based strategy is able to consider
the actual distance from the interval and/or value extremes in the case of dis-
joint intervals, which affects the residual parameters. Overall, a cooperation of
the three strategies is desirable to fully match the spirit of the similarity function
parameters. In this case, a deeper empirical study is adviceable, and is planned
as future work, to establish if and how a smooth combination thereof can be
obtained, ensuring meaningful overall results and comparable similarity assess-
ments even when determined by different approaches (e.g., the similarity for two
distinct values should not be larger than the similarity between a value and an
interval it belongs to).

A final issue is where to embed the new similarity component in the over-
all First-Order Logic similarity framework. Without loss of generality, we can
assume that numeric attributes (those associating a numeric value to a given
entity) apply to single terms in the overall description, and thus are represented
by binary predicates a(t,v) meaning that “object ¢ has (numeric) value v for
attribute a”. Indeed, the case of relationships associated with numeric infor-
mation (e.g., the weight of arcs in a graph), can be easily handled by reifying
the relationship in a term and then associating the value to the new term: e.g.,
arc weight(ny, ng,v) would become arc(ni,na,a),weight(a,v). In this setting,
the numeric predicates represent further information about the objects involved
in a description, in addition to their properties and roles (and taxonomic posi-
tion, in case), and hence term similarity is the component where the correspond-
ing similarity can be introduced in the overall framework.

Of course, we assume that there is some way to distinguish numeric predicates
from ordinary ones, so that they can be handled separately by the procedures
(the numeric values themselves should be sufficient for this). The overall simi-
larity between two terms becomes:

sfo(t',t") = sf(ne, le,me) + st(n, Ly, mu ) [+sf (ng, L, me)] + sf (N1, Na)

where the components can be weighted differently if needed, and the additional
component refers to the numeric similarity between intervals and/or single val-
ues, as applicable, specified above.

5 Evaluation

To fully evaluate the effectiveness of the proposed approach to numeric similarity
embedded in the wider First-Order Logic Horn-clause similarity framework, a
dataset involving numeric attributes and including both intervals and specific
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values should be exploited. Unfortunately, the available datasets typically fill
each numeric attribute with a single number expressing its value for the object
being described, while intervals are usually exploited in general models rather
than in observations. Thus, in this work we will evaluate only the comparison
of specific values embedded in the overall structural similarity. We are currently
working at building datasets including both intervals and specific values, and an
extended evaluation of the full-fledged numeric similarity strategy is planned as
future work. Specifically, we focus on the classical problem of Mutagenesis [10],
as a most famous success in ILP and as a dataset involving both relational and
numeric descriptors. It should be noted that this is a very stressing dataset for
our technique, because it is known for being a problem where the key to success is
in the relational part, rather than in the attribute/value (numeric) one. Indeed,
it was exploited to demonstrate that ILP can learn predictive theories from a
dataset on which classical attribute-value techniques based on regression failed.
Thus, the numeric values are more likely to act as noise in the proper similarity
assessment, rather than as useful information to be leveraged (in other word, one
might expect that ignoring numeric information would improve effectiveness). It
aims at learning when a chemical compound is active, and when it is not, with
respect to mutagenicity. Molecules in this dataset are represented according to
the atoms that make them up, and to the bonds linking those atoms, so that
the 3D structure of the molecule is completely described. Atom substances are
represented by symbolic predicates, while numeric features are used for atom
weights and bond charges. The dataset includes 188 examples, of which 63 are
positive (class active) and 125 are negative (class not active).

The clustering procedure was stopped as soon as a loop was detected: after a
few steps, the k-means algorithm started oscillating between two sets of clusters
such that applying a further distribution on the former yields the latter, and
vice versa. Thus, both can be considered as candidate solutions, there being no
reason to prefer either over the other. The purity for the two candidate clusters
was, however, so close that either choice might be adopted: 76.59% and 76.06%,
respectively.

Another experiment, more suitable for evaluation of the correctness of the pro-
posed approach, concerns the problem of classification of documents according
to their layout description. In this case, the same dataset as in [3] was exploited,
made up of 353 examples of scientific papers from 4 different series: Elsevier jour-
nals, Springer-Verlag Lecture Notes (SVLN), Machine Learning Journal (MLJ),
Journal of Machine Learning Research (JMLR). The descriptions involve both re-
lational descriptors (for the mutual position and alignment among layout blocks)
and attribute-value descriptors for each layout block. In particular, 4 numeric
attributes are present: horizontal /vertical position in the page of the block, and
width/height thereof. Thus, differently from the Mutagenesis dataset, the ex-
pectation is that these descriptors are very significant to class discrimination.
Previous applications on this dataset [3] were carried out by discretizing the al-
lowed values for these descriptors into (manually-defined) intervals, and assigning
a symbolic descriptor to each such interval. Here, the aim is checking whether
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Table 4. Dispersion matrix for the Document Clustering problem

Elsevier MLJ JMLR SVLN Total Errors Accuracy
Cluster 1 50 1 0 1 52 2 96.15
Cluster 2 7 84 1 0 92 8 91.30
Cluster 3 0 30 99 0 129 30 76.74
Cluster 4 4 7 0 69 80 11 86.25
Total 61 122 100 70 353 51 85.55
Missed 11 38 1 1 - - -

the introduction of the numeric similarity component, able to handle directly
the original observations (and hence avoiding the need for human intervention
to provide a discretization knowledge), can provide effective results. Again, a
k-means algorithm is run, asked to find 4 groups in the observations obtained by
hiding the class information from the above examples. After 100656.767 seconds
needed to compute the similarity matrix among all pairs of observations, the
resulting clusters are shown in Table [l

It clearly emerges which clusters represent which classes, due to a predomi-
nance of the corresponding elements: Cluster 1 corresponds to Elsevier, includ-
ing 50 out of its 61 correct elements (plus 2 wrong elements from other classes),
Cluster 2 corresponds to MLJ, Cluster 3 corresponds to JMLR and Cluster 4 to
SVLN. Given this correspondence, the purity of each cluster with respect to the
associated class can be computed, as the ratio of elements from that class over
the total elements in the cluster. There are 51 errors overall, yielding an overall
85.55% accuracy, that increases to 87.61% taking the average accuracy of the
various classes/clusters. Compared to the 92.35% purity reported in [4] it can
be considered a satisfactory result, considering that here no help is provided to
the system, while there a manual discretization carried out by experts was pro-
vided to turn numeric values into symbolic ones (the reference value of supervised
learning on the same dataset, using the experts’ discretization, is 98% accuracy,
that can be considered as the counterpart of purity). The worst performing class
is MLJ, that is also the largest one however. It has the largest number of missed
items (most of which fall in the JMLR class/cluster, and all clusters include at
least one element from this class. Indeed, by observing its layout, it turns out
that it is in some way at the crossing of the other classes, and in particular the 30
documents in JMLR are actually very similar to real JMLR ones (the Authors
blocks are in the same place, under the title, both have a heading at the top of
the page — although it is narrower in JMLR). This suggests that these kinds of
blocks are the most significant to discriminate different classes in this dataset.

6 Conclusions

Horn clause Logic is a powerful representation language for automated learning
and reasoning in domains where relations among objects must be expressed to
fully capture the relevant information. While the predicates in the description
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language are defined by the knowledge engineer and handled only syntactically
by the interpreters, they sometimes express information that can be properly
exploited only with reference to a background knowledge in order to capture
unexpressed and underlying relationships among the concepts described. After a
previous work aimed at extending a general similarity framework for First-Order
Logic Horn clauses with the ability to deal with taxonomic information, in this
paper we presented another extension concerning numeric descriptors involving
intervals and /or numeric values. A composite approach to the numeric similarity
assessment, compliant with the general framework, has been proposed, discussed
and evaluated. Clustering experiments on a typical dataset mixing relational and
numeric information show that the proposal is effective.

Future work will concern deeper empirical evaluation of the behavior of the
proposed approaches to numeric computation in the case of intervals, and of its
integration in the general similarity framework (e.g., to determine what weight it
should have with respect to the other similarity parameters). Then, experiments
aimed at application of the framework to other real-world problems are planned.
Finally, another research direction concerns the exploitation of the proposed
technique as a support to refinement operators for incremental ILP systems.
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Abstract. Tagging has become a popular way to improve the access to
resources, especially in social networks and folksonomies. Most of the re-
source sharing tools allow a manual labeling of the available items by the
community members. However, the manual approach can fail to provide
a consistent tagging especially when the dimension of the vocabulary of
the tags increases and, consequently, the users do not comply to a shared
semantic knowledge. Hence, automatic tagging can provide an effective
way to complete the manual added tags, especially for dynamic or very
large collections of documents like the Web. However, when an auto-
matic text tagger is trained over the tags inserted by the users, it may
inherit the inconsistencies of the training data. In this paper, we propose
a novel approach where a set of text categorizers, each associated to a
tag in the vocabulary, are trained both from examples and a higher level
abstract representation consisting of FOL clauses that describe semantic
rules constraining the use of the corresponding tags. The FOL clauses are
compiled into a set of equivalent continuous constraints, and the integra-
tion between logic and learning is implemented in a multi-task learning
scheme. In particular, we exploit the kernel machine mathematical appa-
ratus casting the problem as primal optimization of a function composed
of the loss on the supervised examples, the regularization term, and a
penalty term deriving from forcing the constraints resulting from the
conversion of the logic knowledge. The experimental results show that
the proposed approach provides a significant accuracy improvement on
the tagging of bibtex entries.

1 Introduction

Tagging consists in associating a set of terms to resources (e.g. documents, pic-
tures, products, blog posts, etc.) with the aim of making it easier their search
and organization. Tags reflecting semantic properties of the resources (e.g. cate-
gories, keywords summarizing the content, etc.) are effective tools for searching
the collection. Therefore, high consistency and precision in the tag assignment
would allow the development of more sophisticated information retrieval mech-
anisms, as the ones typically provided in search-by-keyword applications. In the
context of folksonomies or Web directories, tagging is manually performed and
the vocabulary of tags is usually unrestricted and freely chosen by the users.
Beside semantic tags, the users often use tags to represent meta—information to
be attached to each item (e.g. dates, the camera brand for pictures, etc.). Un-
fortunately, a manual collective tagging process has many limitations. First, it
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© Springer-Verlag Berlin Heidelberg 2011
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is not suited for very large and dynamic collections of resources, where response
time is crucial. Furthermore, the collective tagging process does not provide any
guarantee of consistency of the tags across the different items, creating many
issues for the subsequent use of the tags [8]. This problem is especially crucial
in the context of social networks and folksonomies where there is not a stan-
dardized semantic knowledge shared by the users, since tags are independently
chosen by each user without any restriction.

Automatic text tagging is regarded as a way to address, at least partially,
these limitations [7]. Automatic text tagging can be typically seen as a classical
text categorization task [I0], where each tag corresponds with a different cat-
egory. Differently to many categorization tasks explored in the literature, the
number of tags is typically in the order of hundreds to several thousands, and
the tags are not mutually exclusive, thus yielding a multi-class classification
task. Automatic text categorization and tagging has been approached with ei-
ther pure ontology-based approaches [12[6] or with learning-from-examples tech-
niques based on machine learning [IJ1T].

Manually inserted tags can be used to effectively train an automatic tagger,
which generalizes the tags to new documents [9]. However, when an automatic
text tagger is trained over the tags inserted by the users of a social network, it
may inherit the same inconsistencies of the training data.

The approach presented in this paper bridges the knowledge-based and ma-
chine learning approaches, where a text categorizer and the reasoning process
defined via a formal logic language are jointly implemented via kernel machines.
The formal logic language enforces the tag consistency without depending on
specially trained human taggers. In particular, higher level abstract representa-
tions comnsist of FOL clauses that constrain the configurations assumed by the
task predicates, each one associated to a tag. The FOL clauses are then compiled
into a set of equivalent continuous constraints, and the integration between logic
and learning is implemented in a multi-task learning scheme where the kernel
machine mathematical apparatus makes it possible to cast the problem as pri-
mal optimization of an objective function combining the loss on the supervised
examples, the regularization term, and a penalty term deriving from forcing the
constraints resulting from the conversion of the FOL knowledge base.

One main contribution of this paper is the definition of a novel approach to
convert the FOL clauses into a set of constraints. Unlikely previously solutions,
the proposed conversion process guarantees that each configuration satisfying
the FOL rules corresponds to a minimum of the cost function. Furthermore, the
paper provides an experimental evaluation of the proposed technique on a real
world text tagging dataset. The paper is organized as follows. The next section
describes how constraints can be embedded as penalties in the kernel machine
framework. Section [3] shows how constraints provided as a FOL knowledge base
can be mapped to a set of continuous penalty functions. Finally, section[d reports
the experimental results on a bibtex tagging benchmark.
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2 Learning to Tag with Constraints

We consider an alphabet T of tags, whose size we indicate as |T'|. Therefore, a
set of multivariate functions {fx(x),k = 1,...,|T|} must be estimated, where
the k-th function approximates a predicate determining whether the k-th tag
should be assigned to the input text represented by the feature vector € D.
We consider the case when the task functions f; have to meet a set of functional
constraints that can be expressed as

Sn(frs-o s fir)) =0 h=1,....H (1)

for any valid choice of the functions f : k = 1,...,|T| defined on the input
domain D. In particular, in the next section we will show how appropriate func-
tionals can be defined to force the function values to meet a set of first-order
logic constraints.

Once we assume that all the functions fj, can be approximated from an appro-
priate Reproducing Kernel Hilbert Space H, the learning procedure can be cast
as a set of |T'| optimization problems that aim at computing the optimal func-
tions f1,..., fir| in ‘H. In the following, we will indicate by f = [f1,..., fir|]’ the
vector collecting these functions. In general, it is possible to consider a different
RKHS for each function given some a priori knowledge on its properties (i.e. we
may decide to exploit different kernels for the expansion).

We consider the classical learning formulation as a risk minimization problem.
Assuming that the correlation among the input features « and the desired k-
th task function output y is provided by a collection of supervised input-target
examples

L ={(z},yp)li=1,.... 0}, (2)
we can measure the risk associated to a hypothesis f by the empirical risk

Tl .

LIEED DIATED DI AL CACANTY 3)
k=1

(Sﬂfc ,yi) €Ly

where A > 0 is the weight of the risk for the k-th task and L° (fx(x),y) is a loss
function that measures the fitting quality of fi (@) with respect to the target y.
Common choices for the loss function are the quadratic function especially for
regression tasks, and the hinge function for binary classification tasks. Different
loss functions and Af parameters may be employed for the different tasks.

As for the regularization term, unlike the general setting of multi-task ker-
nels [2], we simply consider scalar kernels that do not yield interactions amongst
the different tasks, that is

17|

N1 =DM [l (4)

where A}, > 0 can be used to weigh the regularization contribution for the k-th
task function.
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Clearly, if the tasks are uncorrelated, the optimization of the objective func-
tion R[f] + N[f] with respect to the |T| functions f; € H is equivalent to |T|
stand-alone optimization problems. However, if we consider the case in which
some correlations among the tasks are known a priori and coded as rules, we can
enforce also these constraints in the learning procedure. Following the classical
penalty approach for constrained optimization, we can embed the constraints
by adding a term that penalizes their violation. In general we can assume that
the functionals ¢, (f) are strictly positive when the related constraint is violated
and zero otherwise, such that the overall degree of constraint violation of the
current hypothesis f can be measured as

H
VI =D X -onl(f) (5)
h=1

where the parameters A} > 0 allow us to weigh the contribution of each con-
straint. It should be noticed that, differently from the previous terms considered
in the optimization objective, the penalty term involves all the functions and,
thus, explicitly introduces a correlation among the tasks in the learning state-
ment. In general, the computation of the functionals ¢y, (f) implies the evaluation
of some propert of the functions fj on their whole input space D. However, we
can approximate the exact computation by considering an empirical realization
of the input distribution. We assume that beside the labeled examples in the
supervised sets Ly, a collection of unsupervised examples U = {z‘|i = 1,...,u}
is also available. If we define the set Sf = {wk\(a:k,yk) € L} containing the
inputs for the labeled examples for the k-th task, in general we can assume that
S,f C U, i.e. all the available points are added to the unsupervised set. Even
if this is not always required, it is clearly reasonable when the supervisions are
partial, i.e. a labeled example for a task k-th is not necessarily contained in
the supervised learning sets for the other tasks. This assumption is important
for tagging tasks, where the number of classes is very high and providing an
exhaustive supervision over all the classes is generally impossible. Finally, the
exact constraint functionals will be replaced by their approximations (Z)h U, f)
that exploit only the values of the unknown functions f computed for the points
in Y. Therefore, in eq. (&) we can consider ¢,(f) ~ én(U, f), such that the
objective function for the learning algorithm becomes

H
E[f] = RIf] + N[f] + > \ion U, f) - (6)

h=1

The solution to the optimization task defined by the objective function of equa-
tion (@) can be computed by considering the following extension of the Repre-
senter Theorem.

1 As shown in the following, the functional may imply the computation of the function
maxima, minima, or integral on the input domain D.
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Theorem 1. Given a multitask learning problem for which the task functions
Jisoo firp S RY — R, k=1,...,|T|, are assumed to belong to the Repro-
ducing Kernel Hilbert Space H and the problem is formulated as

1o fip] = argming, cqq jomr . ELf1s - fir)]

where E[f1,..., fir|] is defined as in equation (@), then each function f; in the
solution can be expressed as

file)= Y wiK(' )

TrieS

where K(x',x) is the reproducing kernel associated to the space H, and Sy =
SE UU is the set of the available samples for the k-th task function.

The proof is a straightforward extension of that for the original Representer
Theorem and is based on the fact that the objective function only involves values
of the functions f; computed on the finite set of supervised and unsupervised
points.

3 Translation of First-Order Logic Clauses into
Real-Valued Constraints

We consider knowledge-based descriptions given by first-order logic (FOL-KB).
While the framework can be easily extended to arbitrary FOL predicates, in this
paper we will focus on formulas containing only unary predicates to keep the
notation simple. In the following, we indicate by V = {v1,...,vx} the set of the
variables used in the KB, with v, € D. Given the set of predicates used in the
KB P = {pk|lpk : D — {true, false}, k =1,...,|T|}, the clauses will be built
from the set of atoms p(v) : p € P,v € V.

Any FOL clause has an equivalent version in Prenex Normal form (PNF),
that has all the quantifiers (V,3) and their associated quantified variables at
the beginning of the clause. Standard methods exist to convert a generic FOL
clause into its corresponding PNF and the conversion can be easily automated.
Therefore, with no loss of generality, we restrict our attention to FOL clauses in
the PNF form. We assume that the task functions fi are exploited to implement
the predicates in P and that the variables in V correspond to the input @ on
which the functions fj are defined. Different variables are assumed to refer to
independent values of the input features . In this framework, the predicates
yield a continuous real value that can be interpreted as a truth degree. The
FOL-KB will contain a set of clauses corresponding to expressions with no free
variables (i.e. all the variables appearing in the expression are quantified) that
are assumed to be true in the considered domain. These clauses can be converted
into a set of constraints as in eq. () that can be enforced during the kernel based
learning process. The conversion process of a clause into a constraint functional
consists of the following steps:
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I. CONVERSION OF THE PROPOSITIONAL EXPRESSION: conversion of the quantifier-
free expression using a mixture of Gaussians.
II. QUANTIFIER CONVERSION: conversion of the universal and existential quan-
tifiers.

Logic expressions in a continuous form

This subsection describes a technique for the conversion of an arbitrary propo-
sitional logic clause into a function, yielding a continuous truth value in [0, 1].
Previous work in the literature [3] concentrated on a conversion schema based on
t-norms [5]. In this paper a different approach based on mixtures of Gaussians
was pursued. This approach has the advantage of not making any independence
assumption among the variables like it happens when using t-norms. In partic-
ular, let us assume to have available a propositional logic clause composed by
n logic variables. The logic clause is equivalent to its truth table containing 2™
rows, each one corresponding to a configuration of the input variables.

The continuous function approximating the clause is based on a set of Gaus-
sian functions, each one centered on a configuration corresponding to a true
value in the truth table. These Gaussians, basically corresponding to minterms
in a disjunctive expansion of the clause, can be combined by summing all the
terms as

PRI exp([xl,...,xn]’202[cl,...,cn]’2)’ -

[017...707L]€T
where z1,...,x, are the input variables generalizing the Boolean values on a
continuous domain, and ¢y, ..., c, span the set 7 of all the possible configura-

tions of the input variables which correspond to the true values in the table. In
the following, we indicate as mizture-by-sum this conversion procedure.

Another possibility for combining the minterm functions is to select the one
with the highest value for a given input configuration (mizture-by-maz). This
latter solution selects the configuration closest to the true value in the truth
table as

21, 2] —[c1,. .. ca]|?
t = — . 8
(xla 7xn) [01,.I.I.1,Eclnx]e’fexp ( 202 ( )

For example, let us consider the simple OR of two atoms A V B. The mixture-
by-max corresponding to the logic clause is the continuous function ¢ : IR? = IR

=12l =11,1712 _le,e2]—[1,0712 _|[=q,22]—[0,1]|2
t(z1,z2) = max(e 202 ,€ 202 ,€ 202 ,

where @ = [x1, z2] collects the continuous values computed for the atoms A and
B, respectively. Instead, for the mixture-by-sum, the clause is converted as

_lw1,m]—[1,1)12 _lw1,w2]—[1,0)"|2 _Ilw1,w2]—[0,1)"|2
t(xl,l'z) = e 20 +e 252 +e 202
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If z1,...,2z, is equal to a configuration verifying the clause, in the case of
the mixture-by-sum it holds ¢(z1,...,2,) > 1 whereas for the mixture-by-max
t(z1,...,x,) = 1. Otherwise, the value of () will decrease depending on the
distance from the closest configuration verifying the clause. The variance o2 is a
parameter which can be used to determine how quickly ¢(z1,...,z,) decreases
when moving away from a configuration verifying the constraint. Please note
that each configuration verifying the constraint is always a global maximum of
t when using the mixture-by-max.

Quantifier conversion

The quantified portion of the expression is processed recursively by moving back-
ward from the inner quantifier in the PNF expansion.

Let us consider the universal quantifier first. The universal quantifier requires
that the expression must hold for any realization of the quantified variable v,.
When considering the real-valued mapping of the original boolean expression,
the universal quantifier can be naturally converted measuring the degree of non-
satisfaction of the expression over the domain D where the feature vector x,
corresponding to the variable vq, ranges. In particular, it can be proven that if
E(v,P) is an expression with no quantifiers, depending on the variable v, and
tg(v, f) is its translation into the mixture-by-max representation, given that
freC® k=1,...,T, then |1 —tg(v, f)||, = 0 if and only if Vv E(v, P) is true.
Hence, in general, the satisfaction measure can be implemented by computing
the overall distance of the penalty associated to the expression F, depending on
the set of variables vg, i.e. pg(vE, f) = 1 —tg(vg, f) for mixture-by-max, from
the constant function equal to 0 (the value for which the constraint is verified),
over the values in the domain D for the input @ corresponding to the quantified
variable v, € vg. In the case of the infinity norm we have

Vv E(ve, P) = llep(ve, £l =suploe(ve, £ 9)

v €D
where the resulting expression depends on all the variables in vg except vg.
Hence, the result of the conversion applied to the expression E4(vg,,P) =
Vg E(vg,P) is a functional ¢, (vE,, f), assuming values in [0, 1] and depend-
ing on the set of variables vg, = vg \ {v,}. The variables in vg, need to be
quantified or assigned a specific value in order to obtain a constraint functional
depending only on the functions f.

In the conversion of the PNF representing a FOL constraint without free
variables, the variables are recursively quantified until the set of the free variables
is empty. In the case of the universal quantifier we apply again the mapping
described previously. The existential quantifier can be realized by enforcing the
De Morgan law to hold also in the continuous mapped domain. The De Morgan
law states that vy E(vg,P) <= —Vv, ~E(vg, P). Using the conversion of the
universal quantifier defined in eq. (@), we obtain the following conversion for the
existential quantifier

Jvy E(vg,P) — inf, cp ¢e(ve, f) .



52 M. Diligenti, M. Gori, and M. Maggini

The conversion of the quantifiers requires to extend the computation on the
whole domain of the quantified variables. Here, we assume that the computation
can be approximated by exploiting the available empirical realizations of the fea-
ture vectors. If we consider the examples available for training, both supervised
and unsupervised, we can extract the empirical distribution Sy for the input to
the k-th function. Hence, the universal quantifier exploiting the infinity norm is
approximated as

Voq E(vg,P) — max |pp(ve, f)| .
vq€Sk(q)

Similarly, for the existential quantifier it holds

Jvg E(ve,P) — min |pg(ve, f)|.
Vg ESk(q)
It is also possible to select a different functional norm to convert the universal
quantifier. For example, when using the ||-||; norm, and the empirical distribution
for the x, we have

Vo, E(vg, P) — > lese £

1Sk(o) vq€Sk(q)

Please note that pg([], f) will always reduce to the following form, when com-
puted for an empirical distribution of data for any selected functional norm

ee(l, f) = Ovs(l)esk(s(l)) s OUs(Q)eSk(s(Q))tEO (vE,. f)

where Ey is the quantifier free expression, O, €Sa,y specifies the aggregation
operator to be computed on the sample set Sy(,) for each quantified variable vg.
In the case of the infinity norm, Oy es,,, is either the minimum or maximum
operator over the set Sy(4). Therefore, the presented conversion procedure imple-
ments the logical constraint depending on the realizations of the functions over
the data point samples. For this class of constraints, Theorem [I] holds and the
optimal solution can be expressed as a kernel expansion over the data points. In
fact, since the constraint is represented by ¢g([], f) = 0 in the definition of the
learning objective function of eq. (@) we can substitute ¢(U, f) = ¢p([], f).

When using the minimum and/or maximum operators for defining ¢(U, f),
the resulting objective function is continuous with respect to the parameters
wy,; defining the RKHS expansion, since it is obtained by combining continuous
functions. However, in general, its derivatives are no more continuous, but, in
practice, this is not a problem for gradient descent based optimization algorithms
once appropriate stopping criteria are applied. In particular, the optimal minima
can be located also in configurations corresponding to discontinuities in the
gradient values, i.e. when a maximum or minimum operator switches its choice
among two different points in the dataset.

As an example of the conversion procedure, let a(-),b(:) be two predicates,
implemented by the functions f,(:), fo(:). The clause Vov; Vg (a(v1) A =b(ve)) V
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Table 1. A sample of the semantic rules used in training the kernel machines

Va phase(x) A transition(x) = physics(x)

Va chemistry(x) = science(x)

Vz immunoelectrode(x) = physics(x) V biology(x)

Vx semantic(x) A web20(x) = knowledgemanagement(x)
Vz rdf(x) = semanticweb(x)

Va software(x) A visualization(x) = engineering(x)

Vz folksonomy(x) = social(x)

Vz mining(x) A web(x) = informationretrieval(x)

Va mining(x) A information(x) = datamining(x)

Va computer(x) A science(x) = engineering(x)

(ma(v1) A b(v2)) is converted starting with the conversion of the quantifier free
expression Ey([v1, va], {a(-),b(-)}) = (a(vi) A =b(v2)) V (ma(vy) A b(vs)) as

tEO([Uh’UQL [fm fb]) =

_ (Fa(01)=D2+f,(v2)2  _ fa(01)2+(fp(v2)—1)?
= max|e 202 ,€ 202 .

Then, the quantifier free expression Ey([v1, v2], {a(:),b(-)}) is converted into
the distance measure and the two universal quantifiers are converted using the
infinity norm over their empirical realizations, yielding the constraint

SOEO([L [fm fbD:maX max(l - tEo([’Ulv’UQ]v [fay fb])) =0.

v1E€SqV2E€S)

4 Experimental Results

The dataset used in the experiments consists of 7395 bibtex entries that have
been tagged by users of a social network? using 159 tags. Each bibtex entry
contains a small set of textual elements representing the author, the title, and
the conference or journal name. The text is represented as a bag-of-words, with
a feature space with dimensionality equal to 1836. The training set was obtained
by sampling a subset of the entries (10%-50%), leaving the remaining ones for
the test set. Like previous studies in the literature on this dataset (see e.g. [4]),
the F1 score was employed to evaluate the tagger performances.

A knowledge base containing a set of 106 rules, expressed by FOL, has been
created to express semantic relationships between the categories (see Table [).
The experiments tested the prediction capabilities of the classifiers, when consid-
ering all tags or only the 25 most popular tags in the dataset as output categories.
In this second case, only the 8 logic rules fully defined over the subset of tags
have been exploited.

2 The dataset can be freely downloaded at:
http://mulan.sourceforge.net/datasets.html
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Fig. 1. F1 scores considering (a) the top 25 and (b) all the tags on the test set, when
using or not using the knowledge base

The rules correlate the tags and, after their conversion into the continuous
form, they have been used to train the kernel machines according to the proce-
dure described in the previous sections. The same experiments have been per-
formed using a kernel machine trained using only the supervised examples. All
the kernel machines used in this experiment have been based on a linear kernel,
as they have been assessed as the best performers on this dataset in a first round
of experiments (not reported in this paper).

Figure [l reports the F1 scores computed over the test set provided by the 25
and 159 tag predictors, respectively. The logic constraints implemented via the
mixture-by-sum, overperformed the logic constraints implemented as a mixture-
by-max. Enforcing the logic constraints during learning was greatly beneficial
with respect to a standard text classifier based on a kernel machine, as the F1
scores are improved by 2-4% when all tags are considered. This gain is consistent
for the training set sizes that have been tested. When restricting the attention to
the top 25 tags, the gains obtained by enforcing the mixture-by-sum constraints
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Fig. 2. Loss term on labeled data and on constraints deriving from the rules over the
test set (generalization) for the 25 and all tag datasets

are smaller, ranging around 0-2%. These smaller gains are due to the significantly
smaller number of logic rules that are defined over the 25 tags.

Figures [2] plots the loss on the labeled data and on the constraints for the
test set (generalization) at the different iterations of the training for the 25 and
159 tag classifiers. In all the graphs, the loss on the constraint is low at the
beginning of the training. This happens because all the provided rules are in the
form of implications, which are trivially verified if the precondition is not true.
Since no tags are yet assigned at the beginning of the training, the precondition
of the rules is false, making the constraint verified. The figures show how the
introduction of the constraints does not change significantly the loss on the
labeled data at convergence, whereas the constraint loss is strongly reduced at
the end of the training process. This means that the final weights of the kernel
machine implement tagging functions that are able to fit much better the prior
knowledge on the task.

5 Conclusions and Future Work

This paper presented a novel approach to text tagging, bridging pure machine
learning approaches to knowledge based annotators based on logic formalisms.
The approach is based on directly injecting logic knowledge compiled as continu-
ous constraints into the kernel machine learning algorithm. While previous work
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concentrated on t-norms, this paper presents a new approach to convert FOL
clauses into constraints using mixtures of Gaussians. The experimental results
show how the approach can over-perform a text annotator based on classical
kernel machines by a significant margin. In this paper, we assumed that a logic
predicate corresponds to each tag and, as a consequence, to a function to es-
timate. Therefore, the logic rules are defined directly over the tags. As future
work we plan to test this approach to the case where new logic predicates can
be added to the knowledge base. For example, ontology-based taggers use reg-
ular expressions to define partial tagging rules [6]. In our approach this would
be implemented by assigning a new FOL predicate to each regular expression.
After converting the logic rules as explained in this paper, it would be possible
to train the kernel machines to learn jointly from examples and the KB.
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Abstract. Aim of this work is to introduce a methodology, based on the
combination of multiple temporal hierarchical agglomerations, for model
comparisons in a multi-model ensemble context. We take advantage of
a mechanism in which hierarchical agglomerations can easily combined
by using a transitive consensus matrix. The hierarchical agglomerations
make use of fuzzy similarity relations based on a generalized Lukasiewicz
structure. The methodology is adopted to analyze data from a multi-
model air quality ensemble system. The models are operational long-
range transport and dispersion models used for the real-time simulation
of pollutant dispersion or the accidental release of radioactive nuclides in
the atmosphere. We apply the described methodology to agglomerate and
to individuate the models that characterize the predicted atmospheric
pollutants from the ETEX-1 experiment.

Keywords: Fuzzy Similarity, Hierarchical Agglomeration, Ensemble
Models, Air Pollutant Dispersion.

1 Introduction

Clustering is an exploratory tool in data analysis that arises in many different
fields such as data mining, image processing, machine learning, and bioinformat-
ics. One of the most popular and interesting clustering approaches is the hierar-
chical agglomerative clustering. In this work we introduce a novel methodology
based on fuzzy similarity relations that permits to combine multiple temporal
hierarchical agglomerations.

This methodology has been applied to data concerning the real-time forecast-
ing of atmospheric compounds from the ENSEMBLE system [5l6l[7]. ENSEM-
BLE is a web-based system aiming at assisting the analysis of multi-model data

R. Pirrone and F. Sorbello (Eds.): AT*IA 2011, LNAI 6934, pp. 57-67, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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provided by many national meteorological services and environmental protection
agencies worldwide for the real-time forecasting of deliberate/accidental releases
of harmful radionuclides (e.g. Fukushima, Chernobyl).

In previous works [I5J12] an approach for the statistical analysis of multi-
model ensemble results has been presented. The authors used a well-known sta-
tistical approach to multimodel data analysis, i.e., Bayesian Model Averaging,
which is a standard method for combining predictive distributions from different
sources. Moreover, similarities and differences between models were explored by
means of correlation analysis. In [I3] the authors investigate some basic prop-
erties of multi-model ensemble systems, which can be deduced from general
characteristics of statistical distributions of the ensemble membership. Cluster-
based approaches [1I2I3] have also been developed and applied. These approaches
discriminate between data that are less dependent (in the statistical sense), so
that “redundant” information can be more easily discarded and equivalent per-
formance can be achieved with a considerable lower number of models.

In this paper we generalize these clustering approaches, by introducing a new
methodology based on fuzzy similarity relations that allows to combine multiple
hierarchical agglomerations, each for a different forecasting leading time.

We conjecture that this framework is amenable to easily incorporate observa-
tions that may become available during the course of the event, so as to improve
the forecast by “projecting” observations onto the hierarchical combination of
clusters.

The paper is organized as follows. In Sections 2 and [3] some fundamental con-
cepts on t-norms and fuzzy similarity relations are given. The proposed method-
ology is detailed in Section Finally, in Section [l some experimental results
obtained by applying this methodology on an ensemble of prediction models are
described. Conclusions and future remarks are given in Section [Bl

2 Norms and Residuum

In this Section we introduce some basic terminologies and successively we out-
line the minimum requirements a fuzzy relation should satisfies in order to cor-
respond to a dendrogram and in what cases dendrograms can be aggregated into
a consensus matrix.

The popularity of fuzzy logic comes mainly from many applications, where lin-
guistic variables are suitably transformed in fuzzy sets, combined via the conjunc-
tion and disjunction operations by using continuous triangle norms or co-norms,
respectively. Moreover, it offers the possibility of soft clustering, in contrast with
algorithms that output hard (crisp or non-fuzzy) clustering of data.

A fundamental concept in fuzzy logic is that of norm [9]. A triangular norm
(t-norm for short) is a binary operation ¢ on the unit interval [0, 1], i.e., a function
t:[0,1)% — [0,1], such that for all z,y, 2z € [0,1] the following four axioms are
satisfied:
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t(z,y) = t(y,x) (commutativity)
t(x,t(y, 2)) = t(t(z,y), 2) (associativity) 1)
t(z,y) < t(x,z) whenevery <z (monotonicity)
t(z,1) = x (boundary condition)

Several parametric and non-parametric ¢-norms have been introduced [9] and
recently a their generalized version has been studied [4]. The four basic t-norms
are tn, tp, tr, and tp given by, respectively:

tm(z,y) = min(z, y) (minimum)
tp(z,y) = x-y (product)
tr(z,y) = max(z +y — 1,0) (Lukasiewicz t-norm) )
0 i (2,1) € 0,12 .
tp(z,y) = (drastic product)
min(x, y) otherwise

In the following, we concentrate on the ¢y, norm.

The union and intersection of two unit interval valued fuzzy sets are essentially
lattice operations. In many applications, however, lattice structure alone is not
rich enough to model fuzzy phenomena. An important concept is the residuated
lattice and its structure appears, in one form or in another, in practically all
fuzzy inference systems, in the theory of fuzzy relations and fuzzy logic. One
important operator here is the residuum —; defined as

v =y =\ {elt(z2) <) 3)

where \/ is the wunion operator and for the left-continuous basic t-norm ¢y, is
given by

x -1y =min(l — z + y, 1) (Lukasiewicz implication) (4)

Moreover, let p a fixed natural number in a generalized Lukasiewicz structure,
we have

tr(z,y) = {/max(aP +y? — 1,0)
(5)
x -1,y = min({1 —aP +yP, 1)
Finally, we define as bi-residuum on a residuated lattice the operation

ey = (= y) Ay = x) (6)

where A is the meet.
For the left-continuous basic t-norm t;, we have

x Ly =1—max(z,y)+ min(z, y) (7)
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3 Fuzzy Similarity

A binary fuzzy relation R on U x V is a fuzzy set on U x V (R C U x V).
Similarity is a fuzzy relation S C U x U such that, for each u,v,w € U

S(u, u) = 1 (everthing is similar to itself)
S(u, v) = S{v,u) (symmetric) (8)
t(S{u,v), S(v,w)) < S{u,w) (weakly transitive)

It is also well known that a fuzzy set with membership function p: X — [0, 1]
generate a fuzzy similarity S defined as S{a,b) = p(a) < pu(b) for all a,b € X.
We also note that, let t1, be the Lukasiewicz product, we have that S is a fuzzy
equivalence relation on X with respect to ¢y, iif 1 — S is a pseudo-metric on X.
Further, a main result is the following [T7/T6]:

Proposition 1. Consider n Lukasiewicz valued fuzzy similarities S;, 1 =1,...,n
on a set X. Then

Sty = S Site) ©)
i=1

1s a Lukasiewicz valued fuzzy similarity on X .

3.1 Min-transitive Closure

If a similarity relation is min-transitive (t = min in (), it is called a fuzzy-
equivalence relation. Each fuzzy-equivalence relation can be graphically described
by a dendrogram [10]. Therefore, the requirement for the existence of the den-
drogram, for a similarity matrix, is the transitivity.

The methodology introduced in this paper uses a min-transitive closure [IT].
The transitive closure is obtained by computing a sufficiently high power of the
given similarity matrix. Let n the dimension of a relation matrix, the transitive
closure R” of R is calculated by

n—1 )
R'=|J R (10)
i=1
where R is defined as 4 4
R =R'oR (11)
The composition R o S of fuzzy relations R and S is a fuzzy relation defined by
Ro S(z,y) = Sup,cx{R(z,2) AN S(z,y)} (12)

Va,y € X and where A stands for a t-norm (e.g., min operator) [I1]. Using this
methodology the min-transitive closure R” can be computed by the algorithm
described in Algorithm [l
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Algorithm 1. Min-transitive closure
1: Input R the input relation
2: Output R7the output transitive relation
3: 1. Calculate R* = RU (Ro R)
2. if R* # R replace R with R* and go to step 1
else RT = R* and the algorithm terminates.

The transitive property of binary relations is closely related to the theory
of the graphs. In other words, if a relation is represented as a directed graph,
then computation of transitive closure of this relation is equivalent to finding the
tightest path between each pair of vertices. The strength of a path is determined
by the minimum of the weights on that path.

3.2 Dendrogram Description Matrices

As previously described, any dendrogram could be associated with a fuzzy
equivalence relation and, equivalently, with its matrix representation if the min-
transitive closure property is satisfied. The elements of a fuzzy equivalence ma-
trix describe the similarity between objects. Moreover we have that [11]

Lemma 1. Letting R be a similarity relation with the elements R{x,y) € [0,1]
and letting D be a dissimilarity relation, which is obtained from R by

then D is ultrametric iif R is min-transitive.

There is a one-to-one correspondence between min-transitive similarity matrices
and dendrogram. The correspondence between ultrametric dissimilarity matri-
ces and dendrograms is also on-to-one. In other words, a dendrogram could be
generated corresponding to a dissimilarity matrix if it is ultrametric.

3.3 Agglomerative Methodology

We remark that the aim is to agglomerate, by an unsupervised methodology, the
distributions obtained by the ensemble models at different times. Substantially a
hierarchical tree (dendrogram), that permits to cluster models that have similar
behavior, must be obtained. We calculate the similarity (or dissimilarity) matrix
between the distributions of the models by using the fuzzy similarity described
in equation [0 Successively the algorithm described in Algorithm [lis applied to
obtain the min-transitive closure.

We also may express the information by fuzzy set. A simple way is to describe
the membership functions by the following equation [17]

x; — min(x;)

uixi) = max(x;) — min(x;) (14)
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Algorithm 2. Combination of dendrograms

1: Input S, 1 <i < L L input similarity matrices (dendrograms)
2: Output S the resulted similarity matrix (dendrogram)
1. Aggregate the similarity matrices to a final similarity matrix S =
Aggregate(SM, 5@ ... 51
a. Let S* be the identity matrix
b. For each S@ calculate e $* = §* U (S§* 0 S¥)
c. ¢. If S* is not changed S = S™ and goto step 3 else goto step 1.b
3: Create the final dendrogram from the S

o3

S c) S d)

Fig. 1. Combination algorithm: a-b-c) input dendrograms; d) combined hierarchy

where x; = [z}, 2%,...,2%] is the i-th observation vector of the L models.

Successively, we apply the agglomerative hierarchical clustering approach to
obtain the dendrogram. A consensus matrix that it is representative of all den-
drograms is obtained by combining the transitive closure and equation (i.e.,
max-min) [II]. The algorithm to obtain the final dendrogram is described in
Algorithm 2

In Figure [Il we show a realistic agglomeration result. In Figures [[h-b-c three
input hierarchies to be combined are plotted. Four models are considered, namely
Mg, Mp, M and my, respectively. In Figure[Id we show the final result obtained
calculating the dendrogram on the similarity matrix. The result seems to be
rational, because the output hierarchy contains the clusters (mgq,my, m.) and
(mq, mp, me,myg) at different levels, and each of these clusters are repeated at
least in two out of the three input dendrograms [I1].
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Fig. 2. ETEX-1 integrated (in time) observations

4 Experimental Results

In this Section we propose the results obtained applying the described method-
ology to compare mathematical operational long-range transport and dispersion
models used for the real-time simulation of pollutant dispersion.

In [715] the authors analyzed the output of multi-model ensemble results
for the ETEX-1 experiment. They already showed that the “Median Model’
provided a more accurate reproduction of the concentration trend and estimate
of the cloud persistence at sampling locations.

The ETEX-1 [§] experiment concerned the release of pseudo-radioactive ma-
terial on 23 October 1994 at 16:00 UTC from Monterfil, southeast of Rennes
(France). Briefly, a steady westerly flow of unstable air masses was present over
central Europe. Such conditions persisted for the 90 h that followed the release
with frequent precipitation events over the advection area and a slow movement
toward the North Sea region. In Figure [2] we show the integrated concentra-
tion after 78 hours from release. Several independent groups worldwide tried to
forecast these observations. The ensemble is composed by 25 members. Each
simulation, and therefore each ensemble member, is produced with different at-
mospheric dispersion models and is based on weather fields generated by (most
of the time) different Global Circulation Models (GCM). All the simulations re-
late to the same release conditions. For details on the groups involved in the
exercise and the model characteristics, refer to [7] and [§].

Now we describe the phases needed to analyze this dataset. The first step is
the fuzzification. Namely, equation [I4] is used on the estimated model concen-
trations at each time level. Successively, a similarity matrix (dendrogram) is ob-
tained for the concentrations at different times (by using equation [@ Lukasiwicz
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with p = 1). Finally the representative similarity matrix is estimated making
use of Algorithm 2l A particular of the dendrogram obtained on the integrated
concentrations after 78 hours is plotted in Figure[3 In this figure the information
on the abscissa are related to the models and those on the ordinate are related to
the model data similarities obtained by using the fuzzy similarity. As an exam-
ple, in Figure [ we show some distributions of the models. The distributions in
Figuresdh-b are very close and this is confirmed by the dendrogram. Instead the
model in Figure Bk has a diffusive distribution far from the other distributions
and also confirmed by the dendrogram.

The hierarchical mechanism permits to clusterize the observations in a fixed
number of clusters. A Mean Square Error (MSE) between each model and the
median value of the cluster where it belongs is determined. For each cluster
the model with the minimum MSE is considered. Finally the median model of
these selected models is calculated and it is compared with the real observation
by using the RMSE. Moreover, varying the number of clusters the models that
have the best approximation of the real observation can be defined (see [15] and
[3] for more details). In Figure [fl we show the Root Mean Square Error (RMSE)
obtained varying the number of clusters. In this case the best approximation is
obtained by using 6 clusters.

As can be inferred from the analysis of this figure, a lower RMSE does not
necessarily corresponds to the use of a large number of models; similar (or even
better) performance can be achieved with a few models; even more interest-
ingly, since the selection framework is not based on the prior knowledge of ex-
perimental values, the satisfactory comparison of selected subset of models with
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experimental values suggest promising perspectives for the systematic reduction
of ensemble data complexity. Furthermore, comparing this new methodology
with the previous one, by using the consensus matrix we add temporal informa-
tion that permits to obtain a more robust and realistic analysis.

5 Conclusions

In this work we introduced a methodology, based on the combination of multiple
temporal hierarchical agglomerations, for model comparison in a multi-model en-
semble context. Here we suggest to use fuzzy similarity relations in a Lukasiewicz
structure. We remark that further studies can be made by using also different
fuzzy similarities (e.g., [14]). Moreover, we take advantage of a mechanism in
which hierarchical agglomerations can be easily combined by using a transitive
consensus matrix. The proposed methodology is able to combine multiple tempo-
ral hierarchical agglomerations of dispersion models used for the real-time sim-
ulation of pollutant dispersions. The results show that this methodology is able
to discard redundant temporal information and equivalent performance can be
achieved considering a lower number of models reducing, the data complexity. In
the next future, further studies could be conducted on real pollutant dispersions
(e.g., Fukushima) and on the structure utilized in the fuzzy similarity relations.
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Abstract. The aim of the work is to develop formal models of interac-
tion and of the related support infrastructures, that overcome the limits
of the current approaches. We propose to represent explicitly not only
the agents but also the computational environment in terms of rules,
conventions, resources, tools, and services, that are functional to the co-
ordination and cooperation of the agents. These models will enable the
verification of the interaction in the MAS, thanks to the introduction of
a novel social semantics of interaction based on commitments and on an
explicit account of the regulative rules.

Keywords: Commitment-based protocols, High-level environment mod-
els, Direct and mediated communication, Agent-oriented infrastructure.

1 Introduction

The growing pervasiveness of computer networks and of Internet is an important
catalyst pushing towards the realization of business-to-business, cross-business
solutions or, more generally, of open environment systems. Interaction, coordi-
nation, and communication acquire in this context a special relevance since they
allow the involved groups, often made of heterogeneous and antecedently exist-
ing entities, to integrate their capabilities, to interact according to some agreed
contracts, to share best practices and agreements, to cooperatively exploit re-
sources and to facilitate the identification and the development of new products.
Multi-Agent Systems (MASs) seem to be the most proper abstraction for devel-
oping cross-business systems, since they share with them the same characteristics
(autonomy, heterogeneity) and the same issues (interaction, coordination, com-
munication). These issues received a lot of attention by the research community
working on agent models and platforms but, in our opinion, no proposal tackles
them in a seamless and integrated way.

R. Pirrone and F. Sorbello (Eds.): AT*IA 2011, LNAI 6934, pp. 68-79, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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The first limit of existing agent frameworks and platforms concerns the forms
of allowed interactions. Most of them, such as [8]9], only supply the means for re-
alizing agent interaction through direct communication (message exchange). This
feature is common to all those approaches which foresee agents as the only available
abstraction, thereby leading to message exchange as the only natural way agents
have to interact. However, think of a business interaction between two partners.
Once the client has paid for some item into the paypal account of the merchant, it
should not be necessary that the client also sends a message to the merchant about
the payment. Indeed, it is sufficient for the merchant to check his/her account to
be informed about the transaction. The interaction already occurred.

In general, indirect communication fosters the collaboration and the coordina-
tion inside open systems, in that it allows anonymous, non-specialized interfaces
that invite participation of new knowledge sources [2I]. Indirect communica-
tion can be realized by means of persistent observable state changes, as it is
for instance done by stigmergic approaches. In the literature there are mod-
els that allow the MAS designer to cope with a wider range of communication
kinds by explicitly providing abstractions that support also the realization of in-
direct forms of interaction. In particular, the Agents & Artifacts model (A&A)
[44128)38] provides the explicit abstractions of environment and artifact, that are
entities which can be acted upon, observed, perceived, notified, and so forth. Un-
fortunately, the A&A misses a semantics of communication, which would instead
be required to achieve the seamless and coherent integration of the interaction,
coordination, communication issues that we look forward. Other frameworks lack
a satisfactory semantics of interaction. For instance, many of them, e.g. [89],
adopt a mentalistic semantics which does not allow the agents, that are involved
in the interaction, to verify that their partners respect the agreements. This,
however, is a crucial aspect when one models business relationships.

In this respect, one interesting possibility would be to use an approach based
on a social and observational semantics, like the commitment-based approach
[30]. In this context, the agents’ own behaviors remain private but agents agree
on the meaning of a set of social actions: since interactions are observable and
their semantics is shared, each agent is able to draw conclusions concerning the
behavior of their partners as well as of the system as a whole. The advantage
is that it becomes possible to detect violations to the agreed interaction and
identify responsibilities. Proposals of this kind, that overcome the limitations
of a pure mentalistic approach, seem particularly suitable to give to the A&A
meta-model the semantics of communication that it still misses. Moreover, an
interaction-oriented framework must supply the means for representing laws,
rules, habits, which have strong implications on how agents can interact. These
can be modeled by means of temporal regulations, along the line of [622].

This paper proposes a new agent-programming framework, Mercurio, that
supports interaction-oriented computing and is currently under development.
The paper is organized as follows. Section [ describes the proposal. Section Bl
discusses how the proposal advances the state of art. Final remarks in Section @
conclude the paper.
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2 The Mercurio Framework

Open systems are made of heterogeneously designed and pre-existing parties
that are assembled with some aim, which none of them can pursue alone. In
order to allow for a fruitful cooperation, the interaction that each agent carries
on with the others, in the context of the assembled system, must respect some
rules. In other words, the regulation of interaction is a decisive factor. The pro-
posals that can be found in the literature, concerning the formation of and the
interaction within decentralized structures, are still incomplete. For instance,
electronic institutions [I5/2] regulate interaction, tackle open environments, and
their semantics allows the verification of properties but they only cope with di-
rect communication protocols, based on speech acts. On the other hand, most of
the models and architectures for “environments”, which also allow indirect com-
munications, prefigure simple/reactive agent models without defining semantics
that are comparable to the ones for ACL. This lack hinders agents to reason
about their partners’ actions and to detect possible violations to the agreed be-
haviors [25]. In general, no proposal can yet capture all the requirements posed
by interaction-oriented computation in open environments. Here, in fact, it is
necessary to coordinate autonomous and heterogeneous agents and it is not
possible to assume mutual trust among them. It is necessary to have an unam-
biguous semantics allowing the verification of interaction properties both before
the interaction takes place [35] as well as during the interaction [I], preserving
at the same time the privacy of the implemented policies.
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Fig. 1. The Mercurio architecture

Figure [[l draws the overall picture of the proposal. We distinguish three lev-
els: the specification level, the level of the programming abstractions, and the
infrastructure. As we will see, this setting enables forms of verification that en-
compass both global interaction properties and specific agent properties, such
as interoperability and conformance [4].
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2.1 Specification Level

The specification level allows the designer to shape the interactions that will
characterize the system. Open systems involve autonomous partners with het-
erogeneous software designs and implementations; hence, the need of identifying
high-level abstractions that allow modeling them in a natural way. In order
to minimize the effort needed to define proper interfaces and to minimize the
altering of internal implementations, Telang and Singh [42] propose that such
abstractions should capture the contractual relationships among the partners,
which are well-known to the business analysts and motivate the specification
of the processes, and identify in commitment-based approaches [A1J46] the ap-
propriate features for performing this task. These, in fact, allow capturing the
business intent of the system, leaving aside implementative issues. Other existing
approaches (e.g. BPEL, WS-CDL) rely on the specification of control and busi-
ness flows, imposing unnecessarily restrictive orderings of the interactions but
supply the means for capturing neither the business relationships nor the busi-
ness intent. This limitation is highlighted also by authors like Pesic and van der
Aalst [31126], who, in particular, show the advantages of adopting a declarative
rather than a procedural representation.

By relying on an observational semantics, commitment-based approaches can
cope both with direct forms of communication (by supporting the implementa-
tion of communicative acts), and with forms of interaction, that are mediated
by the environment (by supporting the implementation of non-communicative
acts, having a social meaning). Agents can not only send and receive messages
but they can also act upon or perceive the social state.

Traditional commitment-based approaches, nevertheless, do not suit well those
situations where the evolution of the social state is constrained by conventions,
laws, and the like, because they do not supply the means for specifying legal
patterns of interaction. This kind of constraints characterizes, however, many
practical situations. Recent proposals, like [6122], solve the problem by enriching
commitment protocols with temporal regulations. In particular, [6] proposes a
decoupled approach that separates a constitutive and a regulative specification
[40]. A clear separation brings about many advantages, mostly as a consequence
of the obtained modularity: easier re-use of actions, easier customization, easier
composition. Roughly speaking, constitutive rules, by identifying certain behav-
iors as foundational of a certain type of activity, create that activity. They do so
by specifying the semantics of actions. Regulative rules contingently constrain a
previously constituted activity. In other words, they rule the “flow of activity”,
by capturing some important characteristics of how things should be carried on
in specific contexts of interaction [12].

In [6] the constitutive specification defines the meaning of actions based on
their effects on the social state, the regulative specification reinforces the regu-
lative nature of commitment by adding a set of behavioral rules, given in terms
of temporal constraints among commitments (and literals). These constraints
define schemes on how commitments must be satisfied, regulating the evolution
of the social state independently from the executed actions: the constitutive
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specification defines which engagement an agent has to satisfy, whereas the reg-
ulative specification defines how it must achieve what promised. Since interac-
tions are observable and their semantics is shared, each agent is able to draw
conclusions concerning the behavior of the partners or concerning the system as
a whole. The specification level of Mercurio relies on the representation described
in [6] for defining the set of legal interactions.

2.2 Programming Abstractions Level

This level realizes at a programming language level the abstractions defined
above. This is done by incorporating interaction protocols based on commit-
ments, patterns of interaction, forms of direct and indirect communication and
coordination between agents (such as stigmergic coordination) inside the pro-
grammable environments envisaged by the A&A meta-model [44128)38]. The
resulting programmable environments will provide flexible communication chan-
nels that are specifically suitable for open systems. Agents, on the other hand,
are the abstraction used to capture the interacting partners.

The notion of environment has always played a key role in the context of
MAS; recently, it started to be considered as a first-class abstraction useful for
the design and the engineering of MAS [44]. A&A follows this perspective, being
a meta-model rooted upon Activity Theory and Computer Support Cooperative
Work that defines the main abstractions for modeling a MAS, and in particular
for modeling the environment in which a MAS is situated. A&A promotes a
vision of an endogenous environment, that is a sort of software/computational
environment, part of the MAS, that encapsulates the set of tools and resources
useful/required by agents during the execution of their activities. A&A intro-
duces the notion of artifact as the fundamental abstraction used for modeling
the resources and the tools that populate the MAS environment. In particular,
the fact of relying on computational environments provides features that are
important from a Software Engineering point of view:

abstraction - the main concepts used to define application environments, i.e.
artifacts and workspaces, are first-class entities in the agents world, and the
interaction with agents is built around the agent-based concepts of action
and perception (use and observation);

modularity and encapsulation - it provides an explicit way to modularize
the environment, since artifacts are components representing units of func-
tionality, encapsulating a partially-observable state and operations;

extensibility and adaptation - it provides a direct support for environment
extensibility and adaptation, since artifacts can be dynamically constructed
(instantiated), disposed, replaced, and adapted by agents;

reusability - it promotes the definition of types of artifact that can be reused,
such as in the case of coordination artifacts empowering agent interaction
and coordination, blackboards and synchronizers.
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2.3 Infrastructure Level

In the state of the art numerous applications of the endogenous environments,
i.e. environments used as a computational support for the agents’ activities,
have been explored, including coordination artifacts [29], artifacts used for real-
izing argumentation by means of proper coordination mechanisms [27], artifacts
used for realizing stigmergic coordination mechanisms [36], organizational arti-
facts [T933]. Our starting point is given by works that focus on the integration
of agent-oriented programming languages with environments [37] and by the
CArtAgO framework [39]. The CArtAgO framework provides the basis for the
engineering of MAS environments on the base of: (i) a proper computational
model and (ii) a programming model for the design and the development of the
environments on the base of the A&A meta-model.

Even if CArtAgO can be considered a framework sufficiently mature for the
concrete developing of software/computational MAS environments it can not
be considered “complete” yet. Indeed at this moment the state of the art and
in particular the CArtAgO framework are still lacking: (i) a reference standard
on the environment side comparable to the existing standards in the context of
the agents direct communications (FIPA ACL), (ii) the definition of a rigorous
and formal semantics, in particular related to the artifact abstraction, (iii) an
integration with the current communication approaches (FIPA ACL, KQML,
etc.), and finally (iv) the support of semantic models and ontologies.

The infrastructure level will be developed by taking as reference JaCaMo
http://jacamo.sourceforge.net, which is a platform for multi-agent program-
ming, that successfully integrates BDI agents (developed in Jason [10]), artifact-
based environments (CArtAgO) and organisations (specified by MOISE [20]).

2.4 Mediation as a Foundation for Interaction

One of the tasks, usually assigned to the environment, is that of medium of
communication [44128]. In our opinion, a programmable environment could play
the important role of arbitrator. In other words, besides supplying the function-
alities, needed for communicating, it can also be entrusted to check that the
interaction is evolving in obedience to the rules as well as to reify the social
state. The key is to develop artifacts that: (i) implement interaction specifica-
tions, and in particular the social expectations (given as commitments) entailed
by them, (ii) monitor on-going interactions in order to detect possible incorrect
executions and manage them. This perspective allows interaction, that is medi-
ated by programmable environments, to be declined so as to capture different
features and structures that are currently studied by as different researches as
those concerning organizational theory [24I7/19)20], normative MAS [47], and
e-institutions [I52].

Figure [2 sketches an e-institution in the setting that we are proposing [23]. Tt
is composed of three artifacts: one for the social state, one acting as a catalog of
social actions, and the last one encoding the constraints upon the interaction.
We adopt the definition of artifact in [44I28|38]: so, each artifact provides a set
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Fig. 2. E-institution representation by means of agents and artifacts

of operations, a set of observable properties and a set of links. Using an artifact
involves two aspects: (1) being able to execute operations, that are listed in its
usage interface, and (2) being able to perceive the artifact observable informa-
tion. From an agent’s standpoint, artifact operations represent the actions, that
are provided by the environment. Moreover, artifacts can be linked together so
as to enable one artifact to trigger the execution of operations over another
artifact. The social state artifact contains the commitments and the facts as en-
visioned by commitment-based specification. It is updated after each execution
of a social action. Agents can observe its contents. The constitutive artifact con-
tains the set of the institutional actions together with their semantics, given in
terms of effects on the social state. It must be observable by the agents. The
link to the social state represents the fact that the execution of an institutional
action triggers the update of the social state. The regulative artifact contains
the constraints on the evolution of the social state. Violations can be detected
automatically when the state is updated by checking whether some constraint
is unattended. The check is triggered by the social state itself which, in turn,
triggers the regulative artifact. The Mercurio framework accommodates equally
well the solution where checks are performed by an arbiter agent. We propose
the one based on artifacts because, as observed in [I7], agents are autonomous
and, therefore,they are free to choose whether to sanction a violation or not.
Artifacts guarantee that violations are always detected.

Notice that the modularity entailed by the separation of the constitutive and
of the regulative specifications, which characterizes the model, allows also for
dinamically changing the agreed rules of the interaction, i.e. the regulative spec-
ification, at run-time, along the line of [3]. Indeed, it would be sufficient to include
appropriate meta-actions to the constitutive artifact, whose effect is to change
some of the constraints defined in the regulative artifact.
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Organizations can be realized in a similar way. The focus, here, is on the
structure of a certain reality, in terms of roles and groups. Each role will have
an artifact associated with it, implementing the actions that the role player can
execute on the social state. Organizations can be used to regiment the execution
of the protocol [18]. More details in [23].

3 Discussion

We think that Mercurio will give significant contributions to industrial applica-
tive contexts; in particular, to those companies working on software develop-
ment in large, distributed systems and in service-oriented architectures. Among
the most interesting examples are the integration and the cooperation of e-
Government applications (services) spread over the nation. In this context, the
aim is to verify the adherence of bureaucratic procedures, of the public adminis-
tration, to the current laws (e.g. http://www.ict4law.org). Another interesting
application regards (Web) services. Some of fundamental aspects promoted by
the SOA model, such as autonomy and decoupling, are addressed in a natural
way by the agent-oriented paradigm. The development and analysis of service-
oriented systems can benefit from the increased level of abstraction offered by
agents, by reducing the gap between the modeling, design, development, and im-
plementation phases. In this context, it is necessary to deploy complex interac-
tions having those characteristics of flexibility that agents are able to guarantee.

Nowadays, the development of MASs is based on two kinds of tools: agent
platforms and BDI (or variations) development environments. The former, e.g.
JADE and FIPA-OS provide only a transport layer and some basic services.
Moreover, they lack support for semantic interoperability because they do not
take into account the semantics of the ACL they adopt. The available BDI devel-
opment environments, such as Jadex [11] and 2APL [I4], support only syntactic
interoperability because they do not integrate the semantics of the adopted ACL.
Our proposal is compatible with the programming of BDI agents, in that the
way agents are realized is totally transparent to the interaction media supplied
by Mercurio. As such, Mercurio allows the interaction of any kind of agent. At
the same time, by directly implementing the interaction specifications into an
“intelligent” medium, the social semantics of the provided interactive actions
is guaranteed; moreover, the medium supplies additional features, in particular
concerning the verification of interactions.

Although our proposal is more general than e-institutions, it is interesting to
comment some work carried on in this context. The current proposals for elec-
tronic institutions do not supply yet all of the solutions that we need: either they
do not account for indirect forms of communication or they lack mechanisms for
allowing the a priori verification of global properties of the interaction. As [16//43)
witness, there is an emerging need of defining a more abstract notion of action,
which is not limited to direct speech acts, whose use is not always natural. For in-
stance, for voting in the human world, people often raise their hands rather than
saying the name corresponding to their choice. If the environment were represented
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explicitly it would be possible to use a wider range of instrumental actions, that can
be perceived by the other agents through the environment that acts as a medium.

Moreover, for what concerns the abstract architecture, e-institutions, e.g.
Ameli [I5], place a middleware composed of governors and staff agents between
participating agents and an agent communication infrastructure. The notion of
environment is dialogical: it is not something agents can sense and act upon but
a conceptual one that agents, playing within the institution, can interact with
by means of norms and laws, based on specific ontologies, social structures, and
language conventions. Agents communicate with each other by means of speech
acts and, behind the scene, the middleware mediates such communication. Fi-
nally, there are two significant differences between artifacts and e-institutions [2]:
(i) e-institutions are tailored to a particular, though large, family of applications
while artifacts are more generic; (ii) e-institutions are a well established and
proven technology that includes a formal foundation, and advanced engineer-
ing and tool support, while for artifacts, these features are still in a preliminary
phase. Mercurio gives to artifacts the formal foundation in terms of commitments
and interaction patterns; engineering tools are currently being developed.

For what concerns organizations, instead, there are some attempts to integrate
them with artifacts, e.g. ORA4MAS [19]. Following the A&A perspective, arti-
facts are concrete bricks used to structure the agents’ world: part of this world
is represented by the organizational infrastructure, part by artifacts introduced
by specific MAS applications, including entities/services belonging to the exter-
nal environment. In [I9] the organizational infrastructure is based on Moise™,
which allows both for the enforcement and the regimentation of the rules of the
organization. This is done by defining a set of conditions to be achieved and the
roles that are permitted or obliged to perform them. The limit of this approach is
that it cannot capture contexts in which regulations are, more generally, norms
because norms cannot be restricted to achievement goals.

Finally, for what concerns commitment-based approaches, the main charac-
teristic of the Mercurio proposal stands in the realization of the commitment
stores as artifacts/environments which are capable to monitor the interaction,
taking into account also the regulative specification. Such kind of artifact is a
first-class object of the model, and is available to the designer. These features
are advantageous w.r.t. approaches like [I3], where these elements reside in the
middleware, and are therefore shielded from the agents and from the designer.
A negative consequence of the lack of appropriate programming abstraction is
the difficulty to verify whether the system corresponds to the specification.

4 Conclusion

The Mercurio framework, presented in this paper, represents the core of a re-
search project proposal, that is currently waiting for approval. The formal model
of Mercurio relies on the commitment-based approach, presented in [6J5]. The
proposals coming from Mercurio conjugate the flexibility and openness features
that are typical of MAS with the needs of modularity and compositionality that
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are typical of design and development methodologies. The adoption of commit-
ment protocols makes it easier and more natural to represent (inter)actions that
are not limited to communicative acts but that include interactions mediated
by the environment, namely actions upon the environment and the detection of
variations of the environment.

For what concerns the infrastructure, a first result is the definition of environ-
ments based on A&A and on CArtAgO, that implement the formal models and
the interaction protocols mentioned above. A large number of environments, de-
scribed in the literature and supporting communication and coordination, have
been stated considering purely reactive architectures. In Mercurio we formulate
environment models that allow goal/task-oriented agents (those that integrate
pro-activities and re-activities) the participation to MAS. Among the specific
results related to this, we foresee an advancement of the state of the art with
respect to the definition and the exploitation of forms of stigmergic coordination
[36] in the context of intelligent agent systems. A further contribution regards
the flexible use of artifact-based environments by intelligent agents, and conse-
quently the reasoning techniques that such agents may adopt to take advantage
of these environments. First steps in this direction, with respect to agents with
BDI architectures, have been described in [34/32].

The Mercurio project aims at putting forward a proposal for a language that
uses the FIPA ACL standard as a reference but integrates forms of interactions,
that are enabled and mediated by the environment, with direct forms of commu-
nication. This will lead to an explicit representation of environments as first-class
entities (in particular endogenous environments based on artifacts) and of the
related model of actions/perceptions. As future work, we plan to implement a
prototype of the reference infrastructural model. The prototype will be devel-
oped upon and integrate existing open-source technologies, among which: JADE,
the reference FIPA platform, CArtAgQO, the reference platform and technology
for the programming and execution of environments, as well as agent-oriented
programming languages such as Jason and 2APL.
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Abstract. In some different research fields a research issue has been to establish
if the external, observed behaviour of an entity is conformant to some rules/spec-
ifications/expectations. Research areas like Multi Agent Systems, Business Pro-
cess, and Legal/Normative systems, have proposed different characterizations of
the same problem, named as the conformance problem. Most of the available
systems, however, provide only simple yes/no answers to the conformance issue.

In this paper we introduce the idea of a gradual conformance, expressed in
fuzzy terms. To this end, we present a system based on a fuzzy extension of
Drools, and exploit it to perform conformance tests. In particular, we consider two
aspects: the first related to fuzzy ontological aspects, and the second about fuzzy
time-related aspects. Moreover, we discuss how to conjugate the fuzzy contribu-
tions from these aspects to get a single, fuzzy score representing a conformance
degree.

Keywords: fuzzy conformance, production rule systems, expectations, time
reasoning

1 Introduction

In the last ten years there has been a flourishing of models and technologies for devel-
oping, deploying, and maintaining ICT systems based on (heterogeneous, distributed)
components. Paradigms such as Service Oriented Architectures, Cloud Computing,
Business Process Workflows, have been exploited from the industry: nowadays, ma-
ture standards and solutions are available to the average customer, covering many of
the ICT needs within the industry.

However, the complexity of such systems has grown pair-wise with the availability
of such standards and tools. At the same time, the adoption of standards has fostered
the use of heterogeneous (software/hardware) components. As a consequence, assuring
the correct behaviour of such systems has become an important issue. To this end, ap-
proaches based on the notion of conformance have been proposed. Roughly speaking,
the expected behaviour of the system is specified a-priori, by means of some formal lan-
guage. Then, the complex system is observed at run-time, and the externally observed
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behaviour is confronted with the expectations. In case the expectations are not met by
the observations, some alarms and/or managing procedures are triggered. With the term
conformance test we refer to the process of evaluating if the observed behaviour matches
the expectations, i.e., if the observed behaviour is conformant with the expectations.

Notably, the conformance-based approach has been object of intense research ac-
tivity in many different application fields, especially when considering it in its most
abstract way. In Multi-Agent Systems (MAS), for example, social approaches specify
the agents’ allowed interactions as expected behaviours (externally observed), and de-
fine violations in terms of deviance from what is expected. The framework SCIFF [1],
as defined by Alberti and colleagues, is mainly focused on the notion of expectations
and their violations. Commitments, as deeply investigated by authors such as Singh
[2109125]] or Colombetti and Fornara [13], concentrate on promises that arise as con-
sequences of agent interactions: a debtor agent becomes committed towards a creditor
(i.e., it is expected) to bring about (make true) a certain property.

In the Business Process field, for example, van der Aalst and colleagues have pro-
posed declarative languages to focus on the properties that the system should exhibit:
in the DecSerFlow language [18]] the users can specify which are the business activities
that are (not) expected to be executed, as consequence of previously (not) executed activ-
ities. Within the field of legal reasoning and normative systems, authors like Governatori
and Rotolo [[14] have proposed logic frameworks and languages to represent legal con-
tracts between parties: the focus is on the compliance problem, and they evaluate it by
establishing if the possible executions of a system are conformant with the legal aspects.

Most of the approaches investigated so far provide a boolean answer to the confor-
mance problem. If the question is “Is the observed behaviour conformant with what is
expected”, most of the systems generate only a simple answer of the type yes/no. How-
ever, taking inspiration from our everyday experiences, we argue that in many cases
it is required a richer, more informative answer. Indeed, yes/no answers tend to over-
simplify and to collapse the conformance check to only two possible values, while real
situations would require an answer with some degree. In this sense, a score (a value
comprised in the interval [0, 1]) would be a reasonable desiderata.

Let us consider, for example, an internet book seller who delivers items by mail.
To reduce its costs, the seller often delegates the packaging and the shipping of the
items to smaller book retailers, following a commercial agreement. The delivers must
be conformant to some criteria established within the agreement. Then, the book seller
performs a continuous monitoring of the delivery process. In particular, in this example
we consider two aspects: 1) the quality of the packaging; and 2) the timing of the
delivery. Both aspects contribute to establish if the delivering has been conformant with
the expectations established in the business contract.

Evaluating the quality of the packaging means to take into consideration several dif-
ferent aspects, such as the use of a box of the right dimension, the water-sealing, the
material used within the package, the care with which the items have been packaged,
and many otherd]. Although a yes/no answer is still possible, it is reasonable to assign a
score to the overall quality, thus capturing “how well” the packaging was done. More-
over, the evaluation criteria should be known a-priori (for example, they could be part of

! Ultimately, also the customer feedback would contribute to evaluate the packaging quality.
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a business agreement). Such criteria would explicitly define the concept of “good pack-
age”. Evaluating the quality of a particular packaging would consist of establishing if
that package belongs, and with which degree, to the category of “good packages”.

Similar observations could be done also for timing aspects. Again, answering with a
yes/no answer to the question “was the package delivered in time?” is correct. However,
in case of delays, there would be no way to evaluate how “big” was the delay. Depending
on the business agreement (that sets the expectations), few or many days of delay would
have a different impact when evaluating the conformance of that particular delivery
(w.r.t. to the expectations).

All these examples suggest that a conformance test could be significantly enriched
with evaluation scores. Given the vague and gradual definition of the desired con-
straints, it would be natural to exploit fuzzy logic for defining the notion of confor-
mance. In this paper, we present a prototypical system, based on a fuzzy extension of
the Drools rule-based framework [16]], to evaluate in a fuzzy manner how much an ob-
served event, fact or object, is conformant to a certain expectation. In particular, we
focus on two different aspects: on one side, we tackle the problem of establishing if a
certain event matches the expectation, by considering fuzzy ontological aspects on what
happens and what is expected. On the other side, we concentrate on temporal-related
aspects, and show how it is possible within Drools to define custom, fuzzy, time-related
operators. Finally, we show also how it is possible to conjugate both the aspects (on-
tological and temporal ones) to get a single fuzzy evaluation. Such evaluation not only
allows to provide a fuzzy answer to the conformance issue, but intrinsically supports
also the ranking of the observed events/facts (w.r.t. expectations) on the base of the
conformance criteria.

The actual idea behind this work is to show the feasibility of a hybrid rule-based
and semantic approach to the conformance evaluation problem, with fuzziness added
on top. We do not aim to define some new fuzzy theory, and we do not provide any new
contribution to the fuzzy research field. Rather, we investigate how fuzzy logics can be
used to characterize the conformance problem, and we do this by exploiting an existing
(fuzzy) rule-based framework. While indeed trivial from a “fuzzy point of view”, our
approach is quite new, to the best of our knowledge, in other research fields like, e.g.,
Multi-Agent Systems.

2 Background on the Drools Framework and Its Support to Fuzzy
Reasoning

Drools [16] is an open source system with the aim of becoming a “Knowledge mod-
elling and integration platform”. At its core, among several other tools, it includes a
reactive production rule engine, which is is based on an object-oriented implementation
of the RETE algorithm [12].

From a user perspective, the system offers a blackboard-like container, called Work-
ing Memory (WM), where the facts describing the “state of the world” can be insert-
ed, updatedor retracted. The rules, then, are activated accordingly whenever the
WM is modified. A rule is an IF-THEN like construct, composed of a premise (Left
Hand Side, LHS for short) and a consequence (Right Hand Side, RHS). The LHS part is
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composed by one or more patterns, which must be matched by one or more facts in the
WM for the rule to become active. An active rule is then eligible to be fired, executing
the actions defined in the RHS, which may either be logical actions on the WM or side
effects. A pattern is a sequence of constraints a fact must satisfy in order to match with
that pattern. Since facts are objects, in Drools, the first constraint is a class constraint,
while the following ones are boolean expressions involving one or more object’s fields.

2.1 Fuzzy Reasoning Capabilities

Drools’ language is rich and expressive, but the core expressions that can be used in a
LHS are equivalent to a boolean formula where the atomic constraints are linked us-
ing simple logic connectives such as and, or, not and the quantifiers forall and
exists. The use of boolean logic accounts for high efficiency, but limits the expres-
siveness of the system.

In [23] an extension of Drools, namely Drools Chance, has been proposed to support
fuzzy reasoning. The RETE engine has been extended to support (among other frame-
works) fuzzy logics “in a narrow sense”, i.e., to support special many-valued logics
addressing vagueness, via truth degrees taken from an ordered scale. Under this as-
sumption, the constraints are no longer evaluated to true or false, but generalized
using an abstract and pluggable representation, called degree. Degrees can be concretely
implemented using, among others, real numbers in the interval [0, 1], intervals, fuzzy
numbers, . ... Exploiting the fact that operators (evaluators in the Drools terminology)
can be externally defined, the engine has been extended to allow the evaluators to re-
turn degrees in place of booleans. Moreover, logic connectives and quantifiers have also
been made “pluggable” (externally defined) and configurable. Given many valued pred-
icates, connectives and quantifiers, Drools Chance can evaluate the LHS of a rule in the
context of a “narrow” fuzzy logic. Further extensions allow to support fuzzy logics in
a “broader sense”, and in particular to support linguistic variables and fuzzy sets in
constraints, as introduced in [26].

2.2 Fuzzy Ontological Reasoning

In [3], a further extension has been built on top of Drools Chance, to support fuzzy
semantic reasoning within the Drools rule system: in particular, the implementation of
a fuzzy tableaux-based reasoner [3]] is presented. This extension allows to define and
reason on knowledge bases whose expressiveness is equivalent to the ALC fragment of
the family of Description Logics.

The resulting framework (Drools, Drools Chance and the extensions for ontological
reasoning) allows to import ontologies defined in a fuzzy manner,within the Drools
WM. Moreover, it allows to write rules where the LHS pattern matching mechanism is
extended with some (fuzzy) ontological evaluators. The framework allows to integrate,
in a unified formalism and model, both ontological and rule-based reasoning, and both
the aspects are treated in a fuzzy manner.

During the evaluation of the LHS of a rule, each (fuzzy ontological) statement in the
LHS is associated with an interval, whose bounds are fully included into the range [0, 1].
The interval defines lower and upper bounds of the truth degree of the statement. Such
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Listing 1.1. A rule using fuzzy and semantic statements

rule "Dispatching an order"

when

So : Order

$c : Contact( this “isA "retailer" )

Score( retailer == Sc,
this “"seems "high" )

then

/* Suggests $Sc for $o */
end

bounds can be respectively considered as the necessity (lower bound) and the possibility
values (upper bound) of the truth degree for its related statement. The use of an interval
(instead of a single value) has been chosen by the authors to overcome the dichotomy
between Open World Assumption (OWA) and Closed World Assumption (CWA). In-
deed, ontological reasoning is often performed assuming OWA semantics, while rule
based systems such as Drools adopt the CWA semantics: such important difference
makes impossible to define a unified semantics for both the reasoning paradigms.

The solution to the OWA/CWA issue proposed in [5] consists of assigning to each
ontological statement an interval delimited by two fuzzy values, that are interpreted
as the necessity and the possibility of the truth degree of the statement. In our inter-
pretation, the necessity value (lower bound of the interval) corresponds to the OWA
hypothesis, while the possibility value (upper bound of the interval) corresponds to the
CWA hypothesis. To easy the use of the ontological statements and their truth value
within a rule, two operators, POS and NEC, are provided to the user to extract OWA
and / or CWA degree, respectively.

An example of rules integrating ontological statements and rule-based reasoning is
shown in Listing [Tl The meaning of such rule is the following: anytime she receives
an order, the seller should choose a retailer to dispatch it. To this aim, assuming that
her address book is an ontology where contacts are organized into (not necessarily
disjoint) subclasses including “retailer” and that the system has a distinct component
that returns a score on the service of each retailer according to customers’ feedback, the
rule browses through the seller’s address book identifying all the contacts that qualify
as retailers and whose score seems high. All the retailers so identified are suggested to
the seller who can choose then the most appropriate retailer for the given order.

2.3 Exploiting Drools and Drools Chance to Manage Fuzzy Time Aspects

To implement the fuzzy reasoning capabilities (see Section 2.1, the authors of Drools
Chance [23]] have exploited a powerful feature of Drools: the possibility given to the
users to provide their own definition of new evaluators. We have chosen to follow the
same approach: on this line, we have defined new evaluators for treating temporal re-
lated aspects. Currently, we have not implemented any particular time-related formal-
ism, although we are aware there are many in the literature. Probably the most famous
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logic about temporal aspects is the one proposed by Allen in [2]], where a (crisp) logic
for reasoning over temporal intervals, together with some operators, is provided.

Our current choice has been to implement ad-hoc, on-purpose time-related evalua-
tors, to address the specific needs of our test-cases. Probably, for very simple cases, the
same expressivity could be achieved directly using Drools fuzzy rules, or by means of
a fuzzy ontology defining some basic time-related concepts. It is out of the scope of
this paper to establish when some knowledge is better represented using a formalism
rather than another one. Here we will stress only the fact that the notion of conformance
has been always referred to what is expected towards what is observed. Recent works
within the MAS research community, such as [24], have also stressed the importance of
temporal aspects (such as, for example, deadlines). Our choice then has been to focus
on ontological and time related aspects explicitly, thus making these two aspects “first
class entities” in the notion of conformance.

3 Checking Fuzzy Conformance

Generally speaking, the conformance problem amounts to establish if the externally
observed behaviour of a system/entity does respect (satisfy/fulfill) some given expecta-
tions. Thus, the notion of conformance is strictly related (and depends on) to the notion
of expectation. Depending on the research field, conformance and expectations have
been given different characteristics and flavours.

In our system we do not restrict to a particular notion of conformance and/or of ex-
pectation. We rather assume that the answer will be always a real number in the interval
[0, 1], and that such a number can be interpreted as the extent to which the observed
behaviour is conformant to the expectation. Such generalisation allows to consider also
previous “yes/no” approaches as particular cases.

Moreover, we consider the conformance test as the result of combining many, dif-
ferent aspects, each one contributing with its own fuzzy result to the final conformance
degree. The number of aspects to be taken into consideration, and the methods/algo-
rithms to evaluate each aspect, depend on the application domain and its modelling. In
this paper we present some examples of conformance based on two different aspects:
more precisely, the ontological aspect and the temporal one. Many other different as-
pects could be considered, such as, for example, geographical information.

Our notion of fuzzy conformance then is a two-level process, where at the lower level
many single components (the evaluators) provide a fuzzy conformance degree related
to each single aspect, while at the higher level each fuzzy contribution is combined to
achieve a single fuzzy degree representing the overall conformance. To support such
notion of conformance, then, many user-defined evaluators are needed. Single aspects
need ad-hoc, specific evaluators properly designed for a particular aspect of the domain.
For the evaluation of fuzzy ontological aspects, we resorted to use an existing extension
of Drools Chance (see Section 2.2)). For the time-related aspects instead, we provided
our own implementation of the needed evaluators.

In the remain of this section we will discuss the example introduced in Section [I1
and will show a possible implementation of our notion of fuzzy conformance. Briefly
recapping the example, in the context of a business agreement, some local book stores
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perform the packaging and the delivering of items on behalf of an internet book seller.
The seller continuously checks if the delivering of the packages is conformant with the
commercial agreement. Indeed, such contract establishes which are the expectations
about the items delivery. The local stores provides in a log file the description of the
packaging, and the time it was delivered.

3.1 Conformance as Ontological Fuzzy Evaluation

Exploiting the extensions introduced in Section[2.2] our system supports the definition
of fuzzy ontologies@, i.e. of ontologies where, for example, individuals are instances
of certain classes with a fuzzy degree. We can easily imagine then an ontology where
the concept of GoodPackaging is defined as those individuals of the domain that are
Packages (intended as atomic concept), and that have been water sealed, filled with
bubble-wrap paper and carefully prepared. Of course, there would be cases of packages
sealed without water-proof scotch tape, or packages where the items inside have not
been rolled up with bubble-wrap. Such packages would belong with a low degree to the
category of GoodPackaging. On the contrary, packages responding to all the requisites
would be classified with the highest score to belonging to the GoodPackaging class.

From a practical view point, we aim to write a rule where in the LHS there is a pattern
that evaluates how much a particular packaging was well-done. I.e., we want to add in
the LHS a (fuzzy) ontological statement about a particular package being instance of
the class GoodPackaging. The evaluation of the LHS would then compute the truth
value of such statement, and such truth value could be then used within the rule itself
(in the LHS as well as in the RHS). However, to exploit the support of fuzzy ontologies
presented in [5], we have to deal with the fact that an interval bounded by two fuzzy
values is given as answer, when evaluating fuzzy ontological statements. Such values
represent the truth degree of the statement under the OWA and the CWA hypotheses:
consequently, we must resort, on a domain-basis, to the OWA semantics (lower bound),
or to the CWA semantics (upper bound).

Listing 1.2. A rule with a fuzzy ontological statement

rule "Fuzzy Ontological Matching"

when
Sp: Package( $p nec “isA "GoodPackaging" )
then
println(Sp.id + " isA GoodPackaging: " +
Drools.degree) ;
end

Within the context of our example, we have depicted a quite simple fuzzy ontology: in
this particular case using OWA rather than CWA would make no difference, since under
both the semantics the statement would be evaluated with the same, exact score. In more
complex situations however, where more complex representations of the domain would
be taken into consideration, the choice of which semantics should be adopted is not a

2 See [4] for an introduction to Fuzzy Description Logics, their representation, and many exam-
ples of fuzzy ontologies.
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trivial task, and would largely depend on the particular application domain. Generally
speaking, since we are applying such ontological reasoning to evaluate conformance,
Open World Assumption semantics seems to be a safer choice, since it would support a
“lazier” evaluation of the conformance. CWA semantics would support a more stricter
notion of conformance, but with the risk of some “false positive” results.

In Listing [[.2] an example of a rule with an ontological statement in its LHS is pre-
sented. The LHS is evaluated every time an object representing a packaging in inserted
in the working memory. The Drools engine then evaluates the ontological statement,
where ~1isA is a shortcut for the classical instanceOf ontological operator; the “~”
symbols indicates that the statement is indeed evaluated within the fuzzy domain. The
rules print out on the console the the truth value of the statement “p instanceOf
GoodPackaging”. Note also the use of the “nec” operator to select the lower bound
(necessity) of the fuzzy ontological evaluation, corresponding to the OWA semantics.

3.2 Fuzzy Temporal Evaluation

We have already discussed in Section 2.3 how it is possible to easily extend DROOLS
with new operators. Exploiting such possibility, it is possible to create fuzzy time-
related evaluators on the basis of the needs for representing the domain. Let us con-
sider again the example of the internet book store. In a crisp evaluation setting, the
conformance would depend on the promised and the effective delivery date. If the latter
follows the former, we could conclude that the deadline has not been respected, and the
expedition is not conformant.

However, it makes sense to consider the expedition process with a larger perspective.
One day of delay could be insignificant in certain situations, while could be a terrific
problem in other situations. For example, if one-business day delivery is expected, one
day of delay has a huge impact on the notion of conformance. Differently, if the delivery
is expected within thirty days, one or two more days would have a more little impact on
the evaluation of concept.

To support our example, we have defined a new simple evaluator that provides a
fuzzy evaluation score of how much a deadline has been met or not. We named such
evaluator ~InTime, and it takes two parameters: a) the difference ¢4 between the
expected delivery date and the effective delivery date (zero if the delivery met the dead-
line); and b) the duration of the interval of time ¢. expected for the delivery (such ex-
pectation established, for example, when a customer finalized the order to the internet
book seller). A possible definition of our evaluator could be the following:

t
InTime(tq,te) = {1 — th
elo

An example of a rule considering time-related aspects is presented in Listing [T.3

3.3 Combining Different Fuzzy Contributions

Once the different aspects have been evaluated, the problem of deciding how to com-
bine such different fuzzy contributions arises. Typically, such choice would be highly
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Listing 1.3. A Drools rule evaluating in a fuzzy manner how much a temporal dealine has been
respected

rule "Fuzzy evaluation of the delivery delay "
when

Order (Se: expectedInDays)

DeliveryLog( $d: delay “InTime Se)

then
println("Delivery is conformant with the" +
" temporal deadline with score: " +
Drools.degree) ;
end

dependent by the modelled domain. Again, Drools Chance offers the possibility of user-
-defining logical operators. Moreover, the most common fuzzy logic operators are na-
tively supported by the framework, hence providing the user a vast range of possibilities.
When defining new user fuzzy operators, a particular attention must be paid to define
them in terms of simpler, available operators that ensure the truth functionality prop-
erty: the aim is to guarantee that the resulting system has still an underlying semantics
based on a (infinitely many-valued) fuzzy logic. Of course, if the chosen operators do
not guarantee the truth-functionality property, then also the resulting system will not
exhibit such feature.

Listing 1.4. A rule evaluating conformance in a fuzzy manner

rule "Fuzzy evaluation of conformance"

when
Order ($e: expectedInDays )
DeliveryLog (

$d: delay "“InTime Se
, @imperfect (kind=="userOp")
Sp: packaging nec “isA "GoodPackaging")

then
println("Degree of Delivery Conformance: " +
Drools.degree) ;
end

In Listing [[4] an example of a rule evaluating the conformance in a fuzzy manner is
presented. The rule exploits the operators defined previously, and show how it is pos-
sible to evaluate the conformance in a fuzzy manner by means of Drools Chance and
its extensions. In particular, we have considered here only aspects related to what is
expected/observed, and when it is expected/observed. In a similar manner, the frame-
work can easily extended to support many different aspects, adapting to the needs of
the modelled domain.

4 Discussion and Conclusions

In this paper we have presented our idea of fuzzy conformance, motivated by the fact that
the usual crisp notion of conformance might result too poor for capturing the vagueness
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and uncertain characteristics of real application domains. The use of (infinitely) many-
-valued fuzzy logic has been a natural choice for supporting such idea. Moreover, we
propose to split the notion of conformance into the process of evaluating the confor-
mance on many, different aspects, each providing its own fuzzy conformance degree,
and then to combine such contributions into a single (fuzzy) conformance value. In
particular, we focussed our attention on ontological and on time-related aspects. Never-
theless, we acknowledge that such a choice could result as too restrictive: for example,
spatial/geographical aspects could be of a great interest when evaluating conformance
in particular domains. Our approach is easily extendible towards such directions. From
the practical viewpoint, we have shown how it is possible to easily exploit existing tools
to implement such notion of conformance. In particular, we have used the Drools rule-
-based system, together with the Drools Chance extension, and a recent extension that
supports fuzzy ontological reasoning. Then, we have discussed how, within such frame-
work, it is possible to write rules that evaluates the conformance in a fuzzy manner.

The implementation of the presented framework is still in a prototypical stage, and
further refinements will be addressed in the future. For example, we support conjunc-
tion of atomic expectations, combined with the temporal dimension: disjunctions of
expectations are only partially supported, but we deem them as a fundamental feature.
Also the expressivity of the supported ontology language will be addressed: our cur-
rent implementation is based on [5], i.e. it supports ALC fragment, while we aim to
exploit [4] for a greater expressivity. Moreover, a better assessment of the approach,
using a real and complex scenario, together with an evaluation of the performances and
a comparison with other solutions, is planned for the near future.

An important (open) issue is about using which one, and when, the right modelling
formalism. For simple examples like the one used in the paper, it can happen that more
than one formalism would be expressive enough for modelling that part of knowledge.
E.g., the ontology described in Section 3.1l could have been represented also by means
of custom-tailored rules, instead of a fuzzy ontology reasoner. Discussing which for-
malism is better for which situation is far behind the scope of this paper. However, we
have adopted the following thumb rule: fuzzy ontologies have been used to describe
the static structure and properties of the domain, while more dynamic aspects such as
temporal (or spatial proximity) issues have been modelled by using/extending the rules.

Our work has many contacts with studies on the evaluation of constraints, tem-
poral or not, under the generic notion of uncertainty. The concept can be applied at
various levels of abstraction, from value-constrained measurements (e.g. [[7]) to time-
-constrained interactions (e.g. [6], where the interactions are modelled by state tran-
sitions in automata). Many works on the evaluation of semantic constraints comes
also from the Semantic Web area, especially to address the problems of service se-
lection/ranking in general and of QoS evaluation in particular. In [20], the conformance
is given a probabilistic connotation, while in [22] a fuzzy evaluation is performed. In
[LLS], [[L7], finally, both semantic and fuzzy aspects about the QoS parameters are de-
fined using an ontology, and evaluated using fuzzy predicates. Such solution, however,
is based on a loosely coupling: examples of tighter levels of integration can be found
for example in [19], where matchings are performed for recommendation instead of
conformance check purposes.
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With respect to the fuzzy research field, our work has many conjunctions with the
well known idea of fuzzy pattern matching. In particular, our prototype share some
similarities with the idea of weighted/tolerant fuzzy pattern matching [11110], where a
data item (composed of many features) is matched against an and/or formula (the pat-
tern) of conditions. While in the fuzzy pattern matching both the pattern and the data
can be vague/imprecise, in our scenario the data is certain and precise, since it results
from the observation of the systems at run-time. Moreover, necessity and probability
in our approach are mainly referred to the results of fuzzy ontological evaluation, and
are a direct consequence of the ontology definition, while in the fuzzy pattern matching
problem these terms refer to the vagueness introduced by the data (the observation in
our case). Finally, researchers in the fuzzy area have focused on defining the operators
so that the final resulting degree of matching will exhibit some properties, like for ex-
ample preserving the semantics of necessity and possibility. In our prototype we leave
the implementation of the operators to the domain modeller; we do not support directly
the weights associated to each pattern’s component, leaving the user the possibility of
defining custom operators and, possibly, supporting multi-criteria evaluation policies.

We are aware that the presented approach juxtaposes with many other contiguous
research fields, such as User Preferences specification or Recommender Systems. The
possibility of having a degree of conformance allows to create a ranking of the observed
behaviour, ordered on the basis of such conformance degree. If the evaluation of con-
formance is applied upon possible events/course of actions, instead of observed ones,
we could get a sort of recommendation system. Investigating the relations with such
existing research fields will be matter of future work.
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DEIS, and by the CIRI Life Sciences and Health Technologies, Univ. of Bologna.

References

1. Alberti, M., Chesani, F., Gavanelli, M., Lamma, E., Mello, P., Torroni, P.: Verifiable agent
interaction in abductive logic programming: The SCIFF framework. ACM Trans. Comput.
Logic 9(4), 1-43 (2008)

2. Allen, J.F.: Maintaining knowledge about temporal intervals. Commun. ACM 26(11), 832-843
(1983)

3. Bobillo, F, Straccia, U.: fuzzydl: An expressive fuzzy description logic reasoner. In: IEEE
International Conference on Fuzzy Systems, FUZZ-IEEE 2008 (IEEE World Congress on
Computational Intelligence), pp. 923-930 (2008)

4. Bobillo, F, Straccia, U.: Fuzzy ontology representation using owl 2. International Journal of
Approximate Reasoning (to appear, 2011)

5. Bragaglia, S., Chesani, F., Mello, P., Sottara, D.: A rule-based implementation of fuzzy
tableau reasoning. In: Dean, et al. (eds.) [8], pp. 3549

6. Crespo, F., de la Encina, A., Llana, L.: Fuzzy-timed automata. In: Hatcliff, J., Zucca,
E. (eds.) FMOODS 2010. LNCS, vol. 6117, pp. 140-154. Springer, Heidelberg (2010),
doi:10.1007/978-3-642-13464-712



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Fuzzy Conformance and Expectations 91

. De Capua, C., De Falco, S., Liccardo, A., Morello, R.: A technique based on uncertainty

analysis to qualify the design of measurement systems. In: Proceedings of the 2005 IEEE
International Workshop on Advanced Methods for Uncertainty Estimation in Measurement,
pp- 97-102 (May 2005)

. Dean, M., Hall, J., Rotolo, A., Tabet, S. (eds.): RuleML 2010. LNCS, vol. 6403. Springer,

Heidelberg (2010)

. Desai, N., Chopra, A.K., Singh, M.P.: Representing and reasoning about commitments in

business processes. In: AAAIL pp. 1328-1333. AAAI Press, Menlo Park (2007)

Dubois, D., Prade, H.: Tolerant fuzzy pattern matching: An introduction. In: Bosc, P.,
Kacprzyk, J. (eds.) Fuzziness in Database Management Systems, pp. 42-58. Physica-Verlag,
Heidelberg (1995)

Dubois, D., Prade, H., Testemale, C.: Weighted fuzzy pattern matching. Fuzzy Sets Syst. 28,
313-331 (1988)

Forgy, C.: Rete: A fast algorithm for the many patterns/many objects match problem. Artif.
Intell. 19(1), 17-37 (1982)

Fornara, N., Colombetti, M.: A commitment-based approach to agent communication. Ap-
plied Artificial Intelligence 18(9-10), 853—-866 (2004)

Governatori, G., Rotolo, A.: Norm compliance in business process modeling. In: Dean, et al.
(eds.) [8], pp. 194-209

HongKang, Z., XueLi, Y., GuangPing, Z., Kun, H.: Research on services matching and rank-
ing based on fuzzy qos ontology. In: 2010 International Conference on Computational As-
pects of Social Networks (CASoN), pp. 579-582 (September 2010)

JBossL. JBoss Drools 5.0 - Business Logic Integration Platform (2010)

Lee, C.-H.L., Liu, A., Hung, J.-S.: Service quality evaluation by personal ontology. J. Inf.
Sci. Eng. 25(5), 1305-1319 (2009)

Montali, M., Pesic, M., Aalst, W.M.P.v.d., Chesani, F., Mello, P., Storari, S.: Declarative
specification and verification of service choreographiess. TWEB 4(1) (2010)

Ragone, A., Straccia, U., Noia, T.D., Sciascio, E.D., Donini, FEM.: Fuzzy matchmaking in
e-marketplaces of peer entities using datalog. Fuzzy Sets Syst. 160, 251-268 (2009)
Rosario, S., Benveniste, A., Haar, S., Jard, C.: Probabilistic qos and soft contracts for
transaction-based web services orchestrations. IEEE Trans. Serv. Comput. 1, 187-200 (2008)
Singh, M.P., Chopra, A.K., Desai, N.: Commitment-based service-oriented architecture.
IEEE Computer 42(11), 72-79 (2009)

Sora, 1., Lazar, G., Lung, S.: Mapping a fuzzy logic approach for qos-aware service selection
on current web service standards. In: 2010 International Joint Conference on Computational
Cybernetics and Technical Informatics (ICCC-CONTI), pp. 553-558 (May 2010)

Sottara, D., Mello, P., Proctor, M.: A configurable rete-oo engine for reasoning with different
types of imperfect information. IEEE Trans. Knowl. Data Eng. 22(11), 1535-1548 (2010)
Torroni, P., Chesani, F., Mello, P., Montali, M.: Social commitments in time: Satisfied or
compensated. In: Baldoni, M., Bentahar, J., van Riemsdijk, M.B., Lloyd, J. (eds.) DALT
2009. LNCS, vol. 5948, pp. 228-243. Springer, Heidelberg (2010)

Torroni, P., Chesani, F., Yolum, P., Gavanelli, M., Singh, M.P., Lamma, E., Alberti, M., Mello,
P.: Modelling Interactions via Commitments and Expectations. In: Handbook of Research on
Multi-Agent Systems: Semantics and Dynamics of Organizational Models, pp. 263-284. IGI
Global (2009)

Zadeh, L.A.: Fuzzy sets. Information and Control 8(3), 338-353 (1965)



Dealing with Crowd Crystals in M AS-Based
Crowd Simulation: A Proposal

Stefania Bandini!?, Lorenza Manenti’*?, Luca Manzoni!, and Sara Manzoni'?
! CSAI - Complex Systems & Artificial Intelligence Research Center,
Universita’ di Milano-Bicocca,
Viale Sarca 336, 20126, Milano, Italy
2 Centre of Research Excellence in Hajj and Omrah,
Umm Al-Qura University,
Makkah, Saudi Arabia

{bandini,manenti,luca.manzoni, sara.manzoni}@disco.unimib.it

Abstract. The paper presents an agent-based model for the explicit rep-
resentation of groups of pedestrians in a crowd. The model is the result
of a multidisciplinary research (CRYSTALS project) where multicultural
dynamics and spatial and socio-cultural relationships among individuals
are considered as first class elements for the simulation of crowd of pil-
grims taking to the annual pilgrimage towards Makkah. After an intro-
duction of advantages of Multi-Agent System approach for pedestrian
dynamics modelling, a formal description of the model is proposed. The
scenario in which the model was developed and some examples about
modelling heterogeneous groups of pedestrians are described.

Keywords: crowd, groups, agent-based model, proxemics.

1 Introduction

Models for the simulation of pedestrian dynamics and crowds of pedestrians
have been proposed and successfully applied to several scenarios and case stud-
ies: these models are based on physical approach, Cellular Automata approach
and Multi-Agent System approach (see [I] for a state of the art). In this work,
we refer to the Multi-Agent System (MAS) approach according to which crowds
are studied as complex systems whose dynamics results from local behaviour of
individuals and the interactions with their surrounding environment. A MAS
is a system composed of a set of autonomous and heterogeneous entities dis-
tributed in an environment, able to cooperate and coordinate with each other
[23]. Many research areas contribute to the development of tools and techniques
based on MAS for the modelling and simulation of complex systems, as crowds
of pedestrians are. In particular, Artificial Intelligence (AI) has contributed in
different ways [4]. At the very beginning, Al researchers mainly worked towards
encapsulating intelligence in agent behaviours. Other main aspects which Al
researchers recently investigated concern modeling and computational tools to
deal with interactions [5l6]. The result of this line of research is that we cur-
rently can exploit sounding tools that are flexible, adaptable, verifiable, situated
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and distributed. Due to the suitability of agents and of MAS-approach to deal
with heterogeneity of complex systems, several examples of its application in the
pedestrian dynamics area are presented in the literature [7J8/9].

Despite simulators can be found on the market and they are commonly em-
ployed by end-user and consultancy companies to provide suggestions to crowd
managers and public events organizers about questions regarding space manage-
ment (e.g. positioning signals, emergency exits, mobile structures), some main
open issues in Pedestrian Dynamics community are highlighted as specific mod-
elling requirements. For instance, theoretical studies and empirical evidences
demonstrated that the presence of groups strongly modifies the overall dynam-
ics of a crowd of pedestrians [TOJTT].

In this paper, we propose an agent-based model for the explicit representation
and modelling of groups of pedestrians, starting from some fundamental elements
we derived from theories and empirical studies from sociology [12], anthropology
[13] and direct observations gathered during experiments in collective environ-
ments [14]. This work is the result of CRYSTALS project, a multidisciplinary re-
search project where multicultural dynamics and spatial and social relationships
among individuals are considered as first class elements for the simulation of crowd
of pilgrims taking to the annual Hajj (the annual pilgrimage towards Makkah). In
modelling groups, considering the differences in the agent-based tools before men-
tioned, we provide a general platform-independent model, without an explicit de-
scription of space, time, perception functions and behavioural functions which are
usually strictly related to the development of the tool. On the contrary, we focus on
the organization of pedestrians and on the study of relationships among individ-
uals and the relative group structure. The main contribution of the approach we
presented concerns the expressiveness of modelling. Considering the explicit rep-
resentation of relationships among pedestrians, it is moreover possible to apply
methods of network analysis, in particular regarding the identification of relevant
structures (i.e. borders and spatially located groups [I5/16]).

Differently, other proposals about group modelling presented in the pedes-
trian dynamics literature do not explicitly investigate the whole concept of group
(both from static and dynamic way) and do not consider elements derived from
anthropological and sociological studies: in [I7] e.g. a proposal in which the con-
cept of group is related to the idea of attraction force applied among pedestrians
is presented as an extension of social force field model; [I8] proposes a model
of pedestrian group dynamics using an agent-based approach, based on utility
theory, social comparison theory and leader-follower model; in [I9] a MAS-based
analysis in which social group structures is presented, exploiting inter and in-
tra relationships in groups by means of the creation of static influence weighted
matrices not depending on the evolution of the system.

The paper is organized as follows: we focus on the description of basic elements
of the model and on the description of agent behavioural rules. First, in section
the scenario of the CRYSTALS project in which the presence of heterogeneous
groups is particularly evident is explained. Conclusion and future directions are
then presented.
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2 The Scenario of Arafat I Station on Mashaer Line

In this section we describe a case of study in which model requirements have
been developed with the study of affluence and entrance on Arafat I station of
new Mashaer train line (Fig.[) during Hajj 2010, the annual Pilgrimage towards
Makkah. Hajj is a phenomenon in which millions of pilgrims organized in groups
come from all the continents and stay and live together for a limited period of
time. In this situation, a lot of groups with different cultural characteristics live
together and create the whole crowd of the Pilgrimage.
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Fig. 1. A representation of the scenario of Mashaer train station in Arafat I

An analysis focused on the presence of groups according to cultural relation-
ships highlighted that four main types of groups can be identified within Hajj
pilgrims crowds:

1. primary groups, the basic units social communities are built on consisting in
small units whose members have daily direct relationships (e.g. families);

2. residential groups, characterized by homogeneous spatial localization and

geographical origin;

kinship groups, based on descent;

4. functional groups,“artificial” groups which exist only to perform a specific
functions (i.e. executive, control, expressive function). Relationships among
members are only based on the fulfilment of a goal.

w

To model groups during Hajj, four kinds of static relationships have to be con-
sidered: primary, residential, kinship, functional. Moreover, every group can be
characterized by a set of features like the country of origin, the language, the
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Fig. 2. Figure on the left shows a group of people following a domestic flag: this group is
a residential group, in which people are characterized by the same geographical origin.
Figure on the right shows some primary and kinship groups, composed of few people
interconnected by means of descent relationships.

social rank. Differently, every pedestrian can be characterized by personal fea-
tures like the gender, the age, the marital status. In Fig. 2 and B some examples
on the previously presented groups are shown.

3 Crowd Crystals: A Formal Model

In this model, we refer to some considerations about organizing structures related
to particular patterns of pedestrians such as crystals of crowd. This concept is
directly derived by the theory of Elias Canetti [12]:

Crowd Crystals are the small, Tigid groups of men, strictly delimited and
of great constancy, which serve to precipitate crowds. Their structure
is such that they can be comprehended and taken in at a glance. Their
unity is more important than their size. The crowd crystal is a constant:
it never changes its size.

Starting from this definition, a crowd can be seen as a set of crystals (i.e. groups
of agents); a crowd of crystals is a system formally described as:

S=(A,G,R,0,C)
where:

— A={a1,...,a,} is the population of agents;

- G={G1,...,Gy} is a finite set of groups;

— R ={r1,...,r} is a finite set of static binary relationships defined on the
system;
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Fig. 3. These figures show the situation in a waiting box in which a lot of people
are waiting to enter the station. Considering the whole group of people who are wait-
ing, we can identify it as a functional group: they are interconnected by a functional
relationship, based on the goal of the group (i.e. enter the station).

— O={o01,...,0r} is a finite set of goals present in the system;

— C={C1,Cq,...,Cs} is a family of features defined on the system regarding
the groups where each C; is a set of possible values that the i*" feature can
assume.

In the next sections we formally define groups and agents.

3.1 Crystals

We define the concept of group in a crowd starting from the previously presented
definition of crystals of crowd. Every group is defined by a set of agents and by
a relationship that defines the membership of agents to the group. We derive
the importance and the connection between the notion of group and the notion
of relationship by multidisciplinary studies: informally, a group is a whole of
individuals in a relationship with a common goal and/or a common perceived
identity.

Every group is defined a priori by a set of agents: this set has a size (i.e.
the cardinality of the group) and the composition of members can not change.
Moreover, among group members, a static relationship already exists: the kind
of relationship determines the type of group, e.g. a family, a group of friends, a
working group and so on.

In order to characterize pedestrian groups, it is possible to identify a set of
features, shared among all groups in a system: these features allow to analyse
and describe in more detail different aspects which is necessary to take into
account in the modelling of the system due to a their potential influence in the
simulation. On the basis of this assumption, a vector with the values of features
is associated to every group. These values are shared and homogeneous on agents
belonging to the same group. In the same way, every group has a goal that is
shared among all the group members. In fact, every agent belonging to a group
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inherits from it the global attributes of the group and the goal. The latter idea
is not a restriction: following multidisciplinary studies, people involve in a group
share the same objective or project. The problem to mediate the goal associated
to the group and the “local” goal associated to agent as single entity is not dealt
with in this first proposal.

We define a group G; as a 4-tuple:

Gi = (Ai, zi, 74, 04)
where:

— A; C A is a finite set of agents belonging to G;;

— 2z € C1 x Cy x ... x Cs is a vector with the values of features related to G;
group;

— r; € R is a static irreflexive, symmetric relationship among agents which
belong to the group G; and such that for all a,b € A; with a # b, the pair
(a,b) is in the transitive closure of r;. This means that the graph given by r;
is undirected and connected without self-loops. Note that r; can be defined
on a superset of A; x A;. To overcome this difficulty, we can simply consider
ri|A; x A; (i.e. the restriction of r; on A; x A;);

— 0; € O is the goal associated to the group G;.

In this first proposal, we assume that agents can not belong to two different
groups at the same time:

A (A =0Vij=1,....mandi#;j

This constraint is certainly a restriction for the generalization of the model.
Future works are related to the extension of the model to lead with this aspect.
We can also describe the population of agents A as the union the populations
of every group:

m

A=A
i=1

Visually, we can represent each group as a graph GA; = (A;, E;) where A; is the
set of agents belonging to G; and FE; is the set of edges given by the relationship
r;. We require that GA; is a non-oriented and connected graph (i.e. for every
pair of distinct nodes in the graph there is a path between them).

3.2 Agents

Another fundamental element besides groups is the agent population A in which
every agent represents a pedestrian in a crowd. In order to introduce characteris-
tics related the pedestrians, we introduce £ = {L1, ..., Ly} as a family of agent
features where every L; is a set of possible values that the i*" feature can assume.
Every agent can have different values related to a set of characteristics L:
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a = {wg)

where wq € L1 X La X ... X Lg is a vector with the values of features related to
agent a.

3.3 Agent Behavioural Rules

After the characterisation of the main elements of the system, we now focus on
behavioural rules of pedestrians belonging to a group in a crowd.

We deeply focus on two behavioural rules: the fact that pedestrians tend to
maintain a minimum distance from pedestrians belonging the other groups (i)
and the fact that pedestrians in a group tend to keep a maximum distance from
other agents belonging to the same group (ii).

These rules are directly derived by Prozemics a theory first introduced by
E.T. Hall [I3] and related to the study of the set of measurable distances between
people as they interact. The core of this theory is the fact that different persons
perceive the same distance in different way, due to personal attitude. In order
to develop these rules, it is necessary to introduce a set of functions to measure
distances among agents in the case of a pedestrian inside and outside a group,
depending on the semantic of space.

On A we define a pseudo-semi-metric:

p:Ax A— D,

that is a function that measures distances between agents, such that, given two
agents a,b € A, p(a,b) = p(b,a) (i.e., p is symmetric) and p(a,a) = Op, where D
is a domain of distances, described as a totally ordered set with 0p as a minimal
element. We introduce D with the scope to not restrict the definition of the
environment in a spatial domain: different simulation tools describe space both
in a continuous and discrete way. In order to be platform-independent, in this
work, we do not explicitly define the environment and, i.e., distances, in a spatial
domain.

From p we derive, for any specific agent a € A, a function p, : A — D
that associates to a its distance from any other agents in A. Given two agents
a,be A, p.(b) = pp(a).

Moreover, for every group G; we introduce another pseudo-semi-metric:

UiZAiXAiHD

that denotes the distance between two different agents belonging to the same
group G;. Given two agents a,b € G;, vi(a,b) = v;(b,a) (i.e., v; is symmetric)
and v;(a,a) = 0p. From v; we derive, for any specific agent a € G; a function
v, + A; — D that associates to the agent its distance from any other agents in
G;. Given two agents a,b € Gy, v;_ (b) = v;, (a).



Dealing with Crowd Crystals in MAS-Based Crowd Simulation 99

In fact, we introduce two different functions p and v; due to a potential dif-
ference in their semantic from a theoretical point of view. Actually, considering
scenarios of crowd simulations, this distinction is not necessary: in this sense, we
assume that p and v; functions have the same semantic VG;. A simplification is
possible:

VG;, vi(a,b) = p(a,b) Va,be A

In the next section we will use p in order to calculate the distance among agents
and to guide the behaviours of agents inside and outside groups. As previously
written, we have introduced the distance domain D in order to allow us to
not restrict the definition of distance to a spatial domain. Obviously, all crowd
simulations are situated in a particular environment in which distances can be
measured in RT: thinking about a spatially located or binary (true/false) systems
simulating pedestrians, only positive real values are admissible. For this reason,
we can reduce the complexity of D and admit that D C R¥, in which also binary
values are included (i.e. false=0 and true=1).

3.3.1 Safe Proxemic Rule. The first rule we want to introduce is related
to the behaviour during interaction between a pedestrian and other pedestrians
belonging to a different group. From this point of view, in order to introduce
the importance of personal differences derived, for instance, by cultural attitude
and social context, in the pedestrian simulating context, we associate to every
agent a € A belonging to a group G; a personal distance d, € D.

We introduce a function da that, considering the feature values associate to
the agent and to its group, derives d, as follows:

da : (cHecC> x (LllL> D

Given an agent a € G;, with a = (w,) and its group G; with features z;, its
personal distance is da(z;, w,) = d,. This distance derives both from the global
characteristics of group (i.e. z;) and from the local characteristics of agent (i.e.
w,) we are considering.

Considering the distance among a and the other agents not belonging to its
group, we require that a € G; is in a safe proxemic condition if the distance
pa(b) is above d,, for all b € A\ A;.

Formally, we define that an agent a € G; is in a safe prozemic condition iff:

e A\ A; :pa(b) <d,

This first rule represents the fact that pedestrians tend to maintain a minimum
distance from pedestrians belonging the other groups; if the safe proxemic con-
dition is violated, agents tend to restore the condition of proxemic safeness.
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3.3.2 Safe Group Rule. Every group G; is characterized by a private defined
distance ¢, € D that depends on the values of group features z;. We introduce
a function dg that calculates d¢g, as follows:

dg: [[C—D
ceC

Given a group Gy, dg(z;) = dg, -

Previously, the introduced relationships R were called static relationships.
The introduction of time into the model gives the possibility to define relation-
ships that are time dependent: due to the fact that time can be modelled in
a continuous or discrete way, the proposed model is defined in a way applica-
ble to both continuous and discrete modelling. Considering a particular time
t € T C R and ¢y as the starting time, the evolution of the system is given by
amap ¢ : S X T — S, where S is the space of possible systems. The state of
the system at time ¢ is ¢(So,t), where Sy is the state of the system at time t.
We use the definition of time in order to introduce a new kind of relationship
time-dependent (differently from the previous one). We call dynamic relationship
a function t such that v; is a dynamic irreflexive, symmetric relationship among
agents which belong to the group G;. t; represents the relation at time ¢ that
is dependent on the whole evolution of the system from time ¢y to time ¢. For
each group G; at time t it is possible to consider the graph given by the relation
t;. In particular, to model the proximity relationship between agents, a possible
definition of t; is the following:

Va,b € G;, (a,b) € v iff p(a,b) < d¢,

recalling that v; is potentially different for each ¢(Sp,t) since it is defined into
the system.

It is possible to define a group as having the safe group condition at time t
on the basis of the history of the evolution of the graph structure given by t;.
Let © be the function that defines the presence or absence of the safe group
condition. In other words & ((t; | j <t)) € {0,1}. The fact that & is dependent
on the whole history of the graph structure is motivated by the necessity to take
care of particular conditions that can temporary change the graph structure
but that can be quickly recovered. By using the whole history we can avoid to
consider unsafe (respect to safe) a group that is, in fact, in a safe (respect to
unsafe) condition. For instance, considering a simulation placed into two rooms
separated by a turnstile. The passage of a group through the turnstile can divide
the group: in fact the group is not in an unsafe condition if we can detect that
the passage through the turnstile is a temporary condition.

The safe group rule represents the fact that pedestrians in a group tend to
keep a maximum distance from other agents belonging to the same group: if the
safe group condition is violated, agents tend to restore the condition of group
safeness.
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In the next section we show how groups in the scenario of Arafat I Station
can be modelled following the above presented formalization.

4 Modelling Groups in the Scenario of Arafat I Station

Considering the scenario of Arafat I station, in this section we exploit the model
above presented to describe groups of pedestrians in the process of entering the
station depicted in Fig. [l In particular, considering Fig. [2 on the right, we can
define the system S = (A,G, R, O,C) as follows:

— A={a1,...,as2} is the set of the pilgrims in the waiting boxes;

— G ={G1,...,G4} is the set of groups of pilgrims we consider;

— R ={primary, kindship, residential, functional} represents the types of groups;

— O = {C1} is the set of possible goals, i.e. to reach the train carriages;

— C = {country, language, social rank} is the family of features regarding
groups.

In this scenario, the four groups identified (numbered from left to right in Fig. 2)
can be defined as the 4-tuple G; = (A4,, z;, 4, 0;) and, in particular:

— G1 = (41 C A, (Saudi Arabia, Arabic, low), kindship, C);
— Gy = (A Q A, (Saudi Arabia, Arabic, medium), primary, C);
— G3 = (A3 C A, (Saudi Arabia, Arabic, medium), primary, C);
— G4 = (A4 C A, (Saudi Arabia, Arabic, high), primary, C).

Regarding the definition of characteristics of agents, a plausible family of features
can be £ = {gender, age, marital status, impaired status}. From this point of
view, an agent a € A can be defined, for example, as follows:

a; = (male, adult, married, not impaired)

All the information about the features of groups are inherited from the group
G; 3 a;. These information are derived by the multidisciplinary study performed
during the CRYSTALS project and by the collaboration with Hajj experts.

5 Conclusions and Future Directions

In this paper, we proposed an agent-based model for the explicit representation
and modelling of groups in a crowd, focusing on the organization of pedestri-
ans and on the study of relationships among individuals and the relative group
structure including the analysis of internal states and transitions as shown in
Fig. 4.

Future directions are related to the development of simulation in the pre-
sented scenario in order to test and validate the model, and in the application of
methods for network analysis on the group structures, in order to identify and
study, for example, the presence of recursive patterns.
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Fig. 4. A Finite state automata representing states and transitions of an agent in a
system S: Safe Prozemic and Group state (SPG): an agent is in this state iff both
the safe proxemic and safe group condition are verified; Safe Prozemic state (SP): an
agent is in this state iff only the safe proxemic condition is verified; Safe Group state
(SG): an agent is in this state iff only the safe group condition is verified; Unsafe state

(U)

: an agent is in this safe iff neither the safe proxemic nor safe group conditions are

verified.
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Abstract. The simulation of pedestrian dynamics is a consolidated area
of application for agent—based based models; however generally the pres-
ence of groups and particular relationships among pedestrians is treated
in a simplistic way. This work describes an innovative agent—based based
approach encapsulating in the pedestrian’s behavioural model effects rep-
resenting both proxemics and a simplified account of influences related
to the presence of groups in the crowd. The model is tested in a simple
scenario to evaluate the effectiveness of mechanisms to preserve groups
cohesion maintaining a plausible overall crowd dynamic.

1 Introduction

Crowds of pedestrians can be safely considered as complex entities; various phe-
nomena related to crowds support this statement: pedestrian behaviour shows
a mix of competition for the space shared and collaboration due to the (not
necessarily explicit) social norms; the dependency of individual choices on the
past actions of other individuals and on the current perceived state of the system
(that, in turn, depends on the individual choices of the comprised agents); the
possibility to detect self-organization and emergent phenomena. The definition
of models for explaining or predicting the dynamics of a complex system is a
challenging scientific effort; nonetheless the significance and impact of human
behaviour, and especially of the movements of pedestrians, in built environment
in normal and extraordinary situations motivated a prolific research area focused
on the study of pedestrian and crowd dynamics. The impact the results of these
researches on activities of architects, designers and urban planners is apparent
(see, e.g., [1] and [2]), especially considering dramatic episodes such as terrorist
attacks, riots and fires, but also due to the growing issues in facing the organi-
zation and management of public events (ceremonies, races, carnivals, concerts,
parties/social gatherings, and so on) and in designing naturally crowded places

R. Pirrone and F. Sorbello (Eds.): AT*IA 2011, LNATI 6934, pp. 104-116, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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(e.g. stations, arenas, airports). These research efforts led to the realization of
commercial, off-the-shelf simulators often adopted by firms and decision mak-
ers to elaborate what-if scenarios and evaluate their decisions with reference to
specific metrics and criteria.

Cellular Automata have been widely adopted as a conceptual and computa-
tional instrument for the simulation of complex systems (see, e.g., [3]); in this
specific context several CA based models (see, e.g., [45]) they have been adopted
as an alternative to particle-based approaches [6], and they also influenced new
approaches based on autonomous situated agents (see, e.g., [(U8/9]). The main
aim of this work is to present an approach based on reactive autonomous situ-
ated agents derived by research on CA based model for pedestrian and crowd
dynamics for a multidisciplinary investigation of the complex dynamics that
characterize aggregations of pedestrians and crowds. This work is set in the
context of the Crystals projectl, a joint research effort between the Complex
Systems and Artificial Intelligence research center of the University of Milano—
Bicocca, the Centre of Research Excellence in Hajj and Omrah and the Research
Center for Advanced Science and Technology of the University of Tokyo. The
main focus of the project is to investigate how the presence of heterogeneous
groups influences emergent dynamics in the context of the Hajj and Omrah.
This point is an open topic in the context of pedestrian modeling and simula-
tion approaches: the implications of particular relationships among pedestrians
in a crowd are generally not considered or treated in a very simplistic way by
current approaches. In the context of the Hajj, the yearly pilgrimage to Mecca,
the presence of groups (possibly characterized by an internal structure) and the
cultural differences among pedestrians represent two fundamental features of the
reference scenario.

The paper breaks down as follows: the following Sect. introduces the agent—
based pedestrian and crowd model considering the possibility of pedestrians to
be organized in groups, while Sect. Bl summarizes the results of the application of
this model in a simple simulation scenario. Conclusions and future developments
will end the paper.

2 The GA-Ped Model

The Group-Aware Pedestrian (GA- Ped) model is a reactive agents based
model characterized by an environment that is discrete both in space and in
time. The model employs floor fields (see, e.g., [I0]) to support pedestrian nav-
igation in the environment. In particular, each relevant final or intermediate
target for a pedestrian is associated to a floor field, a sort of gradient indicat-
ing the most direct way towards the associated point of interest. Our system is
represented by the triple: Sys = (Env, Ped, Rules) whose elements will be now
introduced.

! http://www.csai.disco.unimib.it/CSAI/CRYSTALS/
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2.1 Space and Environment

The representation of the space in our model is derived from the Cellular Au-
tomata theory: space is discretized into small cells which may be empty or oc-
cupied by exactly one pedestrian. At each discrete time step it is possible to
analise the state of the system by observing the state of each cell (and, conse-
quently, the position of each pedestrian into the environment). The environment
is defined as Env = (Space, Fields, Generators) where the Space is a physical,
bounded bi-dimensional area where pedestrians and objects are located; the size
of the space is defined as a pair of values(xsize,ysize) and it is specified by
the user. In our model we consider only rectangular-shaped scenarios (but it is
possible to shape the scenario defining non-walkable areas). The space in our
model is modeled using a three-layer structure: Space = (l;, Iz, ls) where each
layer represents details related to a particular aspect of the environment. Each
layer is a rectangular matrix sharing the same size of the other two. The first
layer (11), contains all the details about the geometry of the environment and
the properties of each cell. A cell may be a generating spot (i.e. a cell that can
generate new pedestrians according to the simulation parameter), and can be
walkable or not. A cell is thus characterized by a celll D, an unique key for each
cell, it can be associated to a generator if the cell can generate pedestrians, it
can be walkable or not (e.g. the cell contains a wall). The second layer, denoted
as [, contains information about the values of the floor fields of each cell. Values
are saved as pairs (floorID,value). Data saved into the second layer concerns
targets and the best path to follow to reach them. The third layer, I3, is made
up of cells that may be empty or occupied by one pedestrian. This layer stores
the position of each pedestrian.

Generators and Targets — Information about generators and targets are saved
into the first and second layer. A target is a location in the environment that
the pedestrians may desire to reach. Examples of targets in a train station are
ticket machines, platforms, exits and so on. A traveller may have a complex
schedule composed of different targets like: (a) I have to buy a ticket, then (b)
I want to drink a coffee and (c) reach platform number 10 to board the train to
Berlin. This plan can be translated in the following schedule: (i) ticket machine,
(ii) lounge, (iii) platform 10. From now on the words schedule and itinerary are
used interchangeably. We will describe how pedestrians will be able to move
towards the target later on.

Generators are cells that, at any iteration, may generate new pedestrians ac-
cording to predetermined rules. Generating spots are groups of generator cells
located in the same area and driven by the same set of rules of generation. In our
model a generating spots is defined as spot = (spotID, maxPed, positions, groups
itineraries, frequency) where spotID is an identifier for the generator; max Ped is
the maximum amount of pedestrians that the spot can generate during the entire
simulation; positions indicate the cells belonging to that generating spot (a spot
in fact may contain different cells); groups being the set of group types that can
be generated, each associated with a frequency of generation; itineraries that
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can be assigned to each pedestrian, considering the fact that group members
share the same schedule but that different groups may have different sched-
ules, each associated with a frequency; frequency is a value between 0 and 100,
specifying the frequency of pedestrian generation (0 means never generate pedes-
trians, 100 means generate pedestrians at each iteration, if free space is available
and if the desired maximum density has not been reached.).

Information about generators are stored in the first layer, on the contrary,
targets are represented in the second layer, specified with their floor field values.
In fact, every target has a position and it is associated to a floor field that guides
pedestrians to it.

Floor Fields — As stated previously, the floor field can be thought of as a
grid of cells underlying the primary grid of the environment. Each target has
a floor field and the values are saved into the [2 of the environment. A floor
field contains information suggesting the shortest path to reach the destination.
In our model each cell contains information about every target defined in the
model. Given the cell at posi