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Abstract. Distributed multimedia application over IP network is an evolving 
paradigm for the researcher in the field of Information and Communication 
Technology (ICT). There are several applications of this technology —video 
conferencing, teleteaching and any collaborative application. Maintaining the 
satisfactory Quality of Service [1] and synchronization is a big challenge to the 
researchers in this field. In this paper, we extend our previous work [2] by 
ensur-ing multistream multipoint synchronization as an issue, involving the 
play out process of two streams (audio and video that were generated at the 
same time and bear temporal relationship ) at different receivers at the same 
time and maintaining the temporal relationship between them to achieve 
fairness among the receivers. In this paper, we propose a distributed algorithm 
for achieving multi-stream multipoint synchronization and we also model the 
algorithm with Stochastic Petri Nets and verify its correctness.  
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1  Introduction 

1.1  Media Synchronization 

The real-time distributed multimedia systems are characterized by one or several 
sources transmitting (unicast or multicast) multimedia streams to one or several 
receivers, playing one or several of the streams. Continuous media, e.g. video and 
audio, have well defined relationships between subsequent Media Data Units 
(MDUs). In temporal synchronization we can distinguish between intra-stream 
synchronization, inter-stream synchronization and multipoint (or inter-destination) 
synchronization.  

Intra Stream Synchronization. Intra-stream synchronization [3] refers to the tem-
poral relationship between the MDUs of one time-dependent media stream i.e. be-
tween the MDUs of the same stream during their play out. Moreover, the play out 
process should be able to consume the MDUs with the same appropriate rate and 
sequence. 

Inter Stream Synchronization. Inter-stream synchronization[3] refers to the 
synchronization, during the play out processes of different media streams (time-
dependent or not) involved in the application.  
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Multipoint Synchronization. In multicast communications, another type of syn-
chronization, called group or multipoint synchronization[3,4], involving the syn-
chronization of the play out processes of different streams in different receivers, at the 
same time, to achieve fairness among the receivers. We can cite the example of 
teleteaching applications, network quizzes. We should guarantee that the initial play 
out instant should be the same for all the receivers. Once the play out processes have 
started simultaneously in each receiver, not only the temporal relationships between 
MDUs of the same stream should be maintained by the intra stream synchronization 
for that media stream but also temporal relationship between multiple stream should 
be maintained by inter-stream synchronization. Nevertheless, due to the difference 
between end-to-end delays, resynchronization processes will be needed to maintain 
the receivers synchronized (multipoint synchronization). The maintenance of 
temporal relationships within a stream or among the multimedia streams usually 
depends on network delay, network jitter etc.  

In this paper, we present a novel approach for multipoint multimedia synchroni-
zation in a distributed environment. There must be some application layer mechanism 
that relies on the QoS guaranteed by the underlying network layer to synchronize 
multiple receivers. This approach specifically deals with audio-video conferencing 
applications. The algorithm used to provide multipoint multimedia synchronization is 
described in section 4. Our approach uses global time provided by clock 
synchronization protocol NTP and delay calculation provided by RTCP feedback 
messages.  

1.2   Petri Net 

Multimedia distribution systems are very complex, so it is required to model them for 
effective implementation. A common tool used to model concurrent sys-tems is a 
petri net [5], characterized by concurrency, synchronization, and mutual exclusion, 
which are typical features of distributed environment. 

To satisfy the requirement to model the system more specifically new features are 
added to basic petri net. It is difficult to capture the synchronization behavior and 
precedence constraints through any model meant to depict random behavior. A 
stochastic Petri net [6] is a useful tool for modeling and performance analysis of 
stochastic systems. Generalized Stochastic Petri Nets (GSPN) is allow to classify the 
transition of SPN in two way, timed and immediate and also introduced inhibitor 
input arc [7]. CSPN uses the set of color token instead of normal token in GSPN to 
obtain more precise specification. 

A CSPN is a 7 tuple (P, T, W-, W+, Wh, Λ, C) where 

• P = {Pi | 1≤ i ≤ |P| = n}; finite set of places.  
• T = { Tj | 1≤ j ≤ |T| = n}; finite set of Transitions, where P ∩ T = Ø i.e., the set of 

places and transitions are disjoint. TI ∩ TT = Ø; TI is a set of immediate transition 
and TT is a set of timed transition. 

• W-: P x T  N; Input connection function.  
• W+: P x T  N; Output connection function. 
• Wh: P x T  N; Inhibitor arc. 
• Λ: {λk | 1≤ k ≤ | TT |}; firing rates of timed transitions. 
• C: finite set of colors. 
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In this paper we propose a CSPN to model our algorithm described in section 5, 
verification of the model in section 6 and lastly cite an example using our model in 
section 7. 

2   Related Works 

Data transmission in IP is connectionless. A connectionless data transfer mode is 
lightweight as no connection establishment is necessary. IP has a powerful 
mechanism, called IP Multicast, for conducting multipoint-to-multipoint communica-
tions. The Multicast Backbone (MBONE) has offered an IP Multicast service on the 
Internet for low-bandwidth video and audio conferences since 1992 [8]. 

There are some serious synchronization issues attached with this IP network based 
audio video conferencing [9], they are inter stream synchronization, intra stream 
synchronization and group synchronization. Numerous algorithms are developed for 
achieving intra and inter stream synchronization in different scenarios [10], [11]. An 
algorithm synchronizes the initial play out time for all receivers, subsequently a 
solution for group synchronization control with continuous media has been proposed 
in [12]. [13] proposes a media synchronization algorithm by enhancing virtual time 
rendering (VTR). Using virtual time expansion and contraction of the target output 
time[14], the algorithm skips the Media Units. [4] presents the comparison of the 
most known multimedia group and inter-stream synchronization approaches. A table 
is presented summarizing the main characteristics of each analyzed algorithm 
according to those techniques and other critical issues.  

There are many papers which model and verify the Distributed Algorithm using 
Petri Nets [15]. Hierarchical Protocol [16] describe how simple protocol is turned into 
a Hierarchical protocol and describe CPN Model of sender and receiver behavior. [6] 
introduces stochastic petri net extension. GSPN is discussed in [7] with performance 
analysis and an example.  

3   Scope of Works 

The algorithm for achieving multipoint synchronization in the earlier works syn-
chronize the media streams at the receiver’s end by skipping or pausing the play out 
data arbitrarily without considering where some relevant data is being lost. In our 
previous work [2], we look for the silent zones and make necessary adjustments only 
on the silent zone and prevent the possible loss of significant information that may 
have been loss because of arbitrary skipping of data stream during play out at the 
receiver’s end. The limitation of this work [2] is that it deals with only audio signal 
and we could analyze the signal in a deterministic way. 

Here in this work, we extended the previous work [2] by incorporating the video 
signal with the audio signal. We analyzed both the signals, stochastically, which is 
more realistic and propose an algorithm for achieving multi-stream (audio and video) 
multipoint synchronization, with the minimum data loss to retain the quality of ser-
vice. Also model the algorithm using CSPN and prove its correctness. 
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4   Proposed Algorithm 

4.1   Delay and Expected Play Out Time Calculation and Initial and Periodic 
Synchronization 

We consider a multicast scenario. Sender chooses the maximum of all delays (within 
threshold value) received from the receivers to calculate expected play out time is 
referred in [2]. Multimedia conferencing takes place in a distributed environment so 
clock synchronization which is done initially and at a regular interval by using NTP 
service is provided by the network of server located at the Internet referred in [2]. 

4.2   Multimedia Specification 

The following specification represents the relationship that may hold between two 
frames of different streams. Here MDU is represented as a frame whose size may or 
may not be same for two different media stream. 

A precedes B (AP B). This relationship holds when frame A finishes its playout 
before the start of the play out of frame B. 
A overlaps B (AO B). This relationship holds when A and B have the following 
temporal relationship. 

A During B. This relationship holds when frame A and B both start play out at the 
same time or frame A starts play out after the starting of frame B but finishes before 
the end of play out of frame B or frame A starts play out after starting of frame B but 
both finish together. 
A Meets B. Frame A starts its play out after the start of B but ends after the end of B. 
B Meets A. Frame B starts its play out after the start of A but ends after the end of B. 

A succeeds B (AS B). This relationship holds if frame A starts its play out after the 
end of play out of frame B. 

Table 1 represents all possible temporal relationships between two frames with 
logical specification. In diagram line represents the time duration of frame denoted by 
dframe and tsframe represents the starting time of generation of frame. 

4.3   Synchronous Play Out Algorithm 

For multipoint synchronization we take the audio stream as master stream and 
synchronize the audio stream at multipoint. The video stream is synchronized with 
audio stream using the relationship that they hold during the generation time at sender 
side. For multipoint synchronization all receivers play signal at expected play out time 
mentioned by sender. If audio reaches earlier then it block until the expected play out 
time otherwise it starts playing. Now expected play out time for video is calculated 
according to the presentation time of corresponding audio. Before processing a video 
frame we find out the temporal relationship of corresponding audio frame using the 
logical specification defined earlier. In following algorithm we describe how 
synchronization is done. 
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Table 1. Formal Specification 

Relation Diagram Logical Representation 
APB  
A precedes B 
 

 

tsa < tsb  
&& tsa ≥ tsa + da 

 

AOB 
A overlaps B 
 
 
Case I 
A during B 
 
 
 
 
Case II 
A meets B 
 
Case III 
B meets A 
 

 

 
 
 
tsa ≥ tsb &&  
tsa + da ≤ tsb + db 
 
 
 
 
tsa > tsb &&  
tsa + da > tsb + db  
 
 
 
tsa < tsb &&  
tsa + da > tsb 

ASB 
A succeeds B 

 

 
tsa > tsb && tsa ≥ tsb + db 

 
If (audio frame && video frame in the buffer) then 
      If (audio precedes video) then 
            process_audio_frame() 
      elseif (audio succeeds  video) 
            process_only_video_frame() 
      else 
            process_audio_frame() 
            process_video_frame() 
      end if 
elseif (only audio frame in the buffer) 
      process_audio_frame  
else 
      process_only_video_frame() 
end if 
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Table 2. List of Variable 

da, dv Duration of play out for audio frame and video frame respectively 
tsa,tsv Timestamp of audio frame and video frame respectively 
Ra, Rv Sequence no. of RTP packet for audio and video signal respectively 
Rap Sequence no. of RTP packet which is most recently sent to play out 

buffer for audio 
Rac Sequence no. of RTP packet that is currently processed for audio 
Sap,Rvp Sequence no. of frame which is most recently sent to play out buffer for 

audio and video respectively. 
Sac,Rvc Sequence no. of frame currently processed for audio and video 
da, dv Delay for audio frame and video frame respectively 
te Expected playout time given in RTP audio packet 
ata, atv Actual arrival time in the receiving buffer for audio and video 
tp Playout time of last processed frame for video 
tpl Time at which frame is polled from buffer 

Table 3 shows the functions that take the frames and calculate the delay that the 
frame should wait before presentation. Table 2 shows all the information used in three 
functions. 

Table 3. Functions used to caculate presentation time 

Process_audio_frame()  
If (Rac = Rap ) Then 
   If (Sac = Sap + 1) Then 
    da ←da + da    
   else  
   da ← da+(Sac – Sap )*da  
   endif  
else 
da ←te – tpl + (Sac – 1)*da  
endif 

process_video_frame() 
dv ← da + (tsv – tsa ) +  
     (ata – tpl)  
If(dv < 0) Then      
dv ← dv  + dv , 
dv ← 0, 
tp ← atv + dv  , 
endif 

process_video_only_frame() 
If (Rvc = Rvp  + 1) Then 
If ( tp  + dv > atv ) Then 
dv ← tp + dv  - tpl  
else 
dv ← dv  + (tp + dv  - tpl ),  
dv ← 0 
endif  
else 
dv← tp + (Rvp  - Rvc )* dv  - tpl  
endif 

5   Petri Net Model for Synchronous Play Out 

The CSPN for synchronous play out consists of 11 places and 15 transitions. There 
are two types of transitions, timed (t1, t2, t12, t13, t14, t15) and immediate transition (t3, 
t4, t5, t6, t7, t8, t9, t10, t11). Immediate transitions fire immediately whenever a token is 
available in input place represented by bars, while timed transitions take some time to 
fire represented by rectangles. Each place contains a set of markers called color 
tokens. Each of these tokens carries a data value which belongs to a given type to be 
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distinguished from each other. To be able to occur, a transition must have sufficient 
tokens on its input place and these places must have tokens that match the arc 
expressions. The places P1 and P2 represent the receiving buffer for audio and video 
and carry tokens of type l and m respectively. From the buffer, the tokens are moved 
to places P3 and P4. The transition T3 is enabled when we have a token at place P1 and 
no token at place P2. At place P6 audio is processed. The transition T5 is enabled when 
we have a token at place P2 and no token at place P1 and token moved to place P11 for 
processing. If P1 and P2 both hold token then T4 transits. T6, T7, T8 occur according to 
the temporal relationship hold between audio and video frame. Place P9 and P10 hold 
the audio and video token respectively for the time it has to wait in the buffer before 
play out. Video frame is processed at Place P7 if it has a temporal relationship with 
audio. Audio and video frames are played out after the time associated with 
transitions t12 and t13 elapses. 

Declaration of data type: 

l : (s, da , tsa ,Ra ,Sa ,te , ata, d
a ) ; m : (s, dv , tsv ,Rv ,Sv ,ata, d

v ) 
type float dv , d

v; type int Ra ,Sa , Rv ,Sv; type time tsa ,te ,ata , tsv, atv ; type signal s 

 

Fig. 1. CSPN Model 

6   Verification of Model 

Modeling power of a petri net has been examined by reachibility graph. It represents a 
part of transition system reachable from initial state. A state of a system represented 
by marking is a vector consists of positive number which represents the no. of token 
in all places in a net at that state. Reachibility diagram for our CSPN model is given 
below. 
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Now P and T represent place and transition respectively where P = (P1, P2… PK) 
and T = (T1, T2…… Tm ).  

We define k × m incidence matrix [T] , [T](i, j)=Ø(Tj, Pi) - Ø (Pi, Tj) where, 
Ø (Tj Pi) =no. of token added; Ø (Pi, Tj)=no. of token remove; [T](i, j)=Changed in 

place Pi when transition Tj fires once. Now if marking is reachable then the following 
equation is hold.  

μ0 + [ T] . #σ = μF (1)

Where μ0 =Initial marking, μF =Final marking, #σ =m-dimensional vector with its jth 
entry denoting the no. of time transition Tj occurs in σ. 

If initial marking μ0 is [0 0 0 0 0 0 0 1 0 0 0]T ; Transition T14, T1, T3, T9, T12 
occur then #σ = [ 1 0 1 0 0 0 0 0 1 0 0 1 0 1 0]T . Putting the value of [T], μ0, #σ in 
equation (1) we get marking [0 0 0 0 0 0 0 1 0 0 0]T which is also reachable through 
the reachibility graph. So we can establish the correctness of reachibility graph for our 
petri net. 

We represent verification of only one sequence of transition here. Other sequences 
of transition can be verified in similar way. 

 

Fig. 2. Reachibility Graph 

7   Discussion with an Example 

The example in fig 3 shows how our algorithm works for different cases of asyn-
chrony. It consists of audio and video stream at two receivers. Each stream is built 
with fixed length unit called frame. Here two audio frames of 2 time unit duration 
come together in one RTP packet and one video frame with 3 time unit duration come 
in one RTP packet. We recognize an audio frame with (sequence no. of RTP packet, 
sequence no. of frame within RTP packet), e.g., (1, 2), and video frame with sequence 
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no. of RTP packet. We poll both buffers in receiver at unit time interval. Fig. 3 shows 
the original signal before sending, after receiving. After receiving the signal at rcv1 
and rcv2 we apply our algorithm to synchronize the signal before playing out at each 
receiver. The playing out signal is also shown in Fig. 3. 

 

Fig. 3. Original, Received and Adjusted Signal 

8   Conclusion 

In this work we addressed a media synchronization issue called multimedia multi-
point or inter destination synchronization which is required for designing any colla-
borative environment on distributed IP network. We suggested an algorithm for 
achieving this synchronization issue and modeled it using CSPN model and verified 
its correctness. The analysis of the CSPN model is not included in the paper. The 
future prospect of the work would be a detailed analysis of the CSPN model and 
implementation of the algorithm. 
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