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Abstract. The embedded system is the future trends of instrument and the  
larger memory capacity of embedded system is favor to different variety of ap-
plications. The commercial embedded systems are always restricted by their 
embedded memory capacity and required to be upgraded, especially in image 
application. This article reports a new design and development of an embedded 
system built in a CMOS image SNR measurement instrument. The new devel-
oped approach using the mix technique of large data processing (MLDP) me-
thod for CMOS SNR calculation is described. The MLDP method uses an  
external memory device as auxiliary memory in the regular embedded system to 
break the memory capacity limitation. The experimental results show the new 
method is applied successfully in CMOS SNR measurement and the calculated 
speed is increased almost 200 times compared to that of the traditional method 
even thought the processing data size is over the embedded system memory. 
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1   Introduction 

Embedded system is a kind of application centric computing system designed for 
special purposes. Traditionally, an embedded system is implemented on a single mi-
croprocessor board with the programs stored in ROM. These kinds of embedded sys-
tems are used in various applications such as power plant, automobile control, house 
systems and information appliances etc.  

The basic function of an industrial embedded system is to acquire and accumulate 
data about the status of the objects, and to control its operation. Besides, the images 
captured by most of the commercial image cameras are analyzed by embedded system 
[1-5]. The functions of image camera such as image data readout, image data com-
pression, or image data storage, are easily implemented by embedded system. Furth 
more, some special functions such as dark current analysis [5,6], pattern noise (FPN) 
correction [7,8], or image signal-to-ratio (SNR) measurement are also integrated in 
embedded system applications of the cameras.  

However, this kind of application usually needs large memory capacity to store the 
temporary data, which will be calculated later during sequent processing. For exam-
ple, when the designer needs to know the SNR data of image sensor, the image data 
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are measured several times and the SNR results are calculated by the developed algo-
rithm. In the Personal Computer (PC), this problem is easily solved because the  
designer can add the high memory capacity hard driver to PC memory. But in the 
embedded system, the system memory was fixed when it was produced. Therefore, 
memory issues are very important and often impact significantly the embedded sys-
tem’s performance. 

The designer can choose the commercial embedded systems with largest memory 
capacity when the designer buys them and use them to analyze the large data.  
However, the data capacity is always not enough to feed the need when we are in the 
memory hungry era. For example, the CMOS image sensor size increases from 
30,000 pixels to 100,000 pixels. The image data size of each figure will also improve 
almost 3.3 times. The other proposed methods are data and memory optimization  
[9-11]. There are many optimization algorithms in limited memory space, such as 
maximum a posteriori (MAP) algorithm [12], blocking [13] or tiling [14]. Those algo-
rithms, originally described in the late 1980’s, were generally used. However, those 
algorithms are seldom used in embedded systems. The reason is that the process 
speeds of embedded systems are not as fast as PC. The memory optimization algo-
rithms are heavy loading for embedded system. 

After paper surveying, we present a variety of optimization techniques for data and 
memory used in embedded systems. The main idea in this paper is to extend well-
known techniques implemented in the paralleled processing and memory optimization 
techniques. We combine hardware and software to develop an algorithm and we call 
it the mix technique of large data processing (MLDP) method. The idea is that USB 
flash disk is used to extend memory capacity of embedded systems. Then the parallel 
processing method is used to read data and calculate the parameters of image. 

In this article, we also propose a novel design for the NI CompactRIO embedded 
system built in the CMOS SNR measurement instrument. The embedded system in-
corporates industrial 400 MHz MPC5200 processor in order to support a real-time 
system. We also integrated field programmable gate array (FPGA) device to imple-
ment the digital logic control circuit. The FPGA can replace many digital logic parts, 
implement I/O control, as well as realize the large data processing algorithm that we 
propose in this paper. Finally, the CMOS SNR measurement instrument is well estab-
lished and the SNR data is obtained successful by large data processing algorithm of 
this paper. 

2   The CMOS SNR Measurement Algorithm 

We propose a CMOS SNR measurement algorithm that is used to obtain the perfor-
mance of CMOS images from the repeated image data measurements. The flowchart 
of CMOS SNR processing is shown in fig 1. At the beginning, the system parameters 
such as image exposure time, readout speed, as well as row data output is set. Then, 
the luminous of light source is controlled under the image pixel saturation state. The 
CMOS image data is measured and stored repeatedly. Those image data will be used 
to calculate the SNR of image data. 
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Fig. 1. Flowchart of SNR measurement 

3   The MLDP Method Description 

The MLDP method will be described in this paragraph. We divided the MLDP me-
thod into three steps. They are extended embedded system memory, processing data 
storing, and retrieving parallel data readout.  

First, we use additional and external USB flash to expand the embedded system 
memory issue. Most of the commercial embedded systems have USB flash protocol 
and their kernel. We use this feature to add USB flash for extending memory of em-
bedded system, wherein the additional memory space can store the temporary calcu-
lated data of CMOS SNR results.  

Second, we store the temporary data in USB flash by hexadecimal numbering sys-
tem. In order to save the extended memory space, we change the decimal numbering 
system to hexadecimal numbering system and store the information as Windows file 
system. This method can save one character space for each pixel. The CMOS image 
sensor which has 512 x 256 pixel size and 12 bits analog-to-digital converter resolu-
tion is demonstrated in this research. There are 131,072 total pixel numbers. In this 
normal state, the memory needs four character spaces to store the data, for example 
1025 or 1513. If we use the hexadecimal numbering system, the row data will be 
shorter and 1025(10) becomes 401(16), 1513(10) becomes 5E9(16). Larger image pixel 
numbers will be saved more additional memory spaces.  
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Third, we need to read the data out and use those row data to calculate the SNR of 
CMOS image. The binary data readout technique was used in this part. After experi-
mental test, the binary readout method is 3-times faster than the normal method. 
Then, those data will be processed by parallel method. 

In memory structure, we create two-dimensional array to store the image row data 
individually and calculate the SNR parameter. The data status in the two-dimensional 
array is shown in fig 2. Each array stores the same pixel data between different 
frames. After image processing, we only use 256 arrays of system memory for data 
temporary storing, that also can predict the total system used and it also can signifi-
cantly reduce the loading of embedded system memory in large data processing. 

 

Fig. 2. The pixel data status in different array 

4   System Implementation 

The CMOS image SNR data is obtained by repeatedly measuring the image data dif-
ference between the different luminous of light sources. Generally, the SNR data of 
CMOS image need to be obtained in 3 status of luminous of light source. There are 
25%, 50%, and 75% luminous. This is because that the traditionally SNR measure-
ment methods are really complicated and waste the human resources. 

A block diagram of the CMOS image SNR measurement is shown in fig 4. The 
hardware is composed of an NI CompactRIO embedded system, a 3M gate reconfi-
gurable I/O FPGA, a CPLD component, CMOS image readout circuits, an integrating 
sphere, a light source controller, and a fluxmeter. The operating frequency of the em-
bedded system is 400 MHz, 128 Mbyte system memory, and the input-output (I/O) 
interface is via a FPGA background board for the port expansion. The processing 
result can be transmitted to personal computer and display it later.  

Initially, the integrating sphere functions a stable light source (shown as A in Fig. 3) 
to CMOS image sensor. The pixel numbers of CMOS image sensor are 512 x 256 
(shown as B in Fig. 3). The image sensor, which includes 12-bits analog-to-digital 
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(A/D) converter, can be set some parameters, such as exposure time, or data readout 
mode. The time control and parameter setting of image sensor are via the CPLD (C) 
component, and then pass through the 12-bits image row data to the buffer (D). The 
digital image data is transmitted to embedded system via the high speed I/O ports (E). 
The maximum speed of I/O ports is 10 Mbyte/s. The FPGA (F) is used to control the 
sampling data in I/O ports and transmit the image row date to embedded system.  
The fluxmeter (I) can measure the luminous data of integrating sphere and transmit the 
luminous data to the embedded system. After all, the embedded system can modify the 
luminous of light source automatically or manually by the light source controller (H).  

The embedded system (G) is the main core in this system. The embedded system 
function controls all the processes in real time and operates without any interruption. 
The NI CompactRIO real time embedded system was used in this research, and it can 
offer stand-alone embedded execution for deterministic real time applications. The NI 
CompactRIO is implemented by LabVIEW[15,16] graphical development software. 

We also use the FPGA (F) to read the luminous data from fluxmeter (I), transmit 
the luminous data to embedded system, and sent the light source changed commands 
to light source controller. The development software was also LabVIEW [15,16] 
graphical program.  

 

Fig. 3. The CMOS SNR measurement system block diagram 

5   Results and Discussion 

The accomplished CMOS SNR measurement system is pictured in fig 4. The com-
plete system is composed of an embedded system & FPGA backboard, a fluxmeter, 
an integrating sphere, and image readout circuits with CMOS sensor. In fig 5, the 
screen clearly displays one array image row data. The X axis is pixel number and Y 
axis is gray level of pixel data. In the upper graph, there are 131072 (512 x 256) total 
pixels and 6 dead pixels are found. The dead pixels will affect the accuracy of SNR 
calculation. Therefore, the dead pixels need to be fixed before the processing. The 
bottom graph shows the pixel data, which the dead pixel has been fixed.  
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Table 1 shows the SNR results of 6 different frames measured using the same lu-
minous light source. The SNR data designates the mean values and standard deviation 
(STD) of CMOS frames data during the different number frames. From table 1, we 
can observe that frame numbers of 250 or 300 are the most proper numbers for the 
CMOS row data measurement in this study. This experimental results show that the 
mean value and STD become small if the frame data are large enough. Basic on prob-
ability theory or statistics, the result is more significant for the applications if the data 
set or data population approach the normal distribution. A small standard deviation 
indicates that the data points tend to be close to the mean; therefore, the result will 
also be more precise. In addition, the high frame numbers will increase the processed 
data size and add the embedded system memory loading. Therefore, we purposed a 
new method which includes the extend USB memory for data storing.  

 

Fig. 4. The CMOS SNR measurement system 

In data processing time experiment, we use 5 different frames to compare the nor-
mal method and MLPD method, and also test the processing speeds between inside 
memory and extended memory. The normal method of inside memory is that the im-
age row data is stored into the memory of embedded system and calculated. In the 
normal method of extended memory, the image row data is stored to extended memo-
ry, then read them out and calculate pixel by pixel with regular methods. The MLDP 
is the large data processing method that we propose in this paper. The data sizes of  
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Fig. 5. The CMOS image row data 

Table 1. The mean value and standard deviation between different measurement frames 

FRAME NUMBER 50 100 150 200 250 300 
MEAN 43.639 43.654 43.524 43.533 43.415 43.411 

STANDARD DEVIATION 0.953 0.714 0.609 0.614 0.521 0.493 

 

Fig. 6. The magnification of processing time 
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processing are 25 M(50 image frames), 50 M (100 image frames), 75 M(150 image 
frames), 100 M(200 image frames),, and 125 M(250 image frames), respectively. The 
250 frames (125 MByte) data cannot process in inside memory because of overflow. 
The reason is that the system memory only carries 128 MByte, and the program of 
system and directive of program also need memory. We compare MLDP method with 
normal method of extended memory and with normal method of inside memory. The 
inside memory method uses the least processing time in the experimental results. But 
if the row data are lager than system memory, the embedded system cannot operate. 
The magnification values of processing time shows in fig 6. The X axis of fig 6 is 
frames number, the left side of Y axis is the magnification of MLDP and normal me-
thod, and right side of Y axis is the magnification of MLDP and inside memory. The 
processing time of MLDP method is almost 200 times faster than the normal method 
of extended memory. The performance of MLDP method still can have almost 80 % 
of the inside memory method. Those results verify that the MLDP method can 
process the large data in embedded system with considerable accuracy even thought 
the data size are higher than system memory. 
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