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Abstract. Cloud computing is a computation intensive service that
clusters distributed computers providing applications as services and
on-demand resources over Internet. Theoretically, such consolidated re-
source enhances the energy efficiency of both clients and servers. In real-
ity, cloud computing is a panacea for enhancing energy efficiency under
some certain conditions. For a user of cloud services, the computing re-
sources are located at remote machines. Pioneers in exploring cloud com-
puting, such as Google, AmazonWeb, Microsoft Azure, Yahoo, and IBM
all use web pages as service interface via HTTP protocol. Through ap-
propriated designs, sorting, one of the most frequently used algorithms,
required by a web page can be executed and succeed by either clients or
servers. As the model proposed in this paper, such client-server balanced
computing allocation suggests a more energy-efficient and cost-effective
web service.
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1 Introduction

Recently, datacenters have a significant growth in power density. Rapidly de-
veloping information and communication technologies (ICTs) and Internet elab-
orates establishment of datacenters. With the emergence of cloud computing,
datacenters now also have to respond to the mounting computation requests.
Modern datacenters usually equip with fully populated rack of blades to better
use their limited spaces. Datacenters therefore become areas with the highest
power density. The increasing power demand brings the rising energy costs to-
gether, thus improving energy efficiency becomes a key issue for the datacenter
management. According to estimation from Amazons [10], expenses related to
the cost and operation of their servers is responsible for 53% of the total budget,
and energy-related costs for 42%, which consists of direct power consumption,
about 19%, and the cooling infrastructure, 23%.

The energy demand of datacenters keeps growing due the emergence of cloud
computing. Cloud computing is the newest Internet technology that evolves dat-
acenters from information warehouses to information factories. The computation
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oriented nature of cloud computing differs the power consumption patterns of
datacenters from the traditional storage oriented model. This computation ori-
ented model is likely to widen the difference between the amount of energy
required for peak periods and off-peak periods in a cloud computing datacenter
due to:

1. CPU: Intensive computation enlarges CPU utilization rate. Power consump-
tion of modern server CPUs is proportional to their utilization.

2. DRAM: Increased computation needs bring up the required memory sizes.
DRAM has been identified as one of the main contributors to energy con-
sumption in a computer [13].

3. Hard Disk: Frequent computation requests raise the frequency of random
disk accesses. Random disk accesses consume much more energy than se-
quential disk accesses [16].

That is, cloud computing broaden the gap between the peak energy demand and
off-peak energy demand because of increasing needs for computation.

The way of how computation performed greatly affects the power usage of
datacenters. There are numerous algorithms that are applied in computer ap-
plications. A reasonable first step to establish the relationship between energy
efficiency and computation algorithms is to find the most energy-influential al-
gorithm as a starting point. Among all the frequently invoked algorithms in a
computer, sorting is one of the most applied computing procedures. Accord-
ing to Knuth [11], one quarter of the entire 1960s computer running time was
consumed by the computation of sorting processes. Sorting also has been consid-
ered as the foundation of many other algorithms [15]. In other words, computers
spend a great portion of CPU cycles on sorting data. Therefore, this paper uses
sorting to demonstrate how locating computing processes on clients or servers
affects energy efficiency from the perspectives of energy demand side and energy
supply side.

Sorting has to be performed by computer CPUs. Therefore, the energy con-
sumption pattern of a CPU is critical. With the development of dynamic voltage
and frequency scaling (DVFS), CPUs now consume power in proportion to their
utilization. Studies [5] show that current desktop and server processors consume
less power at low-activity modes than at busy modes. The average dynamic
range, which is the difference between peak power and idle power of a CPU, of
these CPUs is more than 70 percent of the peak power. For example, if a CPU
has a 150-Watt peak power and a 30-Watt idle power, the dynamic range of this
CPU is 120 Watts. Within the dynamic range of a CPU, its power consumption
is close to proportional to its utilization rate.

People rarely work on standalone computers nowadays. Many computation
works require the involvement of Internet services. Sustainability and availability
becomes the major factors for choosing Internet service providers. The number
and the frequency of the web requests are important factors to the energy con-
sumption of a web server. A report published by Forrester Research [1] predicted
that there would be over one billion PCs in use worldwide by the end of 2008,
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and over 2 billion PCs in use by 2015. The projected number given by Forrester
is probably a little underestimated. From another source [2], there were already
1,966,514,816 Internet users as of June 30, 2010. Based on the later number, if
each Internet user spends one joule per second for a minute on computation tasks
daily, the total consumed energy for one year is about 12 TWh. This amount of
energy roughly equals to the energy generated by a nuclear reactor of Palo Verde,
Arizona, which is the largest nuclear plant in U.S. [3] Obviously, how the com-
putation tasks are handled is one of the important issues regarding the energy
efficiency of datacenters. To effectively evaluate the energy efficiency of compu-
tation tasks need to consider the energy usage conditions on both client-side and
server-side.

As mentioned above, cloud computing broaden the gap between the peak
energy demand and off-peak energy demand because of increasing needs for
computation. This paper discusses how computation task allocation, on clients
or on servers, affects energy efficiency of datacenter from the perspectives of
demand side and supply side. The findings help datacenter managers to improve
the energy efficiency of computation-intensive web applications of cloud services.

2 Related Work

This section briefs some previous studies that address the energy efficiency issues,
sorting performance issues, or related issues.

Besides designing a new energy-efficient hardware, existing researches mainly
attack the energy efficiency issue regarding sorting algorithms from two different
perspectives:

– Finds the most energy-efficient sorting algorithm by comparing different al-
gorithms, such as Bunse et al.[8]

– Makes compilers to generate energy-efficient codes or use a energy-efficient
library, such as Zhong et al.[17], Ayala et al.[4], and Segmund et al.[14]

Bunse et al. [8] define a set of trend functions that decides on which sorting
algorithm to use under certain conditions. In their work, bubblesort, heapsort,
insertionsort, mergesort, quicksort, selectionsort, shakersort, and shellsort are
evaluated. Insertionsort is identified as the most energy-efficient sorting algo-
rithm in this work, if the number of input items is large enough.

Zhong et al. [17] design a tool, AcovSA, Analysis of Compiler Options via
Simulated Annealing that finds a good set of compiler options for a particular
CPU and software. Although this tool is not particularly designed for optimiz-
ing the energy usage of a program, it is helpful for finding a set of compiler
options that produces an executable image consuming less energy than other
sets of options. Ayala et al. [4] tune the settings of register file with some code
profiles. The main challenge of adopting such mechanism is the necessity of mod-
ifying ISA (Instruction Set Architecture). Segmund et al. [14] propose an energy
feature library that is developed with many energy-saving techniques. These
shared object libraries replace applications code with the code of the library or
(de)activate the necessary hardware components.
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Some existing approaches aim at building energy-efficient datacenters, such
as Berl et al.[6], Rusu et al.[12], Bianchini, and Rajamony [7], and Elnozahy
et al.[9]

Berl et al. [6] believe that Cloud Computing with Virtualization is a way
to improve the energy efficiency of a datacenter. Rusu et al. [12] dynamically
reconfigures a heterogeneous cluster to reduce energy consumption during off-
peak hours. Bianchini, and Rajamony [7] identify the techniques for conserving
energy in heterogeneous server clusters. Elnozahy et al. [9] show that using the
dynamic voltage scaling (DVS) on each server node can achieve 29 percent energy
saving. Moreover, by turning off certain nodes based on workload achieves 40
percent energy saving.

3 Energy Efficiency of a Datacenter

This paper uses the number of performed tasks, the power factor, and the cost of
power generation to define the energy efficiency of a datacenter. The followings
list the mathematical model of related factors.

Power factor is a ratio of the amount of real power to the apparent power.
Real power is the capacity of datacenter machines for performing tasks at a
particular time. Apparent power equals to the product of measured RMS (root
mean square) voltage and RMS current of a datacenter, which is the supplied
power. Suppose the amount of supplied power is Ps (the apparent power); the real
power is Pu, which is the power consumed by working machines in a datacenter.
The power factor PF of a datacenter is:

PF =
Pu

Ps
(1)

– Suppose PFd(t) is the power factor of a datacenter d at time t.
– Pds(t) denotes the supplied power to a datacenter d at time t.
– nd is the number of server machines in a datacenter d.
– Kd is a constant that represents the line loss and power consumed by other

active electrically-driven devices in a datacenter d.
– Pdi(t) is the power consumed by a server machine i in a datacenter d, where

i = 1...nd.

PFd(t) is defined as:

PFd(t) =
Kd +

∑nd

i=1 Pdi(t)
Pds(t)

(2)

The amount of supplied power must be larger than or equal to the demand.
Therefore, power suppliers have to generate power based on some load forecast-
ing. Due to the fact that electricity demand is not constant, different types of
power generators are required to meet this fluctuating demand. Generators are
usually divided into three different types according to their missions:
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– Base load generators,
– Intermediate load generators, and
– Peak load generators.

Peak load generators usually cost most, followed by intermediate load generators,
and then base load generators.

– PBd(t) denotes the power generated for a datacenter d by base load genera-
tors at time t.

– PId(t) denotes the power generated for a datacenter d by intermediate load
generators at time t.

– PPd(t) denotes the power generated for a datacenter d by peak load gener-
ators at time t.

– CB denotes the unit cost of the power generated by base load generators.
– CI denotes the unit cost of the power generated by intermediate load gen-

erators.
– CP denotes the unit cost of the power generated by peak load generators.

The power generation cost for the datacenter d at time t is:

Cd(t) = CBPBd(t) + CIPId(t) + CP PPd(t) (3)

– Suppose the energy required for finishing a client request k on a server i of
a datacenter d is Ekdi.

– Suppose a server i needs a period of time Lkdi to finish the request k.

The power requirement of the request k performing on a server i of a datacenter
d is:

Pkdi =
Ekdi

Lkdi
(4)

– Suppose the power usage of a server i at the idle state is Pidledi
.

– Suppose the server i performs one request at a time. Other requests are
queued until the working request has finished.

Therefore,
{

Pdi(t) = Pidledi
, if there is no job at time t

Pdi(t) = Pidledi
+ Pkdi, if there is a request k at time t (5)

Energy Efficiency of a Datacenter

– Suppose the number of finished jobs in a datacenter d for a period t0 to t1
is Jd.

– Suppose the investigated energy suppliers have only one customer that is the
datacenter d.

Therefore, the energy efficiency of the datacenter d for a period t0 to t1 is defined
as:

Effd =
Jd

∫ t1
t0

Cd(t)dt
(6)
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Investigation on Energy Efficiency. Suppose CB , CI , and CP are constants,
and CP > CI > CB. From Eq. (3) , to determine Cd(t) needs to find PBd(t),
PId(t), and PPd(t).

– Suppose PMAXB is the maximum output of base load generators.
– Suppose PMAXI is the maximum output of intermediate load generators.
– Suppose PMAXP is the maximum output of peak load generators.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Pds(t) = PBd, for Pds(t) ≤ PMAXB

Pds(t) = PMAXB + PId(t),
forPds(t) ≤ PMAXI + PMAXB

Pds(t) = PMAXB + PMAXI + PPd(t),
forPds(t) ≤ PMAXP + PMAXI + PMAXB

(7)

This paper does not consider the condition of Pds(t) exceeding PMAXP , which
causes the circuit breaker of the datacenter to be tripped.

In order to simplify the calculations, this paper assumes the datacenter d uses
homogeneous architecture, which means all server machines have the same hard-
ware configuration. Furthermore, this paper also assumes all requests consume
the same amount of energy, and Pj is the power requirement for performing a
request. Therefore, for a period t0 to t1

nd∑

i=0

Pdi(t) = n × Pidledi
(t) +

J

t1 − t0
× Pj (8)

Suppose the datacenter d has a constant power factor PFd. By substituting Eq.
(8) in Eq. (2), Pds(t) is written as:

Pds(t) =
Kd + n × Pidledi

(t) + J
t1−t0

× Pj

PFd
(9)

From Eq. (9), the PMAXB of a carefully designed power generation system of a
data center d is:

PMAXB =
C + n × Pidledi

PFd
(10)

The unit cost of the power generated by peak load generators CP is always the
highest among CB , CI , and CP . Peak load generators are operated under some
critical conditions. For most of time, the Pds(t) is:

Pds(t) = PMAXB + PId(t) (11)

The Cd(t) is therefore:

Cd(t) = CBPMAXB + CIPId(t) (12)

From Eq. (9), Eq. (10), and Eq. (11), the following equation is obtained:

PId(t) =
J

t1−t0
× Pj

PFd
(13)
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By substituting Eq. (13) in Eq. (12), Cd(t) is written as:

Cd(t) = CBPMAXB + CI

J
t1−t0

× Pj

PFd
(14)

A well-known mathematical model for modeling request arrival is the queuing
model. The probability of that there are exactly k arrivals of jobs is equal to:

f(k, λ) =
λke−λ

k!
(15)

where k is the number of occurrences of an event, λ is a positive real number
that equals to the expected number of arrival jobs during the given interval,
which is J

t1−t0
. However, the number of arrival requests is not controllable in

real world. From Eq. (6) and Eq. (14), the following equation represents the
energy efficiency under normal condition, which is neither critically peaking nor
completely idle.

Effd =
J

∫ t1
t0

CBPMAXB + CI

J
t1−t0

×Pj

PFd
dt

(16)

Effd =
J

(CBPMAXB + CI

J
t1−t0

×Pj

PFd
)(t1 − t0)

(17)

Let a constant C0 = CBPMAXB (t1 − t0), a constantC1 = CIPj

PFd
, the Eq. (17) is

written as:
Effd =

J

C0 + C1J
(18)

Effd =
1
C1

− C0

C1(C0 + C1J)
(19)

From Eq. (19), to maximize Effd needs to maximize J . The upper bound of
J in a period t0 to t1 is t1−t0

Lj
. Therefore, an easy way to gain a better energy

efficiency of a data center is to reduce the Lj, which is the period of time required
for finishing a request.

4 Experiment Result and Analysis

The mentioned work in section 2 for enhancing energy efficiency of datacenters
have their strength on certain aspects. However, to implement any of them either
requires taking some major changes on systems, or needs to recompile existing
code. Such modification might not be acceptable for some system operators; since
system-level and code-level modifications often accompany with uncertainties,
which lead to unexpected system failures. To avoid such risk, this paper proposes
a new approach that is to make the required computation tasks of web pages
swappable. In other words, this is to identify computation tasks of interactive
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web pages that can be performed by either the server or the client. If a server is
more energy-efficient for performing the task than its client, let the server does
the job. Otherwise, let its client does the job. This paper takes the sorting as
a starting point to examine this concept. This section identifies some possible
sorting-performing scenarios.

In considering the energy consumption scenarios of client computers, the
power-saving CPUs and the ordinary CPUs are fundamentally different. Hence,
there are two scenario groups: one is for the power-saving CPUs, and the other
is for the ordinary CPUs.

Most of the content-sortable web pages perform sorting on servers. To make
the sorting performed on a client, a sorting function is needed to be shipped
with the web page. This sorting function is often written in Javascript or other
client-side scripting languages. However, performing the sorting using an exter-
nal application often offers a better performance than the browser-embedded
scripting engine.

The workload of a server greatly affects the performance of a web server. In
the surveyed scenarios, three workload levels are considered:

– light: 1 to 10 connections
– medium: 10 to 100 connections
– heavy: 100 to 1000 connections

For the power-saving CPUs, this experiment setup chooses Intel Atom processor
N280 with 512KB Cache, 1.66 GHz, 667 MHz FSB. Intel uses clock gating to
manage the power usage of Atom. This mechanism activates the clocks in a logic
block only when they have work to do. Intel Atom N280 consumes 2.5 watts
at the peak utilization, 100 mwatts at idle state. Acer Veriton N260G, which
equips with Intel Atom N280, is used in the experiment. In the experiment, up
to 4 Acer Veriton N260G PCs are used. The power supply unit (PSU) of Acer
Veriton N260G provides up to 65 Watts. For the ordinary CPUs, Intel Pentium
4 2.4 GHz Northwood Processor with 533 MHz FSB, 512KB cache is used. 4 HP
Compaq D330 Minitower PCs that equipped with Intel Pentium 4 2.4 GHz are
chosen in this experiment. D330 uses a 240-Watt PSU. Intel Pentium 4 2.4 GHz
Northwood has a 59.8-watt thermal design power (TDP).

The server used in this experiment equips with 4 Intel Xeon 2.4 GHz pro-
cessors. Each processor in the server has a 65-watt TDP. Keep one thing in
mind, this Intel Xeon 2.4 GHz processor is considered ancient, since it was first
announced in March, 2002. The server has a CPU set of 260-watt TDP, and
is equipped with two 500-Watt PSUs. This experiment assumes the CPU TDP
is the power of a CPU at peak utilization, and PSU capacity is its maximum
power.

In order to examine the finding of Eq. 19, there are three tests with f=8.33,
4.16, and 1.67 requests/sec in this experiment. Every run of each test is ob-
served for 60 seconds. Each test uses two different web pages, sorted-by-client,
and sortedVby-server. Each test runs either page 10 times. Table 1 shows the
experiment result. From the result, there is an observable difference. This experi-
ment is conducted on a single machine server. The process time has been reduced



102 C.-J. Tang and M.-R. Dai

Table 1. Experiment Result

Sorted-by-client Sorted-by-server

Ave. Process Ave. Process Improvement

time(s) time(s) time(s) time(s)

λ = 8.33 0.026 13 0.029 14.5 10.34%

λ = 4.16 0.026 6.5 0.028 7 7.14%

λ = 1.67 0.02 2 0.025 2.5 20%

to some extent. For a datacenter that is with multiple machines and load bal-
ancing mechanism, the result implies a lessening of the difference between peak
and off-peak demands.

5 Conclusion

Cloud computing regards applications (or software) as a service. A cloud com-
puting datacenter must conduct huge amount of computations in addition to
traditional server tasks. The energy cost of cloud computing datacenters are
therefore staggering high. Recently, researchers try to resolve the energy-hunger
problem for environmental purpose, or economical purpose etc. Most of the ex-
isting proposals focus on reducing the use of energy. This paper presents a dif-
ferent approach that levels the peak and off-peak demands to improve energy
efficiency. In this paper, the definition of energy efficiency involves different types
of power generation cost, and computation time. An experiment result shows this
approach improves the utilization of the generated power. The proposed math-
ematic model suggests that consolidating computing resources altogether into a
datacenter is not always the most efficient approach.
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