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Abstract. In this paper, we propose an adaptively weighted subpattern-
based isometric projection (Aw-splsoP) algorithm for face recognition.
Unlike IsoP (isometric projection) based on a whole image pattern, the
proposed Aw-splsoP method operates on sub-patterns partitioned from
an original whole face image and separately extracts corresponding lo-
cal sub-features from them. Moreover, the adjacency graph used in the
algorithm is constructed based on path-based distance optimized neigh-
borhoods of the sub-patterns and the contribution of each sub-pattern is
adaptively computed in order to enhance the robustness to facial pose,
expression and illumination variations. Experimental results on three
bench mark face databases (ORL, YALE and PIE) show that Aw-spIsoP
can overcome the shortcomings of the existed subpattern-based methods
and achieve the promising recognition accuracy.

Keywords: face recognition, subpattern, path-based distance, isometric
projection.

1 Introduction

Face recognition has been among the most active research topics in pattern
recognition, computer vision and machine learning communities[I/2l3]. One
of the most successful and well-studied techniques are the appearance-based
methods[45l6]. Two of the most representative subspace techniques for face
recognition are principal component analysis (PCA)[4] and fisher linear discrim-
inant analysis (LDA)[5]. PCA is designed to reduce the dimension of the data
by projecting the original data onto a linear subspace spanned by the leading
eigenvectors of the data’s covariance matrix. LDA searches for a low-dimensional
subspace in which the data samples from the same class will assemble and the
data samples with different class labels will lie apart.

Recently, a few new subspace techniques including locality preserving projec-
tion (LPP)[7], isometric projetion (IsoP)[8] and non-negative matrix factoriza-
tion (NMF)[9], have attracted many researchers’ attention. LPP is a manifold
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learning based method which is effective in maintaining the locality of the face
image data sets. Unlike LPP, IsoP aims to preserve the global manifold struc-
ture of the original data set. NMF is designed to capture part-based structures
inherent in the face images space. The non-negative constraints of NMF do not
allow negative elements either in the basis vectors or weighted vectors.

Subpattern-based algorithm [T0/T1IT2] have also been proposed for face recog-
nition. In the subpattern-based algorithms, face images are firstly divided into
several small sub-images, and then the subpattern features are extracted by
applying a given dimensionality reduction algorithm to all sub-image blocks.
At last, faces are classified by comparing and combining the correspond-
ing local features. A popular subpattern based technique is subpattern PCA
(SpPCA)[13]. Besides PCA, some other techniques are also used for subpattern-
based face recognition. Zhu proposed a subpattern non-negative matrix factor-
ization (SpNMF)[14] algorithm. Wang et al. proposed an adaptively weighted
subpattern-based LPP (Aw-spLPP) algorithm[I1] and extended spLPP to a
structure-preserved local matching approach (spLMA)[12].

In this paper, we propose an adaptively weighted subpattern-based isometric
projection (Aw-splsoP) algorithm for face recognition. In the proposed algo-
rithm, the whole face images are also firstly partitioned into a set of equal-size
sub-patterns in a non-overlapping way. Then IsoP algorithm is implemented on
each of subpattern sets. Different from the traditional IsoP algorithm which uses
Euclidean distance to find the k nearest neighbors for constructing the adjacent
graph, we use path-based distance to determine the neighbors for each sample.
In succession, the contribution of each sub-pattern to recognition is adaptively
computed using path-based distance and class information. Finally, subpattern-
based features are compared and combined for face recognition. Experimental
results on the bench mark face databases show that the Aw-splsoP algorithm
achieves the promising recognition accuracy.

2 Review of Isometric Projection

Let X = [x1,X2,...,X,] € RP*" be the data matrix, dps be the geodesic dis-
tance measure on the data manifold M and d,. the standard Euclidean distance
measure in R?. Isometric Projection aims to find a embedding function f such
that Euclidean distances in R? can provide a good approximation to the geodesic
distances on M. That is,

2
[ = argmfinz (dM (xi — x;) — de(f(xi) — f(Xj))) (1)
i,j

The geodesic distances daq (4, j) between all pairs of points on the manifold M
can be estimated by computing their shortest path distances dg(i,j) on the
adjacency graph G modeling the local geometry of the data set. The graph

usually is constructed by KNN (k-nearest-neighbors) or € — ball method.
Let D be the distance matrix such that D;; is the distance between x; and x;.

Define matrix S;; = D?j and H=1-— T}leeT, where [ is the identity matrix and
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e is the vector of all ones. It can be shown that 7(D) = —HSH/2 is the inner
product matrix. Let Dy denote the Euclidean distance matrix in the reduced
subspace, and 7(Dy) be the corresponding inner product matrix. Thus, the
objective function (1) becomes minimizing the following:

I7(Da) = 7(Dy)| 22 (2)

where || - || is the L? matrix norm.

Consider a linear function Y = (y1,...,yn) € R™>*" = wT X d is the dimen-
sions of embedding subspace. Then 7(Dy) = Y1Y = XTww?T X. According to
function (2), the optimal projection is given by solving the following minimiza-
tion problem:

w* = rr;i/n |7(Dg) — XTww! X]|| (3)

To avoid degenerate solutions, an additional constrain w” X XTw = 1 should be
imposed on the above problem. With simple algebric formulation, the optimiza-
tion problem can be expressed as follows:

arg max W' X7(Dg)XTw (4)

wT X XTw=1

3 Adaptively Weighted Isometric Projection

The proposed algorithm consists of three main steps: (1) partition face images
into sub-patterns, (2) apply IsoP to local feature extraction and compute the
contribution of each subpattern (3) classify an unknown face image.

3.1 Face Image Partition

In subpattern-based face recognition methods, a face image can be partitioned
into a set of equally or unequally sized sub-images. Without loss of general-
ity, equally sized partition is adopted in our approach as in many other ap-
proaches(such as Aw-spPCA, Aw-spLPP, spNMF and spLMA)[TIT2/T3/14].

Let X = [x1, X2, ..., X, ] denote n face images belonging to n, persons, and the
size of each image is H; x Hy. We first partition each face image into C' equally
sized sub-images in a non-overlapping way, and further concatenate them into
corresponding column vectors with dimensionality of Hy x Hy/C. Afterwards,
the sub-pattern vectors at the same position of all face images are collected to
form a specific subpattern set. Therefore, we can get C' separate subpattern sets
totally. The procedure of image partition is illustrated in Figure 1.

3.2 Subpattern-Based IsoP and Contributions Computation

A.Subpattern-based IsoP. In the traditional IsoP algorithm, Euclidean dis-
tance is used to find the k nearest neighbors of each sample. In this paper, we will
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Fig. 1. The construction of sub-image sets|[I3]

use path-based distance[I5/T16] to build the neighborhood graph for Aw-splsoP.
We briefly introduce the definition of path-based distance as follows.

Let G = (V,V x V) be the complete Euclidean graph of all data points. And
P;; denote the set of all paths from vertex i to vertex j through the graph. The
path-based distance dp(v;,v;) can be defined as follows:

dp(vi vj) = min { max de(vn, vni1)} (5)

Then for each subpattern set S,,(m = 1,2,---,C), its low-dimensional
features can be extracted by IsoP with path-based distance. Let Z,, =
[Zm1, Zm2, ** * , Zmn) denote n column vectors in Sy,. According to the description
in Section 2, the projection matrix W, of S,, can be composed of the eigen-
vectors corresponding to its largest d eigenvalues of the following generalized
eigenvalue problems:

ZmT(Dmg)Zg;ij = )\ZmZZ;ij (6)

where j = 1,2,---,d. Wy, = [Win1, W2, -+, Wma]?. Then the low-dimensional
embedding of z,,; can be achieved as y,,1 = Wz;zml.

Contributions computation. In our method, the contribution of each sub-
pattern to recognition is computed through the label information of one sub-
pattern and its k nearest neighbors chosen by path-based distance.

Suppose z,,; is the mth subpattern of the ith image x;. Then the weight of
the mth sub-pattern can be obtained as

Z ea:p o (Zimiy Zmj ) /T) )

> exp(dp(Zmis Zmi) /1)
where j,l € N(2mi), N(zm;) is the neighborhood of z,;. ¢ is a positive pa-
rameter (in the following experiments, ¢ is empirically set as the mean of the all

pairwise distance of the data points). x;, x; should be the face images of same
person. Obviously, we have 0 < F,,, < 1.
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3.3 Face Recognition

For the sake of classifying an unknown face image, the unknown face image x*
should be firstly divided into C sub-images in the same way previously applied
to the training images. Then, each unknown subpattern’s features are extracted
by using the corresponding projection matrix W;(¢ = 1,2,---,C). The class
label of each sub-pattern is determined by a nearest neighbor classifier using
Euclidean distance. Since one classification result for the unknown sample is
generated independently in each subpattern, there will be total C' results from
C' sub-patterns. To combine C classification results from all sub-patterns of this
face image, a weighted voting method is used. Let the probability of the unknown
image x* belonging to the cth class be

C
pe=Y_ Eigf (8)
i=1

where
c 1, if the ith sub-pattern belongs to cthclass;

&= {O, otherwise. ()

The final classification result is

L(x") = arg max(pc) (10)

4 Experiments

In this section, the performance of the proposed algorithm (Aw-splsoP) will be
explored systematically on three standard face databases(ORL, YALE and PIE).
The information of each data set is briefly introduced as follows.

ORI[] database contains 10 different images of each of 40 distinct subjects.
For some subjects, the images were taken at diffrent times, varying the lighting,
facial expressions. YALH? database contains 165 grayscale images of 15 indi-
viduals. There are 11 images per subject, one per different facial expression or
configuration. The CMU PIF face database contains 68 subjects with 41,368
face images as a whole. The face images were captured by 13 synchronized cam-
eras and 21 flashes, under varying pose, illumination, and expression. We only
use a subset containing 5 near frontal poses (C05, C07, C09, C27, C29) and all
the images under different illuminations and expressions. In our experiments, all
the face images are resized to 64 x 64. The sample images of these three data
sets are shown in Figure 3.

Recognition accuracy is used to evaluate the algorithm’s performance. For
comparisons, the seven different algorithms that we evaluated are Aw-SpPCA,

! http://www.uk.research.att.com/facedatabase.html
2 http://cve.yale.edu/projects/yalefaces/yalefaces.html
3 http://www.ri.cmu.edu/projects/project 418.html
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Fig. 2. The sample images of different face datasets. The images in the first, second
and third rows are sample images of ORL database, YALE database and CMU PIE
database respectively.

Aw-spLPP( the kernel width is empirically set as the mean of all pairwise dis-
tance of the data points), spNMF, IsoP, PCA, supervised LPP (SLPP, namely
the affinity graph is constructed using label information of the training samples)
and NMF. We first randomly select a certain number of face images from each
person for each data set. Those selected images will be used as training samples
and the remaining images will be used for testing. To control the balance of
computation cost and recognition accuracy, the size of sub-image is set to 16 x 8
for subpattern-based algorithms. The experiments are conducted over 10 times
independent runs.

A. Ezperimental results using ORL dataset. The recognition results on ORL
dataset versus subspace dimensions are shown in Figure 4. Figure 4(a) and 4(b)
show the performance of different algorithms with 4 and 5 training samples
respectively. In these experiments, the neighbor parameters in Aw-splsop, IsoP
and Aw-spLPP are set as 4.

Fig. 3. Performance comparisons of different algorithms on ORL database

B. Experimental results using YALE dataset. The recognition results on YALE
dataset versus subspace dimensions are shown in Figure 5. Figure 5(a) and 5(b)
show the performance of different algorithms with 5 and 6 training samples
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Fig. 4. Performance comparisons of different algorithms on YALE database

respectively. The neighbor parameters in Aw-IsoP, Isop and Aw-spLPP are set
as 5.

C. Ezperimental results using PIE dataset. We randomly select 6 images for each
individual on each pose (C05, C07, C09, C27, C29) to build up a new data set
(denotes as S-PIE) used in the following experiments. Hence, there are 30 images
for each individual in S-PIE. The performance of different algorithms with 10
and 15 training samples are evaluated. The experimental results are shown in
Figure 6. The neighbor parameters in Aw-IsoP, Isop and Aw-spLPP are set
as 8.

Fig. 5. Performance comparisons of different algorithms on S-PIE database

5 Conclusion

In this paper, we propose a new subpattern-based face recognition algorithm,
called adaptively weighted subpattern-based isometric projection (Aw-splsop).
Aw-splsoP uses path-based distance to construct the adjacency graph and
computes the contribution of each subpattern adaptively with class information
and path-based distance. We perform experiments on three face image databases
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(ORL ,YALE and PIE). The experimental results indicate that our proposed
approach is effective.
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