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Preface

The IDEAL conference is an established and broad interdisciplinary forum for
experts, researchers, leading academics, practitioners and industries in fields such
as machine learning, information processing, data mining, knowledge manage-
ment, bio-informatics, neuro-informatics, bio-inspired models, agents and
distributed systems, and hybrid systems. It has enjoyed a long, vibrant and
successful history over 13 years and across ten locations in six different coun-
tries. It continues to evolve so as to embrace emerging topics and exciting trends.
The conference papers provide a good sample of these topics from methodolo-
gies, frameworks and techniques to applications and case studies. The tech-
niques include evolutionary algorithms, artificial neural networks, association
rules, probabilistic modelling, agent modelling, particle swarm optimization and
kernel methods. The applications cover regression, classification, clustering and
generic data mining, biological information processing, text processing, physical
systems control, video analysis and time series analysis. At the center of these
lie the core themes of the IDEAL conferences: data analysis and data mining
and associated learning paradigms and systems.

This volume contains the papers accepted and presented at the 12th Inter-
national Conference on Intelligent Data Engineering and Automated Learning
(IDEAL 2011) held during September 7–9, 2011 at the University of East Anglia,
in Norwich, UK. All submissions were strictly peer-reviewed by the Programme
Committee and only the papers judged to be of sufficient quality and novelty
were accepted and included in the proceedings. The authors of the papers and
attendees come from all over the world, Europe, Africa, Asia, Middle East and
New Zealand, to North and South America.

IDEAL 2011 enjoyed outstanding keynote speeches by distinguished guest
speakers: Alexander Gorban of the University of Leicester, Tom Heskes of Rad-
bound University of Nijmegen, Richard Harvey and Gavin Cawley, both of the
University of East Anglia, and Iead Rezek of Imperial College London.

We would like to thank all the people who devoted so much time and effort
to the successful running of the conference and in particular the members of
the Programme Committee and reviewers, as well as the authors of the papers
included in the proceedings of this conference. We are also grateful for the hard
work by the local organizing team and the support from the University of East
Anglia. Continued support and collaboration from Springer, especially from the
LNCS editors, Alfred Hofmann and Anna Kramer, are also appreciated.

July 2011 Hujun Yin
Wenjia Wang

Victor Rayward-Smith
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Adaptive K-Means for

Clustering Air Mass Trajectories

Alex Mace1, Roberto Sommariva2, Zoë Fleming3, and Wenjia Wang1

1 University of East Anglia, Computing Sciences, Norwich, NR4 7TJ, UK
{alex.mace,wenjia.wang}@uea.ac.uk

2 University of East Anglia, Environmental Sciences, Norwich, NR4 7TJ, UK
r.sommariva@uea.ac.uk

3 University of Leicester, Department of Chemistry, Leicester, LE1 7RH, UK
zf5@le.ac.uk

Abstract. Clustering air mass trajectories is used to identify source
regions of certain chemical species. Current clustering methods only use
the trajectory coordinates as clustering variables, and as such, are unable
to differentiate between similar shaped trajectories that have different
source regions and/or seasonal differences. This can lead to a higher
variance in the chemical composition within each cluster and loss of
information. We propose an adaptive K-means clustering algorithm that
uses both the trajectory variables and the associated chemical value. We
show, using carbon monoxide data from the Cape Verde for 2007, that
our method produces a far more informative clustering than the existing
standard method, whilst achieving a lower level of subjectivity.

1 Introduction

Air mass back trajectories describe the history of an air mass, giving the latitude,
longitude and pressure of the air mass in set intervals back in time measured from
the point of arrival. In air mass trajectory studies, the air mass back trajectories
are calculated over a period of time then ordered into groups based on their origin
and path. Chemical observations made at the arrival time for each trajectory can
be assigned to the relevant group and difference between groups can identify and
provide information on chemical source regions. The trajectories can be grouped
manually according to geographical regions crossed (Sector analysis), but this is
time consuming, requires expert domain knowledge and is very subjective so the
preference is to use more objective clustering techniques.

Clustering algorithms used for trajectory analysis include the Dorling algor-
tihm [1,2,4,6], Ward’s algorithm [5,9], and average linkage clustering [3,10]. As
the Dorling had been used more frequently than others, it was hence viewed as a
de-facto standard in practice in the field. Applications of clustering typically only
use the latitude and longitude coordinates and thus focus on grouping similar
shaped trajectories in terms of geographical regions crossed. Evaluation of the
clustering techniques used is rare but a study using air mass back trajectories
arriving at Athens did propose that the K-means algorithm was less sensitive
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to trajectory arrival height compared to hierarchical clustering algorithms and
self-organising maps [7]. K-means [8], however, requires that the number of clus-
ters, k, is known or preset in advance with an estimated value. This is very
inconvenient in practice particularly when there is little or no prior knowledge
on the number of clusters in the data. Initial calculations in this study (using
the 2007 air mass back trajectories for the Cape Verde) also suggested that the
more objective algorithms, PAM [12], TwoStep and self-organising maps (latter
two both using PASW modeller 13 default methods [11]) would not be suitable
for air mass trajectory clustering as they produced inferior clustering models
to that of the Dorling algorithm both in terms of intra-cluster similarity and
number of informative clusters. Therefore our aim was to adapt the K-means
algorithm to propose a model from a range of k.

A key issue when using just latitude and longitude as clustering variables is
that similar shaped trajectories can have widely different chemistry, for example,
if they are on the border between two different geographical regions such as
land and sea. Also such a method would not identify any seasonal differences in
chemistry that exist over a particular region. To address these issues, we propose
to use the chemistry in addition to the latitude and longitude as clustering
variables and observe whether it gives a more informative clustering.

2 Related Work

The Dorling algorithm [4], using latitude and longitude as clustering variables,
appears to be the most popular method in this field. The initial clustering uses
K-means, where k is 30+, and the total root mean square deviation (TRMSD) of
the model calculated, where the root mean square deviation between a trajectory
and its cluster centre is:

RMSD =

√√√√√ n∑
i=1

(xi − x̄i)2

n
(1)

The two clusters with the shortest Euclidean distance between their respective
centres are then merged and the percentage change in TRMSD caused by reduc-
ing k by one is calculated. This process iterates until only one cluster remains.
The number of clusters of each model and their percentage changes in TRMSD
are plotted and candidate models are those that immediately preceed a sharp
increase in TRMSD (typically 5% [2,6]) which indicates that two greatly dissim-
ilar clusters have been merged. From the candidate models the user chooses the
one that is most informative for the particular study. The quality of the clus-
tering is dependent on a good choice of initial cluster centres that adequately
cover the spread of the trajectories, which adds a subjective element. To limit
the subjectivity evenly spaced out artificial trajectories that cover the defined
region can be used as the initial cluster centres [1,6].
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3 Adaptive K-Means

We modified the classic K-means to propose an optimum cluster model from a
range of k. Each K-means model is quantitatively evaluated by the total sum
of squares (TSS) from each trajectory to its cluster centre. For each K-means
model, 100 sets of random initial cluster centres are used to increase the robust-
ness of the algorithm without greatly impacting performance, with the model
with the minimum TSS being proposed. The distance metric used is:

d(x, y) =

√√√√ n∑
i=1

(xi − yi + w(xj − yj))2 (2)

where j is the chemical species reading and w the weight that is applied to that
chemical species. Initially we generate a K-means model with a value of k greater
than the maximum number of useful clusters expected and then sequentially
reduce k by one and observe the percentage increase in TSS between the new
model and the previous model. As each cluster model is independent of cluster
models with higher value of k it is not necessary to have as high a initial k value
as the Dorling algorithm. Typically studies of this nature identify <10 useful
clusters as higher values tend to produce clusters containing too few trajectories
to be informative and so we propose an initial value of k to be 15. To determine
when to stop decreasing k we use a threshold, α, at which point the percentage
increase in TSS on decreasing k would indicate an unacceptable loss in clustering
quality. Whereas sharp increases are observed at 5% when using TRMSD, we
did not observe sharp increases until 10% when using TSS. Therefore we propose
a 10% increase in TSS as the α threshold.

3.1 Calculating the Weight

To determine the most appropriate weight for the chemical we generate an in-
creasing range of weights starting at zero (the chemistry has no influence on
the clustering). Starting at zero, we used the adaptive K-means algorithm to
propose a model for each weight and then observed the percentage change in
TSS caused by increasing the weight. Sharp increases in TSS are observed when
increasing the weight either due to the number of proposed clusters decreasing
or a large reassortment in cluster contents and therefore candidates for the ‘op-
timum’ weight are those that immediately precede these sharp increases. The
threshold percentage increase in TSS for a sharp increase is defined as β and
using Cape Verde data, we propose a value of 5%. From the these candidates
the most informative one is that maximises the chemical contribution without
overpowering the trajectory coordinates and producing regionless clusters. To
compare the regionality of the weighted models we use trajTSS, which is the
percentage increase in TSS using only the trajectory variables when going from
the zero weighted model to the weighted model. We define the trajTSS at which
point the contributions from the chemistry and trajectories are best balanced
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as γ and therefore from candidate weighted models we propose the model that
is closest to this value. From applying the algorithms to Cape Verde data, we
propose that good balance is achieved when γ is 50% Therefore, the algorithm
is given in full as follows:

1. Choose an initial value for k, α, β and γ.
2. Create an increasing range of weights, w to be applied to the chemistry,

initially weighting the chemical value by zero.
3. Perform the K-means algorithm, using k clusters, and Euclidean distance,

randomly choosing the set of data used as the initial cluster centers.
4. Calculate the TSS of the K-means model.
5. Repeat Steps 3-4 for a further 99 random sets of cluster centres, and store

the K-means model that has the lowest TSS as the cluster model for that
value of k.

6. Reduce k by one and repeat Steps 3-5. Calculate the percentage change when
going from the the k + 1 model to the k model.

7. Repeat Step 6 until the percentage change in TSS is > α. The proposed
‘optimal’ clustering is therefore the k + 1 model.

8. Repeat Steps 3 to 7 for each of the chemical weights. If the percentage change
in TSS in going from the wi model to the wi+1 model is > β, store the wi

model as a candidate.
9. If all candidate models trajTSS are < γ then repeat Steps 3-7 using a wider

range of weights.
10. Having identified the weight region at which the trajTSS is closest to γ,

consider repeating Steps 3 to 7 using a narrower range of weights focused on
this region.

11. The proposed model is the candidate that has a trajTSS closest to γ.

4 Results

To demonstrate the effectiveness of our algorithm we compared it to the Dorling
algorithm using five day back trajectories, calculated every six hours, arriving at
Cape Verde for 2007. We used carbon monoxide (CO) as the chemical species as
it had a good data quality for 2007 and has strong anthropogenic sources. Each
trajectory was assigned the mean of the CO data for the six preceeding hours and
trajectories without a valid CO reading were discarded. Post cleaning, the data
set contained 1124 trajectories each with an associated CO concentration. For the
Dorling algorithm we used a RMSD threshold of 5% and 30 seed trajectories of
50o in length, evenly spaced from 35o clockwise of the equator going anticlockwise
to 165o anticlockwise of the equator. The Dorling model proposed eight clusters
(Fig. 1). For the Adaptive K-means algorithm we set the parameters as follows;
k = 15, α = 10%, β = 5%, γ = 50%. The range of weights used for CO was 0 to 3
by 0.1. The algorithm took an acceptable 10 minutes to complete and weighted
CO by 2.3 and proposed seven clusters (Fig. 2).

The Dorling model achieves good separation of trajectories based on their
shape and length. One can make the general observations that the lowest CO
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Table 1. P-values for the Multiple Comparison tests of the cluster CO composition
for the Dorling model (below the diagonal) and the Adaptive K-means model (above
the diagonal). Values above 0.05 are deemed to be insignificant and are in bold font

Cluster a b c d e f g

a - 0.00 0.00 0.00 0.00 0.00 0.00
b 0.00 - 0.00 0.00 0.00 0.00 0.01
c 0.00 0.01 - 0.00 0.00 0.00 0.00
d 0.00 1.00 0.02 - 0.00 1.00 0.00
e 0.00 0.00 0.00 0.02 - 0.00 0.00
f 0.00 0.00 0.00 0.08 1.00 - 0.00
g 0.00 0.00 0.00 0.00 0.00 0.00 -
h 0.00 0.00 0.31 0.00 0.00 0.00 1.00
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Fig. 1. The eight clusters from the Dorling model and their mean concentration of CO
(ppbV) and standard deviation

concentrations are associated with slow local trajectories (Fig. 1a) and the
highest associated with fast trajectories from North America (Fig. 1e and 1f). In
terms of chemical composition the clustering is not greatly informative as only
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cluster (1a) has a significantly different chemical compostion from all other clus-
ters (Table 1). This is likely due to the high standard deviation of CO readings
relative to the cluster means, caused by clusters containing trajectories with a
similar shape but different source regions or seasonality. This is particularly ap-
parent in clusters (1c) and (1h) which appear to contain trajectories with source
regions in the Atlantic and Europe, and cluster (1d) with trajectories with source
regions in North America and those with an Atlantic influence only. Also cluster
(1f) is not informative by itself as it contains very few trajectories relative to
the other clusters and is highly similar to cluster (1e) both in source region and
chemical composition.
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Fig. 2. The seven clusters from the Adaptive K-means model and their mean concen-
tration of CO (ppbV) and standard deviation

The adaptive K-means model produces a markedly more informative model
with regards to the chemical information (Fig. 2). Compared to the Dorling
model the standard deviation of CO within each cluster is lower suggesting a
less variation in soruce regions witihin a cluster. Only the CO composition of
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clusters (2d) and (2f) are not significantly different (Table 1). Clusters (2a, d
and e) are similar to their Dorling model counterparts, clusters (1g, b, a) re-
spectively), albeit with a lower standard deviation. The trajectories that travel
near the European/African coastline, but are only influenced by the Atlantic and
hence low levels of CO, are separated into their own cluster and therefore do not
bias the trajectories with a similar shape from Europe. All fast trajectories with
a source region in North America are grouped into a single cluster (2b). The Eu-
ropean trajectories are separated into clusters (2f) and (2g), which although the
trajectory shapes are similar, have significantly different chemical compositions.
Cluster (2g), however, contains mainly spring trajectories whereas cluster (2f)
are mainly summer trajectories and therefore the adaptive K-means method is
able to identify seasonal effects. The trends we observe from this model are that
the trajectories with the highest amount of associated CO are infact from Eu-
rope during the spring closely followed by fast trajectories from North America,
and that the lowest trajectories are those with a Atlantic only influences.

5 Conclusion

We have developed and used an algorithm for use in trajectory clustering. This
algorithm adapts the K-means algorithm and differs from previous algorithms
in this field in that it also takes into account the chemistry associated with the
trajectory and also contains less subjectivity. Using real data from Cape Verde
we show that the algorithm is capable of separating trajectories with similar
shapes but differing source regions into separate clusters and also able to identify
seasonal effects in chemical emissions.
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Abstract. Latent Dirichlet Allocation (LDA) is a probabilistic frame-
work by which we may assume each word carries probability distribution
to each topic and a topic carries a distribution to each document. By
putting all the documents together into one collection by each author, it
is possible to identify authors. Here we show that author identification
is fully reliable within a framework of LDA independent of documents
domains by learning incomplete and massive documents.

Keywords: Text Mining, Author Topic Mode, Author Identification,
Domain Independence.

1 Background

Recently there have been put much attention on author-identification using ex-
tracting several features of authors. Usually some features could be examined to
identify authors. Among others, we may distinguish content words from function
words where the former carries general (own) semantics such as nouns, verbs,
adjectives and adverbs and the latter plays auxiliary and grammatical roles such
as pronouns, prepositions and conjunctions as well as postpositional particles.
As for function words, we may think about average size of words or sentences,
comma and punctuation marks and n-gram words. The approach is called stylo-
metric [4,?]. On the other hand, it is well-known that content word distribution
is not really useful for author identification[5].

A latent topic model allows us to identify an author. More specifically we
estimate word distribution over topics using Latent Dirichlet Allocation (LDA)
technique[1]. In this model, a document can be considered as random mixture
of several topics, and every topic can be described as probability distribution
over words. LDA provides us to examine the mixture over topics and each topic
is described over word probability distribution, but the mixture (of topics) is
dynamic in a sense of hyper probability, not depending on training data but on
Dirichlet probability model. In fact, we estimate the model from prior proba-
bility distribution of words in training data by means of Gibbs sampling. Each
document is described by means of random mixture over topics which means a
topic corresponds to latent semantic unit described by a collection of words1.
1 In other words, a topic doesn’t mean an explicit subject but a kind of cluster putting

together by some probabilistic measure.
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In an author topic model, we assume topic distributions over authors[6], in-
stead of documents, where each author is associated with a multi-nomial distri-
bution over topics and each topic with a multinomial distribution over words.
Interesting is that a document by multiple authors can be modeled as a distribu-
tion over topics that is random mixture of the distributions associated with the
authors. This model assumes that every document reflects author characteristics
on topic distribution. By comparing topic distribution of authors with ones of
training documents, we expect author identification. In this investigation, we
examine two probability distributions directly by χ2 values or KL divergence.

One of the issues of LDA is that there have been proposed several author
identifications but they depend on specific aspects of implicit but subject cat-
egories. On the other hand, it is widely believed that a latent topic model is
independent of categories, and so is true for an author topic model.

In this investigation we examine whether an author topic model is valid or
not for several subject categories such (novels and news papers in this work).
In a case of editorial columns, we expect that these columns discuss about same
subjects and we can identify the authorship.

This work is organized as follows. We introduce a latent topic model and an
author topic model in section 2 as well as LDA. In section 4 we discuss how to
identify authorship based on the model.

2 Latent Dirichlet Allocation

2.1 A Topic Model

A latent topic model is an assumption that each document can be described as
random mixture over topics and each topic as word distribution, while a docu-
ment model is a probabilistic assumption that each document follows a mixed
multi-nominal distribution over words.

A topic model is known as a probabilistic vehicle to extract latent semantics
from documents. A probabilistic Latent Semantic Indexing (pLSI) is also random
mixture over topics and each topic is described over word distribution, but the
mixture (i.e., topics distribution) is determined in advance according to training
data[3]. LDA [1] is dynamic in a sense that topic mixture is determined according
to Dirichlet probability distribution, not depending on training data. In fact, we
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Fig. 1. Graphical Models for LDA and Author-Topic Model
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estimate the model from prior distribution of topics in training data by means
of Gibbs sampling so that we estimate the topic probability distribution.

In part (a) of a figure 1, let us illustrate our situation by hierarchical Bayesian
model, called a graphical model using plate notation, which contains a latent
variable z. A word ”latent” means it is hard to observe these values explicitly
and we like to estimate probability distributions over topics z given observed
words w with an assumption of Dirichlet prior distribution of topics.

Dirichlet prior distribution p(φ) over topics is described by a hyper parameter
β and Dirichlet prior distribution p(θd) over topics with respect to documents
d is described by another hyper parameter α. Then we can show multi-nominal
distribution p(w|z, φz) of words w over each topic z represented by φz with
total N words. Also, given a number of topics by T , we may describe multi-
nominal distribution p(z|θd) of topics z in a document d represented by θd with
D documents, d = 1, .., D. Estimation of φ and θ means that we need information
about latent topics in corpus and the weights of the topics in each document.

In this framework words are generated based on LDA as follows. Given a
topic t according to p(φt) drawn from φ(β) and a document d according to p(θd)
from θ(α), we generate a topic zi from a multi-nominal probability distribution
p(z|θd) in a document d at a position i (in a document d) and a word wi from
a distribution p(w|z, φz).

2.2 An Author Topic Model

By using a topic model, no explicit author information is provided because an
author write several documents with a variety of latent topics within each doc-
ument. In an author topic model similar to a latent topic model, we introduce
a new variable x to capture authors as shown in part (b) of a figure 1. An au-
thor x drawn from ad uniformly produces a document d, a topic z is selected in
a probabilistic manner according to topic distribution of documents as a topic
model, and finally words are generated from the chosen topics. Here we assume
each document (with respect to an author) is associated with topic distribution
drawn from Dirichlet probability distribution. The mixture weights (with respect
to the author) give a latent topic z, which in turn gives a word w with multi-
nominal probability distribution where the word is associated with the topic z
drawn from the Dirichlet distribution p(φ) over topics.

The author-topic model differs only from a notion of authors: each author
is assumed to have topic distribution while we assume every document carries
topic distribution in a topic model. Since every author is chosen uniformly, a
topic model can be seen as a author topic model with single author. To obtain
an author topic model, we consider all the documents written by an author a as
a single document da and estimate latent topic distribution z over all the da.

2.3 Obtaining Author Topic model

To estimate topic distribution θ associated with both authors, and word distri-
bution φ associated with authors, there have been several techniques proposed
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such as EM algorithms and variational Bayesian approach. Among other, Gibbs
sampling works well very often. Here we discuss how to estimate distributions
by Gibbs sampling[2]. Gibbs sampling allows us to obtain posterior probability
distribution over topics by which we obtain θ and φ. An assumption of Markov
chain between state change produces a topic j drawn z from distribution on
other topics defined as follows:

P (zi = j, xi = k|wi = m, z−i,x−i,w−i,ad) ∝
CWT

mj + β∑
m CWT

mj + V β

CDT
dj + α∑

j CDT
dj + Tα

Here ”zi = j, xi = k” means the assignment of i-th word to a topic j and of i-th
word to an author k, wi = m means i-th word is m, z−i,x−1 and w−i means all
topic/author/word assignment except i. Also CAT

kj means the number of times
an author k is assigned to a topic j, CWT

mj means the number of times a word m
is assigned to a topic j and V, T the numbers of words and topics respectively.

The formula describes the conditional probability by marginalizing φ (the
probability of words given an author) and θ (the probability of topics given an
author). Finally the random variables φ and θ can be estimated as follows:

φmj =
CWT

mj + β∑
m CWT

mj + V β
, θdj =

CAT
dj + α∑

j CAT
dj + Tα

Given initial values of the probabilities, we repeat the transition drawing z from
this distribution for many times, called iteration. We get to convergence, the
final state shows latent topic distribution θ and latent word distribution φ.

3 Identifying Authors

Given a collection of documents (assumed by single author), let us describe how
to identify the author using an author topic model. We assume a collection of
authors d1, .., dD where each author di is considered as all the union of documents
written by di. First, we estimate an author-topic model for {d1, .., dD} and we
get word distribution φ for topics and topic distribution θ for authors. Given a
test author d and the documents V = {v1, .., vd} by d, we get word distribution
for topics and topic distribution θ for V . We like to identify who is d. Here we
assume every author di or d can be characterised by means of topic distribution,
and examine similarity between the distributions of a test author d and the
known authors d1, .., dD.

To compare two authors with each other, we examine two kinds of word
distributions by using KL divergence or X2 value. Given two distributions θx

and θd, KL divergence KL(θx//θd) and X2 value is defined as follows:

KL(θx//θd) =
∑

i

θxilog
θxi

θdi
, X2 =

∑
i

(θdi − θxi)2

θxi
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When two distributions become similar, we get smaller values of KL diver-
gence and X2 values, and we estimate the authorship as the smallest ones.

Let us note that another approach utilized symmetric KL divergence[6] since
KL divergence is not symmetric. It is enough to examine KL divergence values
only through a test author x since we like to identify d.

4 Experiments

4.1 Preliminaries

In this section we examine identification of authors to see how well an author
topic model works and to what extent the models work independently of subject
categories.

To do that, we examine 2 kinds of test corpus, novels and editorial columns.
As the first corpus we give 3 Japanese authors, ”S.Natsume”, ”O.Mori” and
”T.Shimazaki” and their 10 novels each as shown in a table 1. We like to identify
one of the 3 authors. To each novel, we give all the sentences in chapters 1 and
2 as training data and the others as a test data. As the second corpus, we give
several collections of editorial columns from news articles ”Asahi”, ”Mainichi”
and ”Yomiuri” in Japanese as shown in a table 2. And we do same works with
these different set of training data and parameters. We give all the columns of
9 months as training data, and the others as test data in a table 2. We have
applied morphological analysis in advance to all of the corpus and extracted
nouns, verbs, adjectives and adverbs. Also we have removed all the infrequent
words (which appeared only once).

Here we examine 2 kinds of examinations. Firstly, by using each collection
of the corpus as training data and Dirichlet hyper-parameters α, β, we like
to examine how well an author topic model works. To do that, we estimate
topic/word distributions θ and φ and examine whether we can identify author-
ship correctly or not in each of ”Novel” and ”Editorial Column” domains. Finally
we examine ”mixture” cases. That is, we give all of ”Asahi”, ”Mainichi”, ”Yomi-
uri”,”S.Natsume”, ”O.Mori” and ”T.Shimazaki” as training data, and examine
whether it is possible to identify authorship or not, and, to what extent we
can expect the correctness. This examination differs from the above cases since
authorship doesn’t depend on specific categories.

In the following, we have examined all the experiments 10 times and and take
the average values. As for Dirichlet hyper parameters we give α = 0.01 and

Table 1. Japanese Novels

Author Tittle
Souseki Natsume Botchan, Garasudo no uchi, Mon,

Kokoro, Kusamakura, Koujin, Michikusa,
Higansugimade, Nowaki, Sanshiro

Ogai Mori Kanoyouni, Gyogenki, Gan, Saigo no ikku,
Saikikoui, Shinju, Futari no tomo,

Takasebune, Kanzanjittoku, Yasuihujin
Toson Shimazaki Arashi, Fune, Syokudo, Ganseki no aida,

Chikumagawa no suketti, Shishu, Bunpai,
Warazouri, Ie(first volume), Kyushujin

Table 2. The numbers of Editorial
Column

Mainichi Asahi Yomiuri
Learning data 515 507 513

Test data 177 171 175
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Table 3. Novel Results

Natsume Mori Shimazaki Novels
(KL)
Recall 100 94 97 97

Precision 92 100 100 97
F-value 96 97 98 97

(X2)
Recall 75 100 97 91

Precision 100 79 100 93
F-value 85 88 98 92

Table 4. Editorial Columns Results

Mainichi Asahi Yomiuri Columns
(KL)

57 89 66 71
Precision 67 71 75 71
F-value 61 79 69 71

(X2)
Recall 65 63 42 57

Precision 48 64 71 61
F-value 55 62 51 59

Table 5. Top 10 topics in Novels

Natsume Mori Shimazaki
Topic Probability Topic Probability Topic Probability

17 0.1015 34 0.1526 78 0.0931
30 0.0607 28 0.1036 84 0.0905
84 0.0502 45 0.0925 34 0.0864
95 0.0497 76 0.0705 61 0.0741
91 0.0492 7 0.0541 60 0.0608
54 0.0487 84 0.0541 53 0.0592
26 0.0454 17 0.0538 14 0.0588
41 0.0434 1 0.0417 62 0.0498
76 0.0336 55 0.0393 19 0.0353
31 0.0279 96 0.0364 5 0.0330

Table 6. Top 10 topics in Editorial
Columns

Mainichi Asahi Yomiuri
Topic Probability Topic Probability Topic Probability

76 0.0692 29 0.0727 76 0.0724
75 0.0522 27 0.0643 54 0.0594
13 0.0465 13 0.0483 75 0.0520
40 0.0437 70 0.0427 26 0.0451
27 0.0428 53 0.0410 70 0.0382
70 0.0420 36 0.0384 72 0.0375
64 0.0415 76 0.0363 5 0.0340
72 0.0352 46 0.0342 40 0.0338
10 0.0334 47 0.0331 7 0.0331
53 0.0290 14 0.0306 53 0.0321

β = 0.01. In LDA processing we give T = 100 and T = 80 in novels and news
respectively with 500 iteration during Gibbs sampling.

To evaluate our experiments, we examine F-values for author identification. F-
value is defined by means of precision Pi and recall Ri. Note that, for a category
i, ai means the number of positive answers to positive items, ci the number
of negative answers to positive items and bi the number of positive answers to
negative items. F-value is defined as a harmonic mean:

Ri =
ai

ai + ci
, Pi =

ai

ai + bi
, Fi =

2 × Pi × Ri

Pi + Ri
, F = AverageiFi

4.2 Experimental Results

First of all, in tables 3 and 4, we show the results of author identification of the
novel authors and As shown in the tables, we get 97% and 71% of F-values for
novel and columns respectively by means of KL divergence. Also we get 92%
and 59% by X2 values. Let us note that in the editorial columns there is high
variation values among both KL divergence and X2 values.

We show the topics with top 10 probabilities by each author. Since we build
the model based on documents by 3 authors, all the topic number have been
shared. Note there is only one common topic ”84” among 3 authors but there
exist 7, 7 and 9 infrequent topics among 3 authors where an ”infrequent” topic
appears only once in a table 5. Also we show the topics with top 10 probabilities
by each newspaper in a table 6. But in this case, there are 3 common topics
(”76”, ”70”, ”53”) and there are 2, 5 and 4 infrequent topics in newspapers
respectively. Finally we examine author identification based on massive training
data. We learn using a collection of training data of different kinds of subjects,
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Table 7. Mixture Results

Natsume Mori Shimazaki Novels Mainichi Asahi Yomiuri Columns
(KL)
Recall 100 93 92 95 51 81 69 67

Precision 87 100 100 96 62 74 65 67
F-value 93 96 96 95 56 77 66 67

(X2)
Recall 88 100 92 93 41 61 50 50

Precision 92 48 100 80 48 55 54 53
F-value 89 63 96 86 43 57 51 51

Table 8. Cross Comparison among 6 authors

Natsume Mori Shimazaki Mainichi Asahi Yomiuri
(KL)

Natsume 0 3.256 3.927 13.018 11.373 13.606
Mori 5.274 0 4.653 13.442 12.591 13.688

Shimazaki 5.879 4.838 0 14.096 12.996 13.019
Mainichi 10.133 10.471 11.374 0 0.620 0.954
Asahi 10.615 10.209 11.282 0.467 0 3.173

Yomiuri 9.804 10.599 11.547 0.338 0.654 0

(X2)
Natsume 0 73341 56024 86067 101628 75854

Mori 6774 0 23866 54325 46076 67472
Shimazaki 17809 41944 0 137839 118245 171731
Mainichi 851838 1231037 1886942 0 141 6
Asahi 834555 1252465 1636291 16485 0 18

Yomiuri 1081328 1279498 860258 27994 322294 0

3 novel authors and 3 newspapers. Then we like to identify a test author among
6 authors. In a table 7 we show all the results of author identification.

We get 95% and 67% of F-values in Novels and Columns respectively using
KL divergence, and 86% and 51% using X2 values.

Here is the cross comparison among 6 authors in a table 8. As the readers see,
there exist sharp distinction among novel authors, between novel authors and
newspapers, but not among newspapers. A table 9 contains the top 10 topics
in this model. There exist no common topic among all the authors nor between
novels and columns. There is one common topic ”12” among novels, but 5 topics
(”37”, ”40”, ”66”, ”75”, ”79”) among news papers.

4.3 Discussion

As for author identification, we got excellent results to novel authors (97% of
F-value by KL divergence). In tables 5, we can detect few common topics, topic
84 in our experience. We show the content of topic 84 in a table 10 but no specific
subject is found here and it seems to appear accidentally.

Table 9. Top 10 topics in Mixture

Natsume Mori Shimazaki Mainichi Asahi Yomiuri
Topic Probability Topic Probability Topic Probability Topic Probability Topic Probability Topic Probability

32 0.1395 62 0.1300 87 0.2096 37 0.1398 43 0.0936 37 0.1873
24 0.0982 32 0.1158 9 0.1117 36 0.0958 92 0.0918 46 0.0827
34 0.0792 70 0.1096 52 0.0972 17 0.0705 37 0.0849 40 0.0765
9 0.0668 49 0.0925 67 0.0792 40 0.0675 75 0.0576 36 0.0652
4 0.0569 12 0.0711 98 0.0637 75 0.0559 40 0.0522 26 0.0584
91 0.0523 65 0.0625 12 0.0543 79 0.0481 66 0.0515 99 0.0450
96 0.0521 4 0.0543 27 0.0515 26 0.0416 79 0.0514 66 0.0429
31 0.0514 45 0.0529 100 0.0454 46 0.0412 17 0.0483 79 0.0402
100 0.0426 24 0.0464 25 0.0442 66 0.0401 36 0.0458 75 0.0331
12 0.0402 31 0.0306 71 0.0407 97 0.0297 15 0.0329 84 0.0287
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Table 10. Topic 84 (Novel)

Word Probability
you (in order to) 0.1126

iru (doing) 0.1085
toki (when) 0.0398
mono (some) 0.0371
nai (none) 0.0361
sou (so) 0.0338

omou (guess) 0.0332
gakko (school) 0.0227
kureru (give) 0.0211
ichi (one) 0.0179

KL divergence comes from amount of information (or entropy) and X2 from
amount of errors. Although we got difference F-values by KL divergence and
X2, we see an identical author of the best F-value in both novels and columns.

The topic distribution shows clear distinction as shown in a table 8. Also we
got no common topics between novels and columns so that we can separate the
two domains correctly. This result means that we can detect several ”topics”
reflecting word distribution specific to ”authors” even if the authors come from
different domains, and the model allows us to distinguish authors from others.

5 Conclusion

Here in this work, we have shown the domain independence of authorship iden-
tification within a framework of LDA. That is, we have shown empirically that
an author topic model is independent of domain categories since topics capture
latent dintinguishable properties among authors.

Through our experiment, we can say that an author topic model works very
well, because (1) the approach allows us to detect several ”topics” which reflect
word distribution specific to each ”author”, (2) topics depend on subject cate-
gories though documents don’t generally, and (3) the model works well by means
of the mixture of these topics.
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Abstract. Much attention has been given in machine learning field to the study 
of numerous resampling techniques during the last fifteen years. In the paper 
the investigation of m-out-of-n bagging with and without replacement and 
repeated cross-validation using genetic fuzzy systems is presented. All 
experiments were conducted with real-world data derived from a cadastral 
system and registry of real estate transactions. The bagging ensembles created 
using genetic fuzzy systems revealed prediction accuracy not worse than the 
experts’ method employed in reality. It confirms that automated valuation 
models can be successfully utilized to support appraisers’ work. 

Keywords: genetic fuzzy systems, bagging, subagging, cross-validation.  

1   Introduction 

Resampling techniques and ensemble models have been focusing the attention of 
many researchers for last fifteen years. Bagging, which stands for bootstrap 
aggregating, devised by Breiman [4] belongs to the most intuitive and simplest 
ensemble algorithms providing a good performance. Diversity of learners is obtained 
by using bootstrapped replicas of the training data. That is, different training data 
subsets are randomly drawn with replacement from the original base dataset. So 
obtained training data subsets, called also bags, are used then to train different 
classification or regression models. Finally, individual learners are combined through 
algebraic expressions. The classic form of bagging is the n-out-of-n with replacement 
bootstrap where the number of samples in each bag equals to the cardinality of a base 
dataset and as a test set the whole original dataset is used. Much effort has been made 
to achieve better computational effectiveness by introducing subsampling techniques 
which consisted in drawing from an original dataset smaller numbers of samples, with 
or without replacement. The m-out-of-n without replacement bagging, where at each 
step m observations less than n are distinctly chosen at random within the base 
dataset, belongs to such variants. This alternative aggregation scheme was called by 
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Bühlmann and Yu [5] subagging for subsample aggregating. In the literature the 
resampling methods of the same nature as subagging are also named Monte Carlo 
cross-validation [24] or repeated holdout [3]. In turn, subagging with replacement was 
called moon-bagging, standing for m-out-of-n bootstrap aggregating [2]. 

The above mentioned resampling techniques are still under active theoretical and 
experimental investigation [2], [3], [5], [6], [11], [12], [24]. Theoretical analyses and 
experimental results to date proved benefits of bagging especially in terms of stability 
improvement and variance reduction of learners for both classification and regression 
problems. Bagging techniques both with and without replacement may provide 
improvements in prediction accuracy in a range of settings. Moreover, n-out-of-n with 
replacement bootstrap and n/2-out-of-n without replacement sampling, i.e. half-
sampling, may give fairly similar results. Majority of the experiments were conducted 
employing statistical models, decision trees, and neural networks which are less 
computationally intensive than genetic fuzzy systems reported in the paper. 

The size of bootstrapped replicas in bagging usually is equal to the number of 
instances in an original dataset and the base dataset is commonly used as a test set for 
each generated component model. However, it is claimed it leads to an optimistic 
overestimation of the prediction error. So, as test error out-of-bag samples are applied, 
i.e. those included in the base dataset but not drawn to respective bags. These, in turn 
may cause a pessimistic underestimation of the prediction error. In consequence, the 
.632 and .632+ corrections of the out-of-bag prediction error were proposed [3], [10]. 

The main focus of soft computing techniques to assist with real estate appraisals 
has been directed towards neural networks [17], [22], less researchers have been 
involved in the application of fuzzy systems [1], [13]. So far, we have investigated 
several methods to construct regression models to assist with real estate appraisal: 
evolutionary fuzzy systems, neural networks, decision trees, and statistical algorithms 
using MATLAB, KEEL, RapidMiner, and WEKA data mining systems [15], [18], 
[20]. We have studied also ensemble models created with these computational 
intelligence techniques [16], [19], [21] employing classic bagging approach.  

In this paper we make one step forward, we compare m-out-of-n bagging with and 
without replacement with different sizes of samples with a property valuating method 
employed by professional appraisers in reality and the standard 10-fold cross-
validation. We apply genetic fuzzy systems to real-world regression problem of 
predicting the prices of residential premises based on historical data of sales/purchase 
transactions obtained from a cadastral system. As it is often necessary to understand 
the behaviour of the property valuation models, we chose genetic fuzzy system as 
base learners because of its high interpretability compared to neural networks or 
support vector machines. The investigation was conducted with our newly developed 
system in Matlab to test multiple models using different resampling methods. 

2   Methods Used and Experimental Setup 

The investigation was conducted with our new experimental system implemented in 
Matlab environment using Fuzzy Logic, Global Optimization, Neural Network, and 
Statistics toolboxes [9], [14]. The system was designed to carry out research into 
machine learning algorithms using various resampling methods and constructing and 
evaluating ensemble models for regression problems.  
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Real-world dataset used in experiments was drawn from an unrefined dataset 
containing above 50 000 records referring to residential premises transactions 
accomplished in one Polish big city with the population of 640 000 within 11 years 
from 1998 to 2008. The final dataset counted the 5213 samples for which the experts 
could estimate the value using their pairwise comparison method. Due to the fact that 
the prices of premises change substantially in the course of time, the whole 11-year 
dataset cannot be used to create data-driven models, therefore it was split into 20 half-
year subsets. The sizes of half-year data subsets are given in Table 1. 

Table 1. Number of instances in half-year datasets 

1998-2 1999-1 1999-2 2000-1 2000-2 2001-1 2001-2 2002-1 2002-2 2003-1 
202 213 264 162 167 228 235 267 263 267 

2003-2 2004-1 2004-2 2005-1 2005-2 2006-1 2006-2 2007-1 2007-2 2008-1 
386 278 268 244 336 300 377 289 286 181 

 
In order to compare evolutionary machine learning algorithms with techniques 

applied to property valuation we asked experts to evaluate premises using their 
pairwise comparison method to historical data of sales/purchase transactions recorded 
in a cadastral system. The experts worked out a computer program which simulated 
their routine work and was able to estimate the experts’ prices of a great number of 
premises automatically. 

First of all the whole area of the city was divided into 6 quality zones. Next, the 
premises located in each zone were classified into 243 groups determined by 5 
following quantitative features selected as the main price drivers: Area, Year, Storeys, 
Rooms, and Centre. Domains of each feature were split into three brackets as follows:  

Area denotes the usable area of premises and comprises small flats up to 40 m2, 
medium flats in the bracket 40 to 60 m2, and big flats above 60 m2.  

Year (Age) means the year of a building construction and consists of old buildings 
constructed before 1945, medium age ones built in the period 1945 to 1960, and new 
buildings constructed between 1960 and 1996, the buildings falling into individual 
ranges are treated as in bad, medium, and good physical condition respectively.  

Storeys are intended for the height of a building and are composed of low houses 
up to three storeys, multi-family houses from 4 to 5 storeys, and tower blocks above 5 
storeys. 

Rooms are designated for the number of rooms in a flat including a kitchen. The 
data contain small flats up to 2 rooms, medium flats in the bracket 3 to 4, and big flats 
above 4 rooms.  

Centre stands for the distance from the city centre and includes buildings located 
near the centre i.e. up to 1.5 km, in a medium distance from the centre - in the 
brackets 1.5 to 5 km, and far from the centre - above 5 km. 

Then the prices of premises were updated according to the trends of the value 
changes over time. Starting from the second half-year of 1998 the prices were updated  
for the last day of consecutive half-years. The trends were modelled by polynomials 
of degree three. Premises estimation procedure employed a two-year time window to 
take into consideration transaction data of similar premises. 
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1. Take next premises to estimate. 
2. Check the completeness of values of all five features and note a transaction 

date. 
3. Select all premises sold earlier than the one being appraised, within current 

and one preceding year and assigned to the same group. 
4. If there are at least three such premises calculate the average price taking the 

prices updated for the last day of a given half-year. 
5. Return this average as the estimated value of the premises. 
6. Repeat steps 1 to 5 for all premises to be appraised. 
7. For all premises not satisfying the condition determined in step 4 extend the 

quality zones by merging 1 & 2, 3 & 4, and 5 & 6 zones. Moreover, extend 
the time window to include current and two preceding years. 

8. Repeat steps 1 to 5 for all remaining premises. 

Our study consisted in the application of an evolutionary approach to real-world 
regression problem of predicting the prices of residential premises based on historical 
data of sales/purchase transactions obtained from a cadastral system, namely genetic 
fuzzy systems (GFS). In GFS approach for each input variable three triangular and 
trapezoidal membership functions, and for output - five functions, were automatically 
determined by the symmetric division of the individual attribute domains. The 
evolutionary optimization process combined both learning the rule base and tuning 
the membership functions using real-coded chromosomes. Similar designs are 
described in [7], [8], [18]. Following resampling methods were applied in the 
experiments and compared with the standard 10cv and the experts’ method. 

Bag: B100, B70, B50, B30 – m-out-of-n bagging with replacement with different 
sizes of samples using the whole base dataset as a test set. The numbers in the codes 
indicate what percentage of the base set was drawn to create training sets. 

OoB: O100, O70, O50, O30 – m-out-of-n bagging with replacement with different 
sizes of samples tested with the out-of-bag datasets. The numbers in the codes mean 
what percentage of the base dataset was drawn to create a training set. 

RHO: H90, H70, H50, H30 – repeated holdout (50 times in our research), m-out-
of-n bagging without replacement with different sizes of samples. The numbers in the 
codes point out what percentage of the base dataset was drawn to create a training set. 

RCV: 1x50cv, 5x10cv, 10x5cv, 25x2cv – repeated cross-validation, k-fold cross-
validation splits, for k=50, 10, 5, and 2 respectively, were repeated 1, 5, 10, and 25 
times respectively, to obtain 50 pairs of training and test sets.  

In the case of bagging methods 50 bootstrap replicates (bags) were created on the 
basis of each base dataset, as performance functions the mean square error (MSE) was 
used, and as aggregation functions simple averages were employed. The 
normalization of data was accomplished using the min-max approach. 

3   Results of Experiments 

The performance of Bag, OoB, RHO, and RCV models created by genetic fuzzy 
systems (GFS) in terms of MSE is illustrated graphically in Figures 1 and 2 
respectively. In each figure, for comparison, the same results for 10cv and Expert 
methods are shown. The Friedman test performed in respect of MSE values of all 
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models built over 20 half-year datasets showed that there are significant differences 
between some models. Average ranks of individual models are shown in Table 2, 
where the lower rank value the better model. In Table 3 and 4 the results of 
nonparametric Wilcoxon signed-rank test to pairwise comparison of the model 
performance are presented. The zero hypothesis stated there were not significant 
differences in accuracy, in terms of MSE, between given pairs of models. In both 
tables + denotes that the model in the row performed significantly better than, – 
significantly worse than, and ≈ statistically equivalent to the one in the corresponding 
column, respectively. In turn, / (slashes) separate the results for individual methods. 
The significance level considered for the null hypothesis rejection was 5%.  
 

 
 

Fig. 1 Performance of Bag (left) and OoB (right) models generated using GFS  

Table 2. Average rank positions of models determined during Friedman test  

 1st 2nd 3rd 4th 5th 6th 
Bag B100 (1.40) B70 (2.40) Expert (3.50) B50 (3.70) 10cv (4.45) B30 (5.55) 
OoB 10cv (2.20) Expert (2.30) O100 (2.70) O70 (3.55) O50 (4.50) O30 (5.75) 
RHO H90 (2.50) Expert 2.55) 10cv (3.05) H70 (3.10) H50 (4.10) H30 (5.70) 
RCV 1x50cv (2.50) Expert (3.00) 5x10cv (3.15) 10x5cv (3.25) 10cv (3.80) 25x2cv (5.30) 
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Fig. 2. Performance of RHO (left) and RCV (right) models created by GFS  

Table 3. Results of Wilcoxon tests for the performance of Bag and OoB models 

 B100/O100 B70/O70 B50/O50 B30/O30 10cv Expert 
B100/O100  +/ + + / + + / + + / – ≈ / ≈ 
B70/O70 – / –  + / + + / + + / – ≈ / ≈ 
B50/O50 – / – – / –  + / + + / – ≈ / ≈ 
B30/O30 – / – – / – – / –  – / – ≈ / ≈ 
10cv – / + – / + – / + + / +  ≈ / ≈ 
Expert – / ≈ ≈ / ≈ ≈ / ≈ ≈ / ≈ ≈ / ≈  

Table 4. Results of Wilcoxon tests for the performance of RHO and RCV models 

 H90/1x50cv H70/5x10cv H50/10x5cv H30/25x2cv 10cv Expert 
H90/1x50cv  +/ ≈ + / + + / + ≈ / + ≈ / ≈ 
H70/5x10cv – / ≈  + / ≈ + / + ≈ / ≈ ≈ / ≈ 
H50/10x5cv – / – – / ≈  + / + – / ≈ ≈ / ≈ 
H30/25x2cv – / – – / – – / –  – / – ≈ / ≈ 
10cv ≈ / – ≈ / ≈ + / ≈ + / +  ≈ / ≈ 
Expert ≈ / ≈ ≈ / ≈ ≈ / ≈ ≈ / ≈ ≈ / ≈  
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The general outcome is as follows. Firstly, the performance of the experts’ method 
fluctuates strongly achieving for some datasets excessively high MSE values and for 
others the lowest values; MSE ranges from 0.007 to 0.023. Therefore, no significant 
difference in accuracy between the experts’ method and any other technique can be 
observed. Secondly, The bagging models created over 30% subsamples perform 
significantly worse than ones trained using bigger portions of base datasets for all 
methods. The same applies to 25x2cv. Thirdly, for bagging and subagging, the greater 
portion of a base set used as a training set the better accuracy of the models created.  

More specifically, the B100, B70, and B50 bagging ensembles outperform single 
base models assessed using 10cv. In turn, 10cv provides better results than out-of-bag 
O100, O70, and O50 and repeated holdout H70 and H50 ensembles. H90 and 10cv 
models perform equivalently. Finally, 1x50cv turns out to be better than any other 
cross-validation model but one 5x10cv. No significant differences are observed 
among 5x10cv, 10x5cv, and 10cv. 

4   Conclusions and Future Work 

The computationally intensive experiments aimed to compare the performance of 
bagging and subagging ensembles as well as repeated cross-validation models built 
using genetic fuzzy systems over real-world data taken from a cadastral system with 
different numbers of training samples. Moreover, the predictive accuracy of a 
pairwise comparison method applied by professional appraisers in reality was 
compared with our genetic fuzzy systems aiding in a residential premises valuation. 

The overall results of our investigation were as follows. The bagging ensembles 
created using genetic fuzzy systems revealed prediction accuracy not worse than the 
experts’ method employed in reality. It confirms that automated valuation models can 
be successfully utilized to support appraisers’ work.  

Moreover, we conducted our experiments with the use of genetic fuzzy rule-based 
systems which have the advantage of knowledge extraction and representation when 
modeling complex systems in a way that they could be understood by humans. 
Processing time needed to generate models is higher when compared to other 
computational intelligence or statistical techniques, such as neural networks and 
support vector regression, but this drawback has lower impact on the effectiveness of 
Computer Assisted Mass Appraisal systems which may operate in off-line mode.  
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Abstract. Topographic mapping offers an intuitive interface to inspect
large quantities of electronic data. Recently, it has been extended to data
described by general dissimilarities rather than Euclidean vectors. Unlike
its Euclidean counterpart, the technique has quadratic time complexity
due to the underlying quadratic dissimilarity matrix. Thus, it is infeasible
already for medium sized data sets. We introduce two approximation
techniques which speed up the complexity to linear time algorithms: the
Nyström approximation and patch processing, respectively. We evaluate
the techniques on three examples from the biomedical domain.

1 Introduction

In many application areas such as bioinformatics, technical systems, or the web,
electronic data sets are increasing rapidly with respect to size and complexity.
Automated analysis tools offer indispensable techniques to extract relevant infor-
mation from these data. Popular approaches provide diverse techniques for data
structuring and data inspection. Visualization or clustering still constitute one of
the most common tasks in this context. Topographic mapping such as offered by
the self-organizing map (SOM) [12] and its statistic counterpart, the generative
topographic mapping (GTM) [3] provide simultaneous clustering, data visual-
ization, compression by means of prototypes, and inference of the topographic
structure of the data manifold in one intuitive framework. For this reason, topo-
graphic mapping constitutes a popular tool in diverse areas ranging from remote
sensing or biomedical domains up to robotics or telecommunication [12].

Like many classical machine learning techniques, SOM and GTM have been
proposed for Euclidean vectorial data. Modern data are often associated to ded-
icated structures which make a representation in terms of Euclidean vectors
difficult: biological sequence data, text files, XML data, trees, graphs, or time
series, for example. These data are inherently compositional and a feature repre-
sentation leads to information loss. As an alternative, a dedicated dissimilarity
measure such as pairwise alignment, or kernels for trees or graph can be used as
the interface to the data. In such cases, machine learning techniques which can
deal with pairwise similarities or dissimilarities have to be used.

Quite a few extensions of topographic mapping towards pairwise similarities or
dissimilarities have been proposed in the literature. Some are based on a kernel-
ization of existing approaches [4,18], while others restrict the setting to exemplar
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based techniques [5,13]. Some techniques built on alternative cost functions and
advanced optimization methods [16,9]. A very intuitive method which directly
extends prototype based clustering to dissimilarity data has been proposed in the
context of fuzzy clustering [11] and later been extended to topographic mapping
such as SOM and GTM [10,8]. Due to its direct correspondence to standard to-
pographic mapping in the Euclidean case, we will focus on the latter techniques.
Further, we restrict to the GTM because of its excellent visualization capabilities
and its foundation as a stochastic model.

One drawback of machine learning techniques for dissimilarities is given by
their high computational costs: since they depend on the full (quadratic) dis-
similarity matrix, they have squared time complexity; further, they require the
availability of the full dissimilarity matrix, which is even the more severe bottle-
neck if complex dissimilarities such as e.g. alignment techniques are used. This
fact makes the methods unsuitable already for medium sized data sets.

Here, we propose two different approximations to speed up GTM for dissimi-
larities: the Nyström approximation has been proposed in the context of kernel
methods as a low rank approximation of the matrix [17]. In [7], preliminary work
extends these results to dissimilarities. In this contribution, we demonstrate that
the technique provides a suitable linear time approximation for GTM for dissim-
ilarities. As an alternative, patch processing has been proposed in the context of
topographic mapping of Euclidean data [1] and later been extended to clustering
of dissimilarities [10]. Here we transfer the technique to GTM for dissimilarities,
resulting in a linear time method which is even suited if data are not i.i.d. i.e. a
representative subpart of the matrix is not accessible priorly.

2 Relational Topographic Mapping

The GTM has been proposed in [3] as a probabilistic counterpart to SOM. It
models given data x ∈ RD by a constraint mixture of Gaussians induced by a
low dimensional latent space. More precisely, regular lattice points w are fixed
in latent space and mapped to target vectors w �→ t = y(w,W) in the data
space, where the function y is typically chosen as generalized linear regression
model y : w �→ Φ(w) · W induced by base functions Φ such as equally spaced
Gaussians with bandwidth σ. Every latent point induces a Gaussian

p(x|w,W, β) =
(

β

2π

)D/2

exp
(
−β

2
‖x− y(w,W)‖2

)
(1)

A mixture of K modes p(x|W, β) =
∑K

k=1
1
K p(x|wk,W, β) is generated. GTM

training optimizes the data log-likelihood with respect to W and β. This can be
done by an EM approach, iteratively computing responsibilities

Rkn(W, β) = p(wk|xn,W, β) =
p(xn|wk,W, β)p(wk)∑
k′ p(xn|wk′ ,W, β)p(wk′ )

(2)

of component k for point number n, and optimizing model parameters by means
of the formulas

ΦTGoldΦWT
new = ΦTRoldX (3)
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for W, where Φ refers to the matrix of base functions Φ evaluated at points wk,
X to the data points, R to the responsibilities, and G is a diagonal matrix with
accumulated responsibilities Gnn =

∑
n Rkn(W, β). The bandwidth is given by

1
βnew

=
1

ND

∑
k,n

Rkn(Wold, βold)‖Φ(wk)Wnew − xn‖2 (4)

where D is the data dimensionality and N the number of points. GTM is initial-
ized by aligning the lattice image and the the first two data principal components.

GTM has been extended to general dissimilarities in [8]. We assume that
data x are given by pairwise dissimilarities dij = ‖xi −xj‖2 with corresponding
dissimilarity matrix D, where the vector representation x of the data is unknown
and ‖ · ‖2 can be induced by any symmetric bilinear form. As pointed out in
[11,10], if prototypes are restricted to linear combinations of the form tk =∑N

n=1 αknxn with
∑N

n=1 αkn = 1, the prototypes tk can be represented indirectly
by means of the coefficients αk and distances can be computed by

‖xn − tk‖2 = [Dαk]n − 1
2
· αT

k Dαk (5)

This constitutes the key observation to transfer GTM to relational data D.
As before, targets tk induce a Gaussian mixture distribution in the data space.

They are obtained as images of points w in latent space via a generalized linear
regression model where, now, the mapping is to the coefficients y : wk �→ αk =
Φ(wk)·W with W ∈ Rd×N . The restriction

∑
n[Φ(wk)·W]n = 1 is automatically

fulfilled for optima of the data log likelihood. Hence the likelihood function can be
computed based on (1) and the distance computation can be performed indirectly
using (5). An EM optimization scheme leads to solutions for the parameters β
and W, and an expression for the hidden variables given by the responsibilities
of the modes for the data points. Algorithmically, Eqn. (2) using (5) and the
optimization of the expectation

∑
k,n Rkn(Wold, βold) ln p(xn|wk,Wnew, βnew)

with respect to W and β take place in turn. The latter yields model parameters
which can be determined in analogy to (3,4) where, now, functions Φ map from
the latent space to the space of coefficients α and X denotes the unity matrix in
the space of coefficients. We refer to this iterative update scheme as relational
GTM (RGTM). Initialization takes place by referring to the first MDS directions
of D.

3 The Nyström Approximation

We shortly review the Nyström technique as presented in [17]. By the Mercer
theorem kernels k(x,y) can be expanded by orthonormal eigenfunctions φi and
non negative eigenvalues λi in the form k(x,y) =

∑∞
i=1 λiφi(x)φi(y). The eigen-

functions and eigenvalues of a kernel are the solution of
∫

k(y,x)φi(x)p(x)dx =
λiφi(y), which can be approximated based on the Nyström technique by
sampling xk i.i.d. according to p: 1

m

∑m
k=1 k(y,xk)φi(xk) ≈ λiφi(y). Using the
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matrix eigenproblem K(m)U(m) = U(m)Λ(m) of the m × m Gram matrix K(m)

we can derive the approximations for the eigenfunctions and eigenvalues

λi ≈ λ
(m)
i

m
, φi(y) ≈

√
m

λ
(m)
i

kyu
(m)
i , (6)

where u(m)
i is the ith column of U(m). Thus, we can approximate φi at an

arbitrary point y as long as we know the vector ky = (k(x1,y), ..., k(xm,y))T .
One well known way to approximate a n × n Gram matrix, is to use a

low-rank approximation. This can be done by computing the eigendecompo-
sition of the kernel K = UΛUT , where U is orthonormal and Λ is diago-
nal with Λ11 ≥ Λ22 ≥ ... ≥ 0, and keeping only the m eigenspaces which
correspond to the m largest eigenvalues of the matrix. The approximation is
K ≈ Un,mΛm,mUm,n, where the indices refer to the size of the corresponding
submatrix. The Nyström method can approximate a kernel in a similar way,
without computing the eigendecomposition of the whole matrix, which is an
O(n3) operation. For a given n × n Gram matrix K we randomly choose m
rows and respective columns. We denote these rows by Km,n. Using the formu-
las (6) we obtain K̃ =

∑m
i=1 1/λ

(m)
i · KT

m,nu
(m)
i (u(m)

i )T Km,n, where λ
(m)
i and

u(m)
i correspond to the m × m eigenproblem. Thus we get, K−1

m,m denoting the
pseudoinverse,

K̃ = KT
m,nK−1

m,mKm,n. (7)

This approximation is exact, if Km,m has the same rank as K.
For dissimilarity data, a direct transfer is possible, see [7] for preliminary work

on this topic. A symmetric dissimilarity matrix D is a normal matrix and ac-
cording to the spectral theorem can be diagonalized D = UΛUT with U being
a unitary matrix whose column vectors are the orthonormal eigenvectors of D
and Λ a diagonal matrix with the eigenvalues of D, which can be negative for
non-Euclidean distances. Therefore the dissimilarity matrix can be seen as an
operator d(x,y) =

∑N
i=1 λiφi(x)φi(y) where λi ∈ R correspond to the diagonal

elements of Λ and φi denote the eigenfunctions. The only difference to an expan-
sion of a kernel is that the eigenvalues can be negative. All further mathematical
manipulations can be applied in the same way.

Using the approximation (7) for the distance matrix, we can apply this result
for RGTM. It allows to approximate (5) in the way

‖xn − tk‖2 ≈ [DT
m,n

(
D−1

m,m (Dm,nαk)
)]

n
− 1

2
· (αT

k DT
m,n

) · (D−1
m,m (Dm,nαk)

)
(8)

with a linear submatrix of m rows and a low rank matrix Dm,m corresponding to
the eigenproblem. This computation is O(m2n) instead of O(n2), i.e. it is linear
in the number of data points n, assuming fixed approximation m. The last state-
ment holds for constant data space complexity, by means of the eigenproblem
and has to be adapted otherwise.

A benefit of the Nyström technique is that it can be decided priorly which
linear parts of the dissimilarity matrix will be used in training. A drawback is
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that a good approximation can only be achieved if the rank of Dm,m is close to
the rank of D as much as possible, i.e. the chosen subset should be representative.

4 Patch Processing

Patch processing takes a different perspective and processes data consecutively
in patches of small size m. It has been proposed in [10] in the context of clustering
dissimilarity data. Here we present an extension to RGTM.

The principled idea is to compress all already seen data by means of the
prototypes as found by RGTM. These prototypes are taken as additional inputs
in the next step in the same way as ‘standard’ points. Since they compress several
data points, they are counted with multiplicities according to the size of their
receptive fields. This way, eventually, all data points are processed.

Two extensions are necessary to apply this scheme: we need an efficient re-
alization of RGTM if some data are contained in the training set more than
once, i.e. data point xi comes with multiplicity mi. Further, since prototypes in
RGTM are represented only implicitly by means of coefficient vectors, an effi-
cient approximation of prototype tj by means of a priorly fixed number of data
points needs to be chosen. Both issues can be dealt with:

– Extension of RGTM to multiple data points: Multiple data points affect
Eqns. 3, 4. In Eqn. 3, the matrices G and R need to weight the responsi-
bilities according to the multiplicities of the data. In Eqn. 4, the summands
are weighted by the multiplicities and N is changed accordingly. Similarly,
the MDS initialization of RGTM can be extended to multiplicities.

– Approximation of prototypes by a finite number of points: fixing the quality
k of the approximation, we represent a prototype tj by its k closest data
points xi. The union of these data points is taken and every data point is
weighted according to the sum of multiplicities of its receptive field.

init:
E := ∅, number of patch p := 1

repeat:
read patch of size m, i.e. Pm,m := {dij | p · m < i, j ≤ (p + 1) · m}
compute dissimilarities of patch and E,

i.e. Pm,|E| := {di,j | p · m < i ≤ (p + 1) · m,xj ∈ E}
compute dissimilarities in E, i.e. P|E|,|E| := {dij | xi,xj ∈ E}
this gives the matrix P :=

(
Pm,m Pm,|E|
P t

m,|E| P|E|,|E|

)
set the multiplicities to mi :=

{
1 if p < i ≤ (p + 1)m
mi if (xi, mi) ∈ E

perform RGTM with multiplicities for P
set E := union of the k nearest data points in P for every prototype tj

with multiplicities according to their receptive fields

Fig. 1. Principled algorithm for patch RGTM
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The algorithm of patch RGTM is displayed in Fig. 1. Since all data are taken
into account either directly in the current patch or indirectly represented by the
prototypes, processing of data sets in non i.i.d. order is possible. Since it becomes
apparent only during training which parts of the dissimilarity matrix are used
for training, it is required to compute dissimilarities during training on demand.
Only a linear subpart of the dissimilarity corresponding to the size m needs to
be considered, hence the algorithm is O(m2n) instead of O(n2).

5 Experiments

We evaluate the techniques on three benchmarks from the biomedical domain:

– The Copenhagen Chromosomes data set constitutes a benchmark from
cytogenetics [14]. A set of 4200 human chromosomes from 22 classes (the
autosomal chromosomes) are represented by grey-valued images. These are
transferred to strings measuring the thickness of their silhouettes. These
strings are compared using edit distance with insertion/deletion costs 4.5.

– The vibrio data set consists of 1100 samples of vibrio bacteria populations
characterized by mass spectra. The spectra encounter approx. 42000 mass
positions. The full data set consists of 49 classes of vibrio-sub-species. The
mass spectra are preprocessed with a standard workflow using the BioTyper
software [15]. According to the functional form of mass spectra, dedicated
similarities as provided by the BioTyper software are used [15].

– Similar to an application presented in [13], we extract roughly 11000 protein
sequences of the SwissProt data base according to 32 functional labels given
by PROSITE [6]. Sequence alignment is done using FASTA [19].

For the chromosomes and vibrio data sets, we use 20 × 20 prototypes, 10 × 10
base functions with bandwidth 1, and 50 epochs for training. For patch RGTM,
we use 10 patches with a k-approximation with k ∈ {1, 3, 5}. For the Nyström
approximation, two different fractions of landmarks are tested.

The results of a ten-fold cross-validation with ten repeats are reported in the
Tables 1 and 2. The classification accuracy is evaluated using posterior labeling

Table 1. Results of the methods on the Chromosome data set, standard deviation and
speed up are given in parentheses

Chromosome Classification accuracy Streaming data CPU time in sec

RGTM 0.916 (0.003) 2650

RGTM (Nyström 0.01) 0.878 (0.022) 0.626(0.164) 394 (6.7)
RGTM (Nyström 0.1) 0.552 (0.065) 0.365(0.210) 619 (4.3)

Patch RGTM (k=1) 0.845 (0.005) 0.737 (0.023) 318 (8.3)
Patch RGTM (k=3) 0.851 (0.003) 0.777 (0.013) 523 (5.1)
Patch RGTM (k=5) 0.867 (0.004) 0.804 (0.013) 615 (4.3)
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Table 2. Results on the Vibrio data set reporting standard deviation and speed up in
parentheses

Vibrio Classification accuracy Streaming data CPU time in sec

RGTM 0.947 (0.005) 78

RGTM (Nyström 0.05) 0.927 (0.005) 0.652 (0.043) 32 (2.4)
RGTM (Nyström 0.1) 0.937 (0.010) 0.590 (0.053) 36 (2.2)

Patch RGTM (k=1) 0.677 (0.020) 0.421 (0.048) 77 (1)
Patch RGTM (k=3) 0.833 (0.012) 0.592 (0.043) 107 (0.7)
Patch RGTM (k=5) 0.889 (0.010) 0.648 (0.044) 149 (0.5)

of the prototypes, the standard deviation is given in parenthesis. Further, the
CPU time in seconds is reported, the relative speed up as compared to the
(not accelerated) RGTM is given in parenthesis. We test the robustness of the
techniques with respect to non i.i.d. data by sorting data according to the given
class labeling, with only 30 percent random sampling (referred to as ’streaming
data’), versus standard random ordering.

Interestingly, the Nyström technique as well as patch processing lead to im-
proved speed (up to a factor 8) on the Chromosome data already for this compa-
rably small data set. The classification accuracy for this data set is only slightly
reduced (by less than 5%) for appropriate settings. Obviously, the Nyström tech-
nique requires representative sampling while patch processing is more robust
against non i.i.d. ordering of data. For the Vibrio data set, no speed up can be
achieved using patch processing and the results are massively worse in this case
probably due to the fact that a compression of data by few prototypes is not
adequately possible. In contrast, the Nyström approximation seems well suited.

For the SwissProt data set we used 40 × 40 prototypes and bandwidth 0.2.
Patch RGTM is done with 11 patches. The results of a ten-fold cross-validation
with five repeats (only one repeat for RGTM) and the CPU time required to
train the map once for the full data set are reported in Table 3. Apparently,
the Nyström approximation does not deteriorate the accuracy of the map, while
patch processing is not suited due to the incompressibility of the data by few
prototypes.

This data set is of medium size, such that the speed up of the Nyström approx-
imation becomes apparent; it accounts for a factor almost 10. Interestingly, also

Table 3. Results on the SwissProt data set; standard deviation, speed up in parentheses

SwissProt Classification Accuracy CPU time in sec

RGTM 0.596 53135

RGTM (Nyström 0.009) 0.630 (0.017) 5892 (9)

Patch RGTM (k=5) 0.388 (0.006) 18623 (2.85)
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the required memory is widely reduced: in the given example, assuming double
precision, about 500 Megabyte are necessary to store the full dissimilarity ma-
trix as compared to about 4.5 Megabyte for the dissimilarities referred to by the
Nyström approximation. Using the same number of landmarks and assuming a
standard RAM of 12 Gigabyte, this technique would allow to store the required
dissimilarities of almost 30 million data points when using the Nyström approx-
imation as compared to only 30 thousand data if the full dissimilarity matrix
is required. The speed-up would be in the same order of magnitude due to the
dominating factor required to compute the pairwise dissimilarities. Extensions
of the technique to a larger fraction of the data set are the subject of ongoing
work.

6 Conclusions

Relational GTM offers a highly flexible tool to simultaneously cluster and or-
der dissimilarity data in a topographic mapping. Due to the dependency on the
full matrix, the method requires squared time complexity and memory to store
the dissimilarities. We have proposed two speed-up techniques which both lead
to linear effort: patch processing and the Nyström approximation. Using three
examples from the biomedical domain, we demonstrated that already for compa-
rably small data sets the techniques can greatly improve speed while not losing
too much information contained in the data.
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Abstract. A particular group of neural network (NN) learning algorithms 
known as constructive algorithms (CoNN) congregates algorithms that 
dynamically combine two processes: (1) the definition of the NN architecture 
and (2) learning. Generally both processes alternate, depending on each others´ 
performance. During training CoNN algorithms incrementally add hidden 
neurons and connections to the network until some stopping criterion is 
satisfied. This paper describes an investigation into the semantic role played by 
the hidden neurons added into the NN, when learning Boolean functions. Five 
CoNN algorithms namely Tower, Pyramid, Tiling, Perceptron-Cascade and 
Shift are examined in that respect. Results show that hidden neurons represent 
Boolean sub-expressions whose combination represents a disjunction of prime 
implicants. 

Keywords: interpreting hidden neurons, constructive neural network 
algorithms, Tower, Pyramid, Tiling, Perceptron-Cascade, Shift. 

1   Introduction 

While conventional neural network algorithms require the specification of the NN 
architecture before training begins, constructive neural network (CoNN) algorithms 
dynamically construct the neural network architecture along with (and as a 
consequence of) the training process. Considering that the pre-definition of a suitable 
NN architecture for a certain problem can be a hard task, CoNN algorithms can be a 
very convenient option when compared to conventional algorithms in that respect.  

CoNN algorithms typically start with a network having the input layer and no 
hidden layers; the dynamic construction of the network’s hidden layer(s) occurs 
simultaneously with training. The CoNN algorithms found in the literature differ from 
each other in several aspects, such as the number of nodes they add per layer, the 
direction they grow the network (from input to output neurons or vice-versa), the 
functionality of the added neurons (do they all perform the same role?), the stopping 
criteria, the connectivity patterns of the newly added neuron, the algorithm used for 
training individual neuron (generally the Pocket or the PRM (Pocket with Ratchet 
                                                           
∗ Corresponding author. 
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Modification) [1]), the type of input patterns they are able to deal with (binary (or 
bipolar) valued only or real valued attributes), problems they solve (classification 
(two or multi-class) or regression) and so on [2]. The description of a few well-known 
CoNN algorithms can be found in [1], [3] and [2]. Franco and co-workers in [4] 
gathered a collection of CoNN algorithms including several new proposals. 

The investigation of possibilities for symbolically interpreting conventional neural 
network knowledge has given rise to several algorithms and techniques, as can be 
seen in various works, e.g. [5], [6], [7], [8] and [9]. The group of algorithms 
especialised in dealing with the symbolic aspect of NNs can be further divided, as 
described in [10], into (1) algorithms designed to insert knowledge into NNs 
(knowledge initialization); (2) algorithms for extracting rules from NNs (rule 
extraction) and (3) algorithms that use NNs to refine existing rule bases (rule 
refinement). Particularly, algorithms for extracting rules from NNs have received a 
great deal of attention and are more popular than the others due to the demand, in 
critical knowledge domains, for a comprehensible justification of the reasons a NN 
reached a certain conclusion. As stressed in [6], “The explanation capability of neural 
networks can be achieved by the extraction of symbolic knowledge”. 

Although the work described in this paper intends to search for symbolic 
interpretations of hidden neurons of Boolean constructive neural networks aiming at 
the symbolic interpretation of the whole NN, the motivation for interpreting hidden 
nodes is supported by the idea that such neurons could represent some sort of pre-
existing concept associated to the Boolean expression represented by the NN. In this 
sense, the hidden neurons added to the architecture of a NN during learning could be 
approached as a process of feature construction [11]. 

The remainder of the paper is organized as follows: Section 2 presents the main 
characteristics of five two-class CoNN algorithms used in the experiments: Tower, 
Pyramid [1], Tiling [12], Perceptron-Cascade [13] and Shift [14]. Although they all 
grow neural networks, each algorithm has particularities of its own. Section 3 
describes the experiments conducted to identify the symbolic interpretation of hidden 
neurons created (and trained) during the constructive process carried out by the 
algorithms; results are compared and discussed. In Section 4 the main ideas described 
in the paper are summarized and some conclusions of the work are highlighted. 

2   A Brief Description of CoNN Algorithms Tower, Pyramid, 
Tiling, Perceptron-Cascade and Shift 

The basic task performed by CoNN algorithms consists in inserting an individual 
neuron, generally a threshold logic unit (TLU), into the NN being constructed and 
immediately training it. In the literature there are many TLU training algorithms 
available; the PRM has been chosen for the empirical experiments described in 
Section 3 of this paper due to its good results found in the literature (see [1]). 

The choice of Tower and Pyramid algorithms as CoNN algorithms for 
investigating the interpretation of hidden neurons has been motivated by the particular 
way the two algorithms carry on the constructive process. Tower iteratively grows a 
neural network by adding hidden layers where each new hidden layer has only one 
TLU that is connected all input neurons as well as to the only neuron that defines the 
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previous hidden layer added to the NN. With the dynamic addition of neurons the 
algorithm tends to correctly classify a greater number of training instances. The 
Pyramid algorithm also adds one single neuron per layer while growing the NN. It 
only differs from Tower in relation to the architecture of connections among neurons.  
While in a Tower-NN each new hidden neuron has connections with every input 
neuron as well as with the last hidden neuron created, in a Pyramid-NN a new hidden 
neuron has connections with every input neuron as well as with all the previous 
hidden neurons created.  

The choice of the Tiling algorithm was motivated by the very particular way the 
algorithm constructs the NN. Each hidden layer has one master neuron that works as 
the output neuron for that layer. If the master neuron is unable to correctly classify all 
training patterns, Tiling adds TLUs (one at a time) to the layer (the so called ancillary 
neurons), aiming at obtaining a faithful representation of the training set. The output 
layer has only the master neuron. Figure 1 shows the architecture of a Tiling-NN.  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. General architecture of a Tiling-NN. Master neurons: shadowed; ancillary: crosshatched. 
 

The faithfulness criterion employed by Tiling establishes that no two training 
patterns, belonging to different classes, should produce the same outputs at any given 
layer. Gallant in [1] comments: “The role of these units (ancillary) is to increase the 
number of cells for layer L so that no two training examples with different 
classifications have the same set of activations in layer L. Thus each succeeding layer 
has a different representation for the inputs, and no two training examples with 
different classifications have the same representation in any layer. Layers with this 
property are termed faithful layers, and faithfulness of layers is clearly a necessary 
condition for a strictly layered network to correctly classify all training examples”.  

Tower, Pyramid and Tiling share the direction they grow the NN − from the input 
layer towards the output layer. The two other algorithms chosen for the experiments 
i.e. Perceptron-Cascade and Shift grow the NN in the opposite direction i.e., from the 
output layer towards the input layer. Perceptron-Cascade (PC) induces the same 
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Input layer 
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architecture of a neural network created by Cascade Correlation algorithm [15] and 
adopts the same error-correction strategy of the Upstart algorithm [16]. PC begins the 
construction of the network by training the output neuron. If this neuron does not 
classify all training instances correctly, the algorithm begins to add hidden neurons to 
the network. Each new added hidden neuron is connected to all previous hidden 
neurons as well as to the input neurons. The new hidden neuron is then connected to 
the output neuron; each time a hidden neuron is added, the output neuron needs to be 
retrained. The addition of a new hidden neuron enlarges the space in one dimension. 
The Shift algorithm creates only one hidden layer, iteratively adding neurons to it; 
each added neuron is connected to the input neurons and to the output neuron. The 
error correcting procedure used by Shift is also similar to the one used by Upstart. 

3   Boolean Interpretation of Hidden Neurons 

This section investigates possible interpretations associated with hidden neurons 
added to the NN when learning Boolean functions using the five CoNN algorithms 
from Section 2. The experiments were conducted using four Boolean functions. Table 
1 shows the DNF (Disjunctive Normal Form) of Boolean functions f1 and f2 ({0,1}3 
→ {0,1}) as well as f3 and f4 ({0,1}4 → {0,1}) respectively. In this paper a Boolean 
function has been represented by its associated Boolean form. In what follows X1, 
X2, X3 and X4 represent Boolean variables. Also, the apostrophe is used to represent 
the unary operation in the Boolean algebra <{0,1}, ∨, ∧, ’, 0, 1>. A Boolean form in 
which the literals are combined by the ∧ operator alone is known as a product. To 
simply notation, generally a product is represented only by its literals (e.g., X1’X2X3’ 
represents X1’ ∧ X2 ∧ X3’). 

Table 1. DNF representation of Boolean functions f1, f2, f3 and f4 

 DNF representation  DNF representation 

f1 
X1’X2X3’ ∨ X1X2X3’ ∨ X1X2X3 ∨ 
X1X2’X3 ∨ X1’X2’X3 

f3 
X1’X2X3’X4 ∨ X1’X2X3X4 ∨ X1X2X3X4  ∨ 
X1X2’X3’X4 ∨ X1X2X3X4’  

f2 
X1’X2’X3’ ∨ X1’X2X3’ ∨ X1’X2X3 
∨ X1X2X3 ∨ X1X2’X3   

f4 
X1’X2’X3X4  ∨  X1’X2X3X4  ∨  X1’X2X3’X4  
∨ X1X2X3’X4 ∨ X1X2X3’X4’ ∨ X1X2’X3’X4’ 
∨ X1X2’X3X4’ 

 

Minimization methods are based on the concept of prime implicants. As defined in 
[17], a Boolean form α covers a Boolean form β if ν(α)=1 for all value assignments 
that make ν(β)=1 (where ν is the valuation function). If α covers β and β is a simple 
product, then β is an implicant of α. If β is an implicant of α, and no other form 
obtainable from β by removal of literals is an implicant of α, then β is a prime 
implicant of α. 

The minimized representations of the four functions shown in Table 2 were 
obtained using the Quine-McCluskey method [18][19]. It is worth reminding first that 
the products in a minimal sum of products equivalent to a disjunctive normal form 
must all be prime implicants. The method first generates the set of all prime 
implicants of the normal form (1st. column). Then it selects a subset of the prime 
implicants that defines a minimal sum of products (2nd. column). In order to do that it 
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creates a table of covers, where rows correspond to the products of the normal form 
and columns to the prime implicants and uses the concept of cover to select the 
minimal sum of products [17]. Products that are covered by only one prime implicant 
turn that prime implicant into an essential prime implicant; every essential prime 
implicant must go into the minimal representation. 

Table 2. Set of prime implicants and minimal sum of products of Boolean functions f1, f2, f3 
and f4. Essential prime implicants are bold faced. 

 Set of Prime Implicants Minimized Representation 

f1 {X1X2, X1X3, X2X3’, X2’X3} 
X2X3’ ∨ X2’X3 ∨ X1X2 or 
X2X3’ ∨  X2’X3 ∨ X1X3 

f2 {X1X3, X2X3, X1’X2, X1’X3’} 
X1X3 ∨ X1’X3’ ∨ X1’X2 or  
X1X3 ∨ X1’X3’ ∨ X2X3 

f3 
{X1X2X3, X2X3X4, X1’X2X4, 
X1X2’X3’X4} X1’X2’X3’X4 ∨ X1X2X3 ∨ X1’X2X4 

f4 
{X1X2X3’, X2X3’X4, X1’X2X4, 
X1X2’X4’, X1’X3X4, X1X3’X4’} 

X1X2’X4’ ∨ X1’X3X4 ∨ X2X3’X4 ∨ X1X3’X4’ 
or 
X1X2’X4’ ∨ X1’X3X4 ∨ X2X3’X4 ∨ X1X2 X3’ 
or 
X1X2’X4’ ∨ X1’X3X4 ∨ X1X2X3’∨ X1’X2X4   

 

The following tables use the notation: To (Tower), Py (Pyramid), PC(Perceptron-
Cascade), Sh (Shift) and Ti(Tiling). The four first algorithms use HNi to represent the 
ith hidden neuron created (last one being the output). Tiling is the only algorithm 
whose inserted nodes can be functionally different (master and ancillary) and, for this 
reason, they are noted as HNij, where index i represents the layer and j the number of 
the neuron in the corresponding layer. Value j=1 identifies the master neuron of the 
corresponding layer and neurons having j > 1 represent ancillary neurons of the 
corresponding layer.  

Hidden and output neurons are represented as the Boolean forms associated to 
corresponding Boolean functions from {0,1}3 → {0,1} (f1 and f2 − Table 3 and Table 4 
respectively) and from {0,1}4 → {0,1} (f3 and f4 − Table 5 and tables 6-7 respectively). 
In the tables the Boolean forms associated with output neurons are bold faced.  

Table 3. HN interpretations of CoNNs representing f1 

 To/Py PC/Sh Ti 
HN1 X2 ∨ X3 X1’X2X3 (HN11) X2 ∨ X3 

HN2 
X1X2 ∨ X1X3 ∨ 
X2’X3 ∨ X2X3’   

X1X2 ∨ X1X3 ∨ 
X2’X3 ∨ X2X3’   

(HN12) X1 ∨ X2’ ∨ X3 

   (HN21) X1X2 ∨ X1X3 ∨ X2’X3 ∨ X2X3’   

 
For function f1 (Table 3), Tower and Pyramid induced the same neural network 

whose hidden neurons are represented by the same Boolean expression. The same 
happened with PC and Shift. The first hidden neuron added by To/Py and by PC/Sh, 
however, represents different Boolean sub-expressions. The second neuron created by 
the four algorithms represents the disjunction of the four prime implicants of f1, which 
is a simplified representation of the original function although not minimal. The same 
can be said about the results related to f2 presented in Table 4. 
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Table 4. HN interpretations of CoNNs representing f2  

 To/Py PC/Sh Ti 
HN1 X1’ ∨ X3 X1’X2’X3 (HN11) X1’ ∨ X3 

HN2 
X1X3 ∨ X2X3 ∨ 
X1’X2 ∨ X1’X3’   

X1X3 ∨ X2X3 ∨ 
X1’X2 ∨ X1’X3’   

(HN12) X1 ∨ X2 ∨ X3’ 

   (HN21) X1X3 ∨ X2X3 ∨ X1’X2 ∨ X1’X3’   

Table 5. HN interpretations of CoNNs representing f3  

 To/Py PC/Sh Ti 

HN1 X1’X2X4 ∨ X2X3X4 X1’X2’X3’X4 
(HN11) X1X3’X4 ∨ 
X1X2 ∨ X2X4 

HN2 
X1’X2X4 ∨ X2X3X4 ∨ 
X1X2X3 

X1X2X3X4’ 
(HN12) X1’∨ X3 ∨ 
X2’X4 ∨ 

HN3 
X1X2X3 ∨ X2X3X4 ∨ 
X1’X2X4  ∨ X1X2’X3’X4 

X1X2X3 ∨ X2X3X4 ∨ 
X1’X2X4  ∨ X1X2’X3’X4 

(HN21) X1X2X3 ∨ 
X2X3X4 ∨ X1’X2X4  ∨ 
X1X2’X3’X4 

Table 6. HN interpretations of CoNN (To, Py, PC, Sh) representing f4  

 To Py PC Sh 

HN1 X1X2’X4’ ∨ X1X3’ X1X3’ 
X1’X3X4 ∨ 
X1’X2X4 
 

X1’X3X4 

HN2 

X1X2’X4’ ∨ X1’X3X4 ∨ 
X1’X2X4 ∨ X2X3’X4 ∨ 
X1X2’X4’ ∨ X1X3’ 
 

X1’X3X4 ∨ 
X1’X2X4 ∨ 
X2X3’X4 ∨ X1X3’ 

X2’X3’X4  X1X2’X3X4 

HN3 

X1X2’X4’ ∨ 
X1X3’X4’ ∨ 
X1’X3X4 ∨ 
X1’X2X4 ∨ 
X1X2X3’ ∨ 
X2X3’X4  
 

X1X3’X4’ ∨ 
X1’X2X4 ∨ 
X1’X3X4 ∨ 
X2X3’X4 ∨ 
X1X2X3’ 
 

X1X2’X4’ ∨ 
X1X3’X4’ ∨ 
X1’X3X4 ∨ 
X1’X2X4 ∨ 
X1X2X3’ ∨ 
X2X3’X4  

X1’X2X4’ 

HN4 

 X1X2’X4 ∨ 
X1X3’X4’ ∨ 
X1’X3X4 ∨ 
X1’X2X4 ∨ 
X1X2X3’ ∨ 
X2X3’X4

 X1X2’X4’ ∨ 
X1X3’X4’ ∨ 
X1’X3X4 ∨ 
X1’X2X4 ∨ 
X1X2X3’ ∨ 
X2X3’X4 

Table 7. HN interpretations of CoNN (Tiling) representing f4  

HN11 HN12 HN13 HN21 HN22 HN31 
X2X3’ ∨ 
X1X3’X4 
 

X1X3’ ∨ 
X3’X4 ∨ 
X1X4 

X4 ∨ X1X2’ 
X1X3’X4’ ∨ 
X2X3’X4 ∨ 
X1X2X3’ 

X1X2’X3X4’ 
∨ X1X3X4 

X1X2’X4’ ∨ X1X3’X4’ 
∨ X1’X3X4 ∨ X1’X2X4 
∨ X1X2X3’ ∨ X2X3’X4 
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As expected, Tower and Pyramid performed similarly. As far as functions f1, f2 
and f3 are concerned, the two algorithms induced exactly the same NNs (apart from 
connections), where the created hidden neurons represent the same Boolean sub-
expressions respectively. When learning f4, however, Tower and Pyramid induced 
different architectures and, apart from the last neuron created by both (the output 
neuron representing the disjunction of all prime implicants), all the other hidden 
neurons represent different Boolean sub-expressions. The differences can be justified 
mainly by the random initialization of the weight vector and, perhaps, the reduced 
number of training instances. Tower and Pyramid add neurons sequentially until 
convergence is reached; the output neuron directly reflects the previously added 
neuron sub-expressions. 

Surprisingly, PC and Shift, in spite of being distinctive algorithms, also induced 
NNs whose sequence of created hidden neurons is represented exactly by the same 
Boolean sub-expressions, when learning functions f1, f2 and f3. PC and Shift start the 
construction of the NN from the output neuron, by adding new neurons according to 
the most frequent error criterion (wrongly-on or wrongly-off errors). The most 
frequent error criterion is the predominant strategy employed by backward-driven 
constructive NN algorithms. Both algorithms also expand the output weight vector by 
one dimension each time a hidden neuron is added to the NN. Particularly in a PC 
architecture, not only the output neuron but each new added neuron has one 
dimension more than the previously added neuron. The backward-driven PC and Shift 
do not have an embedded link among hidden and output neuron sub-expressions due 
to the constant retraining of the output neuron. 

The strategy of employing hidden neurons with different functionalities, as 
implemented by Tiling, adds an extra degree of refinement to the algorithm which, 
not necessarily, translates into a more suitable procedure for Boolean learning. 
Although reaching the same results as the others, Tiling-NNs have the tendency of 
being bigger. Also, the change in representation promoted by the use of ancillary 
neurons is more suitable for real-valued tasks. 

4   Conclusions 

This paper investigates the symbolic interpretation of the hidden nodes added to a NN 
during the learning process of a Boolean expression, focusing on five CoNN 
algorithms: Tower, Pyramid, Perceptron Cascade, Shift and Tiling. Hidden nodes can 
be interpreted as Boolean sub-expressions which are combined in such a way that the 
final neuron added represents the given function represented as a disjunction of its 
prime implicants. In this sense CoNN algorithms play the same role as the first half of 
the Quine-McCluskey algorithm. The next step of the work will focus on a few other 
CoNN algorithms (initially BabCoNN [20], PTI [14], Upstart [16]) to gather 
empirical evidence to support the conclusions reported in this paper. 
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Abstract. The paper presents an extension of the justification for use
of the asymmetric Self-Organizing Map (SOM). We claim that it can
successfully applied in the wider area of research than the textual data
analysis. The results of our experimental study in the fields of sound
recognition and heart rhythm recognition confirm this claim, and report
the superiority of the asymmetric approach over the symmetric one, in
both parts of our experiments.
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1 Introduction

The Self-Organizing Map (SOM) [1] is an example of the artificial neural network
architecture. It was introduced by T. Kohonen, and it can be also interpreted as
a visualization technique, since the algorithm performs a projection from mul-
tidimensional space to 2-dimensional space, this way creating a map structure.
The location of points in 2-dimensional grid aims to reflect the similarities be-
tween the corresponding objects in multidimensional space. Therefore, the SOM
algorithm allows for visualization of relationships between objects in multidi-
mensional space. The asymmetric version of the SOM algorithm was introduced
in [2]. However, the justification provided in this paper was related to the hierar-
chical associations in textual data. The aim of this paper is to show that similar
phenomenon can be found in case of the sound signals and human heart rhythm
signals. Consequently, the same assertion referring to hierarchical asymmetric
relationships in data can be used to justify the use of the asymmetric SOM al-
gorithm version. In other words, we can assert that our paper extends the range
of application of the asymmetric SOM method.

The rest of this paper is organized as follows: in Section 2, the traditional sym-
metric version of the SOM algorithm is described; in Section 3, the asymmetric
relationships in data sets are discussed; in Section 4, the asymmetric version of
the SOM algorithm is presented; in Section 5, our experimental results are re-
ported; while Section 6 summarizes the whole paper, and gives some concluding
remarks.
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2 Symmetric Self-Organizing Map

The SOM algorithm provides a non-linear mapping between a high-dimensional
original data space and a 2-dimensional map of neurons. The neurons are ar-
ranged according to a regular grid, in such a way that the similar vectors in
input space are represented by the neurons close in the grid. Therefore, the
SOM technique visualize the data associations in the input high-dimensional
space.

It was shown in [3] that the results obtained by the SOM method are equiv-
alent to the results obtained by optimizing the following error function:

e (W) =
∑

r

∑
xμ∈Vr

∑
s

hrsD (xμ, ws) (1)

≈
∑

r

∑
xμ∈Vr

D (xμ, wr) + K
∑

r

∑
s�=r

hrsD (wr , ws) , (2)

where xμ are the objects in high-dimensional space, wr and ws are the prototypes
of objects on the grid, hrs is a neighborhood function (for example, the Gaussian
kernel) that transforms non-linearly the neuron distances (see [1] for other choices
of neighborhood functions), D (•, •) is the squared Euclidean distance, and Vr

is the Voronoi region corresponding to prototype wr . The number of prototypes
is sufficiently large so that D (xμ, ws) ≈ D (xμ, wr) + D (wr, ws).

According to equation (2), the SOM error function can be decomposed as the
sum of the quantization error and the topographic error. The first one minimizes
the loss of information, when the input patterns are represented by a set of
prototypes. By minimizing the second one, we assure the maximal correlation
between the prototype dissimilarities and the corresponding neuron distances,
this way assuring the visualization of the data relationships in the input space.

The SOM error function can be optimized by an iterative algorithm consisting
of two steps (discussed in [3]). First, a quantization algorithm is executed. This
algorithm represents each input pattern by the nearest neighbor prototype. This
operation minimizes the first component in equation (2). Next, the prototypes
are arranged along the grid of neurons by minimizing the second component in
the error function. This optimization problem can be solved explicitly using the
following adaptation rule for each prototype [1]:

ws =

∑M
r=1

∑
xμ∈Vr

hrsxμ∑M
r=1

∑
xμ∈Vr

hrs

, (3)

where M is the number of neurons, and hrs is a neighborhood function (for
example, the Gaussian kernel of width σ (t)). The width of the kernel is adapted
in each iteration of the algorithm using the rule proposed by [4], i.e., σ (t) =
σi (σf/σi)

t/Niter , where σi ≈ M/2 is typically assumed in the literature (for
example, in [1]), and σf is the parameter that determines the smoothing degree
of the principal curve generated by the SOM algorithm [4].
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3 Asymmetry in Data

The problem of asymmetry in data analysis was widely studied in the literature.
The research of A. Okada and T. Imaizumi [5] is focused on using the domi-
nance point governing asymmetry in the proximity relationships among objects,
represented as points in the multidimensional Euclidean space. They claim that
ignoring or neglecting the asymmetry in proximity analysis discards potentially
valuable information. On the other hand, B. Zielman and W. Heiser in [6] con-
sider the models for asymmetric proximities as a combination of a symmetric
similarity component and an asymmetric dominance component. The author
of [7], introduces the asymmetric version of the well-known k-means clustering
algorithm. Finally, the paper [2] proposes the asymmetric version of the SOM
algorithm, which was an inspiration for our research.

When an analyzed data set appears to have asymmetric properties, the sym-
metric measures of similarity or dissimilarity (for example, the most popular
Euclidean distance) does not apply properly to this phenomenon, and for most
pairs of data points, they produce small values (similarities) or big values (dissim-
ilarities). Consequently, they do not reflect accurately the relationships between
objects. The asymmetry in data set arises, for example, in case, when the data
associations have a hierarchical nature. The hierarchical connections in data are
closely related to the asymmetry. This relation has been noticed in [8]. In case
of the dissimilarity, when it is computed in the direction – from a more general
entity to a more specific one – it should be greater than in the opposite direction.
As stated in [2], asymmetry can be interpreted as a particular type of hierarchy.

An idea to overcome this problem is to employ the asymmetric similarities and
dissimilarities. They should be applied in algorithms in such way, so that they
would properly reflect the hierarchical asymmetric relationships between objects
in the analyzed data set. Therefore, it should be guaranteed that their application
is consistent with the hierarchical associations in data. This can be achieved
by use of the asymmetric coefficients, inserted in the formulae of symmetric
measures. This way, we can obtain the asymmetric measures on the basis of the
symmetric ones. The asymmetric coefficients should assure the consistence with
the hierarchy. Hence, in case of the dissimilarities, they should assure greater
values in the direction – from more general concept to more specific one.

This paper points out that the phenomenon of the hierarchy-caused asym-
metry occurs in a wider range of applications than the text analysis, as it was
presented in [2]. Our experimental study concerns the sound signals clustering
and human heart rhythm clustering, and confirms the existence of the same
phenomenon.

3.1 Asymmetric Coefficients

Asymmetric coefficients convey the information provided by asymmetry. Two
coefficients were introduced in [9]. The first one is derived from the fuzzy logic
similarity, and the second one formulated on the basis of the Kullback-Leibler
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divergence. Both of these quantities are widely used in statistics and probability
theory. In our experimental study, we have used the first of these coefficients.

Hence, the fuzzy-logic-based asymmetric coefficient is formulated as follows:

ai =
|fi|

maxj (|fj |) , (4)

where fi are the features of objects in the analyzed data set (fi are the entries
of the vectors representing the objects), and |•| is the L1-norm meaning the
number of objects possessing the feature given as the argument.

This coefficient takes values in the [0, 1] interval. Intuitively speaking, it will
become large for general (broad) concepts with large L1-norm.

Note that the asymmetric coefficients must be computed and assigned to each
feature of every object in the analyzed data set.

4 Asymmetric Self-Organizing Map

In order to formulate the asymmetric version of the SOM algorithm, we will refer
to the error function (2). As it was stated in Section 2, the results produced by the
SOM method are identical to the results obtained by optimizing the function (2).

The asymmetric SOM algorithm is derived in three steps:

Step 1. Transform a symmetric dissimilarity (for example, the Euclidean dis-
tance) into a similarity:

SSYM
ij = C − d2 (xi, xj) , (5)

where d2 (xi, xj) is the squared Euclidean distance between objects xi

and xj , and the constant C is the upper boundary of the squared Eu-
clidean distance.

Step 2. Transform the symmetric similarity into the asymmetric similarity:

SASYM
ij = ai

(
C − d2 (xi, xj)

)
, (6)

where ai is the asymmetric coefficient defined in Subsection 3.1, in (4),
and the rest of notation is described in (5). The asymmetric similarity
defined this way, with use of the asymmetric coefficient guarantees the
consistency with the asymmetric hierarchical associations among objects
in the data set.

Step 3. Insert the asymmetric similarity in the error function (2), in order to
obtain the energy function, which needs to maximized:

E (W) =
∑

r

∑
xμ∈Vr

∑
s

hrsai

(
C − d2 (xi, xj)

)
, (7)

where the notation is explained in (2), (5), and (6). The energy func-
tion (7) can be optimized in the similar way as the error function (2).
Firstly, we run the quantization algorithm, which generates the SOM
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prototypes ws. Secondly, the energy function is maximized by solving
the set of linear equations ∂E (W) /∂ws = 0. This system of linear equa-
tion can be solved explicitly, by using the following updating formula for
the SOM prototypes ws:

ws =

∑M
r=1

∑
xμ∈Vr

hrsaμxμ∑M
r=1

∑
xμ∈Vr

hrsaμ

, (8)

where ai is the asymmetric coefficient, hrs is a neighborhood function
(for example, the Gaussian kernel), and the rest of notation is the same
as in (3). This updating formula is similar to the adaptation rule (3),
with the difference that the asymmetric coefficient is inserted. In case of
use of the Gaussian kernel, its width σ (t) can be adapted, like it is done
in (3). An important property of the asymmetric SOM algorithm is that
it maintains the simplicity of the traditional symmetric approach, and
does not increase the computational complexity.

5 Experiments

Our experimental study aims to confirm that the asymmetric version of the SOM
algorithm can be applied in the wider area of research than it was proposed in [2],
and the justification referring to the textual data analysis can be extended to
the other types of data, for example, to sound signals and human heart rhythm
signals, which were the subject of our empirical study.

In case of both parts of our experiments, we have compared the results ob-
tained with use of the symmetric and asymmetric SOM algorithms. As the basis
of the comparisons, i.e., as the evaluation metrics, we have used the accuracy
degree [7], and the entropy measure [2].

– Accuracy degree. This evaluation metric determines the number of cor-
rectly assigned objects divided by the total number of objects in the data
set. Firstly, the centroids of the clustered data are computed, and next, each
object is assigned to the cluster represented by the centroid – nearest to
this object. Finally, the number of correctly assigned objects is divided by
the total number of all objects. The accuracy degree assumes values in the
interval [0, 1], and naturally, greater values are preferred.

– Entropy measure. This evaluation metric determines the number of over-
lapping objects divided by the total number of objects in the data set. This
means, the number of objects, which are in the overlapping area between
clusters, divided by the total number of objects. In other words, it deter-
mines the uncertainty for the classification of objects that belong to the
same cluster. The entropy measure assumes values in the interval [0, 1], and,
smaller values are desirable.

The sound signals, we have analyzed, were the piano music recordings, and the
human heart rhythm signals were analyzed on the basis of the ECG recordings
derived from the MIT-BIH ECG Databases.
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5.1 Piano Music Composer Clustering

In this part of our experiments, we have tested our enhancement to the SOM
algorithm and the classical SOM forming three clusters representing three piano
music composers: Johann Sebastian Bach, Ludwig van Beethoven, and Fryderyk
Chopin. Each music piece was represented with a 20-seconds sound signal sam-
pled with the 44100 Hz frequency. The entire data set was composed of 32 sound
signals. The feature extraction process was carried out according to the tra-
ditional Discrete-Fourier-Transform-based (DFT-based) method. The DFT was
implemented with the fast Fourier transform (FFT) algorithm. Sampling sig-
nals with the 44100 Hz frequency resulted in the 44100/2 Hz value of the upper
boundary of the FFT result range.

The results of this part of our experiments are demonstrated in Fig. 1 and in
Table 1. Figure 1 presents the U-matrices generated by the symmetric (Fig. 1(a))
and asymmetric (Fig. 1(b)) SOM algorithms. Table 1, in turn, presents the
accuracy degrees and the entropy measures corresponding to the symmetric and
asymmetric SOM approaches.

The results of this part of our experimental study report the superiority of
the asymmetric SOM algorithm over the symmetric counterpart. The asymmet-
ric approach leads to the higher clustering accuracy measured on the basis of
the accuracy degree (0.9375 vs. 0.8438), and also, it leads to the lower cluster
overlapping determined on the basis of the entropy measure (0.1563 vs. 0.2500).
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Fig. 1. Piano Music Composer Clustering Maps

Table 1. Accuracy degrees and entropy measures of the piano music composer clus-
tering

Symmetric SOM Asymmetric SOM
Accuracy degree 27/32 = 0.8438 30/32 = 0.9375
Entropy measure 8/32 = 0.2500 5/32 = 0.1563
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5.2 Human Heart Rhythm Clustering

In this part of our experiments, we have investigated asymmetric SOM and the
traditional SOM approach forming three clusters representing three types of
human heart rhythms: normal sinus rhythm, atrial arrhythmia, and ventricular
arrhythmia. This kind of clustering can be interpreted as the cardiac arrhythmia
detection and recognition based on the ECG recordings. In general, the cardiac
arrhythmia disease may be classified either by rate (tachycardias – the heart beat
is too fast, and bradycardias – the heart beat is too slow) or by site of origin
(atrial arrhythmias – they begin in the atria, and ventricular arrhythmias –
they begin in the ventricles). Our clustering recognizes the normal rhythm, and,
also, recognizes arrhythmias originating in the atria, and in the ventricles. We
analyzed 20-minutes ECG holter recordings sampled with the 250 Hz frequency.
The entire data set was composed of 63 ECG signals. The feature extraction
was carried out in the same way, like it was done with the piano music composer
clustering.

The results of this part of our experiments are presented in Fig. 2 and in
Table 2, which are constructed in the same way as in Subsection 5.1.
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Fig. 2. Human Heart Rhythm Clustering Maps

It is clear that, in the case of the ECG recording clustering, the asymmetric
SOM method, again, outperformed the symmetric one, by providing the higher
clustering quality (accuracy degree: 0.7778 vs. 0.7143), and the lower clustering
uncertainty (entropy measure: 0.2540 vs. 0.2857).
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Table 2. Accuracy degrees and entropy measures of the human heart rhythm clustering

Symmetric SOM Asymmetric SOM
Accuracy degree 45/63 = 0.7143 45/63 = 0.7143
Entropy measure 18/63 = 0.2857 16/63 = 0.2540

6 Summary

The paper presented the results of the experimental study on the asymmetric
SOM algorithm, in the fields of piano music composer clustering, and human
heart rhythm clustering. According to our experimental results, the asymmetric
SOM outperforms the symmetric one, in both studied cases, by providing the
higher clustering accuracy, and lower entropy measure. This means that our
results confirmed that the hierarchy-caused asymmetric relationships also occur
in the analyzed data sets. This conclusion extends the justification of use of the
asymmetric SOM algorithm beyond the textual data analysis, which was the
aim of this paper.
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Abstract. Typically, formal languages are described by providing a tex-
tual BNF-like notation specification, which is then manually annotated
for syntax-directed translation. When the use of an explicit model is re-
quired, its implementation requires the development of the conversion
steps between the model and the grammar, and between the parse tree
and the model instance. Whenever the language specification is modified,
the developer has to manually propagate changes throughout the entire
language processor pipeline. These updates are time-consuming, tedious,
and error-prone. Besides, in the case that different applications use the
same language, the developer has to maintain several copies of the same
language specification. In this paper, we introduce a model-based parser
generator that decouples language specification from language process-
ing, hence avoiding many of the problems caused by grammar-driven
parsers and parser generators.

Keywords: Language specification, parser generator, Model-Driven
Software Development (MDSD).

1 Introduction

Formal languages allow the expression of information in the form of symbol se-
quences [3]. A formal language consists of an alphabet, which describes the basic
symbol or character set of the language, and a grammar, which describes how to
form valid sentences in the language. In Computer Science, formal languages are
used for the precise definition of the syntax of data formats and programming
languages, among other things.

Most existing language specification techniques [2] require the developer to
provide a textual specification of the language grammar. The proper specifica-
tion of such a grammar is a nontrivial process that depends on the lexical and
syntactic analysis techniques to be used, since each kind of technique requires
the grammar to comply with different restrictions.

When the use of an explicit model is required, its implementation requires
the development of the conversion steps between the model and the grammar,
and between the parse tree and the model instance. Thus, in this case, the
implementation of the language processor becomes harder.

H. Yin, W. Wang, and V. Rayward-Smith (Eds.): IDEAL 2011, LNCS 6936, pp. 50–57, 2011.
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Whenever the language specification is modified, the developer has to manu-
ally propagate changes throughout the entire language processor pipeline. These
updates are time-consuming, tedious, and error-prone. This hampers the main-
tainability and evolution of the language [11].

Typically, different applications that use the same language are developed.
For example, the compiler, different code generators, and the tools within the
IDE, such as the editor or the debugger. The traditional language processor
development procedure enforces the maintenance of several copies of the same
language specification in sync.

In contrast, generating a model-based language specification is performed vi-
sually and does not require the development of any conversion steps. By following
this approach, the model can be modified as needed without having to worry
about the language processor, which will be automatically updated accordingly.
Also, as the software code can be combined with the model in a clean fashion,
there is no embedding or mixing with the language processor. Finally, as the
model is not bound to a specific analysis technique, it is possible to evaluate
the alternative or complementary techniques that fit a specific problem, without
propagating the restrictions of the used analysis technique into the model.

Our approach to model-based language specification has direct applications
in the following fields:

– The generation of language processors (compilers and interpreters) [1].
– The specification of domain-specific languages (DSLs), which are languages

oriented to the domain of a particular problem, its representation, or the
representation of a specific technique to solve it [7,8,17].

– The development of Model-Driven Software Development (MDSD) tools [21].
– Data integration, as part of the preprocessing process in data mining [22].
– Text mining applications [23,4], in order to extract high quality information

from the analysis of huge text data bases.
– Natural language processing [9] in restricted lexical and syntactic domains.
– The corpus-based induction of models [12].

Although there are tools that generate language processors from graphical
language specifications [19,6], to the best of our knowledge, no existing tool
follows the approach we describe in this paper.

In this paper, we introduce ModelCC, a model-based tool for language speci-
fication. ModelCC acts as a parser generator that decouples language specifica-
tion from language processing, hence avoiding many of the problems caused by
grammar-driven parsers and parser generators.

2 Background

Formal grammars are used to specify the syntax of a language [1].
Context-free grammars are formal grammars in which the productions are of

the form N → (Σ ∪ N)∗ [3]. These grammars generate context-free languages.
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A context-free grammar is said to be ambiguous if there exists a string that
can be generated in more than one way. A context-free language is inherently
ambiguous if all context-free grammars generating it are ambiguous.

Typically, language processing tools divide the analysis into two separate
phases; namely, scanning (or lexical analysis) and parsing (or syntax analysis).

A lexical analyzer, also called lexer or scanner, processes an input string con-
forming to a language specification and produces the tokens found within it. A
syntactic analyzer, also called parser, processes an input data structure consist-
ing of tokens and determines its grammatical structure with respect to the given
language grammar, usually in the form of parse trees.

Traditional efficient parsers for restricted context-free grammars, as the LL
[20], SLL, LR [14], SLR, LR(1), or LALR parsers [1], do not consider ambiguities
in syntactic analysis, so they cannot be used to perform parsing in those cases.
The efficiency of these parsers is O(n), being n the token sequence length.

Existing parsers for unrestricted context-free grammar parsing, as the CYK
parser [24,10] and the Earley parser [5], can consider syntactic ambiguities. The
efficiency of these parsers is O(n3), being n the token sequence length.

Lex and yacc [15] are well-known lexer generator and parser generator, respec-
tively. It is difficult to specify all the constructions of a language in BNF-like
notation without causing conflicts that these tools do not support [1].

ANTLR [18] is a lexer and parser generator that allows the generation of tree
parsers. Tree parsers are recognizers that process abstract syntax trees instead
of symbol sequences. This tool generates an LL(*) parser, which does not accept
ambiguous grammar specifications either.

YAJco [19] is a lexer and parser generator that accepts as input a set of Java
classes with annotations that specify the prefixes, suffixes, operators, tokens,
parentheses and optional elements. This tool generates a BNF specification for
JavaCC [16], which is a lexer and parser generator that supports LL(k) gram-
mars. Therefore, the developer still has to be careful so the grammar implicit in
the Java class set complies with the LL(k) grammar restrictions.

3 Model-Based Language Specification

We introduce ModelCC, a model-based tool for language specification that gen-
erates a language processor from a model.

3.1 Abstract Syntax versus Concrete Syntax

The abstract syntax of a language is just a representation of the structure of the
different components of a language without the superfluous details related to its
particular textual representation [13]. On the other hand, concrete syntax is a
particularization of the abstract syntax that defines, with precision, a specific
textual or graphical representation of a language. It should be noted that a single
abstract syntax can be shared by several concrete syntaxes.

For example, the abstract syntax of the typical if-then-optional else sentence
of an imperative programming language could be specified as a composition of
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a condition and one or two sentences. Two concrete syntaxes corresponding to
specific textual representations of such a conditional sentence could be speci-
fied as: {“if”, “(”, expression, “)”, sentence, and optionally “else” and another
sentence}, and {“IF”, expression, “THEN”, sentence, optionally “ELSE” and
another sentence, and “ENDIF”}.

When using ModelCC, the language designer has to focus on the language
abstract syntax model instead of focusing on specifying the BNF-like notation
that describes a concrete syntax.

The advantages of this approach have been widely studied [13]:

– Specifying the abstract syntax seems to be a better starting point than
specifying a concrete syntax.

– The language designer is able to modify the abstract syntax model and
generate a working IDE on the run.

– It is not necessary for the developer to have advanced knowledge on parser
generators to develop a language interpreter. In particular, the developer
will not need to face the restrictions these parser generators usually impose.

– Priorities and associativity restrictions between elements that can cause am-
biguities can be effortlessly established and modified.

3.2 Metamodel-Based Approach versus Traditional Approach

A diagram summarizing the traditional language specification procedure is shown
in Figure 1. It illustrates the requirements of giving a BNF-like language spec-
ification and converting it into an attribute grammar. It also shows the lack of
an explicit representation of the abstract syntax model, and the fact that the
concrete syntax is the starting point of the process.

A diagram summarizing the model-based language specification approach
used by ModelCC is shown in Figure 2. Developer workload is reduced as it
just involves defining an abstract syntax model, which is annotated to auto-
matically generate the grammar of the concrete syntax and its corresponding
parser.

Context-Free
Grammar
e.g. BNF

Conceptual
Model

Attribute
Grammar

Textual
Representation

Parser
Abstract
Syntax
Tree

Concrete Syntax Model Abstract Syntax Model

Parser Generatorinstance
of

instance
of

Fig. 1. Traditional language processing approach
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Fig. 2. Our approach to model-based language specification and processing

3.3 Model Specification

ModelCC provides the developer several mechanisms that can be used to cre-
ate a model. Two of them are typical in model specification: inheritance and
composition. The rest are annotations that complement the model elements by
specifying patterns, delimiters, cardinality, and evaluation order. A summary of
the annotations supported by ModelCC is shown in Figure 3

Constraints on... Annotation Usage

Patterns
@Pattern Pattern matcher for a specific element.
@Value Field where the matched text should be stored.

Delimiters
@Prefix Element prefix(es).
@Suffix Element suffix(es).
@Separator Element enumeration separator(s).

Cardinality
@Optional Composition optionality.
@Minimum Minimum element multiplicity.
@Maximum Maximum element multiplicity.

Evaluation
order

@Associativity Element associativity (e.g. left-to-right).
@Composition Eager or lazy constructions.
@Priority Element precedence level/relationships.

Fig. 3. Summary of the annotations supported by ModelCC

4 Benefits of Model-Based Language Specification

As a simple example of the expression power of ModelCC, we have specified a
simple calculator-like language that supports the following constructions:

– Unary operators: +, and -.
– Binary operators: +, -, *, and /.
– The binary operators * and / share the higher precedence.
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– The binary operators + and - share the lower precedence.
– Parenthesis can be used to enforce precedence.
– Integer and real number support, althought results are always real numbers.

The model-based specification of this language is shown in Figure 4.

BinaryOperator

~ eval(e1,e2 : Expression) : double

@Prefix("(")

Expression

~ eval() : double

BinaryExpression UnaryExpression

ParenthesizedExpression

@Suffix(")")

UnaryOperator

~ eval(e : Expression) : double

PlusOperator

MinusOperator

AdditionOperator SubstractionOperator

MultiplicationOperatorDivisionOperator

@Pattern("/")

@Pattern("+")

@Pattern("*")

@Pattern("-")

@Associativity(LEFT_TO_RIGHT)

@Priority(2)@Priority(2)

@Priority(1) @Priority(1)
@Pattern("-")

@Pattern("+")

IntegerLiteral

- @Value value : int

RealLiteral

- @Value value : double

LiteralExpression

2

Fig. 4. ModelCC specification of a simple calculator language

Besides the model-based approach, the main functional advantages of using
ModelCC over other existing tools such as lex/yacc, YAJCo, or ANTLR are the
following:

– Apart from regular expressions, ModelCC allows the usage of pattern
matching classes, which can be coded for specific purposes. For example, a
dictionary-based matcher, in contrast to a regular expression-based matcher,
could be used for detecting verbal forms in ModelCC.

– ModelCC supports multiple composition constructions. There is no need to
bring the BNF-like notation recursion of enumeration specifications to the
model.

– ModelCC offers a generic associativity and priority mechanism instead of a
specific and limited operator specification mechanism. It supports creating
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operator-alike constructions as complex as needed. For example, it allows the
usage of non terminal symbols as operators and defining n-ary operators.

– ModelCC provides mechanisms that allow the developer to solve most lan-
guage ambiguities. For example, expression nesting ambiguities can be solved
by using associativities and priorities, and if-then-optional else sentence nest-
ing ambiguities can be solved by using composition restrictions.

5 Conclusions and Future Work

We have introduced ModelCC, a model-based tool for language specification
that automatically generates a parser from a model representing the abstract
syntax of the language.

ModelCC automates several steps of the language processor implementation
process and it improves the maintainability of languages.

Moreover, ModelCC allows the reuse of a language specification among differ-
ent applications, eliminating the duplication required by conventional tools and
improving the modularity of a language processing tool set, since it allows the use
of object-oriented design techniques to cleanly separate language specification
from language processing.

It should be noted that the ModelCC approach is not bound to any particular
lexical or syntactic analysis technique. ModelCC models do not need to comply
with the constraints imposed by particular parsing algorithms.

A fully-functional ”proof of concept” implementation of ModelCC is soon to
be released at the www.modelcc.org website.

In the future, ModelCC will incorporate a wider variety of parsing techniques
so that it will be able to automatically determine the most efficient parsing
technique that does not incur in ambiguities for processing a particular language.

ModelCC will also be extended in order to support multiple concrete syntaxes
(for a single abstract syntax).

Finally, we also plan to study the use of ModelCC in different application
domains, including model induction, natural language processing, text mining
applications, data integration, and information extraction.

Acknowledgements. Work partially supported by research project TIN2009-
08296.
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Abstract. Typical testors are useful for both feature selection and fea-
ture relevance determination in supervised classification problems. How-
ever, reported algorithms that address the problem of finding the set of
all typical testors have exponential complexity. In this paper, we propose
to adapt an evolutionary method, the Hill-Climbing algorithm, with an
acceleration operator in mutation process, to address this problem in
polinomial time. Experimental results with the method proposed are
presented and compared, in efficiency, with other methods, namely, Ge-
netic Algorithms (GA) and Univariate Marginal Distribution Algorithm
(UMDA).

Keywords: Hill climbing, feature selection, optimization, typical testors.

1 Introduction

Feature selection is a significant task in supervised classification and other pat-
tern recognition areas. It identifies those features that provide relevant informa-
tion for the classification process. The problem of feature subset selection, has
been treated in several ways including: metaheuristics [10] and multi-objective
point of view [6], etc. Nevertheless, results found so far are not conclusive.

In Logical Combinatorial Pattern Recognition approach [5], feature selection
is addressed using Testor Theory [4]. Yu. I. Zhuravlev [3, 18] introduced the
concept of testor (also known as non-reducible descriptors) to pattern recognition
problems. He defined a testor as a set of features that does not confuse objects
descriptions belonging to different classes. This concept has been extended and
generalized in several ways [4, 17].

In text mining, typical testors have been widely used for text categorization
[8] and document summarization [7].
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The computation of all typical testors requires exponential time [16]. In gen-
eral, two approaches have been developed to address this problem: a) generate
the whole set of typical testors (LEX [13], fast-CT EXT [11]); and b) find a
subset of typical testors (GA [12], UMDA[1], AGHPIA [15]). Nevertheless, these
global search heuristics become too slow as the number of features grows be-
cause the goal of these techniques focuses on finding the entire typical-testor
set as global optimum. However, we consider that every typical testor can be
treated as a local optimum.

Thus, this paper proposes to adapt a local-search evolutionary technique, the
Hill Climbing algorithm, and to, incorporate an acceleration operator at the
mutation step, to find a subset of the entire set of typical testors. The key idea
in the method proposed is to iteratively generate typical testors as the algorithm
explores the space search and explotes promising regions. The classic concept of
testor, in which classes are assumed to be both hard and disjointed, is used. The
comparison criteria used for all features are Boolean, regardless of the feature
type (qualitative or quantitative). The similarity function used for comparing
objects demands similarity in all features. These concepts are formalized in the
following section.

2 Background

Let TM be a training matrix containing m objects, described in terms of n fea-
tures R = {x1, · · · , xn} and distributed into c classes {k1, · · · , kc}. Each feature
xi ∈ R takes values in a set Li, i = 1, · · · , n.

A comparison criterion of dissimilarity Ci : Li × Li → {0, 1} is associated
to each xi (0=similar, 1=dissimilar). Applying these comparison criteria for
all possible pairs of objects belonging to different classes in TM, a Boolean
dissimilarity matrix, denoted by DM, is built.

Let p and q be two rows of DM. We say that p is a subrow of q if: ∀j [qj = 0 ⇒
pj = 0] and ∃i[pi = 0 ⇒ qi = 1]. A row p of DM is called basic if no row in DM
is a subrow of p. The submatrix of DM containing all its basic rows (without
repetitions) is called a basic matrix (BM).

The typical-testor set of a TM can bee obtained using DM or BM. A theorem
showed in [9] proves that the set of all typical testors generated using either
DM or BM is the same. Commonly, algorithms use BM instead of DM due to a
substantial reduction of rows.

The characterization of a typical testor working with the basic matrix is then
presented. The following concepts were taken from [9, 4, 18].

Proposition 1. A feature subset T = {xi1 , · · · , xis} is a testor of TM, if and
only if a whole row of zeros does not appear in the remaining submatrix of BM,
after eliminating all columns corresponding to the features in R\T .

Remark 1. This means that T is a testor, if in each row of BM, in the columns
i1, · · · , is of BM there is at least a 1 (there are not rows of zeros in these columns
of BM).
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Proposition 2. Let T = {xi1 , · · · , xis} a testor of TM. T is a typical testor of
TM if there is no proper subset of T that meets a testor.

Remark 2. Thus, each typical testor is of minimal length. That means that each
typical testor cannot be reduced any more.

In terms of BM, proposition 2 can be rewritten as follows:

Proposition 3. Let T = {xi1 , · · · , xis} a testor of TM. T is a typical testor of
TM if and only if, for each column i1, · · · , is of BM, there is at least a row in
BM, such that in the column ij , j ∈ {1, · · · , s} has a 1, and in the remaining
columns ip, p �= j, p ∈ {1, · · · , s} are all zeros.

Proof. If for each column i1, · · · , is of BM, there is at least a row with only a
1 in a column ij, j ∈ {1, · · · , s}, and remaining columns are all zeros, then if
any column ij is removed of BM, a row of zeros appears in BM in the columns
i1, · · · , is, and then T does not meet a testor. Thus, T is typical testor.

2.1 Hill Climbing Algorithm

The Hill-Climbing algorithm [14] is a local-search stochastic method which, in
general, uses a bit string to represent either a set of prototypes or, in some
experiments, a collection of features. Hill-Climbing can be considered as an evo-
lutionary strategy with one individual which was intended to solve complex
optimization problems arising from engineering design problems [2].

Consider the set: P (R)={∅, {x1},· · · ,{xn}, {x1, x2},· · ·, {xn−1, xn},· · ·, {x1,...,xn}},

where P (R) is the power set of feature set R, and n is the cardinality of R. Now,
consider the following set: SS(R) = P (R) \ {∅}, where SS(R) is the entire search
space of the set R. Then, SS(R) contains all the possible combinations of features
that can be formed in R.

Let BM be a Basic Matrix obtained from a Training Matrix TM , and mBM be
the number of rows of BM . And let Z = {xi1 , · · · , xis}, Z ⊆ R and Z ∈ SS(R).

We want to obtain a set Z such that minimizes the absolute value of perfor-
mance index

J(Z) = 1 − (
mBM∑
p=1

zrp +
1

(
∑is

q=i1
orq) + 1

) (1)

Where zrp are the rows of zeros that contains BM in the columns i1, · · · , is,
and orq is the number of columns i1, · · · , is of BM , such that for each column
there is not a row in BM, such that the column ij , j ∈ {1, · · · , s} is 1, and the
remaining columns il, l �= j, l ∈ {1, · · · , s} have all zeros.

Remark 3. Notice that for any feature subset Z, −mBM ≤ J(Z) < 1. If the
performance index J(Z) reaches the value 0, then Z is a typical testor (Z meets
propositions 1 and 3). If J(Z) is a positive value, then Z just a testor, but it is
not typical testor (Z only meets proposition 1). Otherwise, if J(Z) is negative,
Z is not a testor (Z does not meets proposition 1).
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Considering this problem of feature selection as a problem of location of zeros,
the hill climbing algorithm is designed to obtain the feature subsets Z, such that
the performance index J(Z) proposed in this paper reaches a cero (i.e. to find a
feature subset Z ⊆ R and Z ∈ SS(R), such that J(Z) = 0).

3 The Proposed Hill Climbing Algorithm for Generated
Typical Testors

3.1 The Acceleration Operation

The proposed Hill-Climbing algorithm incorporates an acceleration operator at
the mutation step. This operator improves the exploration capability of the
mutation, being able to find a feature subset Z = {xi1 , · · · , xis} which meets the
typical testor property, with a lower number of computations. The accelerator
operator is independent to the mutation operator because the latter can be
performed without the accelerator operator proposed, as is done in simple Hill
Climbing algorithm.

This acceleration operator is applied differently. It depends on the perfor-
mance index found and based on the behavior of the combination of feature
subset, according to the following rules:

Rule 1. If J(Z) = 0 (Z is a typical testor), then one feature xj , j = i1, · · · , is
is removed of Z. And, one feature xp, p �= j, p = i1, · · · , is is added to Z.

Rule 2. If J(Z) > 0 (Z is a testor), then kt-features xj , j = i1, · · · , is are
removed of Z.

Rule 3. If J(Z) < 0 (Z is not a testor), then knt-features xj , j = i1, · · · , is are
added to Z.

Remark 4. According to different experiments with several algorithms, we could
observe that in many cases, two different typical testors, could be equated to
perform a permutation of two features xi, xj , i �= j as follows: if xi = 1 and
xj = 0 then set xi = 0 and xj = 1. This reasoning is applied to Rule 1.

Remark 5. If a feature subset Z is a testor, then Z does not satisfy proposition
3. This means that Z can be reduced, and some features can be removed from
Z. In Rule 2, this reasoning is applied.

Remark 6. Finally, if a feature subset Z is not a testor, then Z does not satisfy
proposition 1. Thus, Z needs more features to satisfy property 1, and some
features can be added to Z. This reasoning is applied to Rule 3

The hill climbing algorithm has two parameters used to calculate the number
of features to remove or add in Z, which are the mutation probability for a non
testor and the mutation propability for a testor, respectively. Besides, the stop
condition handled as the maximum number of iterations to be peerformed by
the algorithm, or a number of typical testors to find. The algorithm is designed
as follows:
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Input: BM (basic matrix); Iter (number of iterations); NumTT (number of typ-
ical testors to find); pt (mutation probability for a testor); pnt (mutation prob-
ability for a non testor)

Ouput: TT (list of typical testor subset found)

1. Prototypes representation and initialization. A feature combination Z are
encoded in an n-dimensional binary array as: A = [a1, · · · , an], where each
aj = 1 means that feature xj is present in Z. Otherwise, if aj = 0 indicates
the absence of feature xj in Z.
The performance index J(Z) will be handled as the fitness value F (A). Start
from an empty list of typical testors TT ; Iter ← 1.

2. Initialization of array. The components aj of array A, are generated ran-
domly. Call this array best-evaluated and calculate the fitness value F (A)
(i.e. the belonging performance index J(Z) is obtained). If F (A) = 0 then,
add A to the list TT .

3. Mutation. First, the values of mutated array are assigned as Amut(ai) =
A(ai), i = 1, · · · , n. Second, the value of some components aj of mutated
array are randomly mutates using a Uniform random variable, according to
the rules defined below in the acceleration operator, using a procedure as fol-
lows: Mutate(Amut, F (A), pt, pnt). Probabilities pt, pnt, are used according
the value of F (A).

4. Fitness calculation. Compute the Fitness of the mutated array Amut, as
F (Amut). If F (A) = 0, verify if A is not in the list TT , to add it to the list.

5. Compare the fitness obtained. If abs(F (Amut)) < abs(F (A)), where abs(F )
indicates the absolute value of F , or if F (Amut) = 0, then set the best-
evaluated array to the mutated array (A(ai) = Amut(ai), i = 1, · · · , n).

6. Stop condition. If the maximum number of iterations has been performed (if
Iter > MaxIter), or typical testor number has been reached, then return
the list of typical testors TT . Otherwise, go to step 3.

4 Experiments

The first experiment focuses on a comparison among the performance based
on the number of evaluations to compute a specific number of typical testors
found by a Genetic Algorithm [12], which denoted as GA. Besides, the Univari-
ate Marginal Distribution Algorithm, published in UMDA [1], which denoted
as UMDA, and in addition, a simple Hill Climbing algorithm denoted as HC,
that does not incorporate the acceleration operator in the mutation step. And
finally, the Hill Climbing algorithm proposed in this paper, which incorporates
the acceleration operator in the mutation step, which denoted as HCTT. All
experiments were conducted in a PC, with a Pentium IV 2Ghz processor, and 1
Mbyte of RAM.



Typical Testors Generation Based on an Evolutionary Algorithm 63

Remark 7. This experiment is intended to compare the number of evaluations
required by each algorithm to find a fixed amount of typical testors, as carried
out in [12] and [1]. An evaluation involves all the required steps to determine
whether a feature combination satises the property of being either a testor,
a typical testor, or not a testor. The execution time of the algorithms is not
included due to hardware variations.

Please note that we do not make comparisons with the GA published in [15],
because the authors did not provide the algorithm to make comparisons with
the proposal Hill Climbing algorithm. Besides, the only dataset presented in
[15], has 29 features, which is regarded as relatively small Basic Matrix. The
number of rows of Basic Matrix above is great. However, it is a factor that
multiplies the complexity time of the algorithm, increasing their complexity time
in a polynomial way. In contrast, the number of features grows exponentially.

A collection of four basic matrices described in [12] and [1] was tested. For
this case, the set of parameters was: pt = 0.2 and pnt = 0.01. Experimentally,
the best results were obtained with these parameters, after testing with different
values from them. The results are shown in table 1. In this table, EV represents
the number of evaluations carried out by the algorithm. The dimensions of the
matrices are expressed as rows× columns. The number of typical testors to find
by compared algorithms is denoted as TTF.

Table 2 shows the comparison between HCTT and the deterministic algorithm
fast-CT EXT [11]. For this case, a collection of six matrices described in [12] and
[1], and a new basic matrix with a considerable number of features were tested.
For the first five matrices, the number of all typical testor found is know, because
fast-CT EXT calculates this set in a relative small time. For the remaining two
matrices, the number of all typical testor found is unknow, because fast-CT EXT
works more than two days and does not finish. TIME, TTF and EV are handled
in the same way as in Table 1.

We carried out 1 000 000 and 10 000 000 iterations respectively, to verify
the computational complexity growth factor, as well as the proportion of typical
testors found, when the number of iterations carried out by the algorithm is
increased.

4.1 Discussion

In the first experiment, the execution time of HCTT ranged from 2 to 13 seconds.
In all cases, the number of evaluations required by the proposed algorithm (which

Table 1. Comparison of GA, UMDA, simple HC and the HCTT performance

Matrices TTF EV-GA EV-UMDA EV-HC EV-HCTT

1215x105 105 22 500 000 336 700 718 356 8 933

269x42 318 5 000 000 89 800 138 564 11 036

40x42 655 1 400 000 142 500 210 879 30 813

209x47 1967 5 000 000 706 900 558 530 80 066
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Table 2. Comparison of fast-CT EXT and the HCTT performance

fast-CT EXT EV-HCTT = 1 000 000 EV-HCTT = 10 000 000

Matrices TTF TIME TTF TIME TTF TIME

40x42 8 963 0 2 991 106 5 387 1 147

80x42 32 277 2 5 669 117 11 035 1 024

110x42 65 299 6 8 200 127 19 849 1 286

269x42 302 066 120 11 335 174 38 407 1 837

209x47 184 920 72 7 820 149 20 658 1 620

215x105 ? > 2 days 11 166 809 79 467 9 252

300x300 ? > 2 days 3 552 54 5 575

can be considered as a constant-time process) is significantly lower than that
from the compared algorithms.

Table 2, shows that deterministic algorithms that compute typical testors
are not suitable when matrices with a great number of features are processed
(for example, hyperspectral images consisting by 256 bands). Otherwise, the
proposed hill climbing algorithm was developed to process data sets with a great
number of features in training matrix (with 60 features or more).

5 Conclusions

A new Hill Climbing algorithm that incorporates an acceleration operation for
generating typical testor of a training matrix is introduced. This acceleration
operator had a powerful effect in reducing the number of computations on this
process. The superior performance of the proposed algorithm over the Genetic
algorithm reported in [12], the UMDA published in [1], and a simple Hill Climb-
ing shown in this paper is experimentally demonstrated. The Hill Climbing al-
gorithm with the acceleration operator generates the same number of typical
testors as the reported heuristics, but with a fewer number of evaluations and
with significantly less time.
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Abstract. The article presents the application of the support vector
machines (SVM) method to recognise gallbladder lesions such as lithiasis
and polyps in USG images. USG images of the gallbladder were first pro-
cessed by the histogram normalisation transformation to improve their
contrast, and the gallbladder shape was segmented using active contour
models. Then the background area of uneven contrast was eliminated
from images. To extract features from the images to be classified, the
Gabor decomposition was applied to a plane presented in a log-polar
system. In the best case, the SVM achieved the accuracy of 82% for all
lesions, 85.7% for lithiasis and 74.3% for polyps.

1 Introduction

10–15% of the adult population of Europe and the US is estimated to have
gallstones in their gallbladders [13]. Another widespread disease is the presence
of polyps in the gallbladder, including cancerous ones, which are found in 5% of
the global population [10].

This data supports the need to constantly improve the effectiveness of diag-
nosing diseases of this organ and thus contribute to eliminating diagnostic errors.
All the more so, as for the gallbladder there are no ready, practical solutions to
help the physician in their work. Consequently, in this publication the Support
Vector Machines (SVM) method was used for recognising gallstones and polyps
in USG images. Fig. 1(a) shows an image without lesions, while Fig. 1 (b) shows
an image with polyp. In Fig. 1(c) a lithiasis is visible.

The SVM method is very capable of generalising the knowledge it gains [16,17]
which leads to its increasingly frequent use. SVMs are good in generalising the
knowledge gained, even for multi-dimensional data with relatively little training
data. In addition, SVM performance is good even without any a priori knowl-
edge of the problem under consideration: for instance, in many applications
where learning machines are recognising images, the same free permutation of
pixels in all images does not change the training results for SVMs [1]. The tra-
ditional approach, where artificial neural networks are used for classifying, can
frequently yield results not good enough, due to overtaining, which has a neg-
ative impact on the ability of the learning machine to generalise the knowledge
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Fig. 1. Examples USG images of the gallbladder. (a) An image of a gallbladder free of
lesions. (b) An image showing a polyp inside the gallbladder. (c) An image with visible
cholecystolithiasis (gallstone).

gained [9]. An SVM classifier has already been used to analyse medical images,
e.g. SPECT (Single Proton Emission Computed Tomography) images to distin-
guish Alzheimer disease lesions from healthy cases (free of lesions). The results
achieved by the SVM classifier used are as follows: over 90% accuracy in publica-
tion [14] and 84.4% sensitivity with 90.9% specificity, as presented in article [6].
The SVM results described in publication [14] were achieved for a linear kernel
function and a contiguous linear SVM classifier [6], while in this publication the
best results, e.g. the accuracy of 85.7%, were obtained for the Gaussian kernel
function.

This article is structured as follows. Section 2 describes the designed system
model which uses support vector machines for classifying lesions like lithiasis and
polyps. Section 3 shows the processing of input USG gallbladder images. Section
4 presents the classification method based on support vector machines. Section
5 is about using the modified bank of Gabor filters to extract image features
to be classified. The following section assesses the SVM algorithm based on
experiments completed and contains selected research results. The last section
provides a summary.

2 System Description

The design of a system enabling lesions of the gallbladder such as lithiasis and
polyps to be detected is based on a machine learning method using the SVM clas-
sifier. The general structure is presented in Algorithm 1. The methods presented
in Algorithm 1 comprise several steps. First, every USG image is pre-processed
by segmenting the shape of the gallbladder and eliminating the area of uneven
contrast background. The gallbladder shape is segmented using active contour
models [3,4]. In the second step, a set of rectangular areas is selected from every
available image from the database of gallbladder USG images. Selected areas
are partitioned into patterns designated for learning and validating. Then, a set
of features is distinguished for every pattern. Features from the learning set are
designated for training the algorithm which will then be able to take a binary
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decision about the image features supplied to it. After the learning process, the
classifier is validated using features of the image from the validating set in order
to evaluate the accuracy of the classifier. In particular, a confusion matrix with
the dimensions 2 × 2: Ai,j is calculated. The element ai,j of this matrix repre-
sents the number of samples belonging to class i, provided that the classification
algorithm decides that it belongs to class j, (i, j ∈ {1 − lesion, 0− nonlesion}).
As finding a lesion is treated as a positive diagnosis, while the lack of lesions as a
negativeone, the confusion matrix may contain four possible values determining
the classifier’s behaviour. These are as follows: true positive ratio specified as the

a1.1
a1.0+a1.1

, true negative ratio a0.0
a0.0+a0.1

, false positive ratio a0.1
a0.0+a0.1

and false neg-
ative ratio a1.0

a1.0+a1.1
. The true positive ratio is also referred to as the sensitivity of

the classifier, while the true negative as its specificity. Finally, the overall accu-
racy, or the success rate of the classifier can be quantified as a1.1+a0.0

a0.0+a0.1+a1.0+a1.1
.

3 Analysed Data

An image database obtained from the Image Diagnostics Department of the
Gdańsk Regional Specialist Hospital, Poland, was used in the research on USG
image analysis. The database of images used in this research contained 800 im-
ages, including 600 images without lesions and 200 images containing them,
specifically 90 images showing polyps and 110 images depicting gallbladder
stones. USG images of the gallbladder were processed by the histogram nor-
malisation transformation to improve their contrast, and the gallbladder shape
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Fig. 2. Pre–processing of the input USG image of the gallbladder. (a) Input image
obtained from the USG image database. (b) An image with improved contrast after
the histogram normalisation transformation and the edge marked using the active con-
tour method. The dashed line shows manually initiated contour inside the gallbladder
shape. (c) A USG gallbladder image with the background eliminated. (d) The marked
rectangular image fragment with the gallstone in the centre of the region.

was segmented using active contour models [3,4]. Then the background area of
uneven contrast was eliminated from images. The entire 800 database of gall-
bladder images was processed in this fashion. For illustration, Figure 2(a) shows
an unprocessed USG image depicting lithiasis from the database provided, while
Figure 2(b) is an image after the histogram normalisation transformation, with
the approximate edge marked. The contour was initiated manually inside the
gallbladder shape and on the outside of the single lesion or several lesions present,
as illustrated (dashed line) in Figure 2(b). Figure 2(c) is an image of a gallblad-
der from which the uneven background of the image was eliminated by setting
the black colour to pixels located outside the contour. For images showing le-
sions, a rectangular bounding region containing the disease was captured. Then,
the centre of the lesion was approximated, after which the rectangular region
was cropped so as to contain the lesion at its centre. An example is shown in
Fig. 2(d). These transformations generated a set of rectangular regions of vari-
ous dimensions, every one of which contained a lesion in the centre. The above
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procedure made it possible to obtain samples of image regions containing lesions.
To obtain samples without lesions, an region equal in size to that obtained for
a lesion was delineated in images from healthy individuals. As there are more
images without lesions, for every sample with a lesion there were 3 samples iden-
tified with the same area free of lesions, coming from different patients. The set
of 200 samples with lesions, containing 90 of polyps and 110 of stones and 600
samples from images without lesions was divided into two sets:

– The training set 300 of samples, containing 200 samples without lesions and
100 samples with lesions (60 of stones and 40 of polyps).

– The validation set 500 of samples, containing 400 samples without lesions
and 100 samples with lesions (50 of stones and 50 of polyps).

The number of cases with lesions in the validating set represents 25% of all
samples in that set. The SVM classifier handles rectangular input image areas
of a specific length and uses responses of Gabor filters as an input features.

4 Support Vector Classification

Let’s consider data in the form of vectors from space Rn belonging to two classes,
to which we respectively assign numbers from set {−1, 1}:

D = {(x1, y1), . . . , (xn, yn), xi ∈ Rn, yi ∈ {−1, 1}, i = 1 . . .m} (1)

The support vector machine algorithm separates classes of input patterns with
the hyperplane for which the distance between the nearest vectors of these two
classes given by relationship (1) is the greatest. This hyperplane is called the
optimal separating hyperplane. It is defined as follows: H : f(x) =< w, x >
+b. Where x is a vector from the Rn space, w is the vector perpendicular to
hyperplane H , and the value b

‖w‖ determines the offset from the beginning of
the coordinate system. Finding the optimal hyperplane for which the distance
of the nearest vectors from two different classes is the greatest is equivalent to
minimising the square of the following norm [9]. : 1

2‖w‖2. The case of linear data
separation can be generalised to data separation with a non–linear function. For
this purpose, data vectors from the Rn space are mapped to a new Hilbert space
H using a certain mapping function φ : Rn → H . As the data appears only in
the form of scalar products, the form of the φ function does not have to be given
explicitly, the following K kernel function can be used

K(xi, xj) = φ(xi) · φ(xi) (2)

Points belonging to two classes (1) cannot be linearly separable. In such cases,
one of the solutions may be to slacken the condition that there must be no points
between pattern classes. For this purpose, slack variables ξ ≥ 0 are introduced.
The constraining conditions will then take the following form:

yi · [< w, xi > +b ≥ 1 − ξi], ξi ≥ 0, i = 1 . . . n (3)



SVM Approach to Classifying Lesions in USG Images 71

where yi ∈ {−1, 1} denotes the appropriate labels of classes of input patterns
xi in accordance with the relationship (1). As a result, the SVC classification
is equivalent to a minimisation problem with the following objective function:
1
2‖w‖2 + C

[∑n
i=1 ξi

]m
where m = 1 is usually assumed. Constant C valuates

the amount of the penalty for the wrong classification of training data. Using
the Lagrange multipliers technique the optimisation problem formulated above
can be transformed as follows:

LD(α) =
n∑

i=1

αi − 1
2

n∑
i,j=1

αiαjyiyjK(xi, xj) and LD(α) → min

under the conditions: 0 ≤ αi ≤ C and
n∑

i=1

αiyi = 0

(4)

In the above relationship, vector α = [α1, α2, . . . αn] defines non-negative La-
grange coefficients. It should be noted that separating the pattern classes makes
it possible to use the kernel function K(., .). This is possible, because mapping
φ satisfies equation (2). Non-negative Lagrange coefficients which constitute so-
lutions to equation (6) may be used in the following decision-making function:

f(x) =
n∑

i=1

αiyiK(xi, x) + b whereas: b = yi −
n∑

j=1

αjyjK(xj , xi) (5)

The solution to equation (4) can be determined using general quadratic pro-
gramming methods. In addition, dedicated heuristic methods [12] have been
developed which effectively solve many classes of problems.

5 Log-Polar Sampling of the Gabor Decomposition

Gabor filters are very useful to extract features from images. These filters were
originally proposed in [7] as an elementary Gabor function, and were then ex-
tended in [8] into a two–dimensional operator used in analysing digital images.
A two–dimensional Gabor filter is defined as:

G(x, y) =
1

2πσxσy
e−1/2(x2/σ2

x+y2/σ2
y)ej2πv0x (6)

This filter is a sinusoidal wave plane modulated by a Gaussian operator and
is sensitive to image details which correspond to frequencies close to v0 on the
Fourier plane. Parameters σx and σy represent widths along the X and the Y
axes, respectively. As the wave vector of this filter is parallel to the X axis,
this filter is sensitive to parallel details in the image. However, to create a filter
sensitive to image details displaced by a φ �= 0 angle, it is enough to rotate
the original filter presented in equation (6). In publication [15], modified Gabor
filters cast for log-polar coordinates are used:
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G(r, φ) = Ae−(r−r0)
2/2σ2

r e−(φ−φ0)
2/2σ2

φ (7)

where:
r = log

√
v2 + μ2 and φ = arctan(

μ

v
) (8)

The parameters σr and σφ control a radius-axis width and an angle-axis width
of the Gaussian function. This approach is useful in building filter banks for var-
ious orientations of the φ and central frequencies v0, especially as filters defined
by equation (7) do not overlap at low frequencies. To the contrary, the struc-
ture based on [7] requires values to be carefully selected for filters with a low
frequency. Finally, publication [15] proposes a log-polar spatial grid to sample
the response of a bank of Gabor filters. This grid consists of points located on
several circles with logarithmically spaced radii (see Fig.3). To calculate the fea-
ture vector for a given point of an X image, this image is filtered with the bank
of modified Gabor filters, and the magnitudes of responses are sampled using a
grid with the central point X .

Fig. 3. The grid used to sample the responses of a Gabor filter bank, as proposed in
publication [15]. To sample responses for a set point p, the centre of the grid is located
in point p. Then, magnitudes of complex responses for the filter bank are calculated
in every point of the grid. The result is a vector whose coordinates are the magnitudes
of filter responses collected from all grid points, in a defined order.

6 SVM Algorithm Assessment Based on Completed
Experiments and Selected Research Results

This section contains the research results and an assessment of the SVM algo-
rithm based on the experiments completed. The tests were carried out on data
sets presented in Section 3.
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6.1 Grid Sampling Parameters on a Log–Polar Scale

Image feature vectors were extracted using a log–polar grid of 51 points. These
points formed parts of six circles with logarithmically spaced radii from a 5–
40 point range. The Gabor filter bank used in the sampled grid consisted of 20
filters, 85×85 points in size. These filters were arranged into four logarithmically-
spaced frequency channels and five uniformly spaced orientation channels. The
lowest normalised frequency found in the filter bank was 1

7 , and the highest 1
2 .

The orientation channels covered the entire spectrum, e.g. from 0 to 4
5π.

6.2 The Stage of Learning Data Sets and Selected Experiment
Results

The SVM classifier was evaluated independently for three kernel functions:

– linear kernel: k(x, y) =< x, y >
– polynomial kernel of order 4: k(x, y) = (σ < x, y > +γ)4

– Gaussian RBF kernel: k(x, y) = e−‖x−y‖/2σ2

In order to select the most suitable values of the misclassification penalty for
wrong classification and the parameters of kernel functions, the specificity pa-
rameter was evaluated for every kernel function, using a learning set and employ-
ing the following values of the misclassification penalty for wrong classifications:
C ∈ {1, 2, . . . , 60}. For the polynomial and Gaussian kernel functions, the fol-
lowing range of parameter values was assessed: σ, γ ∈ {0.1, 0.2, . . . , 15.0}. Then,
for every kernel function, the value of the misclassification penalty for wrong
classification was selected for which the sensitivity factor was the highest. The
misclassification penalty values so obtained were used in further research. The
results from testing the selection of parameters are summarised in Table 1.

Table 1. Values of kernel function parameters and the misclassification penalties used
in the SVM classifier

Kernel function Par. of the kernel function Misc. penalty

Linear – C = 10.0

Polynomial σ = 0.7, γ = 0.5 C = 4.0

Gaussian function RBF σ = 2.0 C = 8.0

In order to determine the total accuracy, sensitivity and specificity of the
classification, the classifier was assessed for data from the validating set. Results
for various combinations of kernel functions are presented in Table 2. The ex-
periments conducted show that the greatest sensitivity, specificity and accuracy
were achieved if the Gaussian RBF kernel function was used. In order to eval-
uate the operation of the SVM classifier when recognising individual lesions, two
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Table 2. Results of the SVM classifier in different configurations for a validation sets

Kernel function Sensitivity(%) Specificity(%) Accuracy(%)

Linear 62% 64.3% 63.4%

Polynomial 68% 65.6% 67.3%

Gaussian function RBF 80.2% 81.3% 82%

Test 1. Samples containing 100 lesions and 400 free of lesions

Linear 65.4% 68.2% 67.1%

Polynomial 72.5% 70.7% 73%

Gaussian function RBF 83.7% 82.1% 85.7%

Test 2. Samples containing 50 lithiasis and 400 free of lesions

Linear 58.2% 60.3% 61.5%

Polynomial 65.2% 62.4% 64.1%

Gaussian function RBF 71% 72.7% 74.3%

Test 3. Samples containing 50 polyps and 400 free of lesions

additional validations were conducted. The results of these validations are pre-
sented in Table 2, respectively, Test 2 and Test 3. The SVM classifier exhibited
clearly greater accuracy, specificity and sensitivity when recognising stones than
polyps. This can be attributed to the nature of the polyps presented in USG
images which are highly non–uniform and not as well localized as gallstones. In
the best case, the algorithm achieved the accuracy of 85.7% for lithiasis and of
74.3% when classifying polyps.

7 Summary and Further Research Directions

Experiments conducted for the defined training sets and the three applied kernel
functions showed that the SVM classifier was more sensitive when recognising
lithiasis than polyps. In classifying lithiasis and polyps, the best sensitivity and
accuracy was obtained for the Gaussian kernel function. Classifier accuracy and
sensitivity reached 85.7% and 83.7%, respectively, for lithiasis, and dropped to
74.3% and 71% for polyps. The reason for this drop in accuracy and sensitivity
is the much poorer recognition of polyps by the SVM classifier. The research
completed shows that the image features used are the main reasons limiting
the further improvement of recognition accuracy. Further research will focus on
developing specialised methods for analysing USG gallbladder images, making it
possible to extract image features and thus improve the accuracy of recognising
lesions, particularly polyps.
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Abstract. Growing neural gas (GNG) has been successfully applied to
unsupervised learning problems. However, GNG-inspired approaches can
also be applied to classification problems, provided they are extended
with an appropriate labelling function. Most approaches along these lines
have so far relied on strategies which label neurons a posteriori, after
the training has been completed. As a consequence, such approaches
require the training data to be stored until the labelling phase, which
runs directly counter to the online nature of GNG. Thus, in order to
restore the online property of classification approaches based on GNG,
we present an approach in which the labelling is performed online. This
online labelling strategy better matches the online nature of GNG where
only neurons – but no explicit training examples – are stored. As the main
contribution, we show that online labelling strategies do not deteriorate
the performance compared to offline labelling strategies.

Keywords: artificial neural networks, growing neural gas, clustering,
classification, labeling.

1 Introduction

Self-organising approaches such as self-organising maps (SOM) [5], learning vec-
tor quantization (LVQ) [6], or neural gas (NG) [11] are often successfully used
in unsupervised learning tasks, clustering in particular. The advantage of such
neurally-inspired clustering approaches lies in their ability to learn the repre-
sentation of a feature space without supervision. A further interesting property
is the fact that they typically perform dimensionality reduction. Typical appli-
cations of these learning paradigms can be found in areas such as text mining
[3,12,7] or pattern recognition [10]. Growing neural gas (GNG) [2] represents
an extension of the NG algorithm in which the number of neurons is not fixed
a priori as in NG, but grows over time. This is especially interesting in such
clustering tasks where the number of clusters is previously unknown.

In order to apply self-organising approaches to classification problems, two
extensions are necessary: i) a function which assigns labels to neurons and ii)
a function that performs the prediction on unseen data points. So far, mainly
offline labelling strategies which require the explicit storage of labelled train-
ing data have been considered for the first case [3,12,8,9,10]. They perform the
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assignment of labels to neurons a posteriori, after the training phase has been
ended. There are several disadvantages connected to these strategies. For exam-
ple, offline labelling strategies assume that there is a definite end of the training
phase after which the labelling can be performed. This is of course not given
in life-long learning scenarios in which training and prediction are interleaved.
Using offline labelling strategies, we are not able to perform predictions for un-
seen examples in every iteration step, which is the crucial characteristic of online
classification approaches. In the area of cognitive systems engineering, the on-
line nature of learning processes is crucial in order to learn complex behaviours
incrementally and continuously [14]. Another disadvantage of offline labelling
strategies is the fact that they directly run counter to the online nature of GNG,
as training examples are stored explicitly.

In this paper we thus present and evaluate several strategies allowing to per-
form the labelling on-the-fly, thus extending GNG to an online classification
algorithm. We compare these strategies to several offline strategies that have
been proposed in the literature and examine in particular whether an online la-
belling strategy can compete in terms of performance, i.e. classification accuracy,
with an a posteriori labelling strategy. In fact, we show on three data sets (one
artificial and two standard data sets) that an online labelling strategy does not
perform significantly worse compared to an offline labelling strategy.

We offer the following contributions in particular:

– We systematically evaluate different offline labelling strategies for GNG in a
classification task.

– We extend GNG by an on-the-fly labelling step that allows us to extend
GNG to an online classification algorithm.

– We present and systematically analyse various online labelling strategies and
compare them to the offline labelling strategies, showing that they do not
deteriorate the performance of a classification approach based on GNG.

The paper is structured as follows: in Section 2 we discuss how GNG can be
extended to a classification algorithm and what labelling functions are typically
used in the literature. In Section 3 we present our extension of GNG to an
online classification algorithm, relying on a novel set of labelling functions which
perform labelling on-the-fly. In Section 4, we present our experimental results
obtained on the basis of three data sets. We discuss related work and conclude
in Section 5.

2 Classification with GNG

In this article we rely on the original version of GNG introduced by Fritzke
[2] which is an extension of NG [11]. The algorithm is depicted in Figure 1
(without step 4). The GNG algorithm initially starts with a small network of two
neurons in step 1. In steps 2-8, a winner neuron and its neighbouring neurons are
determined and adapted according to the presented input example (stimulus).
In steps 9 and 10, neurons are removed and inserted into the network according
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to a fixed set of parameters. The algorithm stops when a predefined criterion is
met, e.g. when the network has reached a certain size.

In order to apply GNG to a classification task, most approaches in the lit-
erature extend the algorithm by two functions. A neuron labelling function
l : N → C where C is the set of class labels, and a prediction function l : D → C
where D is the input space. We analyse the following offline neuron labelling
functions as proposed by Lau et al. [9]. They are offline in the sense that they
assume that the pairs (d, ld) with d ∈ Dtrain ⊆ D and ld ∈ C seen in the training
phase are explicitly stored:

– Minimal-distance method (min-dist): According to this strategy, neuron ni adopts
the label ld of the closest data point d ∈ Dtrain:

l(ni) = ld = l(arg min
d∈Dtrain

|ni − d|2)

– Average-distance method (avg-dist): According to this strategy, we assign to neuron
ni the label of the category c that minimises the average distance to all data points
labelled with category c:

l(ni) = arg min
c

|D(c)|∑
k=1

|ni − dk|2
|D(c)|

where D(c) = {d ∈ Dtrain | l(d) = c} is the set of all examples labelled with c.

– Voronoi method (voronoi): According to this strategy, we label neuron ni with
that category c having the highest overlap (in terms of data points labelled with
c) with the data points in the voronoi cell for ni. We denote the set of data points
in the voronoi cell for ni as v(ni) = {d ∈ Dtrain | ∀nj , j �= i : |nj − d|2 ≥ |ni − d|2}
within the topological map.

l(ni) = arg max
c

|D(c) ∩ v(ni)|

In addition to the neuron labelling strategy, we need to define prediction
functions that assign labels to unseen examples. These prediction strategies are
inspired by linkage strategies typically used in cluster analysis (see [4,1,13]):

– Single-linkage: In this prediction strategy a new data point dnew is labelled with
category c of the neuron n that minimises the distance to this new example:

l(dnew) = arg min
c

(arg min
n∈N(c)

|n − dnew|2)

where N(c) = {n ∈ N | l(n) = c} is the set of all neurons labelled with category c
according to one of the above mentioned neuron labelling function.

– Average-linkage: In this strategy, example dnew adopts the label of category c
having the minimal average distance to the example:

l(dnew) = arg min
c

(

|N(c)|∑
k=1

|nk − dnew|2
|N(c)| )

– Complete-linkage: In this prediction strategy a new data point dnew is labelled
with category c of the neuron n that minimises the maximal distance to this new
example:

l(dnew) = arg min
c

(arg max
n∈N(c)

|n − dnew|2)
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3 Online Labelling Strategies for GNG

In order to extend GNG to an online classification algorithm, we extend the
basic GNG by a step in which the label of the presented stimulus is assigned to
the winner neuron during the learning process. We denote the winner neuron for
data point d by w(d). All prediction strategies are local in the sense that they do
not consider any neighbouring neurons besides the winner neuron w(d). As the
labelling is performed on-the-fly, the label assigned to a neuron can change over
time, so that the labelling function is dependent on the number of examples the
network has seen and has the following form: l : N × T → C. We will simply
write lt(ni) to denote the label assigned to neuron ni after having seen t data
points.

– Relabelling method (relabel): According to this very simple strategy, the winner
neuron w(d) adopts the label of d:

lt(ni) = ld, where ni = w(d)

– Frequency-based method (freq): We assume that each neuron stores information
about how often a data point of a certain category has been assigned to ni after t
examples have been presented to the network as freqt(c, ni). A neuron is labelled
by the category which maximises this frequency, i.e.

lt(ni) = arg max
c

freqt(c, ni)

– Limited-distance method (limit): According to this strategy, the winner neuron
ni = w(d) adopts the category label ld of the data point d if the distance between
them is lower than the adaptive distance θt(ni) of the neuron ni. In case of a
smaller distance, θt(ni) will be updated with the new distance.

lt(ni) =

{
ld, if |ni − d|2 ≤ θt(ni)

lt−1(ni), else

As these labelling strategies do not guarantee that every neuron in the net-
work is actually labelled, we need to extend the prediction strategy to handle
unlabelled neurons. For the presented prediction strategies we simply ignore
unlabelled neurons during the prediction state.

4 Experiments and Results

We evaluate the labelling strategies in dependance of the mentioned prediction
methods on three classification data sets: an artificial data set generated follow-
ing a gaussian distribution, the ORL face database1 and the image segmentation
data set of the UCI machine learning database2:
1 Samaria, F.S.: Parameterisation of a stochastic model for human face identification,

In Proc. of the IEEE Workshop on Applications of Computer Vision 1994, 138-142
2 Blake, C.L., Merz, C.J.: UCI repository of machine learning databases, 1998
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Online labelling for growing neural gas (OGNG)

1. Start with two units i and j at random positions in the input space.
2. Present an input vector x ∈ Rn from the input set or according to input distribution.
3. Find the nearest unit s1 and the second nearest unit s2.
4. Assign the label of x to s1 according to the present labelling strategy.
5. Increment the age of all edges emanating from s1.
6. Update the local error variable by adding the squared distance between ws1 and x.
7. Move s1 and all its topological neighbours (i.e. all the nodes connected to s1 Δerror(s1) =

|ws1 − x|2 by an edge) towards x by fractions of eb and en of the distance:

Δws1 = eb(x − ws1 )

Δwn = en(x − wn)

for all direct neighbours of s1.
8. If s1 and s2 are connected by an edge, set the age of the edge to 0 (refresh). If there is no such

edge, create one.
9. Remove edges with their age larger than amax. If this results in nodes having no emanating

edges, remove them as well.
10. If the number of input vectors presented or generated so far is an integer or multiple of a

parameter λ, insert a new node r as follows:
Determine unit q with the largest error.
Among the neighbours of q, find node f with the largest error.
Insert a new node r halfway between q and f as follows:

wr =
wq + wf

2

Create edges between r and q, and r and f . Remove the edge between q and f .
Decrease the error variable of q and f by multiplying them with a constant α. Set the error r
with the new error variable of q.

11. Decrease all error variables of all nodes i by a factor β.
12. If the stopping criterion is not met, go back to step (2). (For our experiments, the stopping

criterion has been set to be the maximum network size.)

Fig. 1. GNG algorithm with extension for online labelling

Artificial data set (ART): The first data set is a two dimensional gaussian mix-
ture distribution with 6 classes located at [0,6], [-2,2], [2,2], [0,-6], [-2,-2], [2,-2].
The data points of each class are gaussian distributed with the standard deriva-
tion of 1.
ORL face database (ORL): The second data set is the ORL face database which
contains 400 frontal images of humans, performing different gestures. The data
set consists of 40 individuals showing 10 gestures each. We downscaled each im-
age from 92× 112 to 46× 56 and applied a principal component analysis (PCA)
to reduce the number of dimensions from 2576 to 60, corresponding to 86.65%
of the total variance.
Image Segmentation data set (SEG): The image segmentation data set consists
of 2310 instances from 7 randomly selected outdoor images (brick-face, sky, fo-
liage, cement, window, path, grass). Each instance includes 19 attributes that
describe a 3 × 3 region within one of the images.

In order to compare the different labelling strategies to each other, we chose a
fixed set of parameters for GNG and used this set in all of our experiments. This
set was empirically determined on a trial-and-error basis through preliminary
experiments. The GNG parameters are set as follows: insertion parameter λ =
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300; maximum age amax = 120; adaptation parameter for winner eb = 0.2;
adaptation parameter for neighbourhood en = 0.006; error variable decrease
α = 0.5; error variable decrease β = 0.995

For our experiments we randomly sampled 10 training/test sets out of our data
and averaged the accuracy for each labelling and prediction setting. Thereby, we
trained each GNG classifier with 4 labelled examples of each category. We val-
idated the accuracy of the labelling methods and prediction strategies on test.
Our results are shown in Tables 1 and 2. Both tables show the classification accu-
racy for various configurations of labelling methods (min-dist, avg-dist, voronoi,
relabel, freq, limit) and prediction strategies (single-linkage, average-linkage and
complete-linkage) averaged over the three different data sets using 4 training
samples per class. We evaluated the accuracy of each labelling method combined
with three prediction strategies (rows of the tables). Therefore, we consider the
results of 54 experiments overall3. The results license the following conclusions:

– Comparison of offline labelling strategies: According to Table 1, there
is no labelling method which significantly outperforms the others. Compar-
ing the accuracy results averaged over all prediction strategies, the voronoi
method is the most effective labelling method as it provides the highest
accuracy with 77.59%, followed by the min-dist method with 76.27% and
the avg-dist method with 74.28%. Concerning the prediction strategies, the
single-linkage prediction strategy shows best results averaged over all meth-
ods with 81.41%, followed by the average-linkage prediction strategy with
an accuracy of 77.65%. The complete-linkage yielded the worst results with
an averaged accuracy of 69.07%.

– Comparison of online labelling strategies: According to Table 2, all
three online labelling strategies are almost equal in their classification per-
formance. The limit method performs slightly better than the other two
methods and achieves an accuracy of 78.15%, followed by the freq method
with an accuracy of 78.09% and the relabel method with an accuracy of
77.88%. As for the offline labelling strategies, here it is also the case that
the single-linkage prediction is the best choice with an accuracy of 83.30%,
followed by the average-linkage prediction with an accuracy of 80.90% and
the complete-linkage prediction with an accuracy of 69.88%.

– Online vs. offline labelling strategies: Comparing the averaged accuracy
of all labelling methods of Table 1 and 2, the results show that there is
no significant difference between them in terms of performance. The online
labelling methods even provide a slightly higher accuracy.

– Impact of memory: Strategies relying on some sort of memory (e.g. storing
the frequency of seen labels as in the freq method), do not perform signif-
icantly better than a simple context-free (or memory-less) method (relabel
method) performing decisions on the basis of new data points only. This
shows that the implementation of a label memory does not enhance the
classifiers performance.

3 The results of all 54 experiments can be found at
http://www.sc.cit-ec.uni-bielefeld.de/people/obeyer

http://www.sc.cit-ec.uni-bielefeld.de/people/obeyer
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Table 1. Classification accuracy for the offline labelling strategies (min-dist, avg-
dist, voronoi) combined with the prediction strategies (single-linkage, average-linkage,
complete-linkage) averaged over the three data sets (ART, ORL, SEG) trained with 4
labelled data points of each category (best prediction strategy and labelling method
results are marked).

Prediction Min-dist Avg-dist Voronoi Average
strategies method method method

Single-linkage 81.93 78.92 83.39 81.41
Average-linkage 77.15 76.35 79.46 77.65
Complete-linkage 69.72 67.56 69.92 69.07

Average 76.27 74.28 77.59

Table 2. Classification accuracy for the online labelling strategies (relabel, freq, limit)
combined with the prediction strategies (single-linkage, average-linkage, complete-
linkage) averaged over the three data sets (ART, ORL, SEG) trained with 4 labelled
data points of each category (best prediction strategy and labelling method results are
marked).

Prediction Relabel Freq Limit Average
strategies method method method

Single-Linkage 83.25 83.25 83.39 83.30
Average-Linkage 80.46 81.12 81.13 80.90
Complete-Linkage 69.92 69.79 69.93 69.88

Average 77.88 78.05 78.15

5 Related Work and Conclusion

In this paper we have presented, analysed and compared different online la-
belling strategies in order to extend the growing neural gas (GNG) algorithm
to an online classification approach. While GNG is essentially an unsupervised
algorithm, previous approaches have presented extensions of GNG for classifi-
cation tasks. Such extensions typically rely on a suitable labelling function that
assigns labels to neurons as well as a prediction function that assigns labels to
unseen examples. In this line, we have experimentally compared different offline
and online labelling strategies inspired by previous research. To our knowledge,
there has been no systematic investigation and comparison of different offline
strategies so far, a gap we have intended to fill. The question of how GNG can
be extended to an online classification algorithm has also not been addressed
previously. In most cases, offline strategies have been considered that perform
the labelling after the training phase has ended and the network has stabilised
to some extent as in the WEBSOM [7,8] and LabelSOM [12] approaches. In
both of these approaches, the label assignment is essentially determined by the
distance of the labelled training data point to the neurons of the already trained
network. Such offline labelling strategies contradict the online nature of GNG,
whose interesting properties are that the network grows over time and only neu-
rons, but no explicit examples, need to be stored in the network. In this sense,
an important question we have addressed in this paper is whether GNG can
be extended to a classification algorithm without affecting its online nature or
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degrading performance considerably. Our research has shown that this is indeed
possible. Online labelling functions where the label of a neuron can change over
time and is computed when a new example is assigned to the neuron in question
do not perform worse than offline labelling strategies.

Acknowledgement. This project has been funded by the Excellence Initiative
of the Deutsche Forschungsgemeinschaft (DFG).
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Abstract. In this paper, we investigate the multi-layer topology pre-
serving mapping for K-means. We present a Multi-layer Topology Pre-
serving Mapping (MTPM) based on the idea of deep architectures. We
demonstrate that the MTPM output can be used to discover the number
of clusters for K-means and initialize the prototypes of K-means more
reasonably. Also, K-means clusters the data based on the discovered un-
derlying structure of the data by the MTPM. The standard wine data
set is used to test our algorithm. We finally analyse a real biological data
set with no prior clustering information available.

1 Introduction

Clustering is an active area in data mining and machine learning research, which
can be considered as one of the most well-known and important unsupervised
learning problems. The K-means algorithm [14] is one of the most popular parti-
tional clustering algorithms that attempts to find K clusters which minimize the
mean squared quantization error [4]. It is robust and very simple to implement
and thus tends to be one of the first algorithms used on a new data set.

The cross entropy method has been well introduced in [5,15]. In [17,16], we
have investigated an on-line cross entropy method for unsupervised data explo-
ration. In this paper, we follow a similar idea using a deep architecture in which
we present a multi-layer topology preserving mapping for K-means clustering.
We demonstrate that by applying the multi-layer topology preserving mapping:
(1) It is easy to determine the number of clusters of the data set for K-means.
(2) The K-means algorithm clusters the data points based on the underlying
structure of the data set discovered by MTPM, by which the accuracy of K-
means clustering can be improved. (3) The algorithm in this paper can set the
initial values to the prototypes more reasonably.

2 Topology Preserving Manifolds

A topographic mapping captures the underlying structure in the data set, such
that points which are mapped close to one another have some common feature

H. Yin, W. Wang, and V. Rayward-Smith (Eds.): IDEAL 2011, LNCS 6936, pp. 84–91, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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while points that are mapped far from one another do not share this feature. The
most common topographic mapping is Kohonen’s self-organizing map (SOM)
[13]. The Generative Topographic Mapping (GTM) [3] is a mixture of experts
model which treats the data as having been generated by a set of latent points
where the mapping is non-linear. Fyfe [8] has derived an alternative topology
preserving model, called the Topographic Products of Experts (ToPoE), based
on a product of experts [10], which is closely related to the GTM.

We follow [3,8] to create a latent space of points x1, . . . ,xK which lie equidis-
tantly on a line or at the corners of a grid. To allow non-linear modeling, we
define a set of M basis functions, φ1(), . . . , φM (), with centres μj in latent space.
Thus we have a matrix Φ where φkj = φj(xk), each row of which is the response
of the basis functions to one latent point, or, alternatively each column of which
is the response of one of the basis functions to the set of latent points. Typically,
the basis function is a squared exponential. These latent points are then mapped
to a set of points m1, . . . ,mK in data space where mj = (ΦjW)T , through a
set of weights, W. The matrix W is M ×D and is the sole parameter which we
change during training. We have

mk =
M∑

j=1

wjφj(xk) =
M∑

j=1

wj exp(−β||μj − xk||2), ∀k ∈ {1, . . . , K}. (1)

where φj(), j = 1, . . . , M are the M basis functions, and wj is the weight from
the jth basis function to the data space. The algorithm is summarized as:

1. Randomly select a data point, t.
2. Find the closest prototype, say mk∗, to t.
3. Generate T samples from the Gaussian distribution, N (mk∗, β2

k∗I). Call the
samples, yk∗,1, ...,yk∗,T . We note that we are using m1,m2, . . . ,mK to per-
form two conceptually separate functions, as prototypes or means to which
the data will be quantized and as centres of Gaussian distributions from
which samples will be drawn.

4. Evaluate the samples using S(y) = exp(−γ ‖ y − t ‖2) as the performance
function.

5. Sort the samples using p(1) as the worst to p(T ) as the best. i.e. we will use
this to identify the r elite samples.

6. Update the parameters

w ← w + η(
1
r

T∑
j=T−r

yk∗,p(j) − mk∗)φ(xk∗) (2)

β2
k∗ = β2

k∗ + η0(
1
r

T∑
j=T−r

(yk∗,p(j) − mk∗)(yk∗,p(j) − mk∗)T ) (3)

where η, η0 are the learning rates with typically η = 10η0.
7. Update the prototypes’ positions using (1).
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3 Multi-layer Topology Preserving Mapping for K-Means
Clustering

Deep architectures are compositions of many layers of adaptive non-linear com-
ponents, which allow representations of data in a more compact form than
shallow architectures. Bengio and LeCun [2] have demonstrated that deep ar-
chitectures are often more efficient for solving complicated problems in terms of
number of computational components and parameters. A greedy, layer-wise un-
supervised learning algorithm [1,11,12] has been introduced to provide an initial
configuration of the parameters with which a gradient-based supervised (back-
propagation) learning algorithm is initialized, which results in a very much more
efficient learning machine. The idea behind the deep architecture is that simpler
models are learned sequentially and each model in the sequence receives a differ-
ent representation of the data. In this section, we extend the topology preserv-
ing mapping with cross entropy to a multi-layer topology preserving mapping
(MTPM), where we follow the similar idea and demonstrate the deep archi-
tecture in unsupervised clustering. We create a multi-layer topology preserving
mapping model, where we perform the same topology preserving mapping al-
gorithm in each layer to capture more accurately the more abstract underlying
data structure. The K-means algorithm is performed in each layer using the
projection of the latent points in that layer. The prototypes of K-means from
2nd layer are initialized by the clustered output of the previous layer.

Specifically, we create a q-dimensional latent space in each layer with a regular
array of points, X = (x1, . . . ,xK) that have the structure of lying equidistantly
on a line or on a grid. These latent points are nonlinearly mapped to points,
(m1, . . . ,mK) in the input space through a set of basis function, which forms
a set of reference vectors, mi = Wφ(xi). Each of the reference vector then
forms the centre of the Gaussian distribution in the input space and we can
represent the distribution of the data points in input space in terms of a smaller
q-dimensional nonlinear manifold. Thus we have a higher-level representation of
the data points in the input space by the projection of the data points in the
latent space. The latent space representation of each data point is

tlatent
n =

K∑
i=1

rnixi (4)

rni =
exp(−γd2

ni)∑
k exp(−γd2

nk)
(5)

where rni is the responsibility of the ith latent point for the nth data point and
dpq = ||tp − mq||, is the Euclidean distance between the pth data point and
the projection of the qth latent point. The projection of the data points in the
latent space of this layer then becomes the data points in the input space of the
next layer. Therefore, the topology preserving mapping in each layer performs
a non-linear transformation on its input vectors and produces as output the
vectors that will be used as input for the topology preserving mapping in the
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next layer and the projection of the data points in higher layers may represent
the underlying structure of the data set more clearly. We develop a new way to
visualize the experimental results, where we can identify the possible number
of clusters, K, for K-means: we calculate the sum of the responsibility vectors
over the data points, R =

∑N
n=1 rn, and then form a responsibility grid using

R for each latent point. Since the latent points are fixed in (4), the data points
belonging to the same cluster will have similar responsibility vectors, and thus
the area where one cluster is located in the responsibility grid will become ‘hot’
with higher density of data points.

In lth layer, we perform the K-means algorithm to cluster the output and as-
sign the labels, Ll

c, c = 1...K, to the data points in the latent space, tlatent, where
the data points are thus partitioned into K clusters. When the labeled tlatent is
transferred to the (l + 1)th layer, the prototypes of K-means are initialized to
the mean values of the data points with the same labels as (6),

pl+1
c =

1
N l

c

∑
tlatent
n′ , n′ ∈ Ll

c (6)

where N l
c is the number of data points in cluster Ll

c in layer l. Since the projection
of the data points in a higher layer represents the underlying structure of the data
more clearly and abstractly, the K-means is performed based on the discovered
underlying data structure and the prototypes of K-means are initialized more
reasonably and accurately. Finally, we use the K-means result in the topmost
layer as the final clustering result.

To demonstrate our multi-layer topology preserving mapping for K-means, we
create a deep architecture model with four layers, in each layer of which we use
a 2-dimensional grid of latent points: we use a 21×21 grid of latent points being
passed through a 5×5 set of basis vectors. We begin by illustrating the algorithm
on the well-known wine data set from the UCI Repository of machine learning
databases. It has 178 samples, 13 features and 3 classes. Because some of the
features are scaled up to 1500 and others lie between 0 and 1, we preprocessed
the data by normalizing all features between -1 and 1.

A plot of the responsibility grid and the projection of the data points in the
latent space in each layer is shown in Figure 1. We can see that although the
data points have been mapped into the latent space accurately in the first layer,
there are only scattered hot areas in the responsibility grid. We can also see that
the higher level the layer is in, the hotter the areas corresponding to different
clusters are and in the fourth layer, we can clearly see that three clusters have
been identified. We evaluate the performance of the K-means in each layer by the
quantization error [4] as listed in Table 1. We can see that the quantization error
is decreased in the higher layer, which corresponds to what is shown in Figure 1
that the data points belonging to the same cluster in higher layer become much
closer than those in the first layer. We compare our algorithm with PCA+K-
means. In this case, the quantization error with PCA+K-means is 144.9405.
We find that the MTPM+K-means classifies the data points more accurately.
In this case, 65.10% data points are classified correctly by PCA+ K-means and
88.20% data points are classified correctly by MTPM+ K-means in the 4th layer.
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Fig. 1. Plot of the responsibility grid and the projection of the data points in the latent
space in the first four layers with correct labels. Each contour line represents a constant
value of R. The red cross, cyan square and magenta cycle correspond to the data points
for different clusters. Top left: the 1st layer. Top right: the 2nd layer. Bottom left: the
3rd layer. Bottom right: the 4th layer.

Therefore, we consider the MTPM model can capture the underlying structure of
the data set more clearly and accurately in the higher layer and the performance
of K-means is improved in the higher layer.

Table 1. The quantization errors of K-means in eight layers

Layer Quantization Error

1st 30.6165

2nd 6.0467

3rd 4.7441

4st 3.2859

5st 1.8430

6st 1.2887

7st 0.8292

8st 0.4887

4 Biological Data Set

In this section, we apply our algorithm to a real biological data set. The data
used describes the diving behaviour of a leatherback sea turtle (Dermochelys
coriacea) that was satellite tagged in Irish waters. Specifically, a Satellite Relay
Data Logger (SRDL) was attached to a male leatherback sea turtle on 29th June
2006, in Dingle, Ireland (52.24◦N , 10.30◦W ) [6]. In total, 807 time/dive profiles
were extracted from this real turtle data set for analysis. Each time/depth profile,
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as shown in the left of Figure 2 is made up of 5 time/depth pairs (critical points)
which best represent the actual dive (i.e. as the dive profile is made up of many
hundreds or thousands of time/depth pairs [one collected every 4 seconds] an
algorithm onboard the SRDL summarises the profile into the 5 most significant
pairs [7,9]). This process of reduction retains essential information (dive shape)
but dramatically reduces the amount of information that is to be sent via a
satellite system (the maximum number of bits allowed in a single Argos message
is 256). In addition to the critical points, total dive duration is also transmitted.
Apart from these dive profiles, no other prior knowledge is known about the
data set.
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Fig. 2. Left: An example of a dive profile with 5 ‘critical points’. Right: Clustered dive
profiles in in the responsibility grid.

From the data set we have original raw data values: dive duration, depth
of critical point (D1,. . . , D5) and time of critical point (T1,. . . , T5) as shown
in the left of Figure 2. From this raw data we generated some derived data
values or descriptors to help classify the data set. These descriptors are: total
square (area) of the dive profile, time interval proportion (the proportion of time
intervals between two critical points to the total duration), square of interval
shape, interval square proportion (the proportion of the square in a time interval)
and depth difference (change in depth during one time interval).
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Fig. 3. Plot of the dive profiles. The green ’square’ point represent a critical diving
point of one dive profile. Left: the dive profiles in 1st cluster. Middle: the dive profiles
in 2nd cluster. Right: the dive profiles in 3rd cluster.
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Figure 2, right, shows that the algorithm consistently (29 times out 30) iden-
tified three possible clusters (on one occasion 4 clusters were identified). When
the three clusters are graphed as 2D plots in Figure 3 it can be seen that the
dive profiles within each cluster have common features that differentiate them
from the dive profiles within the other clusters. For example, the individual dive
profiles plotted in the left of Figure 3 all have what is described in biology as a
‘square profile’ (i.e. dive shape is typically square, so initial large change in depth
followed by little change over next 2 or 3 critical points). Dive profiles from the
right of Figure 3 have more of a ‘v’ shape profile, so similar rate of change in
depth between all critical points. Further investigation of this type of clustering
analysis may provide novel insights on animal diving behaviour, particularly if
such clusters are further refined using other descriptors of dive profiles such as:
time of day, % bottom time, day length, location (latitude and longitude) and
sea temperature.

5 Conclusion

In this paper, we have investigated multi-layer topology preserving mapping for
K-means clustering, as an illustration of considering deep architectures for unsu-
pervised clustering. We demonstrated that with multi-layer topology preserving
mapping, the number of clusters in the data can be identified more easily and
accurately. The data points in higher layer are gathered with higher density in
the areas where clusters are located and the performance of K-means algorithm
can be improved, where the quantization error is decreased and it tends to clas-
sify the data with higher accuracy. Also, since the projection of the data points
in a higher layer represents the underlying structure of the data more clearly
and abstractly, we consider it is more reasonable and accurate to initialize the
K-means prototypes based on the underlying data structure discovered in the
lower layers. Two real data sets have been analysed by applying our algorithm.
We have used the wine data set, a standard data set with prior knowledge of
the number of classes, to demonstrate the performance of K-means can be im-
proved. Then we have analysed a real biological data set, a data set without
prior knowledge of clusters. Useful clustering information has been extracted,
which leads to further biological investigation.
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Abstract. We examine alternative ways of finding the outline of a hand
from an X-ray as the first stage in segmenting the image into constituent
bones. We assess a variety of algorithms including contouring, which
has not previously been used in this context. We introduce a novel en-
semble algorithm for combining outlines based on dynamic time warp-
ing (DTW). Our goal is to minimise the human intervention required,
hence we investigate alternative ways of training a classifier to deter-
mine whether an outline is in fact correct or not. We evaluate outlining
and classification on a set of 1370 images. We conclude that ensembling
improves performance of all outlining algorithms, that the contouring al-
gorithm used with the ensemble performs the best of those assessed, and
that the most effective classifier of hand outlines assessed is a random
forest applied to outlines transformed into principal components.

Keywords: Hand segmentation, outline classification, outline ensemble.

1 Introduction

This research is part of a wider project to build predictive models of bone age
using hand radiograph images. Bone age assessment typically involves estimating
the expected age of a patient from a radiograph by quantifying the development
of the bones of the non dominant hand. It is used to check that a child’s bones
are developing at an acceptable rate and to monitor whether certain treatments
are affecting a patient’s skeletal development. Currently this task is performed
manually by scoring each bone using a system such as Tanner and Whitehouse
(TW) [10]. It is a time consuming and often inaccurate procedure. We are at-
tempting to develop a fully automated system that will quickly produce an
accurate estimate of bone age based on predictive models constructed from a
wide range of images. Broadly speaking, bone age is estimated by the shape and
position of the bones in the hand. Hence our approach involves segmenting the
image to find the location of individual bones, then extracting features to build
a regression model. The unsupervised extraction of bones is not trivial, and we
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believe that by first extracting the outline of the hand we will get a better seg-
mentation of the bones as the hand outline gives clearly defined landmarks upon
which to begin the extraction. This paper addresses two problems associated
with the task of extracting the outline of a hand from an image: firstly, we assess
how to extract the outline; and secondly we evaluate how to determine whether
a given outline is in fact a correct outline of a hand. We assess four candidates
for extracting the hand outline: Otsu thresholding [9]; Canny edge detection [2];
active appearance models (AAM) [3]; and contouring [5]. These are briefly de-
scribed in Section 2. Despite the fact that the first three have previously been
used in this context [1,6,11] our experience is that the variability in intensity
across images, low contrast between background, flesh and bone, and variability
in hand size and shape mean that the extraction of the outline is non-trivial and
that none of the algorithms assessed are consistent enough for our requirements.
Hence we define an ensemble method that combines the outlines formed from a
range of transformed images (see Section 2), which we find creates much better
outlines (as assessed in Section 4). However, none of the algorithms we evalu-
ate work perfectly. Figure 1 shows two examples of incorrect outlines. In these
examples the algorithm has found the internal outline of the metacarpals or
phalanges. We have observed several other types of error, such as over extended
regions or cropping of individual fingers.

(A) (B) (C)

Fig. 1. (A) and (B) Two examples of incorrectly located hand outlines, and (C) a hand
outline correctly segmented

Clearly, an incorrectly segmented outline will compromise any subsequent
steps of bone segmentation and age modelling. Since our aim is to minimise the
human intervention needed to progress from image to age estimate, we require
an automated means of classifying whether an outline is in fact correct. We
constructed a training set of 1000 images and a test set of 370 images. Each
image was automatically segmented (Section 2) and manually labelled as cor-
rect or incorrect depending on the quality of the segmentation. Features were
then extracted from the training images and a range of classification algorithms
(Section 3) were evaluated using the testing set. The results are presented and
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analysed in Section 4. In Section 5 we conclude from our findings and describe
how this prototype system could be improved.

The contributions of this paper can be summarised as follows: firstly, we
propose using contouring to find hand outlines in radiographs and compare with
other methods used in this problem domain. To our knowledge, contouring has
not been used in this context before and our experiments indicate it has great
potential; secondly, we propose a new way of combining image outlines through
an ensemble technique with diversity achieved through rescaling and a novel
voting scheme that uses dynamic time warping; thirdly, we describe a ‘time
series’ classification problem that will be embedded in an automated process to
detect whether an outline is in fact correct or not.

2 Outlining a Hand

There has been extensive research on the segmentation of hand radio-
graphs [1,12,11,6]. The majority of this work concentrates on the direct seg-
mentation of the bones and uses the problem of finding the outline merely as
a motivational example. However, we consider the seemingly easier problem of
finding the hand outline as the most sensible first step; once we have obtained
an outline which we are confident is correct, the position of the bones is highly
constrained and thus much easier to detect. We have applied four commonly
used algorithms for outlining.
Otsu Thresholding [9] segments an image into foreground and background
regions by forming a histogram of the relative frequency of intensities across
the image and finding the partition that minimises the within group variance.
This approach has been applied to hand radiograph segmentation, where the
hand outline is extracted from the thresholded image using a simple tracing
algorithm [1,12].
Canny Edge Detector [2] is a multistage algorithm that combines differential
filtering, non-maximal filtering and thresholding with hysteresis. It has been used
previously in the context of hand radiograph segmentation [6,8]. To summarise,
the Canny algorithm:

1. smoothes the image with a Gaussian filter;
2. estimates the gradient magnitude and direction at each pixel and quantises

the gradient directions to be one {0, 45, 90, 135} degrees;
3. performs non-maximal suppression by switching off candidate pixels that are

not locally maximum in the direction of the gradient;
4. identifies definite edge pixels as those with a gradient magnitude above a

global high value threshold and switching off pixels that have a gradient
magnitude below a global low threshold; and

5. checks the pixels with gradient magnitude between the high and low thresh-
olds to determine if there is a path that connects them to a definite edge
pixel. Those that are connected to a definite edge form the edge, otherwise
they do not.



On the Extraction and Classification of Hand Outlines 95

The Canny edge detector identifies all edges in an image, and we assume that
the longest edge represents the hand outline.

Active Appearance Model (AAM) [3] is an extremely effective and popular
algorithm for the semi-supervised segmentation of images. AAMs are a parame-
terised, statistical representation of the shape and appearance variation in a set
of training images that have been manually labelled with landmark points. The
AAM algorithm can be summarised as follows:

1. manually identify a set of key landmark points on a set of training images;
2. for the shape model, extract the landmark points then normalise for trans-

lation, rotation and scale;
3. transform with a principal component analysis and use to form the distribu-

tion model for the data;
4. for the appearance model, shape normalise the images by warping from the

manually labelled key points onto the mean shape; and
5. transform with a principal component analysis and use to form the appear-

ance model for the data;

Once the model has been built, a further iterative algorithm is used to fit the
outline to new instances. We have used the Inverse Compositional AAM [7].

Contouring algorithms treat the image as a surface and attempt to trace
outlines as areas of common intensity. In summary:

1. pre-determine the number of contour levels;
2. for each contour level, find the pixels that lie on this level (i.e. have intensity

within the range defined by this level); and
3. for each pixel on this level, connect it to its neighbour if it also is on this

level and continue until either none of the neighbours belong to this contour
or the trace has returned to the starting point.

The output from the contouring algorithm is a set of contours, and we take the
largest contour to represent the outline of the hand. Contour algorithms typically
are used in weather analysis [5] and to the best of our knowledge have not be
used in this context.

2.1 Ensemble Techniques

The main problems with forming the outline of a hand are that image intensities
vary greatly from image to image and also within an image. This is because ra-
diographs vary from machine to machine, the bulb deteriorates over time altering
the intensity distribution and the energy emitted from the bulb is non-uniform
across the bulb. To counteract this, we rescale an image I using a power trans-
form Iγ + c, where c is a constant that rescales the intensities back in the range
0–255. The optimal value for γ is image dependent, hence our approach is to
perform the transform with a range of values and use each power transformed
image as an input to our outlining algorithm. We then ensemble this set of im-
ages and choose a single best outline. Unlike traditional classification ensembles,
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we cannot simply vote on an outline. Instead we measure the quality of each
outline against a set of idealised outlines from [4]. We do this by first mapping
the outline onto a 1-D series by computing the Euclidean distance of each pixel
along the contour to the first pixel. We then measure the Dynamic Time Warping
distance between every candidate outline to every idealised image. The outline
with the minimum median warping distance to the idealised images is chosen as
the output of the ensemble.

3 Classification of an Outline

None of the approaches described in Section 2 is 100% robust against the sources
of variation described previously. Our goal is to minimise the requirement for
human intervention in bone age assessment, thus we need a classifier to identify
whether the output from the ensemble is a true representation of the hand out-
line. To train a classifier we first produced 1000 hand outlines using a mixture
of the methods described in Section 2. Three human subjects manually labelled
the training data as correct or incorrect. Since our priority at this stage is to
make sure we do not progress with an incorrectly labelled image, an outline is
labelled as correct only if all three human subjects classify it as correct.

The outlines were then mapped onto a one dimensional series based on the
Euclidean distance of each pixel along the contour to the first point, and these
series were smoothed using a median filter and z-normalised (across the series) to
remove the scaling effect of age variation. Clearly, the length of outlines will vary.
To simplify the classification the outlines were resampled to ensure each was the
same length as the shortest series (2709 attributes). The number of attributes
and the obvious dependencies between them make it appropriate to transform
the data prior to classification. We have experimented with Fourier transforms
(FFT) and principal component transforms (PCA) (details in Section 4). We
conducted our classification experiments using the WEKA implementation of
Random Forest, C4.5, Naive Bayes, SVM and kNN (with k set through cross
validation).

4 Results

There are four stages to our experimentation; firstly, we evaluate classifiers on
our training set of outlines and choose a subset of classifiers to use in testing;
secondly, we apply our outlining algorithms to 370 test images; thirdly, we as-
sess the outline outputs with the classifiers; and finally, we manually assess the
outlines and comment on the suitability of the classifiers.

The training set has 638 positive cases and 362 negative cases. The raw (nor-
malised) data has 2709 attributes. For the Fourier transform data set we retain
the first 500 Fourier terms. We tried two forms of PCA: the first, PCA1, found
the components on the whole data set. The second performed the transform on
the positive cases only, then used the components to define features for both
the positive and negative cases. For both PCA methods we retained the com-
ponents that explain 95% of the variation (10 and 14 components respectively).
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For PCA2 we also formed a data set of all components. Thus we evaluate each
classifier with five training data sets: normalised, PCA1 (95%), PCA2 (95%),
PCA2 (100%) and FFT (500).

We performed a ten fold cross validation for each classifier using the default
WEKA parameters for all classifiers except for knn, where we selected k for each
fold separately through a further cross validation on each training subset. The
mean classification accuracy and standard deviation between folds are shown in
Table 1. We observe that Random Forest achieves the highest overall accuracy
of 93.77% using all components of PCA2. A classification accuracy of over 90%
is sufficient at this point in the development cycle, hence we continue to use a
Random Forest classifier trained on PCA2 (100%).

Table 1. Ten fold cross validation accuracy (with standard deviation) for five classifiers
(columns) on five separate data sets (rows)

Naive Bayes k-nn C4.5 SVM Random Forest

Normalised 82.97%(2.9) 86.19%(3.0) 85.24%(3.9) 88.88%(2.9) 88.20%(3.4)
PCA1 (95%) 82.43%(0.4) 86.79%(4.6) 84.89%(0.4) 86.32%5.2) 87.89%(3.3)
PCA2 (95%) 84.02%(3.2) 85.56%(3.1) 84.87%(3.1) 84.51%(3.3) 87.10%(3.1)
PCA2 (100%) 84.79%(2.4) 80.42%(2.8) 85.85%(3.6) 86.79%(2.9) 93.77%(2.1)
FFT (500) 80.33%(3.6) 80.32%(3.4) 76.23%(3.8) 74.86%(3.2) 79.42%(4.0)

The second stage of the experimentation involves forming hand outlines on 370
separate testing images. We used the four methods described in Section 2, then
run ensembles of the Canny, Otsu and contour algorithms on rescaled images.
The AAM is trained on a manually labelled set of 30 images. We then train a
Random Forest classifier on the full training set and use the resulting classifier
to classify the outlines as hands or not. Table 2 shows the percentage of each
outlining algorithm that the Random Forest classifier determines are actual hand
outlines.

Table 2. Percentage of outlines the Random Forest classifier classified as a correct
outline of a hand

AAM 74.05%

Contour (ensemble) 67.57% Contour 24.05%

Otsu (ensemble) 47.84% Otsu 11.82%

Canny (ensemble) 0% Canny 0%

The results in Table 2 suggest that the AAM technique is the best performing
outlining scheme. However, investigation of the output indicates that whilst the
AAM algorithm more frequently finds a hand shape, it is frequently not the
correct outline. Figure 2 gives two examples of this phenomena. This is caused
by the fitting procedure used by AAM, where the fit is constrained to always be
a valid example in the sense of the training data.
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Fig. 2. Two examples of AAM finding an incorrect outline

This error is caused by the model becoming stuck in a local optimum. A
manual inspection of the AAM outlines indicates that in fact the AAM outlined
only 187 test images correctly (50.54%) and the classifier made 121 false positive
classifications. Since we are primarily concerned with minimising false positives,
this presents a serious problem. We could increase the training set size for AAM
and no doubt improve performance, but there is a strong likelihood that errors of
this nature will still occur. Alternatively we could alter our classification scheme
to use a measure derived from the image rather than the outline. However, this
over complicates our design and given the contour ensemble performance we
deem it unnecessary at this stage; a visual inspection of the contour (ensem-
ble) outlines reveals that it in fact correctly found 320 outlines (86.46%). The
classifier is over cautious in labelling these, but it makes very few false positive
classifications (16). Experimentation with other classifiers revealed a similar pat-
tern. Hence our primary conclusion from these experiments is that the contour
ensemble is the most appropriate outlining algorithm for hand images. Our en-
semble algorithm improved the performance of both the contour and the Otsu
algorithms, thus demonstrating the utility of the approach. The random forest
classified all of the Canny outlines as incorrect either with or without the en-
semble. A visual inspection revealed this was an overly pessimistic scoring but
that nevertheless the Canny performed poorly. We believe this is caused by two
factors; firstly, Canny is an edge detector rather than an outline detector. Whilst
a human may classify the Canny output as good since it broadly looks correct,
it does not generally form a continuous outline. Secondly, whilst the intensity
difference between hand and the background is obvious to the human eye, the
actual intensity differentials at the boundaries are not particularly great.

5 Conclusions and Future Work

This paper describes a novel ensemble algorithm for outlining radiographs and
a classification scheme to automatically detect whether an outline is correct. We
have successfully applied this ensemble algorithm to a contouring outliner that
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can extract correct outlines from over 80% of images. We conclude that AAM is
the only other contender in terms of accuracy, but is not suitable for this project
because the types of mistake it makes are hard to detect automatically.

Whilst the Random Forest classifier performs adequately, we believe we could
construct a better classifier. We will experiment with alternative transformations
and classification schemes to try to improve performance. The contour ensemble
algorithm performs well, but we believe we could also improve performance by
setting contour levels dynamically.

In the wider context of this project, the next task is to extract individual bones
from an outlined hand image. We will concentrate on extracting the phalanges
then attempting to recreate the Tanner-Whitehouse classification scheme.
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Abstract. Clustering-based Leaders’ Selection (CLS) is a novel ap-
proach for leaders selection in multi-objective particle swarm optimi-
sation. Both objective and solution spaces are clustered. An indirect
mapping between clusters in both spaces is defined to recognize regions
with potentially better solutions. A leaders archive is built which contains
representative particles of selected clusters in the objective and solution
spaces. The results of applying CLS integrated with OMOPSO on seven
standard multi-objective problems, show that clustering based leaders
selection OMOPSO (OMOPSO/C) is highly competitive compared to
the original algorithm.

Keywords: Evolutionary Computation, Multi-Objective Particle Swarm
Optimisation, Leaders’ Selection, Density Based Spatial Clustering, Prin-
cipal Component Analysis, Domination, OMOPSO.

1 Introduction

Multi-objective optimisation (MOO) is the process of finding feasible solutions
to a multi-objective problem (MOP) and evolving these solutions gradually to
enhance their quality. MOP is an optimisation problem with more than one
conflicting objectives, solving such problems usually results in trade-off solutions
among the different objectives [1]. Particle Swarm Optimisation (PSO) (and
multi-objective PSO (MOPSO)) [1] is an efficient and stable algorithm which
demonstrated applications in various domains [2,3].

The majority of MOPSOs use a leaders archive of a fixed size to store the
trade-off solutions found so far through the optimisation process. As the selected
leaders highly influence the optimisation process, maintaining the archive and
selecting the leaders are main challenges for MOPSO. To update the archive
a domination concept is mainly used, where only non-dominated solutions are
stored. MOPSO aims at minimizing the distance between the solutions in the
archive and the actual Pareto Front (PF) while maximizing the diversity of
these solutions in the objective space. To tackle this problem some techniques
are proposed, e.g., adaptive grid [4] , niche count [5], ε-dominance [6], nearest
neighbour [7] and clustering [8]. These techniques maintain the quantity and the
diversity of the solutions in the objective space without taking into account the
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diversity of these solutions in the solution space, which might result in discarding
potentially important regions in the solution space.

The behavior of the particles is defined by the leaders, which results in the
swarm gradually converging into groups. This justifies the clustering of the
swarm to obtain the leaders. Clustering is proposed in [8] and applied only on
the non-dominated solutions in the objective space where the solutions closest
to the cluster centroids are added to the archive. The authors in [9] proposed a
similar clustering method for genetic algorithms.

CLS proposed in this paper goes further by clustering the particles in the
solution space as well as in the objective space aiming at maintaining the di-
versity and covering the potential regions in both objective and solution spaces,
and then defining a corresponding relation between clusters in both spaces. The
proposed leaders archive considers the dominated as well as the non-dominated
solutions.

2 Multi-Objective Particle Swarm Optimisation

The challenge of MOO is that an improvement in one objective often happens at
the expense of deteriorating the performance with respect to other objectives.
The goal therefore is to find the entire set of trade-off solutions that satisfy
the conflicting objectives. The objectives of MOP can be represented as a vec-
tor F (X) = {f1(X), f2(X), . . . , fm(X)} where X ∈ Ω, Ω ⊂ Rn and m is the
number of objectives. When minimizing F (X), a domination relationship is de-
fined between these solutions as follows: let X, Y ∈ Ω, X � Y if and only if
fi(X) ≤ fi(Y ) for all i = {1, 2, ....., m}, and there is at least one j for which
fj(X) < fj(Y ). X is a Pareto optimal solution if there is no other solution
Y ∈ Ω such that Y � X . The image of the Pareto optimal set in the objective
space F (X∗) is called the Pareto Front (PF)[1].

In MOPSO, each particle represents a potential solution and exchanges po-
sitional information with the global and local leader(s) and its own personal
memory. These information are used to move the particle in the search space
[1]. Every particle is characterised by its position and velocity. The position is
the point in the solution space, whereas the velocity represents the positional
change. Each particle uses the position of the selected leader and its personal
movement trajectory to update its velocity and position. To solve MOP using
MOPSO, four distinct approaches are mainly used: Aggregation approach, where
the objectives are merged into a single objective using an aggregation function
(e.g., SDMOPSO [10]). Lexicographic ordering approach, in which each objective
is independently optimised starting from the objective with the highest priority.
Sub-swarms approach divides the swarm into several sub-swarms, each solves
the MOP using only one objective, at a certain stage the sub-swarms exchange
particles in order to produce trade-off solution (e.g., VEPSO [11]). In Pareto-
based approach, the dominance concept is used in order to obtain the set of
non-dominated particles (i.e. archive), the swarm leader is then selected from
this set (e.g., OMOPSO [12]).
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3 The CLS Approach

Clustering based leaders selection uses Density Based Spatial Clustering (DBSC)
[13] to assign each individual into one solution space cluster and one objective
space cluster where the individual is represented in the solution space by its de-
cision variable vector and in the objective space by its objective values. Should
two individuals fall in the same cluster in the solution space, it does not neces-
sarily mean they belong to the same cluster in the objective space and vice versa.
DBSC is chosen for its ability to discover a dynamic number of clusters with ar-
bitrary shapes and a variable number of individuals in each cluster so that CLS
is agnostic to the number of clusters. Large number of decision variables can be a
serious challenge for clustering especially with low number of samples. Principal
component analysis (PCA) [14] is employed to reduce the dimensionality when
necessary.

3.1 Density Based Spatial Clustering

Spatial clustering uses similarity in spatial attributes between objects in the
space where close dense regions are merged to form one cluster [15]. DBSC
[13] is a spatial clustering method with few parameters to tune. The number
of clusters generated by DBSC is dynamic, it is estimated by the algorithm
based on the locations of the objects in the space [15], resulting in clusters with
arbitrary shapes. DBSC starts by randomly selecting a point n from the space.
A neighborhood of n contains all the points in the space located in a circle
surrounding n with a predefined radius ε : dist(n, m) ≥ ε. The neighborhood
Nε(n) is only created if it contains a minimum number of points MinPts. This
is repeated for every point in the current cluster to check whether the cluster can
be expanded. Expanding a cluster is done by adding all the reachable points by
the cluster’s neighborhood. When the cluster can no longer be expanded, another
point is selected and the same process is repeated. The algorithm terminates
when every point belongs to a cluster or labeled as noise (i.e. not reachable by
any cluster). MinPts and ε are the only required parameters.

3.2 The Algorithm

CLS aims at covering all the potentially good regions in both the objective and
the solution spaces and maintaining a good level of diversity in both of them.
This is done by clustering the particles in the objective and solution spaces and
incorporating the diversity information using ε dominance. PCA is applied to
reduce dimensionality if necessary and then DBSC is applied to implement the
clustering.

The particle location in the solution space is defined by its variable vector,
while the objective vector defines the particle’s location in the objective space.
After applying DBSC in both spaces, two sets of clusters are created and then
every particle (except noise) is assigned to a cluster in each space. This defines
an indirect mapping between the two spaces. Should two particles belong to the
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same cluster in one space, it does not necessarily mean they belong to same clus-
ter in the other space. Each particle is marked by an index in the population,
and each cluster in both spaces has a unique index as well. These added infor-
mation facilitate mapping the individual into the clusters. Fig. 1 demonstrates
this indirect relation.

Fig. 1. Example of the algorithm at work while mapping clusters

A non-dominated cluster is a cluster in the objective space that contains at
least one non-dominated individual. CLS exploits the relation between the non-
dominated clusters in the objective space and the related clusters in the solution
space. Following is a formal representation of the algorithm.

Let O be the set of clusters in the objective space and V the set of clusters in
the solution space. A cluster o ∈ O is called non-dominated cluster if and only if
∃a ∈ o and a ∈ PF . The set of non-dominated clusters is then called O

′
. Then

we can define the function:

φ(c) = {v : v ∈ V and ∃Xa ∈ v : Fa ∈ c} (1)

where c ∈ O and Xa is the image of an individual a in the solution space and Fa

is the image of a in the objective space. For a set of clusters C in the objective
space, the function Φ(C) is defined as:

Φ(C) = {φ(c) : c ∈ C} (2)

The selection function Ψ is defined as follows:

Ψ : A → {0, 1} (3)

where A is the current population, and

Ψ(a) =

⎧⎪⎨⎪⎩
1 : Fa ∈ PF

1 : Fa /∈ PF, Fa ∈ o, o ∈ O
′
, φ(o) /∈ Γ

0 otherwise
(4)
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where Γ ⊆ V is the set of clusters selected so far. Γ = {c ∈ V : ∃ a, Xa ∈
c, Ψ(a) = 1}.

Algorithm 1 outlines CLS approach to build the leaders’ archive, where Apply-
PCA applies PCA in both spaces when necessary. Apply-DBSC creates the clus-
ters as discussed before. Continue-Original-Algorithm skips the building of the
archive when no clusters can be found and continues with MOPSO, this might
happens in early stages of the optimisation process where the particles are sparse
due to the initialization. Λ(a) ∈ V : Xa ∈ Λ(a).

Algorithm 1. CLS
1: [X∗

a , F ∗
a ]=Apply-PCA(Xa, Fa)

2: [O,V]=Apply-DBSC(X∗
a , F ∗

a )
3: if |O| = 0 or |V | = 0 then
4: Continue-Original-Algorithm
5: else
6: for all o ∈ O

′
do

7: for all Fa ∈ o do
8: if Ψ(a) = 1 then
9: add a to leaders-archive

10: add Λ(a) to Γ
11: end if
12: end for
13: end for
14: end if

The leaders archive is characterized by a limited size. ε-dominance is used
to retain the diversity when the archive reaches its maximum size, taking into
account that at least one particle from each non-dominated cluster in the ob-
jective space as well as one from the related clusters in the solution space must
be maintained in the archive. Maintaining the clusters’ representatives may not
exceed the maximum size of the archive as the size of the archive is set to the
population size and the maximum number of clusters possible is smaller than
half the population size (i.e. each cluster contains at least 2 solutions). If the
archive is not full yet, additional non-dominated solutions are added regardless
of their corresponding clusters.

4 Experiments and Results

To verify our technique, CLS is used to substitute the archiving technique in
OMOPSO to form OMOPSO/C. OMOPSO is chosen as it is an established
MOPSO method. OMOPSO/C is tested on several standard test problems de-
fined in the test suite [16]. The selected test problems are ZDT1-4, ZDT6,
Viennet2, and Viennet3. These were chosen as they cover diverse MOPs with
convex, concave, connected and disconnected PFs. ZDT1-ZDT4 and ZDT6 are
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two-objective problem with 30 decision variables. Viennet2 and Viennet3 are
three-objective problems with 2 decision variables. OMOPSO/C uses PCA when
solving ZDT1-4 and ZDT6. OMOPSO and OMOPSO/C use turbulence prob-
ability of 0.5. OMOPSO/C parameters are set experimentally, ε is set to 0.1
when solving 2-objective problems and 0.01 when solving 3-objective problems,
and MinPts is set to 3. Each algorithm is run 20 times for each test problem.
For the 2-objective problems each algorithm uses 300 iteration per run, and 200
particles per generation. For the 3-objective problems the corresponding values
of 400 iterations and 400 particles were used. OMOPSO parameters are set as
recommended in [12].

Fig. 2. PF approximations produced by OMOPSO and OMOPSO/C

Three indicators are used for measuring the convergence and diversity of the
solutions produced by both methods[17].

Inverted generational distance (IGD) measures the uniformity of distribution
of the obtained solutions in terms of dispersion and extension. The average
distance is calculated for each point of the actual PF (PFTrue) A and the nearest
point of the approximation PF (PFapprox) B.

IGD(A, B) = (
∑
a∈A

(min
b∈B

‖ F (a) − F (b) ‖2))1/2/|A| (5)

Average generational distance (GD) measures only the closeness of the obtained
solutions to PF, using Eq.5 but by assigning A to PFapprox and B to PFTrue.
Smaller IGD and GD means better PFapprox.
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Set Coverage (SC) measure calculates the percentage of solutions in B that are
dominated by at least one solution in A, where A and B are two approximation
of the PF.

SC(A, B) = (|b ∈ B, ∃a ∈ A : a � b|)/|B| (6)

Due to limited space only 5 approximated PF produced by OMOPSO and
OMOPSO/C are demonstrated in Fig. 2. Table 1 presents the results of the three
measures. The two methods seem to be performing similarly in general but with
some advantage of OMOPSO/C in some problems. IGD results demonstrate bet-
ter spread and closeness to PF for OMOPSO/C over OMOPSO in all problems
except ZDT4. GD results indicate that OMOPSO/C is closer to the actual PF
than OMOPSO for all MOPs. SC results show OMOPSO/C solutions to domi-
nate solutions produced by OMOPSO for ZDT1-ZDT3 with similar dominance
for the other problems.

Table 1. The Results of Applying The Three Measures Where A is PFapprox Obtained
using OMOPSO and B is PFapprox Obtained Using OMOPSO/C

Problem: ZDT1 ZDT2 ZDT3 ZDT4 ZDT6 Viennet2 Viennet3 Avg.

Inverted Generational Distance

OMOPSO 2.01E-5 1.97E-5 4.22E-5 0.05 1.92E-5 7.33E-5 4.14E-5 0.0072

OMOPSO/C 1.04E-5 1.41E-5 1.94E-5 0.06 1.15E-5 3.87E-5 3.76E-5 0.0086

Average Generational Distance

OMOPSO 3.48E-5 1.42E-5 5.73E-5 0.09 6.37E-4 5.24E-5 1.50E-5 0.0130

OMOPSO/C 1.82E-5 9.54E-6 4.27E-5 0.07 3.04E-4 2.68E-5 1.09E-5 0.0101

Set Coverage

SC(A,B) 0% 0% 47% 2% 0% 73% 57% 25.57%

SC(B,A) 63% 46% 64% 1% 4% 80% 56% 44.85%

5 Conclusions

This work introduces a new leaders’ selection technique within a multi-objective
particle swarm optimisation. The method is based on simultaneous clustering in
the solution and objective spaces and then mapping the two cluster sets to create
a leaders’ archive. The proposed approach, is then tested on 5 2-dimensional
MOPs and 2 3-dimensional ones.

CLS is a general technique, different clustering algorithms may be used in-
stead of DBSC, PCA can be substituted by any other dimensionality reduction
technique, and the mapping definition can also be replaced by any other mapping
function (e.g. one that incorporates prior knowledge about the MOP). Clusters
in the objective space may also be ranked and a decision maker can be involved
in directing the optimisation processes toward regions according to this prior
knowledge. Eliminating the worst ranked clusters and re-sampling new solutions
in regions of interest is another approach that worth further investigation.
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Department of Computer Systems Architecture,
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Abstract. The article reports application of clustering algorithms for creating hi-
erarchical groups within Wikipedia articles. We evaluate three spectral clustering
algorithms based on datasets constructed with usage of Wikipedia categories. Se-
lected algorithm has been implemented in the system that categorize Wikipedia
search results in the fly.

1 Introduction

Documents categorization based on similarity is one of the main goals of automatic
knowledge organization. This approach finds many applications especially in informa-
tion retrieval domain [1] where introducing structure of similarities allows to improve
searching for relevant information. In the experiments presented here we evaluate spec-
tral clustering methods used for finding groups of similar documents and organize them
into hierarchy. We test three algorithms on datasets constructed from Wikipedia articles.
Human made categories of these articles have been used as referential structures, which
allows us to construct relevance sets used for evaluation. After evaluation we selected
the best clustering method and it has been implemented in practical application that
organizes Wikipedia search results into clusters that represent groups of conceptually
similar articles instead of their ranked list.

2 Spectral Clustering

One of the important groups of clustering algorithms is spectral clustering. The method
is based on cutting the graph of object’s similarities using methods of spectral graph
theory [2]. In recent years this theory has been strongly developed, especially in direc-
tion of graph clustering algorithms where the most well known are: Shi–Malik (2000),
Kannan–Vempala–Vetta (2000), Jordan–Ng–Weiss (2002) and Meila–Shi (2000).

If we consider clustering in terms of graph theory we can introduce measure that
describe partition of graph nodes into two subsets. If we have weighed graph G =
(V, E), it’s partition into two sets of nodes (A and B): A∩B = ∅ and A ∪B = V can
be specified with cutset number [3] defined as:

Cut(A, B) =
∑

u∈A,v∈B

w(u, v). (1)
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Representing the objects that are to be clustered with graph nodes and the w weights
of the graph edges with objects similarities the partitioning problem is reduced to find-
ing optimal cutset. The problem is computationally polynomial [3]. Sometimes cutset
gives the results that are different than intuitive nodes partition, so other measures are
introduced:

Normalized cut (NCut) (2), that increases its value for clusters that have nodes with
small sum of edge weights.

NCut(A, B) =
Cut(A, B)

V ol(A)
+

Cut(A, B)
V ol(B)

, (2)

where
V ol(A) =

∑
u∈A

∑
v∈V

w(u, v) (3)

Multiway Normalized Cut (MNCut) (4) promotes stronger relations between ele-
ments in one cluster. It also allows to describe more precisely more separated clusters.

MNCut(Δ) =
K∑

i=1

(1 − Cut(Ci, Ci)
V olCi

) (4)

It is known the spectral clustering methods give high quality partitions [4] and have
good computational complexity [3] [5]. There are many variants of spectral algorithms.
Mainly they differ in the way of eigenvectors calculation and usage. What is common
– they treat source objects as graph nodes and then they are mapped into points in
n-dimensional space. This space is constructed using spectral analysis and there is per-
formed essential clustering. We can select three main steps of spectral algorithms ([6]):

1. Preprocessing and data normalization
At this stage the data are preprocessed into their computational representation. If
we are clustering the text documents typically Vector Space Model (VSM) [7] is
used. In this representation weighting with Term Frequency and Inverse Document
Frequency (TFIDF) [8] allows to calculate similarities between documents. In our
experiments we use cosine distance which is known to be the suitable similarity
measure for sparse vectors [9].

2. Spectral mapping
This stage distinguished spectral approach. Using the data from step 1 the typi-
cally Laplacian matrix is built and then appropriate number of its eigenvectors is
calculated.

3. Clustering
The objects represented with spectral mapping are divided into two or more sets.
Sometimes it is enough to find appropriate cut of the n-element, sorted collection
which divide this collection into two clusters. In other methods this step is more
complicated and performs partitioning in new representation space (provided by
spectral mapping) using standard clustering algorithm eg. k-Means [10].
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In our experiments we test three spectral clustering algorithms:

1. Shi–Malik [11] (SM), is realized in following steps:
(a) Calculate eigenvectors of similarity Laplacian graph.
(b) Sort elements of the dataset according to second smallest eigenvector value,

which is denoted as x1, x2, ..., xn,
(c) Calculate the partition {{x1, x2..., xi} , {xi+1, xi+2, ..., xn}} (1 ≤ i ≤ n − 1)

having the smallest NCut.
(d) If given partition has NCut value smaller than given a priori value (that means

it is better) then this method in each of the divided sets is run again, otherwise
the algorithm stops.

2. Kann–Vempala–Vett algorithm [6] (KVV) is a heuristic method that finds graph cut
which minimizes two parameter quality function, called conductance. Considering
partition (S, S̄) of graph G = (V, E), where S̄ = V \ S is a function defined with
formula

φ(S) =
Cut(S, S̄)

min(V ol(S), V ol(S̄))
(5)

In comparison to previous one the algorithm instead of Laplacian matrix operates
on normalized similarity matrix and uses second biggest (instead second smallest)
eigenvector.

The algorithm goes as follows:

(a) Normalization performed by dividing each of row elements by the sum of ele-
ments in each row.

(b) For each of clusters Ci created so far, create matrix of similarity Wi from the
nodes the cluster.

(c) Normalize each matrix Wi by inserting at the position on diagonal value that
complete sum of the elements in this row to 1.

(d) Calculate second biggest eigenvector of vi
2 of matrix Wi.

(e) For each Ci sort its elements according to value of respective coordinate of vi
2.

We denote as xi
1, xi

2, ..., xi
ni

sequence of ordered objects form cluster Ci.
(f) For each Ci find cut in the form of

{{
xi

1, x
i
2..., x

i
j

}
,
{
xi

j+1, x
i
j+2, ..., x

i
ni

}}
which has smallest conductance.

(g) Find cluster Ci with the smallest conductance for a given cut and divide it
according this cut and replace cluster Ci with two new clusters.

(h) If given number of clusters has not been reached go to 2.

3. Jordan–Ng–Weiss algorithm [4] (JNW) is a partitioning algorithm – in one iteration
it creates flat clusters, given by a priori K parameter. This parameter denotes also
the number of used eigenvectors.
The algorithm performs following steps:
(a) Calculate Laplacian of similarity matrix
(b) Calculate K biggest eigenvectors of Laplacian matrix v1, v2, ..., vK .
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(c) Perform spectral mapping from set V (original nodes) to RK :
map(i) = [v1(i) v2(i) ... vK(i)]T (1 ≤ i ≤ n).

(d) Perform clustering of the points map(i) in space RK .
(e) Return result of partitioning of entrance elements into K clusters.
Because JNW is a partitioning approach, the last step is not so simple as in previ-
ous algorithms. It requires usage of other clustering method to divide n elements
in K-dimensional space. The authors of the algorithm used one of the simplest
approaches of k-means.

3 Experiments

In our experiments we compare three algorithms in application to text data. We find
Wikipedia1 dumps very useful to evaluate our approach for documents categorization.
These data are easy to preprocess as well as cover wide spectrum of human knowledge
thus provide very varied set of documents. What is the most beneficial Wikipedia dumps
provide also human made categories that can be used during evaluation process.

3.1 The Data

For our experiments we construct eight test data packages. Each package has been con-
structed with articles from selected Wikipedia super categories and their sub categories
retrieved to selected level. The details of each package are shown in Table 1.

Table 1. Descriptions: n – number of nodes (in brackets — unisolated), l – non zero elements in
neighborhood matrix, N – number of upercategories , k – number of all categories, d – depth of
category tree), P – number of categories to Wikipedia root category

n.o. Name n l N k d P Comment

1 Z01 575 (575) 67099 2 18 1 3 2 distant categories: Distance_Education i Science_Experiments.
2 Z02 1157 (1156) 323901 5 35 1 3 5 distant categories: Caligraphy, General_Economics, Mili-

tary_logistics, Evolution, Analytic_number_theory.
3 Z03 3905 (3903) 2260919 8 102 1 3 8 distant categories: Geometric_Topology, Epistemology, Rights,

Aztec, Navigation, Clothing_companies, Protests, Biologi-
cal_Evolution.

4 Z04 3827 (3826) 3195963 2 204 6 4 Two distant categories at the same hierarchy level: Criti-
cism_of_journalism i Corporate_crime.

5 Z05 3647 (3644) 1682361 6 213 6 5 6 distant categories at high level of abstraction: DIY_Culture,
Emergence, Military_transportation, Formal_languages, Geol-
ogy_of_Autralia, Computer-aided_design.

6 Z06 4750 (4747) 2568378 9 289 6 5 9 distant categories at high level of abstraction: DIY_Culture,
Emergence, Military_transportation, Formal_languages, Geol-
ogy_of_Autralia, Computer-aided_design, Special_functions,
History_of_ceramics, Musical_thatre_companies.

7 Z07 4701 (4701) 4230139 2 298 6 4 2 neighboring categories at high abstraction level: Computer_law
i Prosecution.

8 Z08 5717 (5716) 11288283 4 893 6 4 4 neighboring categories at high abstraction level: Impact_events,
Droughts, Volcanic_events, Storm.

1 http://download.wikimedia.org
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3.2 Results

There are many approaches to cluster validation. In our experiments we evaluate re-
sults according to external criteria which is known to be harder task than evaluate them
according to internal criteria [12]. Our validation we made using standard clustering
quality measures (described below) that have been compared to relevance set formed
by Wikipedia categories. To make evaluation easier, on each of hierarchy levels we took
parameter K (the number of clusters) from referential set.

External cluster validation criteria measure the similarity of the structure of the clus-
ters provided by the algorithm to a priori known structure that is expected to be achieved
[13]. Validated cluster structure we denote as C = {C1, ..., CK}, and reference set as
P = {P1, ..., Ps}. Our source set of objects (articles) is denoted as X , and its cardinal-
ity with N . Unordered pairs {xi, xj} of X elements may fall into four cases:

(a) elements xi and xj that belong to the same cluster as well in C as in P ,
(b) elements xi and xj that belong to the same cluster in C, but not in P ,
(c) elements xi and xj that belong to the same cluster in P , but not in C,
(d) elements xi and xj that belong to different cluster both in C and in P .

The symbols a, b, c and d denote numbers of elements in respectively cases. Note they
correspond to values in confusion matrix (respectively TP FN FP TN) [14].

Additionally to perform validation two matrices X i Y are defined. The first one
describes clusters from C, the second from P . Value one at the position (i, j) denotes
the pair of elements (xi, xj) that belong to different clusters in the structure.

To evaluate our results we use standard clustering quality measures:

– Rand statistics R = a+d
M . R value depends on number of objects pairs having their

mutual position (same / other cluster) the same in cluster and validation structure. R
is in the range [0, 1] and is greater while two compared structures are more similar
(1 is when they are identical)

– Jaccard coefficient J = a
a+b+c is similar to R but numerator and denominator are

decreased by d value. Similarly to R maximum of Jaccard coefficient is 1 when
b + c = 0 and it denotes situation when two structures are the same.

– Fowlkes–Mallows index FM = a√
(a+b)(a+c)

. The FM value grows when a in-

creases and when b and c decrease. The maximum FM = 1 when b = c = 0.
– Hubert statistics Γ = 1

M

∑N−1
i=1

∑N
j=i+1 X(i, j)Y (i, j). The Γ value grows when

the number of elements having same relative position in validated and referential
structure increases. Γmax = 1 when these two structures form N one-element
clusters.

In Figure 1 we show metrics values of external validation criteria formed with methods
KVV, JNW and SM. Each figure corresponds to the one test package (presented in Table
1), colors denote lines for quality metrics: Rand statistics (R) – blue, Jaccard index (J) –
red, Fowlkes–Mallows index (FM) – green and Hubert statistics (Γ ) – orange. Different
clustering algorithms have been denoted with different line patterns.
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Fig. 1. Results of cluster validation in packages Z01 - Z08
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4 Discussion

What can be seen from graphs presented in Figure 1 is strong correlation of Rand (R)
with Hubert (Γ ) statistics as well as Fowlkes–Mallows (FM) with Jaccard index (J). It
is caused by high value of a parameter which a denotes number of pairs in one cluster
in validated and referential structure. The second parameter that has high influence on
metrics is d which denotes a number of objects that were assigned to different clusters
in referential and in validation set. Metrics J and FM does not use parameter d, statis-
tics R and Γ involve it in dominator and nominator which cause similarity of these
measures.

In some areas we can see differences between metric pairs J and FM as well as R
and Γ . Eg. for test package Z04 at level 4 J value for KVV algorithm is low while Γ is
high. It is because the structure of the metrics J does not use d parameter, but Γ does.
In comparison at 3rd level of hierarchy in this test d value grows (from 3.652.328 to
3.819.940), but a value decreases (from 939.463 to 374.220). Because of the increased d
value Γ also increases, while the decrease of a caused the decrease of J value. Similarly
there can be substantiated decrease Γ while FM grows (eg. at level 6 of test package
Z06). In this case we can see the increase of a and decrease of d. It suggests that on
level 6 in referential structure there are fewer categories than at level 5. Indeed number
of categories at level 5 is 895 and at level 6 – 503.

The highest values of R and J parameters have been obtained with JNW algorithm.
Only one case, when other methods gave better results, is a case described above (level 4
in package Z04). Also FM measure pointed out JNW algorithm as the best. The highest
values of Γ in packages Z07 and Z08 we obtain using JNW algorithm, the others have
been obtained using KVV.

From the above observations we may conclude the best measure for cluster valida-
tion is Rand statistics. It has been less dependent on cluster structure changes, at suc-
ceeding hierarchy levels in test packages. It is especially important when a parameter
is increasing (growing number of small clusters) in correlation with growing d which
causes metric decreases.

In most of the cases the best clusters have been achieved using JNW algorithm, thus
we used it in our practical application.

4.1 Practical Application and Future Work

Based on JNW algorithm we have created a prototype system named WikiClusterSearch.
It automatically organizes the results of searching Wikipedia for a given keyword. In
the system user may specify a searched phrase and the articles containing it are orga-
nized into clusters in the fly. It allows to present directions in which user may continue
his or her search. For the efficiency reasons for now only Polish Wikipedia is supported
(English one is approximately 5 times bigger). WikiClusterSearch (WCS) has demon-
strated the proposed approach can be used to obtain a good quality hierarchy of clusters.
The system is available on line under http://swn.eti.pg.gda.pl/UniversalSearch.

In future we plan to develop the JNW approach and use clustering algorithm based
on densities [15] instead of k-means. We also plan to implement our system for English
Wikipedia what requires to improve its architecture. The long term goal is to join the
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method of retrieving the information based on clusters of Wikipedia categories with
classifier [16] that allows to categorize linear search results returned by search engine
into these categories.

We also plan to perform experiments on large scale clustering - it is on the whole
Wikipedia. The experiments using well tuned clustering algorithm will allow to im-
prove category system of Wikipedia finding, missing and wrong assignments articles to
categories.

Acknowledgements. The work has been supported by the Polish Ministry of Science
and Higher Education under research grant N519 432 338.
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Abstract. In this paper, the performance of human subjects is compared with 
genetic programming in trading. Within a kind of double auction market, we 
compare the learning performance between human subjects and autonomous 
agents whose trading behavior is driven by genetic programming (GP). To this 
end, a learning index based upon the optimal solution to a double auction 
market problem, characterized as integer programming, is developed, and 
criteria tailor-made for humans are proposed to evaluate the performance of 
both human subjects and software agents. It is found that GP robots generally 
fail to discover the best strategy, which is a two-stage procrastination strategy, 
but some human subjects are able to do so. An analysis from the point of view 
of cognitive psychology further shows that the minority who were able to find 
this best strategy tend to have higher working memory capacities than the 
majority who failed to do so. Therefore, even though GP can outperform most 
human subjects, it is not “human-competitive” from a higher standard.   

Keywords: Experimental Markets, Double Auctions, Genetic Programming, 
Human-Competitiveness, Working Memory Capacity. 

1   Introduction and Motivation 

The Double Auction market (DA) has a long history in experimental economics [1]. It 
serves as an important foundation for public policy and market mechanism designs 
[2]. It also plays an important role in the understanding of the strategic behavior of 
individual agents [3] [4] [5] [6]. Recently, it has been studied from a psychology 
viewpoint to observe the effects of cognitive capacity on traders’ and the market’s 
performance [7] [8]. It has been intensively simulated by agent-based models using 
software agents [9].  

Chen and Yu [9] proposed a series of agent-based simulations on the double 
auction markets, using one kind of machine learning, namely, genetic programming 
(GP), in their simulation. It was found that GP agents are smart in terms of market 
timing. Specifically, they attempted to postpone their participation in the market 
transaction so as to avoid early competition and become a monopsonist at a later 
stage. This strategy is then called the theory of optimal procrastination to signify the 
best way to trade under a specific market environment. As explained in Koza et al. 
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[10], eight criteria have been described in the field of artificial intelligence, machine 
learning, and GP; based on those criteria, GP in 36 instances are shown to be human-
competitive. In this vein, we ask the question: can we have an additional instance of 
showing the human-competitiveness of GP? In other words, is GP human-competitive 
in the double auction markets?  

To rigorously compare GP agents with human subjects, we need to observe 
whether the agent has learned the theory of optimal procrastination and when. In 
addition, if the agent failed to learn the theory, we need to know how far he is away 
from there. Only after we can answer these questions, can a comparison of the 
performance of human subjects and software agents be meaningfully conducted. The 
earning that the agent obtained in an experiment can certainly tell us something about 
whether the agent has learned, but it is not precise enough to indicate when he learned 
and how far away he was if he did not learn. In this paper, we therefore present a 
learning index which is able to dynamically characterize the agent’s learning status.  

The rest of the paper is organized as follows. Section 2 describes the design of the 
double auction market experiments. Section 3 is the main contribution of the paper. 
The work here is divided into three parts. Section 3.1 first transforms the double 
auction experiments into an integer programming problem, and the optimal solution 
to the problem serves as the benchmark on which the performance comparisons of GP 
and human subjects are based. Section 3.2 then develops a learning index to evaluate 
the learning performance of human subjects during the experiments. The essence of 
this proposed learning index is to separate very different learning dynamics of human 
subjects. Section 3.3 further develops the accident-tolerance criteria, which are tailor-
made for humans. Using these criteria, we are able to identify whether the human 
subjects have learned and when. Section 4 applies these criteria to classify the human 
subjects into two groups, the group that learned and the group that did not, and then 
study the contribution of cognitive capacity to this difference. Section 5 presents the 
concluding remarks.  

2   Human Experiments 

Based on the experiment settings of Chen and Yu [9], four experimental double 
auction markets are designed. Each market is characterized by a supply-demand curve 
which indicates the value of tokens assigned to 4 buyers and 4 sellers. This assigned 
token value controls the buyer’s highest willingness to pay and the seller’s minimum 
acceptable price. An example (Market IV) is given in Figure 1. In order to make 
deals, buyers and sellers can submit bids or asks at each step; however, only the buyer 
with the highest bid (current bid) and the seller with the lowest ask (current ask) are 
qualified to engage in transactions. If there are two or more qualified buyers or 
sellers, one of them will be determined randomly. Of course, a transaction can be 
made only if the current bid is greater than or equal to the current ask, and in this case 
the transaction price will be the average of the two. The gain from the trade is then 
simply the difference between the transaction price and the value of the respective 
token. The process lasts for 25 steps unless all possible deals are finished earlier. To 
give human subjects the opportunity to learn from their experience, a duration of 30 
periods is set for each experiment. 
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Objective Function.  ∑ ∑ , , ,                     (1) 

Constraints. , ,  , , , ,   ||  , ,  , , , ,                   (2)  ∑ ∑ , , ∑ ∑ , ,                            (3)  ∑ ∑ , , 1  ||   ∑ ∑ , , 1                    (4) ,  ∑ , , 1  ||  ,  ∑ , , 1                     (5)  ∑ ∑ , ,   ||   ∑ ∑ , ,                   (6) ∈ 2. .4,   , ∑ , , ,                          (7) ,   , ∑ , , ,                              (8) ,  ∑ , , 1  ||  ,  ∑ , , 1                       (9)  , , 1  ||   , , 1                            (10)                        , ∈ 2. .  , , , , , ,   ||            , ∈ 2. .  , , , , , ,                         (11)         , ∈ 2. . , ∈ 2. .  , , , , , ,   ||   , ∈ 2. . , ∈ 2. .  , , , , , ,                   (12)  ∑ , , 0                                    (13)  ∑ , 1  ||   ∑ , 1                             (14) ,  , ∑ , ,   ||  ,  , ∑ , ,                      (15)  ∑ , ,   ||   ∑ , ,      (16) ,  ,   ||  ,  ,                            (17)  ∑ ∑ , ,                                      (18)  0                                   (19)                                    (20)  2                                    (21) 
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Table 1. Description of Variables 

b Index for buyers nb number of buyers 
s Index for sellers ns number of sellers 
j Index for steps np number of steps 
k Index for tokens nt number of tokens 

btvb,k value of token k for buyer b stvs,k value of token k for seller s 
bm A very big number   

BWb,k,j The judgment of the for buyer b for 
token k at step j [0,1] 

SWs,k,j The judgment of the winner for seller 
s for token k at step j [0,1] 

BTb,k,j The judgment of the bidded token for 
buyer b for token k at step j [0,1] 

ATs,k,j The judgment of the asked token for 
seller s for token k at step j [0,1] 

BVb,j The bidded value of buyer b at step j AVs,j The asked value of seller s at step j 
BBb,j The judgment of the best buyer for 

buyer b at step j [0,1] 
BSs,j The judgment of the best seller for 

seller s at step j [0,1] 
BBVj The best bid value at step j BAVj The best ask value at step j 

Dj The judgment of whether a deal is 
made at step j [0,1] 

DVj The deal value at step j 

The best trading strategy as a solution for the problem (1)-(21) can be obtained by 
applying the branch-and-bound method to solve the formulated integer programming 
problem. Taking Market IV as an example, we solve the constrained combinatorial 
optimization problem and present the unique optimal strategy in the right panel of 
Figure 2. The last column of the panel articulates the best market timing. The time to 
enter the market is denoted by “Yes”. The bid is shown in the second column of this 
panel. A value of “-1” means “to pass” (no action). As we can now read from this 
example, the optimal time to enter the market is at step 7, 8, 15, and 16 with a bid of 
6,988, 6,988, 4,548, and 4,550 respectively. In this way, Buyer One can earn a 
maximum profit of 17,067. According to the Chen and Yu [9], this optimal strategy 
can be understood as a two-stage procrastination strategy: Buyer One holds his first 
two bids up to step 7 and the last two bids up to step 15. The intuition behind this 
two-stage procrastination is that, as shown in Figure 1, there is a sharp fall in the 
market demand curve accompanied by the sharp rise in the supply curve. This large-
change topology suggests dividing the sequence of actions into two, one before the 
change and one after the change.  

Using this optimal solution as a baseline, other solutions either found by software 
agents or human agents can then be compared. Chen and Yu [9] applied GP to solve 
the same problem, and the most commonly found solution is shown in the left-panel 
of Figure 2. Both the market timing and the bids are in sharp contrast to the 
benchmark. Basically, instead of using the two-stage procrastination strategy, the rule 
found by GP is a kind of one-stage procrastination strategy, which can be imagined as 
a local optimum trapped in a rugged landscape. However, with the presence of the 
discontinuity topology of Market IV, a single procrastination fails to lead to the 
maximum profit. In the same way, we will examine the solutions found by human 
subjects, possibly by their heuristics or gut feeling during the experiments, and 
evaluate their performance in relation to GP.  



 Is Genetic Programming “Human-Competitive”? 121 

 

Fig. 2. Trading Strategy: GP [9] (Left Panel) and the Benchmark (Right Panel) 

3.2   Learning Index 

Observing the learning behavior of the human subjects can sometimes be a very 
perplexing task. Humans are emotional beings with physical limits and are not fault 
free. Their behavior in the laboratory may be difficult to replicate by any software 
agent, which generally does not share the human nature. This fundamental difference 
may call for a tailor-made evaluation design for humans, if we do not want to blindly 
treat humans as mechanical beings. In this subsection, we are going to develop a 
learning index, which can help us to better answer the questions with regard to the 
learning behavior of human subjects, in particular, whether they learned and when. 
We attempt to have a scoring system which can separate or self-classify very different 
types of learning behavior. As a concrete example, what is proposed in this section is 
a learning index built upon three criteria, namely, the maximum earning, precise 
moment, and minimum effort. These three provide some related but not redundant 
information about the learning behavior of human subjects. The first two criteria 
inform us of the global and local behavior of subjects, whereas the last one tells us 
about the trial-and-error effort made by the subject. 

Maximum Earning. Regardless of what the subject bid and when he bid, as long as 
he can earn the maximum trading profit, a substantial 1,000 points are granted to 
distinguish the subjects who may have found, or have the potential to find, the best 
strategy from those who simply have no clue yet. 

Precise Moment. In our experiments, many subjects failed to earn the maximum 
profit, but they may still learn part of the structure. To characterize the degree of 
partial learning, 100 points will be given for any of their single bids which match well 
with one of the bids in the optimal strategy, by time and by value.  
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Minimum Effort. Minimum effort means that subjects will trade by minimizing the 
number of the bidding frequencies. Take Figure 2 as an example. As shown by the 
right panel, only four times are required to bid. Hence, additional frequencies of bids 
will be considered unnecessary. While these may do no harm to the accumulated 
profits of the subject, the unnecessary effort made to trade may signal the possibility 
that the subject is still in a trial-and-error process, even though he almost already has 
the best solution. Therefore, minus one point shall be given for each of these 
unnecessary trials to downwardly adjust his learning performance. 

 

Fig. 3. Learning Index Applied to Subject #1331 

As an illustration, the proposed index applied to Subject #1331 is shown in Figure 
3. The second row (the “Index” row) gives the sum of three scores for each of the 
three criteria. For example, the last column (period 30) shows that the subject did earn 
the maximum trading profits. In addition, the bids and bidding times are the same as 
the optimal solution. Hence, based on the first two criteria, a sum of 1,400 points 
(1000+4*100) is given to him. However, he also made two unnecessary early bids for 
the last two tokens; by the third criterion, he lost two points (-2). Therefore, his LI 
over the three criteria at period 30 is 1398 points. This, compared to the initial levels 
of “-5” (period 1) and “98” (period 2), shows a significant improvement. One, 
however, has to notice that LI, very typically, is not monotonically increasing in time. 
The LI of the subject falls sharply from a peak of “1,398” in period 15 to “-6” in 
period 16. This subtlety raises an issue with regard to the learning stability of humans 
and compels us to think harder as to whether and when the subject has learned the 
optimal strategy, an issue to which we now turn.  
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3.3   Learned or Not? An Accident-Tolerance Criterion 

The next issue is to use the learning index (LI) developed above to decide whether the 
subject has actually learned the best strategy. This decision is more subtle than what 
one might think. Using the example above, can we consider a subject with a score of 
1,400 to be a subject who has learned? The answer is yes, if he could repeatedly gain 
this score, but what happens if he does not. The idea to be discussed below is to allow 
for a kind of deviation which we shall call an accident and to develop an accident-
tolerance criterion for determining whether the agent has learned.  

To begin, let us consider the landscape of LI. The proposed LI maps the 
performance of subjects into several different plateaus. Both the first and the second 
criteria of the LI above contribute to the drifts. These drifts, therefore, help us to 
distinguish several different types of trading performances, and the one which 
concerns us most is the highest plateau, namely, the LI from 1,375 to 1,400.1 Subjects 
who are able to obtain a score in this range are the ones who have already made the 
maximum profits, but did not minimize the number of bids. These additional bids 
(efforts) may be interpreted as a kind of trembling around the optimal value. This 
trembling may signify that the subjects have already learned the best strategy as long 
as they repeatedly behave in this way.  

However, this is not a one-shot game. We, therefore, have to consider the case 
where the subject has learned the best strategy, but his LI may occasionally fall down 
to the other plateau (see Figure 3 for an illustration). These falls may occur for the 
following reasons. First, the subject was tired and made operational mistakes. Second, 
the subject did not know that he had already found the optimal strategy and attempted 
to explore further before realizing that nothing was there. Falls of these kinds can then 
be tolerated as long as they do not occur frequently. Hence, a subject is considered to 
have learned the best strategy if he can stay on the highest plateau long enough to 
make any fall look like an accident. 

 

Fig. 4. Accident-tolerance Criteria for Deciding Whether the Subject Has Learned 

The discussion above motivates the development of the accident-tolerance criteria. 
One example is the one given in Figure 4. Depending on the score that the subject 
has, we can accept different frequencies of fall. As suggested in the figure, it is 
sufficient to consider that the subject has learned the best strategy if he had the 
highest score (1,400) twice over the last three periods. In other words, if he has been 

                                                           
1 Our design of the LI by following the three criteria does not allow any possible score to lie 

between 1,300 and 1,375. In other words, the plateau next to this highest one starts from 
1,300 and below. 
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really good on two occasions, then missing once is accepted as an accident. In a 
similar vein, we also consider a subject to have learned if his scores are between 
1,395 and 1,400 three times over the last four periods, or between 1,390 and 1,400 
four times over the last five periods, and so on and so forth, or if his scores are 
between 1,375 and 1400 six times over the last seven periods. In sum, the higher the 
degree of the trembling, the longer that the stay in the plateau is required for the 
subject to be considered to have learned.  

4   Learning Performance and Working Memory 

The learning index (Section 3.2) and the accident-tolerance criteria (Section 3.3) are 
now applied to the 165 subjects. The results are shown in Figure 5. To avoid 
redundancies, we only show those subjects who have learned, at least once, in the 
sense of the accident-tolerance criteria (Figure 4). In other words, one of the five 
possibilities must apply for the subject at least once during the 30-period experiment; 
if that never happens, the subject simply did not learn the best strategy and is not 
shown here. In this way, the learning dynamics of 29 subjects are presented in Figure 
5. The grayed cell means that one of the accident-tolerance criteria applies for the 
respective agent in the respective period. Close to 20% of the 165 subjects had been 
able to visit the best strategy. Some were able to do so in the very beginning, like 
subject #1165; some needed a longer time to do so, like subject #1384.  

 

Fig. 5. Learning Performance 

We further study the cognitive capacity of the subjects who learned and those who 
did not. The cognitive capacity of the subject is measured by a version of the working 
memory (WM) test [12]. Subjects are clustered into the groups: the performing group 
who learned (29 subjects) and the non-performing group who did not learn (136 
subjects). It is found that the mean WM test score is 0.28036 for the performing 
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Abstract. The subject of financial portfolio optimization under real-world con-
straints is a difficult problem that can be tackled using multiobjective evolutionary
algorithms. One of the most problematic issues is the dependence of the results
on the estimates for a set of parameters, that is, the robustness of solutions. These
estimates are often inaccurate and this may result on solutions that, in theory,
offered an appropriate risk/return balance and, in practice, resulted being very
poor. In this paper we suggest that using a resampling mechanism may filter out
the most unstable. We test this idea on real data using SPEA2 as optimization
algorithm and the results show that the use of resampling increases significantly
the reliability of the resulting portfolios.

1 Introduction

The problem of choosing the right combination of financial assets has been the subject
of research for a long time and it is one of the most active research lines in finance. This
is often framed as a multiobjective optimization problem where the investor tries to find
the right set of portfolios with the best risk/return profiles.

A large portion of the academic literature on this subject builds on the seminal work
by Markowitz [5,6]. The approach suggested by this author works under some assump-
tions that allow the problem to be tackled with quadratic programming. Unfortunately,
these assumptions do not hold in the real-world, which calls for alternatives. That is
the reason why the framework of evolutionary multiobjective optimization is getting
traction on this area [1,2,13]. In all these references, the authors use evolutionary multi-
objective algorithms to evolve sets of solutions that minimize risk and maximize return.
The first one, introduces a customized hybrid version NSGA-II and the last two com-
pare the performance of different multiobjective algorithms.

One of the most important factors that asset managers face when they have to asses
the results provided by any of the above-mentioned methods is stability. Very often,
the expected efficient frontier lies far from the actual one as the forecasted risk/return
profile of the portfolios is not accurate. This problem is one the major reasons why
some practitioners mistrust the mentioned approach and the search for solutions has
cleared the way for the field of robust portfolio optimization. The main contribution
of this paper is the introduction of a new resampling mechanism that reduces the risk
mentioned.

When we forecast the risk and return of a specific portfolio, we rely on estimates
for the expected returns of individual assets and the variance-covariance matrix. The

H. Yin, W. Wang, and V. Rayward-Smith (Eds.): IDEAL 2011, LNCS 6936, pp. 127–134, 2011.
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forecasts, which are likely to be inaccurate, are usually based on past data which may
not be representative to predict the future due to, for instance, the presence of outliers.

In this scenario, there are several potential ways to approach the problem. The main
two are either putting an emphasis on having robust estimates for the above mentioned
parameters [7] or implementing a system that deals with uncertainty in the estimation
process [8,9]. The approach suggested in this paper is a new technique that falls in the
latter category. We will use an evolutionary multiobjective algorithm enhanced with a
resampling mechanism that changes the parameters of the fitness function during the
evolution process with the aim to obtain robust solutions. We consider that using a
multiobjective genetic algorithm that exposes candidate solutions to different scenarios
will improve the reliability of the resulting Pareto front. The use of resampling in the
context of portfolio optimization is not new [11,12]. The most comparable approach is
described by Idzorek [4] who suggests using combining traditional quadratic program-
ming (QP) with Monte Carlo simulation to derive a set of fronts that are subsequently
merged into a single solution. We understand that resampling within the context of
multiobjective evolutionary algorithms is a better strategy as it would allow real-world
constraints intractable by QP while, at the same time, approximating the efficient fron-
tier in single run.

The rationale for the approach is that optimizing for a single scenario bears the risk
of getting solutions that are hyper-specialized and might be extremely sensitive to de-
viations in the parameters used in the fitness evaluation. Given that it is almost certain
that we will not be able to predict accurately the behaviour of all the assets, we could
consider the alternative of targeting portfolios that offer appropriate risk/return trade-
offs under different scenarios. Even if the solutions do not seem to be as good as the
specialized ones under the expected scenario, they might be more reliable in practice.
Once we replace the expected parameters of the models with the observed ones, the
actual risk and returns might be more likely to be closer to the expected values, hence
providing more value to the decision maker.

The choice of performance metrics is a very important issue in multiobjective opti-
mization [15]. It is generally admitted that there is no single metric that can be used to
evaluate different objectives simultaneously. In addition to that, we also face the lack
of standard robustness metrics that we could use in this context. For this reason, we in-
troduce a new one that accounts for the average difference on the objective space using
the estimates for the parameters vs. using their real values, across all the solutions.

The rest of the paper is organized as follows. First, we make a formal introduction
to the portfolio optimization problem. Then, we describe in detail our approach and the
proposed metric to evaluate the robustness of the solutions. That will be followed by
the experimental results and a section devoted to summary and conclusions.

2 Portfolio Optimization’s Problem Definition

The Modern Portfolio Theory was originated in the article published by Harry M.
Markowitz, in 1952 [5]. In general, the portfolio optimization problem is the choice
of an optimum set of assets to include in the portfolio and the distribution of investor’s
wealth among them. Markowitz [6,10] assumed that solving the problem requires the
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simultaneous satisfaction of maximizing the expected portfolio return E(Rp) and min-
imizing the portfolio risk (variance) σ2

p . This can be formally defined as:

– Minimize the risk (variance) of the portfolio:

σ2
p = Σn

i=1Σ
n
j=1wiwjσij (1)

– Maximize the return of the portfolio:

E(Rp) = Σn
i=1wiμi (2)

– Subject to:
Σn

i=1wi = 1 and 0 ≤ wi ≤ 1; i = 1...n (3)

where n is the number of available assets, μi the expected return of the asset i, σij the
covariance between asset i and j, and wi are the weight giving the composition of the
portfolio. The constraints referenced in equations 3 require the full investment of funds
and prevents the investor from shorting any asset.

3 Parameter Resampling Strategy

In this work, the problem of obtaining stable and robust portfolios is tackled using an
evolutionary multiobjective algorithm, specifically, SPEA2 [14]. This choice is justified
by the results reported in [1] and [1,13]. Both compare several algorithms in the domain
and conclude that SPEA2 offers the best results.

The encoding chosen will represent each portfolio as a vector of real numbers, this
means that SPEA2 will work with real elements instead of binary ones. Each of these
numbers represents the percentage of investment per asset (also called weight: wi where
i = 1...n and n is the number of investable assets). Here, each portfolio will be repre-
sented by a single element of the population. Every individual must meet the constraints
from eq. 3 and therefore, will be be repaired after applying the genetic operators.

As we mentioned, the main contribution of this paper is the way that we handle the
fitness function. The starting point for the evaluation of portfolios is the framework
introduced in section 2, where the fitness of each individual is determined by evaluating
the two objective functions: return E(Rp) and risk σp.

As it is apparent from equations 1 and 2, these functions are very dependent on the
values of the expected asset returns and the variance-covariance matrix. One of the
most important challenges in portfolio context is the dependence of the solutions on the
estimates for these parameters. Given the difficulty inherent to financial forecasting, it is
unlikely that these parameters are accurate. This lack of accuracy is likely to result in a
set of portfolios that end up behaving in an unexpected way. Fig. 1 shows a real example
of one Pareto front where the solutions are evaluated using the forecasted parameters (in
red) and the real parameters (in green). For this reason, we suggest altering the fitness
function in a way that it discards those portfolios that, under normal circumstances,
could potentially show bad performance.

The basic idea behind the solution that we suggest is to keep changing the parameters
of the fitness functions during the evolution process. If these parameters take values that
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Fig. 1. Solution evaluated with forecasted and real parameters

are likely to be close to the real ones, evolution would tend to favour those individuals
that tend to have a good performance in all circumstances (they will not be necessarily
the best for the real value of the parameters, that will only be known a posteriori). Those
solutions that tend to be good most of the time but are particularly bad in some scenarios
may have to face them and therefore, would be weeded out of the population with high
probability due to their low fitness. A key factor for the success of this strategy is the
mechanism used to generate the scenarios.

The approach that we use to generate these scenarios is non-parametric bootstrap.
Our algorithm used a time window to resample data, instead of using all the data to
derive a single estimate for the parameters. The resampling process selects a random
set of time periods that has the same size as the original window (each period might
be selected more that once). Then, we average the returns for those time periods and
compute the variance-covariance matrix. Whenever we do this, we generate new esti-
mates for the parameters that are based on past data. These estimates can subsequently
be used to calculate the risk and return of the portfolios. The process generates a new
sample set S′ with size N ′

s from the original sample S with size Ns. While N ′
s �= Ns

one instance Xi is selected randomly from S and added to the new set S′ = S′ + Xi.
At the beginning, S′ = ∅ and N ′

s = 0.
Hence, when we use resampling we create a set of ”likely scenarios” that prevents

the solution form hyper-specializing in just one, making the solution more robust.

4 Evaluation Metric

In the context studied in this work, the metrics most commonly used, as Hypervolume
(HV) and Spread, can not be used to measured the quality of solutions from a robustness
point of view. HV is an indicator of the size of the dominated space and measured the
volume enclosed by the union of the points in the front; the bigger value it gives, the
better HV it has. The Spread is a diversity indicator which measures the extent of spread
achieved among the obtained solutions so, the lower value, the more evenly distributed
is the front.

In order to measure the robustness of the solutions, we have defined a new metric,
named Estimation Error (EE). The aim is to evaluate the average difference between
the expected risk an return for every portfolio in the efficient frontier and the actual risk
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and return a posteriori once the real value of the parameters is observed. That is, the
difference between the estimates for tn based on data from t1 to tn−1, and the actual
values at tn. This metric is calculated measuring the average Mahalanobis distance
(dM ) between the forecasted pair (E(Rp), σ2

p) for each portfolio, named xi, and the
(E(Rp), σ2

p) for the same portfolio computed with the real parameters, named xi
′ (the

observed in tn). The lower the value is, the higher is the reliability of the original front.
Formally, it can be expressed as follows:

EE = Σp
i=1

[dM (xi, xi
′)]2

p
(4)

where p is the number of portfolios in the Pareto front.

5 Experimental Results

In this section we test the aforementioned approach on a specific asset allocation prob-
lem. The sample consists of 320 monthly returns for eight broad financial indexes rep-
resenting that many asset classes. The series of monthly returns cover from May, 1980
to December, 2006 and the source is DataStream. The list of indexes used in this work
is the following: Frank Russell 2000 Growth (FRUS2GR), Frank Russell 1000 Value
(FRUS1VA), Frank Russell 1000 Growth (FRUS1GR), S&P GSCI Commodity Total
Return (GSCITOT), MSCI EAFE (MSEAFEL), BOFA ML CORP MSTR ($)(ML-
CORPM) and, BOFA ML US TRSY /AGCY MSTRAAA($)(MLUSALM).

As we have mentioned, SPEA2 has been used for experiments. The code was devel-
oped in Java under jMetal [3], that includes SPEA2. Simulated Binary Crossover and
Polynomial Mutation are used as crossover and mutation operators. Probabilities are
respectively fixed to 0.125 and 0.9.

The SPEA2+resampling strategy is compared to SPEA2. For both strategies, resam-
pling and no-resampling, experiments varying the population size (50, 100 and, 200)
and the number of evaluations (5000, 10000 and 20000 respectively) have been carried
out. Experiments with and without resampling are, respectively, called as R-50, R-100,
R-200, and NR-50, NR-100, NR-200 where the numbers 50, 100 and 200 denote the
population size.

A sliding window must be used when fitness function is evaluated using the resam-
pling technique. Each window has a size n of 200 monthly returns. The sets t1 to tn−1

are used in the algorithm to get the final solutions and the period tn is used to evaluate
them. In our experimentation the window is moved 120 times (one month at a time)
taking the interval from 30/05/1980 to 29/12/2006. The algorithm is run 30 times per
window getting, for each window, a 30 solution set.

We report in table 1 the average results for the metrics referenced in 4. It shows
the average, median, variance, maximum and minimum values of the metrics to com-
pare experiments with and without resampling. To calculate HV and Spread, the
extremes of optimal front are approximated with the limit points from the whole set
of the experiments.
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Table 1. Metrics values

EE R-50 NR-50 R-100 NR-100 R-200 NR-200

Average 3.58389 3.62739 3.58586 3.75097 3.61118 3.76668
Median 3.75999 3.84983 3.77780 3.92876 3.80308 3.94310
Variance 0.18572 0.22016 0.19541 0.16160 0.19780 0.15766
Maximum value 3.94303 3.95819 3.96495 3.97959 3.97590 3.98965
Minimum Value 1.83713 1.84397 1.80752 2.03810 1.82528 2.07942

HV R-50 NR-50 R-100 NR-100 R-200 NR-200

Average 0.51551 0.50941 0.47368 0.50176 0.47223 0.49715
Median 0.53966 0.45816 0.42839 0.45258 0.42656 0.44895
Variance 0.01767 0.01728 0.01700 0.01645 0.01679 0.01616
Maximum value 0.77764 0.78560 0.74998 0.76184 0.74420 0.75424
Minimum Value 0.22626 0.30859 0.24046 0.30668 0.23544 0.30320

SPREAD R-50 NR-50 R-100 NR-100 R-200 NR-200

Average 0.89554 0.80186 0.88501 0.47855 0.88513 0.46028
Median 0.89228 0.79946 0.88210 0.49075 0.87906 0.47166
Variance 0.00715 0.01020 0.00997 0.00909 0.01034 0.00951
Maximum value 1.22227 1.11792 1.33979 0.64023 1.43464 0.61230
Minimum Value 0.57814 0.49306 0.59058 0.25040 0.52798 0.22788

We notice that all the experiments with resampling present smaller EE averages and
variances. This means that resampled solutions behave as expected to a greater degree
than non-resampled ones. In terms of HV, the averages for ”NR-100” and ”NR-200”
are a bit larger that the ones observed for ”R-100” y ”R-200” but the HV of ”R-50” and
”NR-50” is similar. The average Spread for the SPEA2+resampling is larger than the
equivalent metric for non-resampled solutions, which means that the latter tends to have
a better distribution. We also see that EE grows with the population size. Regardless of
this size, the resampling method always provides lower EE and more Spread that the
basic one and these differences are significant at 1% using Wilcoxon test. This is due
to the emphasis of resampling technique on the selection of stable individuals, which
might be found in specific sections of the front, while the basic approach is not limited
by this factor. The same test shows that the HV of ”NR-100” and ”NR-200” are higher,
with a significance difference of 1%, than the ones of ”R-100” and ”R-200”, however
this difference does not exist between ”R-50” and ”NR-50”. So, even if the resampled
solutions do not seem to be as good as the others in terms of HV and spread, the EE
metric show that they might be more robust and reliable in practice providing more
value to the decision maker.

In order to illustrate the shape of the fronts, we show two fronts example in fig. 2,
one from ”R-50” (in green) and the other one from ”NR-50” (in red).

The results presented above have shown that resampling always improves signifi-
cantly the reliability of the solutions as measured by average error committed predicting
the performance of the final set of portfolios. However, this robustness comes at a cost
as non-resampled portfolios tend to be distributed more evenly along the front and for
some cases the hypervolume tends to be higher.
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Fig. 2. Comparison between resampled and non-resampled fronts

6 Conclusions

Portfolio optimization is one of the most active research lines in finance and the choice
of the right combination of financial assets can be framed as a multiobjective optimiza-
tion problem.

Portfolio managers often face the problem that the expected efficient frontier de-
rived from their forecasts for future returns is subject to uncertainty. This means that if
the real parameters differ from the forecasted ones, the risk and returns the portfolios
included in the estimated efficient frontier might deviate substantially from the predic-
tions. This could result extreme underperformance of some portfolios. This uncertainty
is one of the major reasons why some practitioners mistrust quantitative methods based
on modern portfolio theory, and the search for solutions has cleared the way for the
development of robust portfolio optimization.

We presented a new resampling mechanism based on non-parametric bootstrap that,
used in combination with MOEAs such as SPEA2 should lower the likelihood of getting
unstable or not robust solutions. The mechanism resamples past data to generate differ-
ent scenarios that are used during the evolutionary process to evaluate the portfolios in
the population. Those portfolios that perform very poorly in any of these scenarios get
discarded by the algorithm. This results in a final front consists of individuals that tend
to offer good performance in any circumstance.

The approach was tested on real data on a sample of monthly returns for eight in-
dexes representing different broad investment categories including stock, bonds, etc.
We compared the performance of SPEA2 vs SPEA2+Resampling. The results show
that resampling enhances significantly the reliability of the solutions as measured by
average error committed predicting the performance of the final set of portfolios. This
is very important as it indicates decision makers could rely more in the robust front to
pick the right portfolio according to their preferences.

Even though these results are encouraging, there are several issues left open that
could lead to future extensions of this work. Among them, the performance of the re-
sampling mechanism using other MOEAs, the scalability of the results with the size
of the number of investment alternatives, or the performance of the approach once the
decision maker faces cardinality restrictions to the amount he can invest in a specific
asset class.
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Abstract. In this paper, we report on the decoding of phase-based in-
formation from steady-state visual evoked potential (SSVEP) recordings
by means of a multilayer feedforward neural network based on multi-
valued neurons. Networks of this kind have inputs and outputs which
are well fitted for the considered task. The dependency of the decod-
ing accuracy w.r.t. the number of targets and the decoding window size
is discussed. Comparing existing phase-based SSVEP decoding methods
with the proposed approach, we show that the latter performs better for
the larger amount of target classes and the sufficient size of decoding
window. The necessity of the proper frequency selection for each subject
is discussed.

1 Introduction

Research on brain-computer interfaces1 (BCIs) has witnessed a tremendous
development in recent years (see, for example, the editorial in IEEE Signal
Processing Magazine [1]), and is now widely considered as a successful appli-
cation of the neurosciences. BCIs can significantly improve the quality of life of
patients suffering from amyotrophic lateral sclerosis, stroke, brain/spinal cord
injury, cerebral palsy, muscular dystrophy, etc. Brain-computer interfaces are ei-
ther invasive [2,3,4] or noninvasive [5,6]. The invasive ones use recordings made
intracortically (local field potentials and action potentials) or from the surface
of the brain (electrocorticogram), whereas the noninvasive ones mostly employ
electroencephalograms (EEGs) recorded from the subject’s scalp.

Several noninvasive methods have been proposed in the literature. The one
we consider in this paper, is based on the steady-state visual evoked potential
(SSVEP). This type of BCI relies on the psychophysiological properties of EEG

1 A BCI is a device, which records and interprets brain activity automatically, allowing
the subject to interact with the world through computers, robot actuators and so
on, bypassing the need for muscular activity.
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brain responses recorded from the occipital area during the periodic presenta-
tion of visual stimuli (flickering stimuli). When the periodic presentation is at a
sufficiently high rate (> 6 Hz), the individual transient visual responses (which
are time and phase locked to the stimulus onsets) overlap and become a steady
state signal: the signal resonates at the stimulus rate and its multipliers [7].

Conventional SSVEP-based BCI systems [8,9,10,11] use an increase in ampli-
tude of frequencies f , 2f , 3f, . . . in the power spectral density of the EEG data
to detect that the subject is looking at target flickering at rate f . Since the rel-
evant EEG activity is always embedded into other on-going brain activity and
contaminated by (recording) noise, the detection task is not straight-forward.
Considering a small recording interval it is quite likely to detect an (irrelevant)
increase in the amplitude at frequency f . To overcome this problem and improve
the decoding performance, several methods are used: averaging over several time
intervals [8], recording over longer period of time [9], preliminary training [10],
etc. Finally, to enhance the BCI functionality, several stimulation frequencies
f1, . . . , fN are used simultaneously at the same time, instead of only one f . In
this case each frequency corresponds to a particular command with which the
BCI can communicate. The detection problem, therefore, becomes more complex
since now, the only one of several possible stimulation frequencies fi needs to be
detected from the EEG recordings.

While these methods achieve good information transfer rate [11], their ap-
plication using a computer screen (monitor) for visual stimulation has some
limitations: the computer screen based stimulation is restricted by the refresh
rate of the screen [12] (85 Hz in our case); only stimulations from some particu-
lar (and subject dependent) frequency interval produce good responses [10]; the
harmonics of some stimulation frequencies could coincide with the other frequen-
cies (and their harmonics) deteriorating the decoding performance [12]. These
restrictions limit the number of target commands in SSVEP-based BCI. To be
able to use more targets the differentiation between phases in SSVEP stimulation
has been proposed in [13,14]: even a single frequency could be used to encode
commands employing the phase lag. For example, one can perform visual stimu-
lation using N targets simultaneously flickering with the same frequency f , but
with different time delays Δtm = (m − 1)/(fN) seconds for the command m
(m = 1, . . . , N). Thus, extracting phase information from a Fourier transform of
the EEG signal and comparing it to the phase of some reference signal(s) (for
example, to the phase of EEG response for stimulus with zero phase lag [14]
or to the phases of EEG responses for all possible delayed stimulations [13]),
one can detect the target the subject is looking at. Such an approach allows to
increase number of possible commands by combining different frequencies with
different phase shifts [13] or simply using one (well detectable) frequency with
different phase shifts [14]. Here we account the problem of accurately detecting
phase shifts using only short recording intervals, and properly assigning class
labels to the estimated phase information. In this paper, we investigate the pos-
sibility of applying a multilayer neural network based on multi-valued neurons
(MLMVN) [15] for decoding up to 16 phase shifted targets (vs. 4–6 in [13] and 8



Decoding Phase-Based Information from SSVEP 137

in [14]), which uses information from any amount of harmonics (vs. one in [14])
and channels (vs. Oz in [14] and optimal or bipolar (Oz-POz) in [13]), and allow
for a good approximation of circular data as we have in our case – the phase
shifts and resulting classes are circular.

2 Methods

2.1 EEG Experiment

The EEG recordings have been performed with a prototype of a miniature wire-
less EEG system developed by imec2 and built around their ultra-low power
8-channel EEG amplifier chip [16]. Each of the eight channels is recorded with
sampling rate fEEG

s = 1000 Hz at resolution of 12 bits/sample. We have used an
electrode cap with large filling holes and sockets for active Ag/AgCl electrodes
(ActiCap, Brain Products). The eight electrodes were placed primarily on the
occipital pole, namely at positions Oz, O1, O2, POz, PO7, PO3, PO4, PO8, ac-
cording to the international 10–20 system. The reference and ground electrodes
were placed on the left and right mastoids, respectively.

Four healthy subjects (all male, aged 24–34 with average age 29.5, three
righthanded, one lefthanded) participated in the experiments. The experiment
consisted of observing a flashing stimulus in the center of the screen (CRT mon-
itor, refresh rate f scr

s = 85 Hz). To produce stronger SSVEP responses [12], we
have used the (monitor) frame-based visual stimulation of period of six frames:
three frames of intense (white) stimulus presentation followed by three frames
without the stimulus (black). The stimulation frequency is, thus, f = 85/6 ≈
14.16 Hz close to 15 Hz, which is reported to elicit the largest SSVEP ampli-
tude [7]. The EEG data have been collected during sessions of two minutes long
visual stimulation.

2.2 Multilayer Feedforward Neural Network Based on Multi-valued
Neurons

Networks based on complex-valued neurons were reported to learn faster and
generalize better than traditional neural networks in different benchmarks and
real world problems [15,17,18]. As was mentioned in [18], the use of complex-
valued inputs/outputs, weights and activation functions make it possible to in-
crease the functionality of a single neuron and of a neural network, to improve
their performance and to reduce the training time.

We have used a multilayer feedforward neural network based on multi-valued
neurons (MLMVN) [15,17]. Such a network incorporates derivative-free back-
propagation training algorithms, resulting in fast convergence to the minimum
of an error function [15]. In MLMVN, each neuron from every hidden or output
layers has connections to all neurons from the previous layer and has a complex
activation function P (z) = z/|z|, where z = w0 + w1x1 + ... + wnxn, xi ∈ C is

2 http://www.imec.be

http://www.imec.be
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the output of the i-th neuron from previous layer (with n neurons in this layer)
and wi ∈ C is the corresponding weight.

For the simulations we have used a MLMVN with 16 inputs, one hidden layer
consisting of 24 neurons, and one neuron in the output layer. The network inputs
are computed using phase information of the stimulation frequency and its first
harmonic, estimated from all eight electrodes. Considering the EEG data window
EEG(t) = (EEG1(t), . . . , EEG8(t)) of length T seconds (t ∈ [0, T ]), the phase
φk,f of the frequency f from k-th channel EEGk is estimated as:

φk,f = arg

(∫ T

0

EEGk(t) cos(2πft)dt + i

∫ T

0

EEGk(t) sin(2πft)dt

)
. (1)

Since the phase information φf,k ∈ [0, 2π) (where 0 and 2π refer to the same
phase), it can be represented by a complex number eiφk,f on a unit circle on the
complex plain. Estimated in such a way 16 (8 × 2) complex numbers constitute
the input Φ = (eiφ1,f , . . . , eiφ8,f , eiφ1,2f , . . . , eiφ8,2f ) to the MLMVN.

The output of the network N (Φ) is such index m (m = 1, . . . , N , where N
is the number of target classes) of the unit circle sector, that 2π(m − 1)/N ≤
arg P (z) < 2πm/N . Thus, after the network is trained, classification is obtained
by simply looking for the target class correspondent to the obtained unit circle
sector.

2.3 Training and Testing Data

To validate the applicability and the accuracy of the proposed classifier, it is
sufficient to limit ourselves to off-line decoding. For this assessment, we opted
for a 4-fold cross-validation results. Namely, the recorded data have been split
into four parts. One of those parts has been used for training and the rest for
testing. All possible selections of data for training were done, leading to four
decoding results. Since we recorded data from one flickering stimuli having no
phase shifts, we introduced phase-shifted targets (stimuli) artificially in the next
way. Considering that under the normal conditions individual SSVEP latency
is stable [13,19], the delay in the stimulation (using the same frequency) would
introduce the same delay in the recorded EEG data. In this way, using proper
shifts in the EEG data, the EEG responses for different phase shifted stimulations
(with fixed frequency f) are constructed. From those constructed EEGs, we cut
a number of intervals with length T second in such a way, that starting points of
those intervals are aligned to the stimulus onsets. As a consequence, the interval
starting points are distanced between each other on integer number of periods
(with the length 1/f s). We have used this strategy to generate the training and
test data. While in the training set, we allowed the constructed data to be highly
overlapped (to have bigger amount of training samples), we tried to reduce those
overlaps in the test set3.
3 As we found later on, such introduced sparsity does not much influence the decoding

accuracy.
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Fig. 1. Decoding results for 4 subjects based on the MLMVN (solid lines) and an
extended version of the method from [13] (dashed lines). The results are shown for 4,
8, 12, and 16 targets (phase shifts). Stimulation frequency is f = 85/6 Hz. Error bars
show standard deviations.

3 Results and Discussion

The results for four subject with stimulation f = 85/6 Hz and different number
N of target classes are shown in Fig. 1, together with the averaged among all
subject performance in Fig. 2a.

As it can be seen from those figures, MLMVN gives good classification per-
formance for all subjects for a proper window length. But this accuracy strongly
depends on the number of targets: good performance is achieved starting from
T = 1 − 1.5 second window size for four targets, 2–3 second window for eight
targets, above 3 second window for 12 targets and so on.

As it can be seen from Fig. 1c, one subject performance is quite low compared
to the other subjects. This could be due to the fact, that this subject does not
generate a proper SSVEP with the chosen frequency (85/6 Hz). To validate
this, we made a second test with this subject, but with the lower frequency of
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Fig. 2. (a) Decoding results averaged among all subjects. Stimulation frequency is
f = 85/6 Hz. (b) Decoding results for the same subjects as in Fig. 1c but for stimulation
frequency f = 85/10 = 8.5 Hz. Results are given for 4, 8, 12, and 16 targets (phase
shifts) and based on the MLMVN (solid lines) and extended for all electrodes method
from [13] (dashed lines). Error bars show standard deviations.

8.5 Hz. As we can see from the result in Fig. 2b, this choice of stimulus frequency
improves the resulting accuracy. This suggests that the stimulation frequency is
subject dependent and should be selected during a calibration stage.

Based on the results as presented above, we suggest the use of MLMVN in
an on-line BCI, since in addition to the good accuracy, the training time is also
reasonable.

In order to justify the use of MLMVN for phase-based SSVEP classification,
we made a comparison with the classifiers used in the literature for such types
of BCIs. The comparison with algorithms used in [14] is not straightforward,
since they use only one EEG channel and consider only the principal oscillation
harmonic. The generalization into several EEG channels requires some additional
logic in the algorithm. But here we can stress, that since our approach allows
(and involves) the use of a large amount of relevant information for decoding,
we highly probably can achieve better performance. In addition, with the use of
MLMVN, we do not need to apply additional logic for incorporating circularity
of the data, since this is per se included into the classifier.

For comparison with [13], we have generalized the algorithm from this paper
by taking into account all channels (instead of restricting ourselves to only the
best one). This generalization has been done by taking the summation of the
obtained correspondent projected values from all channels (compare to [13]).
We believe, that such summation will not give worse results than using only one
channel, since SSVEP responses are presented in all channels we have. To make a
valid comparison, we used the same training set (with 4-fold cross-validation) and
the same number of harmonics for decoding. Fig. 1 and 2 show the corresponding
results in dashed lines.



Decoding Phase-Based Information from SSVEP 141

We notice that algorithms from [13] gives better results for small window sizes,
but the obtained accuracy is not sufficient for reasonable use in BCI systems.
For bigger window sizes MLMVN outperforms in the terms of accuracy. Inferior
performance of MLMVN for small window sizes could be explained by the fact
that here we do not have a clearly separable training set, which is tried to be fit-
ted by such nonlinear classifier as MLMVN. Thus, while fitting badly separable
training set, MLMVN is not able to make generalization (and we have a per-
formance close to the chance level). While for more separable data (the case of
bigger window size T ), MLMVN is able to generalize data through much better
nonlinear separation, then the classifier used in [13]. In addition, the comparison
results suggest that for a small amount of target classes both classifiers produce
almost equal results. And only starting from eight target classes MLMVN out-
performs. The gain in accuracy for MLMVN becomes more prominent with the
increase in number of classes.

For future steps in validation of MLMVN for use in a phase-based SSVEP BCI,
different MLMVN topologies can be compared in order to increase the accuracy.
Additionally to the phase information from each channel separately, we can also
include features showing inter-channel relation, such as synchronization [20] and
characteristics of propagating waves [21]. We should also consider the construc-
tion of an on-line BCI system and its evaluation on larger subject group. For
these purposes, a search for a proper subset of electrodes is also highly advisable
(without significant loss in accuracy), as it increases the user-friendliness of the
system.

4 Conclusion

We have performed decoding of stimuli-target information, encoded through
phase shifts in SSVEP EEG data. The use of multilayer feedforward neural
network based on multi-valued neurons (MLMVN) has been validated for this
task, showing its superior performance for the bigger amount of target classes and
the sufficient window size used in the decoding procedure. All these recommend
the use of our approach for an on-line brain-computer interface.
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Abstract. A blind image deblurring method based on a new non-gaussianity 
measure and independent component analysis is presented. The scheme 
assumes independency among source signals (image and filter function) in the 
frequency domain. According to the Central Limit Theorem the blurred image 
becomes more Gaussian. The original image is assumed to be non-gaussian and 
using a spectral non-gaussianity measure (kurtosis or negentropy) one can 
estimate an inverse filter function that maximizes the non-gaussianity of the 
deblurred image. A genetic algorithm (GA) optimizing the kurtosis in the 
frequency domain is used for the deblurring process. Experimental results are 
presented and compared with some existing methods. The results show that the 
deblurring from the spectral domain offers several advantages over that from 
the spatial domain.  

1   Introduction 

The field of image restoration can be dated back to the early 1960s problem of non 
linear filtering of convolved signals. It refers to the estimation of the original image 
from a noisy, convolved version by using some a priori information about the 
degradation phenomenon. Main goal of the restoration is to estimate the degradation 
and apply the inverse process in order to recover the original signals. Image 
restoration is an ill posed inverse problem because in many cases a priori information 
is either not available or very limited. Major work in the field is related to the 
restoration of astronomical images and still interests many researchers. Nonetheless it 
has now found its application in medical imaging, digital films, antique picture 
restoration, etc, and particularly interests the law enforcement agencies.  

Image restoration algorithms are usually based on some form of degradation model 
that establishes the relationship between the original and blurred images of an 
imaging system. The blurred image is assumed to be the result of the convolution 
between the original image and the transfer function of the imaging system. Any 
imperfection of the imaging system or environment can induce degradation to the 
captured image. The following subsections provide a brief description of the blurring 
process and basic schemes used to estimate the original image. 
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1.1   Blind Deconvolution 

If the image formation process can be modeled as a linear system, a recorded image 
can be represented as the output of the convolution of the spatial impulse response or 
point spread function (PSF) of the linear blurring system with the original image 
(scene). Let ),( jif  present the original image without any form of degradation, 

),( jih  be the PSF and the output of the system be given by ),( jig . Mathematically, 

for a stationary impulse response of the system across the image (i.e. a spatially 
invariant stationary PSF), the discrete form of the convolution sum is given as, 

 (1)

where * represents the 2-D convolution operator and ),( jin represents additive noise. 

The frequency domain model, with spectral coordinates mand n , obtained using 
the Fourier Transform is 

 (2)

The goal of deblurring is to produce a good approximation of the original image
),( jif . This process is generally known as convolutional filtering or deconvolution 

[1] and deblurring in the case of restoration of blurred images. In the noise free case, 
having prior knowledge of the PSF, ),( nmH , Eq. (2) can be used to find ),(' nmF , an 

approximation of ),( nmF ,  

 (3)

Such that 

 (4)

This is known as inverse filtering. In practice, often little or no information is 
available about the PSF or the original image. The problem of deconvolution of the 
two signals when both are unknown is termed as blind deconvolution [2].  

Many researchers have presented solutions to this problem. From Richardson-Lucy 
[3], total variation (TV) [4], minimum entropy deconvolution (MED) [5] to 
independent component analysis (ICA) [6], the list of methods for deblurring is 
exhaustive. The following section describes the scheme with the non-gaussianity 
principles which forms as a base for the current research work. 

1.2   Blind Signal Separation (BSS) and Non-gaussianity 

Blind signal separation (BSS) is a technique that aims to recover original signals from 
a set of mixtures without any prior knowledge of the original signals [7].  Assuming 
statistical independence of the source signals, it implies that according to the Central 
Limit Theorem the output signals of a linear system are more gaussian. So the scheme 
tries to find independents signals that are maximally non-gaussian. This also forms 
the basis of independent component analysis (ICA).  Thus a measure of non-
gaussianity is required to achieve this solution.  

),(),(*),(),( jinjifjihjig +=

),(),(),(),( nmNnmFnmHnmG +=

),(),( 1 nmGHnmF −=′

),(),( nmFnmF ≈′
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Higher-order cumulants can measure the difference between a random vector and a 
gaussian random vector with an identical mean vector and covariance matrix [6].  As 
a consequence, they can be used for extracting the non-gaussian part of a signal. 
Kurtosis, a fourth order cumulant, is generally employed to measure non-gaussianity 
of a signal.  Mathematically, kurtosis is defined as  

 (5)

For y with unit variance, it reduces to 

 (6)

This is equal to the normalized form of the fourth standardized moment }{ 4yE . 

Negentropy is also used for measuring non gaussianity [6]. 
In [8] a blind deconvolution and deblurring algorithm based on non-gaussianity 

measures and the genetic algorithm has been proposed. It uses kurtosis based fitness 
function for estimating the blur parameters. It has been demonstrated that this 
technique is effective in restoring severely blurred images without any knowledge of 
either the image or PSF characteristics. The method is computationally intensive, as 
every iteration involves transformation between spatial and frequency domains. 

Extending the idea of BSS and ICA, we can fairly assume that the source signals 
are independent in the frequency domain as well as in the time domain. Under this 
assumption, a blind deconvolution system using the genetic algorithm optimizing the 
non-gaussianity measure (kurtosis) in the frequency domain is proposed. To 
distinguish between the time and frequency domain kurtosis, we term ‘spectral 
kurtosis’ for frequency domain and ‘spatial kurtosis’ for the time domain measures. 

The following section presents a comparison among the spatial and spectral 
kurtosis measures; while Section 3 describes the proposed method in detail with the 
experimental setup and results on various degradation functions. Discussion and 
conclusions are given in Section 4. 

2   Spectral Kurtosis for Iterative Blind Deconvolution (IBD) 

2.1   Spectral Kurtosis as Non-gaussianity Measure 

The image blurring process makes the blurred images more gaussian than the original 
one by producing correlation among the adjacent pixels of the image. Fig. 2 verifies 
this fact in the frequency domain of the image by using the spectral kurtosis measure. 
Images in Fig. 1 were blurred with gaussian PSF of increasing variance.  

The spectral kurtosis measure was calculated by 

 (7)

where Y  is the absolute value of the Fourier transform of y . The logarithmic value is 

taken only for scaling purpose.  
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Fig. 3. Spectral non gaussianity (kurtosis) analysis for the cameraman image (top) and mandrill 
image (bottom) under motion blur. The kurtosis maximizes at the angle (theta) value on which 
the image was blurred (depicted by the square). 

2.2   Proposed Scheme 

A blind image deconvolution approach using ICA and genetic algorithm in the 
frequency domain is proposed. The estimated (deblurred) image is obtained from the 
version of inverse filter that optimizes the spectral domain non gaussianity measure 
(kurtosis). The kurtosis based fitness function is used in the genetic algorithm to find 
the blur parameters in an iterative manner. Since the operation is calculated in the 
frequency domain, it is more computationally efficient, compared to the spatial 
kurtosis scheme. The efficacy of the scheme is improved by the fact that the image 
from the frequency domain is not transformed back into the time domain for 
computing the non gaussianity measure (since spectral kurtosis is measured in the 
frequency domain). The scheme is summarized as follows. 

• Initialize the genetic algorithm parameters i.e. population, size, crossover 
rate, mutation rate etc. 

• Perform first iteration and for different values of the optimizing parameter 
(e.g. sigma in case of gaussian blur, theta in case of motion blur etc); find the 
restored image through inverse/wiener filtering in the spectral domain and 
calculate its spectral kurtosis (i.e. the fitness function) for different 
population samples. 
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• Generate the child population for the next iteration by evolving from the 
parents on the basis of the fittest function in subsequent iterations 
(generations). 

The proposed method is easy to implement. Often only one or few parameters of the 
blurring filter are optimized like, e.g. sigma in case of gaussian and theta in case of 
motion blurs.  

Table 1. Parameters and PSNR performance of test images with gaussian blur 

Image 
Original 
σ 

PSNR (dB) 

Estimated 
σ by 

spatial 
kurtosis 

PSNR (dB) 

Estimated 
σ by 

spectral 
kurtosis 

PSNR (dB) 

Barbara 2.9 11.2 2.1 14.58 2.5 18.8 

Boat 0.9 13.5 1.3 19.85 1.1 26.1 

 
The proposed scheme was tested on various images degraded with different 

degrading functions (without the presence of noise). The genetic algorithm was able 
to estimate the blurring parameters of the PSF. Fig. 4 shows the restoration of 
gaussian blurred images with different values of sigma. The proposed scheme was 
able to provide better estimates of the variance (sigma) of the gaussian blur than the 
spatial domain. The optimized parameters and the PSNR performances of the blurred 
and restored images are given in Table 1.  

Fig. 5 presents the motion blurred images and their deblurred results. Exact 
parameters were identified using the proposed scheme. In this case both the length of 
the blur and angle were estimated correctly. Table 2 shows these parameters and the 
PSNR values of the blurred and deblurred images. 

 

 

Fig. 4. Column 1: original images, column 2: gaussian blurred, column 3: restored using spatial 
kurtosis, and column 4: restored using spectral kurtosis. 
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Fig. 7. Estimation of out of focus blur radius using spatial kurtosis (left) and spectral kurtosis 
(right). Blur radius of 7 was estimated at the point of global minima for spatial kurtosis and at 
global maxima in case of spectral kurtosis. 

3   Conclusions 

An improved method based on nongaussianity measure in frequency domain and the 
genetic optimization algorithm has been proposed for blind image deblurring. The 
proposed method is simple and easy to implement. The method was able to estimate 
blurring parameters such as the width of the gaussian blur and both length and angle 
of the motion blur. As the processing is entirely operated in the frequency domain, it 
is computationally efficient. As the kurtosis can be prone to outliers, negentropy can 
be a suitable alternative measure for the scheme. The experimental results show the 
capability and advantages of the proposed method. A comparison with the spatial 
kurtosis based scheme indicates improved performance of the proposed. Future 
endeavor is to tackle noise and outliners during function optimization. 
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Abstract. Determining the number of clusters has been one of the most difficult 
problems in data clustering. The Self-Organizing Map (SOM) has been widely 
used for data visualization and clustering. The SOM can reduce the complexity 
in terms of computation and noise of input patterns. However, post processing 
steps are needed to extract the real data structure learnt by the map. One 
approach is to use other algorithm, such as K-means, to cluster neurons. Finding 
the best value of K can be aided by using an cluster validity index. On the other 
hand, graph–based clustering has been used for cluster analysis. This paper 
addresses an alternative methodology using graph theory for SOM clustering. 
The Davies–Bouldin index is used as a cluster validity to analyze inconsistent 
neighboring relations between neurons. The result is a segmented map, which 
indicates the number of clusters as well as the labeled neurons. This approach is 
compared with the traditional approach using K-means. The experimental 
results using the approach addressed here with three different databases 
presented consistent results of the expected number of clusters. 

Keywords: Self-Organizing Map, Data clustering, K-Means; graph theory. 

1   Introduction 

Data clustering, also known as cluster analysis, is an important methodology in 
exploratory data analysis. The objective of data clustering is to discover the natural 
groupings, K, of M input patterns, data points or objects, X={x1,x2,…,xM} [1], [2]. 

In pattern recognition, data clustering is part of the unsupervised learning problems 
(clustering), which do not use category labels that tag objects with prior identifiers, 
i.e., class labels [3]. 

There are many scientific fields and applications that utilize clustering techniques 
such as: image segmentation in computer vision [2], customer grouping in marketing 
[4], document multimedia data clustering in information retrieval [5] and others. 

Clustering algorithms can be divided into two groups: hierarchical and partitional. 
The most well-known hierarchical algorithms are single-link and complete-link; the 
most popular and the simplest partitional algorithm is K-means. Both clustering 
algorithms, hierarchical and partitional are not capable of automatically determining 
the number of clusters, which has been one of the most difficult problems in data 
clustering [1]. Usually, clustering algorithms are run with different tree cuts, in 
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hierarchical algorithm, which is implemented with a dendrogram or with different 
values of K, in partitional algorithm; the best value is then chosen based on a 
predefined criterion [1 ], [2], [6]. 

Determining automatically the number of clusters, involves making several 
clustering trials with different values of K, which increases computational 
complexity. Thus, the Self-Organizing Map (SOM) [3], [7] emerges as a pre-
processing stage in a process of automatically determining the number of clusters. 
SOM projects input patterns on prototypes of a low-dimensional regular grid. A set of 
prototypes is used as an intermediate step and the total complexity is reduced, as well 
as there is a reduction of noise in the input patterns [6].  

Many graph theoretic clustering have been proposed for cluster analysis. These 
consider that the input patterns to be clustered are represented by an undirected 
adjacency graph with edge capacities assigned to reflect the similarity between the 
linked vertices [1], [2]. The problem with these approaches remains its computational 
complexity, because each input pattern is a vertex in the graph. The use of SOM can 
be again an interesting approach. The regular grid (2-D) output of a SOM map can be 
viewed as a display of neurons, each of them specialized in sets of signals (data 
patterns). Considering neighboring relations among neurons, a form of a graph which 
defines the relationship used during training to update neighbor units, some heuristics 
can be used to cut off inconsistent edges and enabling automatic segmentations of the 
map. Information that can be used to aid this process include [8]: large distance 
between the weight vectors of two adjacent neurons greater than the mean distance of 
all other adjacent neurons to them; importance of neuron in terms of assigned signals 
(hits) regarding some data statistics (e.g., less than 0.5 of mean expected for all 
neurons); disparity between signal means and neuron weight values, and so on. 
Usually, some of the involved parameters are experimentally defined, which makes 
their use in others databases difficult [8].  

This paper addresses an alternative method using graph partitioning for SOM 
clustering. The trained SOM map is considered a graph; the Davies–Bouldin index 
(DBI) cluster validity [9], [10] is used to measure the overlap between neighboring 
neurons; and a threshold is defined to cut out inconsistent neighboring edges between 
neurons. The result is a segmented map that represents the clusters. This approach has 
as main advantages: (1) has a simple heuristic and (2) involves the choice of only one 
parameter value. 

Comparisons are performed with results of traditional approach for automatically 
determining the number of clusters using K-means for clustering SOM neurons. Three 
different databases were utilized in the experiments. 

The remainder of the paper is organized as follows: Section 2 presents a brief 
explanation of Self-Organizing Map. The proposed method to determine the number 
of clusters is described in section 3. Experimental results and discussion are given in 
Section 4. Conclusions and final remarks are shown in section 5.  

2   Clustering of the Self-Organizing Map 

A Self-Organizing Map (SOM) consists of neurons located on a regular low-
dimensional grid, usually two-dimensional (2-D). The lattice of the 2-D grid is either 
hexagonal or rectangular. Assume that each input pattern from the set of patterns (X) 
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xi is defined as a real vector xi = [xi1, xi2,…, xid]
T ∈ ℜd. Each neuron has a d-

dimensional weight vector wu = [wu1,wu2, …,wud]
T ∈ ℜd [7] called a prototype. Fig. 1 

illustrates the SOM architecture. 
The SOM training algorithm is iterative. Initially, in t = 0, the weight vectors are 

randomly initialized, preferably from the input vectors domain [7]. At each training 
step t, an input pattern xi(t) is randomly chosen from a training set (X). General 
distances between xi(t) and all weight vectors are computed. The winning neuron is 
the prototype closer to xi(t) or the Best Match Unit (BMU). The BMU weight vector 
is updated, as well as the vector of weights of neighboring neurons, but with minor 
intensity (see [7] for the complete SOM training algorithm). 

The SOM is especially suitable for data survey because it has prominent 
visualization properties. It creates a set of prototype vectors representing the set of 
input patterns and carries out a topology-preserving projection of the prototypes from 
the n-dimensional input space onto a low-dimensional grid. This ordered grid can be 
used as a convenient visualization surface for showing different features of the SOM 
(and thus of the input patterns); for example, the cluster structure [7]. 

K-means can be used for the clustering of the SOM, and consequently for 
automatically determining the number of clusters. The two-stage procedure - first 
using SOM to produce the prototypes that are then clustered in the second stage - 
performs well when compared with direct clustering of the data, in reducing the 
computational time and the noise [6]. However, the methodology is applied in 
prototypes, i.e. the K-means is performed in prototypes instead of input patterns such 
as the dendrogram. 

Graph theoretic clustering represents the data points as nodes in a weighted graph. 
The edges connecting the nodes are given weights by their pair-wise similarity. The 
central idea is to partition the nodes into two subsets A and B, for example, such that 
the cut size, i.e. the sum of the weights assigned to the edges connecting nodes in A 
and B, is minimized [2]. In the next subsection, the graph theoretic approach to SOM 
clustering is discussed. 

3   Graph Partitioning Approach to SOM Clustering 

The SOM map to be clustered is an undirected adjacency graph G; each vertex of G 
corresponds to a neuron in the Map, and an edge links two vertices in G if the 
corresponding neurons are neighbors according to the Map topology, i.e. G(V,A) is a 
graph with vertex set V={v1, v2,…,vn,…,vN} with N as the number of neurons (for 
example, in Fig. 1, N=9) and edge set A={[ai,j, ai,j+1];[ ai,j, ai+1,j]} denoting the 
connection between adjacent neurons defined by regular topology (see Fig. 1).  

In this work an undirected graph is used (if neighboring vertices are adjacent) and 
the adjacency matrix (A) is given by the Map topology. This is represented in Table 1. 
If there is an edge from an adjacent vertex, then the element in A is 1, otherwise it is 
0. In terms of computing, this matrix makes it easy to find subgraphs or, in this case, 
the clusters. 
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The proposal advanced here is a threshold graph, which is defined as an undirected 
adjacency graph, where there is an edge between two vertices if and only if the DBI 
measured from the weight vector adjacent is greater or equal to v, where v is a given 
threshold value. The steps of the algorithm is described as follows: 

1) Given a trained SOM map, compute the DBI between adjacent neurons as 
suggested in Table 1 

2) For each adjacent neuron the edge is considered adjacent when DBI >= v 
3) For each edge inconsistency (DBI < v), a null connection is considered in 

position i,j of the Map (represented in Fig. 1 by dotted lines); otherwise set 1 in 
position i,j (represented in Fig. 1 by continuous lines) 

4) A different code is assigned to each connected neuron set (represented in gray 
levels in Fig. 1). 

The result is a partitioned Map, which indicates the number of clusters as well as 
labeled neurons, as showed in Fig. 1. After this process the input patterns can be 
projected into a Map and the label of the neuron can be assigned to each input. The 
experimental results of the proposed approach are contrasted with the K-mean 
approach. In the next section, experimental results from this proposal are discussed. 

 

Fig. 1. SOM map architecture. Each neuron is labeled with a number and the grid is also 
indicated by a matrix position. The continuous line ‘—‘ represents arc consistency and the 
dotted lines ‘….’ represents arcs inconsistency. The color of neurons indicate a group, in this 
case, 2 clusters. 

Table 1. Adjacency Matrix: the values used here are from Fig.1 

n i,j+1 i+1,j 
1 DBI(w1,w2) DBI(w1,w4) 
2 DBI(w2,w3) DBI(w2,w5) 
i,j DBI(wi,j,wi,j+1) DBI(wi,j,wi+1,j) 
N 0 0 
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4   Experimental Results 

The system was implemented on an Aton 1.67 GHz 2GB RAM computer using 
MATLAB software. The SOM Toolbox [11] was used in these experiments. Some 
specific new functions were implemented to conduct the SOM clustering using graph 
theory. The approach using K-means for SOM clustering was implemented in the 
SOM Toolbox. 

Three databases were used in our experiments: 

• Synthetic database: a dataset with 3 classes generated with a Gaussian 
distribution consisting of 300 input patterns, 100 points for each class. The 
three classes are linearly separable. 

• Spiral-database: A two-dimensional two-spiral dataset consisting of 2000 
input patterns, 1000 points for each class. The two classes are not linearly 
separable. 

• Iris-database: The data set contains 3 classes of 50 input patterns each, where 
each class refers to a type of iris plant. One class is linearly separable from 
the other 2; the latter are not linearly separable from each other.  

a) Class A is denoted by green points; class B is denoted by blue points and class C is 
denoted by yellow points 

  
b) The SOM map with each 
neuron labeled with the class 
with the highest frequency 

c) Example of a figure 
caption. (figure caption) 

d) The SOM map clustered 
by graph. The results 
indicate 3 clusters, the black 
color representing the 
inconsistent neurons 

Fig. 2. Experimental results using the Synthetic database 

A A A A A
A A A C
B C C
B B C C C
B B B C C
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a) Class A is denoted by green dots and class B by red dots 

  
b) The SOM map with each 
neuron labeled 

c) The SOM map clustered 
by K-means. The results 
indicate 4 clusters 

d) The SOM map clustered 
by graph. The results 
indicate 2 clusters 

Fig. 3. Experimental results using two spirals in XY-plane database 

For each experiment, a different database is used and the approach addressed here 
is compared with K-means SOM clustering [6]. For each experiment four graphs are 
showed: a) plot of the database; b) The SOM map, where each neuron is labeled with 
the class with the highest frequency; c) the SOM clustering using K-means and d) the 
Map clustering using the proposal addressed here. 

For the two approaches a SOM map was trained with rectangular topology, 
learning rate 0.5, Gaussian update function; a linear weight vector was used to 
initialize. The heuristic to define the threshold parameter in the experiments was the 
mean value of DBI from the adjacency matrix. 

Fig. 2 represents the results using the synthetic database. For this experiment, a 
SOM map with 25 neurons (5 x 5) was used. The proposal addressed here found the 
correct number of clusters to be 3, with the black neurons representing those that are 
inconsistent or that do not represent any input patterns. Contrary to this, the number 
of clusters showed by K-means was 4. This is a bad result obtained after several 
experiments, where in some cases the correct number of clusters was obtained. This 
can happen due to the initialization processes of K, in K-means. 

Fig. 3 shows the results for the spiral database using a SOM map with 25 neurons 
(5 x 5). Here, in all experiments using K-means the results were incorrect. This can 
happen because of the assumptions on the form of clusters. For example, K-means 
tries to find spherical clusters. Yet, the proposal addressed here found 2 clusters to be 
correct and the segmented Map is shown in a form that represents the data 
distribution. 

B B B B A
B A B B B
A B A A B
B A A A A
B B B A B



158 L.A. Silva and J.A.F. Costa 

 

 
Fig. 4 shows the results for the Iris-database using a SOM map with 49 neurons 

 (7 x 7). To illustrate the class separability, the scatter plot (2D) was used. Here, the 
number of clusters found using the approach is 3.  Meanwhile, the number of clusters 
shown by K-means was 2, i.e. the non-linearly separable classes were grouped in one 
cluster. This is a bad result obtained after several experiments, where in some 
experiments the correct result was obtained. 

 

a) The scater plot denote red: the Setosa (Set) class; blue: the Versicolor (Ver) class; 
green: the Virginica (Vir) class. 

b) The SOM map with each neuron labeled 

 
c) The SOM map clustered by K-

means. The results indicate 2 
clusters. 

d) The SOM map clustered by graph. 
The results indicate 3 clusters. 

Fig. 4. Experimental results using the Iris-database 

Set Set Set Set Set Set Set

Set Set Set Set

Ver Ver Ver

Ver Ver Ver Ver Ver Ver Ver

Ver Ver Ver Ver Ver Ver

Ver Vir Vir Vir Vir Vir

Vir Vir Vir Vir Vir Vir Vir
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5   Conclusion 

Automatically determining the number of clusters has been one of the most difficult 
problems in data clustering. In this context, this work proposes an approach that 
applies graph theory to SOM clustering. 

The results supported the use of the graph theoretic approach as in all experiments 
the number of clusters discovered was correct. On the other hand, the SOM clustered 
by K-means is sensitive to K initialization and input data distribution; for example, in 
experiments using the Synthetic database and Iris-database in some cases the number 
of clusters was correct, but in most cases the results were wrong (as shown in Fig. 2c 
and Fig. 4c); the same happened in experiments using the Spiral-database (Fig. 3c).  

These interesting results for this approach are still preliminary and extensive studies, 
such as: verifying the sensibility with other weight vector initializations, using different 
size Maps, using another Map topology and others, need to be carried out. 
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Abstract. Finding communities in networks is a hot topic in several re-
search areas like social network, graph theory or sociology among others.
This work considers the community finding problem as a clustering prob-
lem where an evolutionary approach can provide a new method to find
overlapping and stable communities in a graph. We apply some clustering
concepts to search for new solutions that use new simple fitness functions
which combine network properties with the clustering coefficient of the
graph. Finally, our approach has been applied to the Eurovision contest
dataset, a well-known social-based data network, to show how commu-
nities can be found using our method.

Keywords: clustering coefficient, social networks, community finding,
genetic algorithms.

1 Introduction

The clustering problem is based on blind search on a dataset. Some classical
solutions such as K-means (for a fixed number of clusters) [7] or Expectation-
Maximization [3] (for a variable number of clusters), amongst others, are based
on distances or metrics that are used to determine how the cluster should be
defined. The clustering problem is harder when is applied to find communities
in networks. Some algorithms such as Edge Betweenness [5] or CPM [4] have
been designed to solve this problem following a deterministic process. In our
study of the previous problem, we adopt an evolutionary approach based on the
K-means algorithm, a popular and well-known algorithm. It is a straightforward
clustering guided method (usually by a heuristic or directly by a human) which
tries to classify data in a fixed number of clusters (each element is associated to
one class). The number of clusters can be predefined or can be estimated using
heuristics or other kinds of algorithms, such as genetic algorithms [6].

In the process of community finding problems, K-means cannot be directly
applied because it does not allow overlapping. In contrast, it is common for com-
munities to share members. An alternative solution could be fuzzy k-means [8]
which allows every one element to belong to several clusters giving a probability
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of membership, so same kind of overlapping for an element can be considered.
Communities in networks have been studied using CPM (Clique percolation
method) and Edge Betweenness algorithms which have been applied in our pre-
vious work [2] for community classification. CPM (Clique percolation method)
[4] finds communities using k-cliques (where k is fixed at the beginning and the
network is represented as a graph). It defines a community as the highest union
of k-cliques. CPM has two variants: directed graphs and weighted graphs. [9]
Edge Betweenness [5] is based on finding the edges of the network which con-
nect communities and removing them to determine a good definition of these
communities.

Our new approach develops an evolutionary k-means inspired by the concept
of fuzzy k-means and with the same objective as CPM and Edge Betweenness
algorithms: finding communities or overlapping clusters in the network.

In this work we propose a new way to combine both community finding and
clustering algorithms. In our approach, a genetic algorithm is used to find com-
munities in a dataset that represents humans voting on a social network. To
guide the genetic algorithm, the fitness takes the clustering coefficient defined
in graph theory to improve the results that could be obtained through a simple
K-means.

The rest of the paper is structured as follows. Section 2 shows a description
about the web dataset used to test our algorithm. Section 3 presents the genetic
algorithm used to detect communities in the web dataset. Section 4 presents a
discussion about the experimental results obtained. Finally, the conclusions and
some future research lines of work are presented.

2 Genetic-Based Community Finding Algorithm (GCF)

The Genetic-based community finding algorithm uses a genetic algorithm to find
the best k communities in a dataset that could be represented as a graph and
where any particular neighbour could belong to different clusters. To describe
GCF, we will explain the following: the codification, the genetic algorithm and
the fitness function definition.

2.1 GCF Codification

An important problem in any Genetic Algorithm (GA) is related to the codifi-
cation of the chromosomes. In our case the genotypes are represented as a set
of binary values. Each allele represents the membership of a node of the graph
and each chromosome is used to represent a community. In this binary repre-
sentation 1 means the node belongs to the community and 0 the opposite, see
Figure 1 which exemplifies nodes as countries because of the data set to be used
for experimentation.

This simple codification allows us to represent nodes belonging to several com-
munities (as we have in fuzzy k-means and CPM algorithm), and also provides a
simple method to define reproduction, crossover and mutation using a standard
Genetic Algorithm strategy[10].
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Fig. 1. A Chromosome representing graph nodes. In this case, each node represents a
country and its belonging or not to the current community.

2.2 GCF Evolutionary Approach

The GCF strategy works as follows:

1. A random population of communities is generated.
2. The population evolves using a standard GA.
3. The chromosomes that are the k-best solution of the algorithms are selected.

The selection process subsumes the communities which have better fitness
and belong to a bigger community. The process has the following steps:
(a) A list of k communities is created.
(b) The chromosomes are sorted by their fitness value.
(c) If there is an empty position in the list or one of the members is contained

in the chromosome that we are going to check, we add the checked chro-
mosome in the mentioned position (or in an empty position) subsuming
the other.

(d) If the list is full and the chromosome that we are going to check does
not satisfy the last condition, the algorithm stops. It also stops if the
fitness of the new chromosome is bigger than a fixed value (in this case,
the value is fixed as half of the maximum fitness).

Defining and selecting an appropriated fitness function, which we will now dis-
cuss, is the most critical issue in the GCF algorithm as it will be used to optimize
the quality of communities.

2.3 GCF Fitness Functions

For this problem we have implemented three kind of fitness functions, each of
which has a different goal. The first one tries to find nodes with a similar rating be-
haviour (minimal distance fitness), the second one tries to find clusters using the
clustering coefficient (maximum clustering coefficient fitness) and, finally, the last
fitness function combines both strategies trying to find communities with similar
rating behaviours whose members are connected between them (hybrid fitness).

Minimal Distance Fitness (MDF). The objective of this fitness function
is to find communities of nodes that are similar. The evaluation of this fitness
function are done using the following criteria:

1. Each node belonging to a community is represented as a vector of attributes.
The definition of these attributes depends on the problem being solved.
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2. The average euclidean distance between vectors of attributes within a com-
munity is calculated. The fitness calculates distances to be taken into account
from peer to peer, between all vectors.

3. The fitness value for the community is the average distance of the values
calculated in previous step (we are trying to minimize the fitness). It is a
measure of similarity for those rows, hence it checks if they follow the same
ballot pattern. We call this average distance din (see Figure3).

4. Fitness penalizes those cases where the community has a single node, giving
it a value of zero.

Maximum Clustering Coefficient Fitness (MC2F). The goal of this fit-
ness is to discover communities whose members are connected between them. It
is measured through the clustering coefficient, defined as follows:

Definition 1. Let G = (V, E) be a graph where E is the set of edges and V the
set of vertices. Let vi ∈ V be a vertex and eij ∈ E an edge from vi to vj. Let Σvi

be the neighbourhood of the vertex vi defined as Σvi = {vj | eij , eji ∈ E}. If k is
considered as the number of neighbours of a vertex, we can define the clustering
coefficient of a vertex as follows:

Ci =
|{ejk}|

k(k − 1)

Where |{ejk}| satisfies that vj , vk ∈ Σvi .

Definition 2. The clustering coefficient of a graph is defined as:

C =
1
|V |

|V |∑
i=0

Ci

Where |V | is the number of vertices.

The fitness takes the sub-graph defined by the community and calculates its
clustering coefficient. It returns the inverse value, because the genetic algorithm
tries to minimize the fitness function.

Hybrid Fitness (HF). This last fitness function combines both Clustering
Coefficient and Distance fitness ideas: it tries to find a set of communities sat-
isfying both conditions already defined. With this method we try to find strong
and similar communities (members are highly connected between them and they
have similar behaviour). The function defined is a simple weighted function: sup-
pose that F (x, y) is the fitness function, CC the clustering coefficient and din

the value of HF fitness is:

Fi(CC, din) = w1 ∗ CCi

Max({CCi}K
i=1)

+ w2 ∗ dini

Max({dini}K
i=1)

Where wi are the weights given to each fitness: wi ∈ (0, 1). The values were set
experimentally to w1 = 0.1 and w2 = 0.9 .
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3 The Dataset Description

The Eurovision Song Contest has been studied using different clustering methods
since the nineties. The main interest was to study and analyse alliances between
countries, which has already been reflected by clustering and communities. The
data used in this work has been extracted from Eurovision’s official website.

3.1 The Dataset Representation: The Eurovision Voting System

Since 1975, the scoring system in the Eurovision Contest consists of the following
rules:

– Each country distributes among others participants the following set of
points: 1, 2, 3, 4, 5, 6, 7, 8, 10, 12.

– These countries give the highest punctuation to the best song and the lower
to the less popular on preferred.

– When all countries cast their votes, the final ranking is obtained and the
country with the highest punctuation wins the contest.

This data can be easily represented using a graph for each year of the contest.
In this graph, the vertices will be countries and the points emitted can be used
to weight the edges. The graph could be directed (the edges represent votes),
or undirected (the edges only connect countries which have exchanged points
in any direction). If we consider the latter, it is similar to setting edge weights
uniformly to 1. According to this problem, the dataset will be represented as
the latter case, we named this representation Eurovision graph, or Eurovision
network.

3.2 Study and Comparison of the Eurovision Network in a Random
Context

The first approximation that shows patterns can be obtained using a simple com-
parison between the Eurovision graph and a randomly generated graph with the
same rules applied in the contest. Namely, each participant country assigns its
ten set of points (generating an edge for every point cast) randomly among the
remaining participant countries. We call this representation Random network.

The random network model assumes that a given country does not favours or
penalize other countries and all songs have equal musical quality. So a country
X will give points randomly to another ten countries. If, for example, there are
N countries then the probability that country X votes for country Y is given
by P = 10/(N-1). Usually, in social networks, two vertices with corresponding
edges to a third vertex have a higher probability of being connected to each
other. Hence, it may be possible to observe the same effect in the Eurovision
network. Therefore, to study this effect it is reasonable to analyse the clustering
coefficient defined in section 2.
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When we compare two different graphs, Eurovision and Random graphs, a
greater CC in the Eurovision graphs means there is an “intention of vote” be-
tween countries. So the graph distribution of edges is not random and we could
conclude that communities, or alliances between countries, exist.

Figure 2 shows the clustering coefficients calculated for years ranging between
1992 to 2010. It can be seen how Eurovision clustering coefficients are always
greater than random network values. Hence, the results provide an evidence
that the voting system is not random and there are some partnerships between
countries.

Fig. 2. Clustering Coefficient comparison between the Eurovision network and a ran-
dom graphs

4 Experimental Results

The preliminary data analysis, showed in Figure 2, confirms the existence of
alliances between participant countries. Specifically, 2009 has the greatest dif-
ference in clustering coefficient. This means it contains a large set of different
communities. Hence, we have selected this year to perform the experimental
analysis of our algorithm.

We have calculated the distance between the community centres to compare
the results obtained; we call this measure dout as shown in Figure 3. A large dis-
tance between countries is preferable as it means a bigger gap between classes
or communities, and thus better results.

The genetic parameters of GCF have been set as:

– crossover probability: 0.1
– mutation probability: 0.2
– generations: 2500
– population size: 3000
– selection criteria: μ + λ where μ is the original population (we choose 200

best chromosomes for reproduction process and they also survive), λ is the
population generated in the reproduction process

– number of communities (K): 6
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K is a parameter of the genetic algorithm that sets the number of commu-
nities. Table 1 presents the communities obtained using K equal to 6 for every
fitness. This value was experimentally obtained simulating different executions
of our algorithm for values of K ranging between 2 and 10. The optimal number
of communities with minimal overlapping was found to be 6. In the following
subsections we explain the results obtained attending to each fitness.

Fig. 3. Sample network graph illustrating three communities and the distances that are
calculated in the experimental phase. The distance din represents the average distance
calculated between the countries which belong to a community. And the distance dout

represents the distance between community centres.

4.1 Distance Model

The first fitness, MDF, takes the minimum distances (din) between the points
that represent the countries trying to find communities that vote in a similar
way. This algorithm was described in section 3.2. From this experiment it can
be noticed that the number of countries contained in these communities is dra-
matically small, as can be seen in Table 1. The din distance values obtained are
lower, meaning that the communities found cast their points very similar, but
all of these groups only have two countries.

4.2 Clustering Coefficient Model

This model is based in the clustering coefficients of a network, and it tries to
find groups of countries that they are giving votes between them. The resulting
communities are shown in Table 1 identified by the fitness called MC2F.

Analyzing the found communities, we see that many of them present high
overlapping among countries. This effect was also noticed in the distance be-
tween centres (dout), it has decreased dramatically from 14.65 (obtained by the
previous model) to 5.40. Therefore, the communities found are very close to each
other, and present a higher overlapping.



Genetic-Based Communities Finding Algorithm 167

Considering the intra-community distance, din, increases of up to twice the
previous values are observed. We can conclude that we have achieved the goal
of finding larger groups, but now these groups present too much overlapping to
be considered as stable communities. So the final goal of the algorithm has not
been really achieved.

4.3 Hybrid Model

Finally, these fitness functions have been combined in a new hybrid fitness (see
previous section). The first fitness finds communities which are too small, formed
by only 2 countries. The second has a good clustering coefficient and the com-
munities are larger, but the distance between communities is not as good as in
the first case, therefore overlapping is too high.

In this last model, combining the two GCF cost functions enables discovering
groups of countries which cast votes in a similar way, and also exchange points
between them. The communities found are shown in Table 1.

It is interesting to compare these results to the equivalent values for the
previous models. The distance between centres, dout, has been greatly improved

Table 1. Communities found with K = 6 using Clustering Coefficient. The distances
between centres (dout) obtained by fitness are: (a) MDF = 14.65 (b) MC2F = 5.40 (c)
HF = 11.26.

Fitness Communities din CC

MDF Lithuania Latvia 10,91 0

MDF Sweden Denmark 11,04 0

MDF Sweden Hungary 11,31 0

MDF Cyprus Moldova 11,40 0

MDF Israel Netherlands 11,66 0

MDF Albania Germany 11,83 0

MC2F Sweden Bosnia and Herzegovina Moldova Russia Finland 20,57 1
Ukraine Iceland Turkey Germany

MC2F France Sweden Moldova Russia Finland Iceland 21,20 1
Germany Azerbaijan UnitedKingdom

MC2F France Sweden Moldova Finland Romania Iceland 21,78 1
Germany Azerbaijan UnitedKingdom

MC2F France Estonia Sweden Finland Iceland Germany 20,93 1
UnitedKingdom

MC2F Sweden Moldova Russia Finland Ukraine Iceland Azerbaijan 20,55 1

MC2F Estonia Sweden Bosnia and Herzegovina Finland 21,89 1
Iceland Turkey Germany

HF Estonia Sweden Finland Iceland 18,03 1.0

HF Sweden Moldova Russia Finland Ukraine Iceland 19,52 1.0

HF Norway Sweden Denmark Iceland 18,77 0.92

HF Moldova Russia Ukraine Poland 16,40 0.75

HF Armenia Russia Lithuania Ukraine 16,56 0.75

HF France Germany United-Kingdom 19,93 1.0
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and now is closer to the value obtained by the first fitness function (11.26 ).
The intra-cluster distance, din, and the clustering coefficient take values lying
between the first and second models’ values. In addition, we found that the given
communities have an appropriate size with a reduced overlapping.

This model allows us to answer two different questions about what standing
closer or belonging to the same community means for a group of countries.
On the one hand, we can use the similarities in the voting process to establish
relationships and, on the other hand, we can consider the points that any country
assigns to the other members in its community. Therefore, we can consider that
the partnerships found with this model will be stronger and more useful to
measure the quality of the community found. They have similar votes and also
many of these votes are exchanged between them, globally, these communities
have a high number of points.

5 Conclusions and Future Work

To find communities in a web dataset that can be represented by a social network,
we have designed and implemented a genetic algorithm based on the graph
clustering coefficient. We have centred our research around how to guide the
fitness to improve the results that could be obtained through a classical K-
means.

We have implemented three different fitness functions: the first one based on
a euclidean distance, the second one based on the clustering coefficient, and the
last one as a combination of the previous two (hybrid model).

Our experimental findings show that, using the clustering coefficient defined
in graph theory to guide the hybrid fitness,is able to reach the best result. This
model find communities that have an appropriate size, reduced overlapping and
closer distances between centres.

Finally some improvements could be made in the fitness function. In our
hybrid model, the fitness could be adapted to accept a weighted clustering
coefficient[1] to obtain a better distance. This new fitness could be used in the
future to measure the strength of a community. Also, for the Eurovision dataset,
other features such as geographical distances or historical behaviours could be
included in future fitness functions to study the analysis of the GCF algorithm.
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Abstract. This paper presents a framework to mine summary emerging patterns 
in contrast to the familiar low-level patterns. Generally, growth rate based on 
low-level data and simple supports are used to measure emerging patterns (EP) 
from one dataset to another. This consequently leads to numerous EPs because 
of the large numbers of items. We propose an approach that uses high-level 
data: high-level data captures the data semantics of a collection of attributes 
values by using taxonomies, and always has larger support than low-level data. 
We apply a well known algorithm, attribute-oriented induction (AOI), that 
generalises attributes using taxonomies and investigate properties of the rule 
sets obtained by generalisation algorithms. 

Keywords: attribute-oriented, algorithm, rulesets, high-level, emerging pattern. 

1   Introduction 

Data mining aims to find patterns in data. Recently, emerging patterns [1] have 
become popular for classification problems [7][11]. Emerging patterns (EP) [9] 
represent contrasting characteristics between two data sets usually expressed as 
conjunctions of attribute values in a given class of records. The most familiar 
approaches use classification [6][10][11]. A pattern is emerging (EP) if its support 
from one dataset to another increases. A pattern is jumping emerging (JEP) if its 
support from the previous dataset changes from zero to non-zero. 

EPs have been successfully used in classification algorithms with mainly low-level 
(primitive) data. Low-level data has a tendency to be distinct yet represent 
semantically similar information e.g. for an attribute “Course”, there may be two 
different university degree subjects “Chemistry” and “Physics” that are both in 
category “Science”, a level higher than both subjects. These are two distinct items of 
data yet they semantically belong to one item “Science”. The problem with low-level 
EP algorithms is the generation of many EPs because of the combinatorial problem in 
the number of items and also the use of small supports. As a consequence, most EP 
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classifiers use level-wise border searches to control pattern explosion [8][10]. In 
contrast using high-level summarised data or attribute taxonomies (is-a hierarchies) 
that capture significant data features often tends to prune common and irrelevant 
features usually found from low-level data, leaving only high-level supported items 
[13]. Attribute taxonomies reveal attribute details at various higher levels in the 
hierarchy. It is well known that larger supports of an attribute’s values occur at higher 
levels than at lower levels of a given taxonomy [12].  Using this fact, it is imperative 
that EPs can be used to exploit various taxonomic levels of attributes to express 
varying support levels of item combinations, and hence more significant EPs.    

A well established algorithm for mining is-a hierarchies from large data to produce 
conjunctions of attribute-value pairs is attribute-oriented induction (AOI) [14]. 
Attribute taxonomies, also known as background knowledge or concept hierarchies, 
are provided by a domain expert or generated automatically. AOI can generate 
various types of rule patterns, including discriminant, characteristic and classification 
rules. In the latter case, there is no need to train the data as AOI searches through the 
input space using both low-level data and their corresponding taxonomies. The reader 
is referred to [3] for details on the basic AOI algorithm. 

Our motivation is three-fold: firstly, AOI is a versatile algorithm for solving the EP 
problem using various techniques; secondly, larger supports of attribute values mostly 
occur higher up the taxonomy than would be for low-level values; thirdly, as there is 
usually a combinatorial explosion of patterns at a low-level, it makes it more difficult 
for a user to interpret so many patterns compared with a general pattern i.e. patterns 
expressed at high taxonomic levels. Thus such general patterns have more expressive 
potential, and represent global data semantics better, than single primitive patterns. 

In this paper we give formal definitions of the problem of mining HEPs and 
introduce and begin to evaluate an algorithm, AOI-HEP (High-level Emerging 
Patterns) which mines high-level emerging patterns using an enhanced AOI approach. 

The paper is organised as follows: Section 2 presents background; Section 3 gives 
the problem definition; Section 4 introduces the new AOI-HEP algorithm; 
experimentation is described and analysed in Section 5; and Section 6 presents 
conclusions. 

2   Background 

In this section, we introduce formal HEP definitions used in the paper.  

Let },..,,{ 21 mAAAD =  be a dataset with m attributes each with a domain 

)( iADom  and N tuples. For each attribute there are a set of values or 

instances }{ k
ia , mk ≤≤1 and Ni ≤≤1 . We can also label classes to which these 

instances belong as },..,,{ 21 vCCCC = . An item is an (attribute, instance) pair 

),( k
ik aA . A set of items is an itemset when there is a combination of 

items, Nmna
n

i

k
i *,

1

<
=
U , for some values of k . The number Nm* is the largest 
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possible number of combinations of items for m attributes and N  tuples. 

Accordingly, in AOI, for each attribute there is a taxonomy miH i ≤≤1, linked to 

it.  To define support, we first represent a characteristic AOI rule pattern as a 
conjunction of items with instance values of any object x , which can be referred to as 
a complex pattern [7] of the form: 

  %][,)(..)( 11 svxAvxA kk =∧∧=    (1)

where %s  is the usual support (% of tuples in the dataset) and 

)}({ iii ADomHv ∪∈ . We see that support is for a more complex expression of 

item-value pairs than single items. Note that svi are not necessarily low-level data or 

domain values but extracted from attribute hierarchies iH . In AOI, this pattern forms 

part of a characteristic rule [5]. The definition of itemset uses the term ruleset as a 
complex pattern represented by (1). A characteristic rule according to [4] is defined as  

eh →  (2)

where e  is evidence (shown as equation 1) and h is the hypothesis or class 
description we wish to characterise. Thus we rewrite (1) as a characteristic rule:  

%][)(..)()( 11 svxAvxAxC kki =∧∧=→  

in relation to some hypothetical class iC . Given two data sets 21 , DD  with 

rulesets 21, RR , we want to find interesting emerging rule patterns like (3) using 

supports ||/)(|,|/)( 2211 21
DXcountsDXcounts RR == where X is a given 

complex pattern (equation 3), namely )},,(),..,,{( 11 kk vAvAX = for k attribute-

value pairs. Note that we can use many relevant interestingness measures from the 
literature to compare interestingness of patterns, not only based on support, as 
highlighted in [4]. 

3   Problem Definition 

Following the definitions of emerging patterns, we formulate the problem as follows:  

given rule sets ji RR , of datasets 21 , DD , a ruleset is a series of attribute 

conjunctions. A subset iRX ⊆  is called a setrulek − if || Xk =  is the number 

of attribute-value pairs in X .  We need to define subsumption properties for the case 
where one ruleset subsumes another by one or more values from the taxonomy. A 
HEP is a ruleset whose support increases from one ruleset of a dataset to another. A 

ruleset X is a HEP from 1R of 1D   to 2R of 2D if 0/ 12 >= ssσ . Note that 

],0[ ∞∈σ and if ∞=σ , then the pattern is a jumping high-level emerging pattern 

(JHEP). If 0=σ , then there is no HEP, otherwise ∞<<σ0 is merely an 
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HEP−ρ  where ρ is a threshold. A HEP pattern ir can consist of low and high-

level values from the taxonomy. There is a subsumption property such that if two 

HEPs exist and ji rr ⊆ , then ir is covered by jr i.e. jr has one or more ancestor 

concept values of some or all values in ir . There is therefore an order relation 

≤ defined on child-ancestor pairs )',( ii vv as ii vv '≤ for each attribute taxonomy. 

Below we give subsumption properties that help to find HEPs and JHEPs. All patterns 
found by the AOI-HEP algorithm with properties as in section 3.1 are HEP patterns.  

3.1   Subsumption Properties 

P1. Total Subsumption Emerging Pattern (TSEP). We say that ruleset X is totally 
subsumed by ruleset Y if YyXxyx ∈∈∀≤ ,, and |||| YX ≤ . Note  

that this property is true for both partial orders i.e. cases where 

yx = or yx < . For example, let )},(),,(),,{( 443311 vavavaX =  and 

)',(),',(),',{( 443311 vavavaY = where kk vvancestor ')( = . Then X is totally 

subsumed byY . The TSEP rule condition “=” or “equality-based” may be rare to find 
as it is equivalent to finding exactly matching rulesets in the two datasets where as 
“<” or “ancestor-based” means X has some ancestors inY . The equality condition 
means the same number of conjunctions and attribute-value pairs exist. We note that 
the ancestor subsumption property can be equivalent to finding large and frequent 
itemset in classical  frequent itemset mining. 
 
P2. Partial Subsumption Emerging Pattern (PSEP). We say that ruleset 
X is partially subsumed by ruleset Y if there exists some Yy∈ which is  

an ancestor of some Xx∈ and .|||| YX <  For example, let 

)},(),,(),,{( 443311 vavavaX = and ).,(),',(),,{( 443311 vavavaY = There is 

one partial subsumption value such that 33 ')( vvancestor = and all other values 

satisfy .yx =  In addition, given )},(),,{( 3311 vavaZ = , then Z is partially 

subsumed byY without ),( 44 va . 

 
P3. Overlapping Emerging Patterns (OEP). Overlapping emerging patterns occur 
when there are one or more common patterns between rulesets. . If we have 

),(),',(),,{( 443311 vavavaY = and )},(),,(),,{( 553311 vavavaZ =  then 

Y overlaps Z except for ),( 55 va . The pattern ),( 55 va absent in Y is a jumping 

HEP (JHEP) from Y to Z . We call this a partially subsumed and overlapping 

jumping high-level emerging pattern JHEPp −3  under property P3. Conversely, 

the overlapping property can also be used to find diminishing patterns i.e. if suddenly 
the whole pattern disappears from one dataset to another.  
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Intuitively, both HEP and JHEP  can be obtained from patterns exhibiting 
properties P1, P2 and P3 by comparing supports using a growth function. The basic 
emerging pattern problem was highlighted in [1] with a growth rate given in terms of 

simple support i.e. 
)(sup

)(sup
)()(

1

2

Xp

Xp
XGXrateGrowth ==− where X is an 

itemset of datasets 21 , DD  for some threshold ρ . In our case, as we have 

subsumption properties between rulesets, we represent pattern X from 1D and 

pattern Y from 2D and supports 21 , ss respectively as defined earlier (Equation (1)). 

Given that emerging patterns are a function of supports 21 , ss , the growth rate can be 

measured by any function ),( 21 ssf . The subsumption properties hold as follows:  

⎪
⎭

⎪
⎬

⎫

⎪
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≈>=∞
≈==

=
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Equation (3) shows that property P1 is synonymous with many classification 

approaches [1][10] where 
1

2
21 ),(

s

s
ssf =   for measuring emerging patterns when 

the itemsets match exactly. For rulesets, a coverage function ),( ji RRC is used to 

measure how two rules compare (their similarity) or simply a measure of distance 
between rules as defined in [2].  This measures the number of attributes in both rules, 
overlapping and non-overlapping with special conditions. When coverage is 
determined, rulesets are paired to measure emerging ruleset patterns using the growth 
function f . This process is equivalent to finding large and frequent itemsets in 

classical frequent itemset mining and comparing them between datasets as used in 
emerging patterns. Note that properties P1 and P2 can lead to all three 

values )/,,0( 12 ss∞ ; P3 is used to help find jumping emerging patterns. Section 4 

shows how these patterns are extracted by firstly determining the coverage of rulesets. 

4   AOI-HEP Algorithm 

The AOI-HEP algorithm uses a growth function f and a coverage measure 

),( ji RRC (similar to the distance metric in [2]) between any rulesets ji RR , , given 

N rulesets. The algorithm scans through characteristic rulesets mined from two 

datasets 21 , DD  and puts them into relevant pairings according to their coverage 

using properties P1, P2 and P3 as discussed (Line 3). At Line 4, ),( ji RRC  checks 
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rule similarity and collects different rulesets e.g. TSEP, OEP etc. After collecting k 
rulesets, the function f  is applied to determine the degree of growth.(Line 8). 

 

Input : rulesets NRR ...,,1 from D1, D2; threshold t, using AOI 

Output: NmValvalepvalepEP imm ≤∞∈= ],,0[]},,[],..,,{[ 11  

EP =emerging Pattern, 1,1 == ji  

1. EP   ∅, rulesets ∅ 

2. Iterate through the rule sets by comparing ji RR , rules 

3.  WHILE NOT ( iR ==∅and jR ==∅)and i, j <= t  

4.   if ),( ji RRC  is satisfied // distance or similarity of rules 

5.      ][krulesets  ),(][ ji RRAddkrulesets +   

6. END WHILE  

7. FOR  DOrulesetstok ||0:   

8.     )( krulesetfEPEP ∪= //Apply growth function f 

9. OUTPUT }{EP
 

 
The result obtained at Line 9 returns a mixture of patterns, OEP, TSEP, PSEP etc. We 
can apply a ranking function to order the significance of such patterns in terms of 
their growth-rate. Note that the growth-rate function can be more complex than use of 
simple support ratios as high-level rule-based emerging patterns have fewer but more 
complex patterns compared to single itemset patterns. 

5   Experimentation 

To demonstrate the effectiveness of the proposed AOI-HEP, we have processed a 
breast cancer Wisconsin dataset using 5 attributes that influence cancer diagnosis (699 
patterns) [15], and constructed concept hierarchies for each: clump thickness, 
cellSize, cellShape, bareNuclei and normalNuclei. Dataset D1 has 349 tuples and D2 
has 350 tuples. Some of the challenges in the experiments and the presented 
framework was setting an optimal threshold so that the rules and growth rates are 
meaningful, as with AOI. Evidently, bigger thresholds generate numerous patterns 
while smaller thresholds generate fewer and meaningless patterns. AOI-HEP was run 
with thresholds 3, 4 and 5.  

Firstly, we assumed that all occurrences of the attribute value “ANY” in the output 
patterns were meaningless, and so we did not consider threshold 2 in that case. We 
did not set a growth-rate threshold but ordered all the growth-rates in descending 
order. Note also that values “-“ in Table 1 indicate no patterns are found. It is easy to 
infer from Table 1 that TSEP patterns obviously occur when the lowest or highest 
thresholds are used. 
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Table 1.  Patterns from cancer datasets D1, D2 [15] 

Threshold    OEP Growth% PSEP Growth% TSEP Growth% 
High Low High  Low  High Low 

3 11.30 0.08 1.50 0.12 0.58 - 

4 23.46 1.09 6.00 0.09  - - 

5 3.28 0.46 0.75 0.14  2.49  0.05  

The former justifies the need to remove root node “ANY” but, in the latter, we can 
have numerous patterns in which we case we need to pick the strongest ones. We 
noted, as per property 1, that TSEP rules (i.e. exactly matching in some cases) were 
rarely found, but not OEP patterns. Using threshold 3 between D1 and D2, we found 
one large OEP pattern: Rule 3 (D1): “Clumpthickness=highriskClump AND 
cellSize=aboutAverage”, Rule 1 (D2): “Clumpthickness=lowriskClump AND 
cellSize=aboutAverage”,growth-rate (0.79/0.068)=11.30. In contrast, we found the 
smallest OEP pattern to be: Rule 1 (D1):“Clumpthickness=lowriskClump AND 
cellSize=aboutAverage AND cellShape=aboutAverage” overlapping with Rule 3 
(D2): “Clumpthickness=highriskClump AND cellSize=aboutAverage”, growth-rate 
(0.04/0.51)=0.08. Technically, the former presents a redundancy in that clump 
thickness does not discriminate on the growth of the pattern. In the real world, 
practitioners may find this pattern of concern, noting the growing number of patients 
with thickening clumps despite average cancer cell sizes. In the latter, practitioners 
may use the least growing OEP pattern and note the role played by the differentiating 
attribute “cell shape = about average” between patients with high risk clump thickness 
and those with low risk clump thickness despite cell sizes being about average. 

We observed threshold 5 for patterns. The highest OEP pattern (see Table 1) had a 
growth-rate of 3.28 i.e.  rules R2 (D1) and R1 (D2): “clumpthickness=mediumClump 
AND cellSize=smallSize AND cellShape=smallShape AND bareNuclei= 
smallNuclei”. Higher thresholds may be useful drill-down strategies to check or 
further validate rules already found using lower thresholds. In this case, we may look 
for high impact patterns, for example the TSEP growth-rate 2.49 for threshold 5 and 
check whether this pattern is supported sufficiently at higher levels accordingly using 
some growth-rate threshold.   

Further experiments have been done on the UCI repository adult dataset and 
similar and interesting patterns were discovered. Generally, the sequence of patterns 
OEP, PSEP and then TSEP in Table 1 denote their order of importance. That is OEPs 
are quite “frequent” as would be found in non-generalisation algorithms; TSEPs are 
expected in generalisation and merge approaches; and TSEPs can be rare but may 
reflect trends of “similar” subsumed patterns between datasets. 

6   Conclusion 

The paper has presented a novel framework for mining HEPs using AOI, the AOI-
HEP algorithm. This framework has highlighted different aspects of mining emerging 
patterns by use of more complex rulesets, instead of itemsets, and their subsumption 
properties that translate into different types of emerging patterns. HEP patterns are 
particularly representative and informative in relation to large datasets and complex 
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rulesets. Initial evaluation suggests that matching rulesets can use a general function 
that evaluates coverage or similarity of rules. We intend to apply the algorithm on 
further diverse real datasets, noting that optimal threshold choices (not too small or 
too big) may also influence ruleset generation and consequently growth rates. We will 
also extend the presented framework for mining total subsumption patterns at 
different hierarchical levels (including root node “ANY”) by taking into account 
features of hierarchical data such as distances, similarity between concepts and 
appropriate level supports. We also note that the pattern properties presented here are 
well placed to handle uncertainty or fuzziness in the patterns. 
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Abstract. Explaining the causes of infeasibility of formulas has practi-
cal applications in various fields, such as artificial intelligence and formal
verification. A minimal unsatisfiable core provides a succinct explanation
of infeasibility and is valuable for applications. The problem of deriving
minimal unsatisfiable cores from Boolean formulas has been addressed
rather frequently in recent years. However little attention has been con-
centrated on extraction of the first-order unsatisfiable subformulas. In
this paper, we present DFS-Finder, which finds minimal unsatisfiable
cores in first-order logic, adopting a heuristic depth-first-search strategy.
We demonstrate the effectiveness of this approach on a very extensive
test of SMT-LIB benchmarks.

1 Background and Introduction

Formal verification and artificial intelligence has been based on efficient reason-
ing engines, such as Binary Decision Diagrams(BDD), and more recently propo-
sitional satisfiability(SAT) procedures, reasoning at Boolean level. Especially,
during the last decade of impressive advances in the efficiency of SAT solvers,
SAT-based method are now a fundamental technique in many industrial appli-
cations, including equivalence checking and property verification for VLSI chips,
and AI planning. However the source of hardware verification problems has in-
creasingly moving from Boolean level to higher levels: most designers work at
register transfer level or even higher levels. The formalism of plain propositional
logic is often not suitable or expressive enough for representing the verification of
RTL or behavioral designs. The high-level structural information is identified as
a suitable representation formalism for practical problems of many applications,
and thus such problems more naturally expressible as satisfiability problems in
first-order theories, namely Satisfiability Modulo Theories (SMT).

SMT is the problem of determining the satisfiability of a quantifier-free first-
order logic formula with respect to one or more of decidable theories. The SMT
solvers are able to determine whether a large formula is satisfiable or not. When
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a formula is unsatisfiable, we are generally interested in a minimal explanation of
infeasibility that excludes irrelevant information. Thus it is often required to find
a minimal unsatisfiable core, that is, an unsatisfiable subset if it becomes satis-
fiable whenever any of its clauses is removed. Localizing a minimal unsatisfiable
core is necessary to determine the underlying reasons for the failure, and is used
in many practical applications, including AI planning[1], and model checking on
predicate abstraction[2], vacancy detection[3],etc.

In the past decade, there have been considerable research works in find-
ing Boolean unsatisfiable cores[4,5,6,7,8,9,10,11,12]. However the substantial ad-
vances in algorithms and implementations of SMT solver for years have inspired
the quest of efficient solutions for the problem of unsatisfiable core extraction in
SMT. Consequently, the development of effective methods for computing unsat-
isfiable subformulas in SMT is highlighted as an important goal for the research
community. Although some SMT solvers support unsatisfiable cores generation,
such as CVCLite[13], MathSAT[14] and Yices[15]. A simple and flexible algo-
rithm [16] is the first published works on deriving unsatisfiable cores from for-
mulas in SMT. However, as they said, one limitation of these approaches is that
the resulting unsatisfiable subformula is not guaranteed to be minimal.

To the best of our knowledge, DFS-Finder is a tool firstly aiming at ex-
tracting minimal unsatisfiable cores from practical problem instances in SMT.
This tool constructs the subformulas of original instance as a searching graph
at first, and then recursively remove the clauses not included by the minimal
unsatisfiable core from the original formula, adopting depth-first-search way. Si-
multaneously it uses some heuristic strategies, such as pruning methods and
dynamically changing the order of variables in the subformula. Some pruning
techniques are integrated into the algorithms to remove those unnecessary sat-
isfiability checks as soon as possible, such as conflict clauses sharing and subfor-
mulas caching. To evaluate the efficiency of DFS-Finder, we implement another
tool called BFS-Finder adopting the breadth-first-search algorithm, as compared
with DFS-Finder. DFS-Finder and BFS-Finder are implemented in C++ 1. An
open-source SMT solver called ArgoLib[17] is integrated in the tools.

The paper is organized as follows. The next section gives the theoretical anal-
ysis and detailed description for the DFS-Finder algorithm. Section 3 shows and
analyzes the experimental results on the benchmarks used by SMT solver com-
petition of CAV 2010. Finally, Section 4 concludes the paper and outlines future
research work.

2 DFS-Finder Description

DFS-Finder introduces the searching graph as an organizing framework. Firstly,
the definition of searching graph of a formula in SMT is given as follows:

Definition 1. (Searching graph). Given an unsatisfiable formula ϕ in SMT,
if a directed acyclic graph G(V, E, s) satisfies the following conditions: (a) it

1 The two tools are available for downloaded at http://www.ssypub.org/∼zjm/
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contains only one sink node, which is on behalf of ϕ; (b) ∀p ∈ V , the node p
represents the formula ψ = ∧n

1Ci; If v is the k-th child node of p, the node v
denotes the formula φk = ∧n

1Ci \ Ck, where v ∈ V ,1≤k≤n; epv is an edge from
the parent node p to the child node v, where epv ∈ E. Then G(V, E, s) is called
a searching graph of ϕ.

Furthermore, we can classify all of the nodes of G(V, E, s) into three categories:
the live nodes, the dead nodes and the pending nodes. The following shows the
definitions of the three types of nodes and the transition relation of the nodes.

Definition 2. Given an unsatisfiable formula ϕ in SMT, and G(V, E, s) is the
searching graph of ϕ. Suppose v ∈ V , and φ denoted by v, where φ ⊆ ϕ. Then v
is a live node iff φ is unsatisfiable; v is a dead node iff φ is satisfiable; If the
search process has not reach the node v, v is called a pending node.

Definition 3. Given an unsatisfiable formula ϕ in SMT, and G(V, E, s) is the
searching graph of ϕ. In G(V, E, s), the transitions from pending nodes to dead
nodes and live nodes are defined as: (a) pending nodes → dead nodes: When
a subformula corresponding to a pending node is proved to be satisfiable, the
pending node is changed to a dead node; (b) pending nodes → live nodes: When
a subformula denoted by a pending node is unsatisfiable, the pending node is
changed to a live node.

Suppose ϕ is an unsatisfiable formula in SMT, and then DFS-Finder builds a
searching graph G(V, E, s), in which the original formula ϕ is represented by the
sink node, and each internal node corresponds to one of the subformulas of ϕ.
However, what is the relationship between the minimal unsatisfiable cores and
the nodes of the searching graph? According to the above definitions, we may
come to the following conclusions.

Conclusion 1 Given an unsatisfiable formula ϕ in SMT, and G(V, E, s) is the
searching graph of ϕ. Then the subgraph, in which the sink corresponds to a dead
node, cannot contain an unsatisfiable core. Further a subformula φ denoted by
the live node v is a minimal unsatisfiable core, iff all children of v are the dead
nodes, where φ ⊆ ϕ and v ∈ V .

DFS-Finder employs the searching graph to construct the searching process.
Given an unsatisfiable formula ϕ in SMT, if a directed acyclic graph G(V, E, s)
satisfies the following conditions: Firstly, it contains only one sink node, which
is on behalf of ϕ; Secondly, ∀p ∈ V \ {s}, the node p represents the formula
ψ = ∧n

1Ci; If v is the k-th child node of p, the node v denotes the formula
φk = ∧n

1 Ci \ Ck, where v ∈ V ,1≤ k ≤ n; epv is an edge from the parent node p
to the child node v, where epv ∈ E. Then G(V, E, s) is called a searching graph
of ϕ.

Fig.1 provides the pseudo code of DFS-Finder. It employs an incremental
way: Firstly, it computes an unsatisfiable core; Further, it derives the minimal
unsatisfiable core. The function called ComputeUS returns an unsatisfiable core
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DFS Finder(formula)
1 SmallUS = ComputeUS(formula)
2 if (SmallUS == formula) then
3 return formula
4 else
5 IsMinUS = VerifyMinimalUS(SmallUS)
6 if (IsMinUS) then
7 return SmallUS
8 else
9 MinimalUS = DFS Finder(SmallUS)
10 return MinimalUS

ComputeUS(formula)
1 ite = EliminateITE(formula)
2 abs = AbstratExpression(ite)
3 for (arity = 0; arity < formula.size; arity++) do
4 interim = abs
5 for (count = formula.size; count > 0; count−−) do
6 SmallUS = GraphPruning(interim)
7 cnf = BooleanConversion(SmallUS)
8 IsSAT = SATSolve(cnf)
9 if (!IsSAT) then
10 return SmallUS
11 abs = DynamicVarOrder(abs)
12 return formula

Fig. 1. DFS-Finder Procedure

of the input formula in SMT. After getting an unsatisfiable core, DFS-Finder
judges and branches. If the returned unsatisfiable core is the input subformula
named formula, formula is the derived minimal unsatisfiable core. Otherwise,
according to the above conclusion, the function called V erifyMinimalUS is
used to determine whether the unsatisfiable core SmallUS is minimal or not.
If SmallUS is the derived minimal unsatisfiable core, DFS-Finder will stop; or
else the approach regards SmallUS as the new input formula, and recursively
computes the minimal unsatisfiable core in the depth-first-search way. When the
order of branches changes, DFS-Finder may obtain different minimal unsatisfi-
able cores.

Fig.1 also shows the process of ComputeUS. This function firstly builds a
searching graph for the input formula, and then finds a live node in the depth-
first-search way. The function called EliminateITE is to remove the ITE terms
from the formuals. Next AbstratExpression replaces the literals in the formula
by the abstract variables. Then an unsatisfiable core is explored in the space
of the searching graph. Some heuristics are integrated into the function named
GraphPruning, which is used to prune the redundant subformulas and clauses
from the subgraph, by the way of sharing the conflict clauses and caching dead
nodes to avoid the unnecessary satisfiability checks. BooleanConversion converts
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the formula to a Boolean formula, and a SAT solver with DPLL procedure
engages in determining satisfiability of the Boolean formula. If unsatisfiable,
we get an unsatisfiable core denoted by that live node. Otherwise the current
node is dead and should be abandon. The function called DynamicVarOrder is
an effective heuristic technique. This function dynamically changes the order of
variables in current subformula according to the frequency of false assignment.
Finally, if the iteration is finished, the function will return the input formula itself
as the derived unsatisfiable core. In Fig.1, EliminateITE, AbstratExpression and
BooleanConversion are the functions belonging to a SMT decision procedure.

Another tool, called BFS-Finder explores a live node with all children be-
ing dead nodes in breadth-first way, but space precludes discussing its detailed
process. The principles of BFS-Finder are similar to DFS-Finder. The main dif-
ference between them is the searching strategy. BFS-Finder moves horizontally
on the branches of the graph. All of the same size of subformulas are firstly eval-
uated, and then the smaller ones are considered. DFS-Finder instead decides the
satisfiability of all subformulas with the size decreasing in the same subgraph at
first, and then moves to the neighborhood subgraph.

3 Experiments

To evaluate the effectiveness of DFS-Finder, we have selected the problem in-
stances from the SMT solver competition benchmarks[18], and compared DFS-
Finder and BFS-Finder on these benchmarks. The inputs are the formulas in
SMT-LIB format. The experiments were conducted on a 2.5 GHz Athlon*2
machine having 2 GB memory and running the Linux operating system. The
runtime is in seconds, and the value of timeout was set to 1800 seconds.

The empirical results of DFS-Finer and BFS-Finder on 15 typical formulas are
listed in Table 1. Table 1 shows the number of variables (vars) and the number of
clauses (clas) in each problem instance. Table 1 also gives the number of clauses
(core size) in the minimal unsatisfiable core derived by the two tools. Table 1
also provides the runtime of DFS-Finer in seconds (DFS-Finer time). The last
column presents the runtime of BFS-Finder in seconds (BFS-Finder time).

Fig.2 gives the results of DFS-Finder and BFS-Finder on problem instances
of SMT solver competition benchmarks. This figure is a log-log scatter plot that
charts the runtime of DFS-Finder along on the x-axis against the runtime of
BFS-Finder on the y-axis. Each dot in this figure is denoted by the ratio of
runtime of BFS-Finder and DFS-Finder.

From Table 1, we may observe the following. For all problem instances, the
percentage of clauses in the minimal unsatisfiable cores is quite small, in most
cases from 1% to 50%. Therefore, the minimal unsatisfiable cores can generally
provide more succinct explanations of infeasibility, and is more valuable for a
variety of practical applications.

In Fig.2, DFS-Finder generally outperforms the BFS-Finder, and the gap is
enlarging with the size of formulas increasing, while original formulas contain
more clauses, because more and more scatter dots lie above the diagonal with
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Table 1. Performance results on 15 typical problem instances

Problem vars clas core DFS-Finer BFS-Finder
Instances size time time

bad echos ascend.base 58 259 11 5.18 5.03

sc init frame gap.base 58 265 13 5.11 5.14

good frame update.induction 89 439 161 29.00 28.74

good frame update.base 89 467 311 72.81 67.75

windowreal-safe2-2 37 404 188 0.73 0.68

windowreal-safe-2 37 404 195 0.75 0.68

lpsat-goal-1 83 1345 17 1.67 1.69

lpsat-goal-2 142 2650 1283 12.30 17.16

lpsat-goal-3 201 3955 2548 43.47 68.55

windowreal-no t deadlock-15 219 2933 1351 176.96 179.53

windowreal-no t deadlock-16 233 3128 1441 208.13 236.58

windowreal-no t deadlock-17 247 3323 1531 293.38 303.32

windowreal-no t deadlock-18 261 3519 1622 347.24 391.02

windowreal-no t deadlock-19 275 3714 1712 463.78 497.97

windowreal-no t deadlock-20 289 3909 1802 547.44 633.77

the runtime increasing. Then we can arrive at a conclusion: the performance of
DFS-Finder and BFS-Finder is comparable and at the same order of magnitude;
While the clauses in the problem instances become more and more, DFS-Finder
is much more efficient. The main causes are that BFS-Finder is more simple for
implementation and performs more moves per seconds, especially for those for-
mulas with less clauses. On the other hands, after finding an unsatisfiable core,
DFS-Finder will continue to search the smaller ones along this subgraph, until
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Fig. 2. Performance results on SMT solver competition benchmarks
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reaching a minimal unsatisfiable core. This searching way of DFS-Finder deter-
mines that it is more and more efficient while the problem instances containing
more and more clauses.

4 Conclusion

We present a tool called DFS-Finder to derive the minimal unsatisfiable cores
from the formula in SMT. A very extensive test on SMT-LIB benchmarks is
executed to evaluate this tool, as compared with another tool called BFS-Finder.
The results show that DFS-Finder is generally outperforms the BFS-Finder,
while the original formulas contain more clauses, and the gap is enlarging with
the size of formulas increasing. The future works is to explore more aggressive
techniques to prune the unnecessary satisfiability checks.
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Abstract. We present a novel motion tracking system that estimates
the three-dimensional position of a moving object in real time by an-
alyzing the image stream from a single lowest-end camera. Tracking
is achieved without the need of any markers, calibration, or previous
knowledge about the object. Our proposal can be applied given there is
enough brightness contrast of the object with its surroundings. Such a
technique allows for new Human-Computer Interaction solutions to be
implemented in already running systems without a significative deploy-
ment expense.

Keywords: Motion tracking, 3D, video analysis, real-time, low budget,
markerless.

1 Introduction

Motion tracking means continuously locating a moving object in a video se-
quence. 2D tracking aims at following the image projection of objects or parts
of objects that move within a 3D space. On the other hand, 3D tracking aims
at estimating all six degrees of freedom (DOFs) movements of an object relative
to the camera: the three translation DOFs and the three rotation DOFs [8].

A limited 3D motion tracking technique that only estimates the three trans-
lation DOFs (namely moving up and down, moving left and right, and moving
forward and backward) provides a cursor-like virtual input device that allows
the interaction with a computer. This input device could be used either as a
standard 2D mouse-like pointing device or, by complementing it with software
that considers the depth estimation, as a novel input device that allows the de-
velopment of new input paradigms (e.g. pushing or grasping in-screen objects).
Support for these kinds of interactions provides a more flexible and surrounding
environment for an overall more immersive user experience.

A zero development and deployment cost explotation of motion tracking sys-
tems is possible by restricting the resource usage. Particularly, imposing a re-
quirement of only using a single lowest-end camera allows the implementation
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of the motion tracking system in a wide spectrum of devices, as such a hardware
is found embedded in most laptops and phones.

However, using a low budget camera has several drawbacks: monocular vision;
a low image resolution; high noise levels; JPEG artifacts caused by compression;
a maximum framerate of 30 frames per second; and, in some cases, an automat-
ically adjusting shutter speed that cause changes in the brightness level between
consecutive frames and a maximum framerate of 10 frames per second when in
low lighting conditions.

3D motion tracking techniques have direct applications in several huge niche
market areas: the leisure industry, as all the popular gaming companies have
presented either controller-based or controller-less motion tracking systems; the
military industry, which benefits from user interfaces and object tracking; the
medical industry, which requires devices for interactive simulation; the manu-
facturing industry, as it needs reliable robotic applications that interact with
moving objects; and the software industry, as three-dimensional input devices
offer new ways of interacting with software.

We present a 3D motion tracking technique that is able to determine the
three-dimensional position and track the movements of shape-unknown non-
rigid moving objects by analyzing the image stream from a single lowest-end
camera. This system needs no calibration and the objects do not need to be
marked. They just have to be opaque and evenly colored, and their brightness
level should contrast enough with their surroundings. Our proposal is able to
detect the most relevant object from the input image stream and ignore the
background movement and partial occlusion, and provides a failback strategy
that copes with tracking errors.

2 Background

Traditional 3D motion tracking approaches [1,5,7] consist in matching the ge-
ometrical features of the target object with its projection in the image. These
techniques require for the object to be rigid and previously modeled, in order to
know its relevant features. However, when the object surroundings are cluttered,
geometric-based methods may produce wrong matches, as the best match may
include background regions.

Some recent extensions to this approach [4] allow for the target object to be
partially and self ocludded.

Active Appearance Model (AAM) methods [2] obtain a model of the target
object and produce object reconstructions that match the object projection.
These methods have to be trained with a set of labelled images before the actual
system usage. As they cannot model the appearance of an object from different
angles, self-occlusion or object rotation render them unusable.

Extensions to this approach [3] use view-based appearance representations.
They model the appearance of the target object as a set of 2D templates cor-
responding to its various views and, in runtime, select the most suitable tem-
plate for performing the appearance matching. The main drawbacks of these
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techniques are that they cannot track non-rigid objects, and that they need a
very intensive training in order to model all the different views of an object.

The aforementioned techniques require a high processing time to perform the
adjustment of the object reconstruction to the actual object projection, so they
are not applicable in real-time tracking.

Another recent technique for object tracking is based on determining the rota-
tion, the scale, and the translation transformations between consecutive images
[9]. This technique cannot cope with several moving objects at the same time,
and does not produce accurate results when there is simultaneous movement in
the three axes, as different combinations of scale and translation transformations
produce the same changes in the object projection.

Summarizing, existing techniques impose strong constraints as the need for
the target object to be rigid or marked, having a model of the target object, or
previously calibrating the system. Furthermore, most of them do not allow real-
time processing. This limits the applications to controlled lab-like environments.

3 3D Markerless Motion Tracking

We introduce a motion tracking system that imposes fewer constraints on the
environment. Namely, it can be applied given there is enough brightness contrast
of the target object with its surroundings.

Our system takes as input a stream of frames from a camera and produces as
output the position of the projection of the target object, an estimation of the
projection shape and its area, and the estimated 3D space coordinates relative
to the camera.

After a frame is captured, a preprocess as shown in Figure 1 is performed.
First, the current frame and the previous frame are convoluted with a Poisson
Disk Filter that reduces the effects of compression artifacts and noise. Then, the
current frame is applied an edge detection filter based on the Sobel operator
[10,6] in order to obtain a grayscale edges image. Lastly, a squared differences
image of the current and the previous convoluted frames is obtained.

During the tracking procedure, the following measures of the object projection
are computed: its center in the field of view, the estimation of its area, and an
approximation of its shape.

Figure 2 summarizes the system behaviour in the form of a state machine.
When the system is in the INITIALIZING state, it means a one-time

startup process is being performed. It forces the system to wait for two seconds
while the camera shutter adjusts its speed, avoiding the flashes that may occur
during this automatic setup in most cameras. After that timeout, a frame is read
from the input stream and preprocessed, and the state is switched to READY.

When the system is in the READY state, it means it is waiting for an
object to track. A new frame is read and preprocessed. If the global inter-frame
movement, measured as the average of the values of all the pixels of the squared
differences image, is higher than a threshold, a new object has to be tracked.
The center of the object is estimated as the average position weighted by the
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INPUT(t) FILTERED(t) EDGES(t)

FILTERED(t-1) DIFF(t,t-1)

Fig. 1. Frame preprocessing

pixel magnitude of the squared differences image, and the state is switched to
TRACKING.

When the system is in the TRACKING state, it means it is following a par-
ticular object. A new frame is read and preprocessed. The tracking is performed
by repeatedly readjusting the center according to the former center position and
the current edges image. 32 rays are iteratively casted from the current center
position until they meet the edges that are higher than a threshold, and the new
center position is calculated as the average of the ray hit locations for a maxi-
mum number of five iterations or until the last center adjustment was negligible.
An example of the ray casting-based center readjustment procedure is shown
in Figure 3. The system switches to the VALIDATING state if the tracking
succeeded or to the READY state if it failed.

The tracking procedure fails in the following cases: if the global inter-frame
movement has been below a threshold for several consecutive algorithm iter-
ations, which means the target object has stopped moving; if the ratio of the
movement near the object area against the global inter-frame movement has been
below a threshold for several consecutive algorithm iterations, which means the
target object might not currently be the most relevant object; or if the object
area is too small or too big, which would make it difficult for the tracking algo-
rithm to perform correctly and, indeed, may be caused by a tracking error.

It should be noted that casting 32 rays and averaging their hits locations
reduces the effect of the outliers that might be caused by wrong edge detection
and object occlusion.

When the system is in the VALIDATING state, it means it is checking if
the new target object center found in the tracking step is consistent with the
former object information. If the average color of the area around the previous
center in the previous convoluted frame and the average color of the area around
the new center neighborhood in the current convoluted frame differ more than
a certain value or the new center is located outside of the former object area,
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Fig. 2. System states and transitions

the state is switched to RECOVERING, as the center could have been wrongly
repositioned. In any other case, the state is switched to TRACKING back again.

When the system is in the RECOVERING state, it means it is trying to
relocate the center because it seems to have been located outside of the target
object limits. This is done by searching the recovery point whose neighborhood
average color is the most similar to the previous center neighborhood average
color. The recovery points are generated by adding some horizontal, diagonal
and vertical displacements to the current center position, as shown in Figure 4.
If the most similarly colored area and the color average of the previous valid
center neighborhood differ in no more than a predefined threshold, the recovery
has succeeded and the center is repositioned in the recovery point. The center
is now into the object and is readjusted by performing raycasting up to five
iterations. The state is switched to TRACKING. If the difference surpasses the
threshold, the recovery has failed and the state is switched to READY.

It should be noted that this failback strategy allows the tracking of fast mov-
ing objects. It also fixes tracking errors that may occur when moving the object
through a similarly colored zone. If due to a wrong edge detection, the cen-
ter is repositioned outside of the object and into the similarly colored zone, a
recalibration will be forced, bringing it back inside the target object.

While the system is tracking an object, the output is obtained as follows:
the x and y positions are obtained from the position of the center of the object
projection in the image; the object shape approximation is calculated as the
polygon whose vertices are the ray hit locations in the current edges image;
a proportional area is computed by considering the object projection shape a
rectangle, which is achieved by calculating the average width and height values
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Fig. 3. Center adjustment process based on raycasting and edges detection. Example
of 16 ray casting in round object projection, square object projection, and square
object projection with partial oclussion and incorrect edge detection. The dotted shapes
represents the former position of the object projection.
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previous
non-valid
center
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Fig. 4. Color matching-based center recovery

out of the 32 rays casted from the center of the object, as shown in Figure 5;
the z or depth position is computed inversely proportional to the square root of
the object area, as the bigger the area of the projection is, the closer the object
is to the camera.

A smoothing of the 3D coordinates is performed to filter out possible tracking
errors, raycasting outliers, and temporary losses of the object projection center.
This is performed by applying a factor to the 3D coordinates so their value
becomes 95% of their old value and 5% of the new value. These values provide
a good balance between sensitivity and error recovery.
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Fig. 5. Area approximation process based on rays average and edges. Example of 16 ray
casting in round object projection, square object projection, and square object projec-
tion with partial oclussion and incorrect edge detection. The dotted shapes represents
the former position of the object projection.

It should be noted that as no information on the real object depth is available,
the depth value of 0 can be assumed to correspond to the area of the object
projection when the system started tracking it.

4 Experimental Results

The proposed system was tested under several different conditions. The following
results were obtained:

– The system was able to detect and track objects that were held in a hand
and moved within or brought into the field of view.

– Tracking was not lost for objects that became self or partially ocludded, and
their area approximation was reduced proportionally to the ocludded zone.

– If the tracking is lost, for example because the target object was moved
fast enough for the center to be relocated outside of it, or because it was
taken out of the field of view, the recovery strategy managed to respectively
relocate the center or discard it in most cases, as it was expected.

– When the target objects were moving through low background contrast
zones, the center location, the shape approximation, and the area approxi-
mation were a bit off. In good contrast conditions, they matched the object
projection.

– As the output 3D coordinates are smoothed, losing the object tracking for a
few frames barely affects the system behaviour.

– The system was able to obtain precise results for both 10fps or 30fps shutter
speeds, although the faster the camera is, the more sharply the edges are
detected, and consequently better results are obtained.

– The less ambient illumination is present, the more prone to error the system
is, due to the shutter speed decrease in low illumination conditions and the
increase in noise in the images.
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5 Conclusions and Future Work

We have presented a 3D motion tracking technique that is able to determine the
three-dimensional position and track the movements of shape-unknown non-rigid
moving objects by analyzing the image stream from a single lowest-end camera.

This system needs no calibration and the objects do not need to be marked.
The objects just have to be opaque and evenly colored, and their brightness level
should contrast with their surroundings.

Our proposal is able to detect the most relevant object from the input image
stream and ignore the background movement, and provides a failback strategy
that copes with object occlusion and tracking errors.

We plan to extend the system by making it able to accurately determine
changes in the orientation of unknown-shaped objects by analyzing changes in
the projection shape and in the object features.

We also plan to develop new Human-Computer Interaction paradigms that
use depth information.

Acknowledgements. Work partially supported by research project TIN2009-
08296.
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Abstract. In this paper we present extensions for continuous pattern mining.
Our previous continuous pattern mining algorithm mines the set of all frequent
sequences satisfying the minSup condition. However, those sequences contain an
explosive number of frequent subsequences, which makes the analysis and un-
derstanding of patterns very diÆcult. In order to overcome these diÆculties, we
propose four new algorithms for mining maximal and closed continuous patterns.
These algorithms return a superset of the result patterns and then a post-pruning
algorithm is performed to eliminate redundant sequences. For each type of pat-
terns (maximal or closed) two algorithms are presented (with and without some
improvements). The key idea is to omit as many redundant sequences as possible
during the exploration. The proposed algorithms allow one to reduce the size of
the result set when input sequences have low uniqueness.

1 Introduction

The increasing advances in information technology and the availability of mobile nav-
igation devices make spatio-temporal data analysis more important for many groups of
users. Also the volumes of trajectory data increase. In order to e�ectively analyze this
data it is important to develop new algorithms and ways of aggregation. To this end,
we propose four new algorithms for mining closed and maximal continuous patterns of
moving objects.

In the literature, we can find several approaches for mining sequential patterns.
PrefixSpan [1] uses the pattern-growth paradigm and recursively projects sequence
databases. SPADE [2] adopts the vertical data format and SPAM [3] utilizes the ver-
tical bitmap representation. All of them use depth-first search. For mining maximal
frequent itemsets there are GenMax [4] and FPMAX [5]. Algorithms for finding the
closed itemsets include, for example, CLOSET [6] and CHARM [7], whereas for closed
sequential patterns CloSpan [8] and BIDE [9]. Both CLOSET and CHARM use depth-
first search. Besides, CHARM uses di�sets and CLOSET applies data structure called
FP-Tree. CloSpan follows the candidate maintenance-and-test approach, i.e., it main-
tains the set of already found closed candidates and performs pattern closure checking.
In turn, BIDE mines closed patterns without candidate maintenance. Another important

H. Yin, W. Wang, and V. Rayward-Smith (Eds.): IDEAL 2011, LNCS 6936, pp. 194–203, 2011.
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structure is the WAP-Tree [10] which helps mining sequences with repeated elements.
The authors of [11] extended the previous algorithm in order to explore patterns asso-
ciated with mobile services.

In our recent research we have developed the CPGrowth algorithm for mining con-
tinuous sequences of regions of interest [12]. Those sequences represent trajectories.
The CPGrowth algorithm is based on the aggregation tree presented in [13] and header
table introduced by the authors of [14]. Our research showed that a large size of result
set increases the time needed to obtain knowledge. Therefore, it was necessary to find
a way to adjust results to user requirements. To solve our problems we have decided to
use the maximal and closed patterns.

In this paper we present four new algorithms for mining closed and maximal contin-
uous patterns. They use a prefix tree and employ depth-first search. The mining process
consists of two main steps. In the first step, (maximal or closed) continuous candidates
are retrieved and, in the second, pattern checking is performed to eliminate redundant
continuous subsequences. The main idea is to omit as many redundant sequences as
possible during the first step. Please notice, that proposed algorithms mines only fre-
quent single-element sequences.

The rest of the paper is organized as follows. Section 2 gives definitions about contin-
uous patterns. Section 3 describes new algorithms. Section 4 gives pseudocodes of the
algorithms. In Section 5 experimental results are shown and in Section 6 we summarize
the paper.

2 Definitions

In this section we present definitions used in the rest of paper.

Definition 1. Definition of a continuous sequence:
Given a set of elements E � �e1� e2� � � � � en�, a continuous sequence is a sequence of

elements �a1a2 � � � am�, where ai � E (1 � i � m) and for any two elements ai, a j (i � j)
we have ai � a j.

The condition ai � a j means that elements of a sequence must be unique. For instance,
the continuous sequence GBCB (shortened form of �GBCB�) is not correct since the
element B appears twice in the sequence.

Please note that an element of E represents a region of interest (RoI) and a continuous
sequence represents a route traveled by a moving object.

Definition 2. Definition of containing (�) one continuous sequence in other sequence:
A continuous sequence s1 � �b1b2 � � � bm� is a continuous subsequence of a sequence

s2 � �a1a2 � � � an� (n � m), denoted as s1 � s2, if for certain integer i b1 � ai� b2 �

ai�1� � � � � bm � ai�m�1. On the other hand, the sequence s2 is a supersequence of s1.

For instance, the sequence BA is a subsequence of HJBAL but AB or BALK is not.

Definition 3. Definition of support:
The continuous database, denoted as S D � �s1� ���� sm�, is a set of continuous se-

quences. 	S D	 represents the number of all continuous sequences in S D.
The absolute support sup of a continuous sequence s is the number of continuous

sequences in S D that contain s: sup(s) � 	�si	si � S D 
 s � si�	.
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Definition 4. Definition of a sequence frequency:
A continuous sequence s is called frequent if its absolute support is no less than a

threshold minS up given by the user: sup(s) � minS up.
A frequent continuous sequence is called a pattern p and the set of all patterns is

called a pattern set P � �p1� p2� � � � � pn�.

Definition 5. Definition of a maximal continuous pattern:
A maximal continuous pattern m is a frequent continuous sequence that is not a

continuous subsequence of any other continuous sequence.
The set of all maximal continuous patterns is called a maximal pattern set M �

�m1� m2� � � � � mn�.

Definition 6. Definition of a closed continuous pattern:
A closed continuous pattern c is a frequent continuous sequence s and there exists

no proper supersequence of s with the same support value.
The set of all closed continuous patterns is called a closed pattern set

C � �c1� c2� � � � � cn�.

Based on the definitions of sets P, C and M, one can conclude that C may contain less
pattern than P, and M less than C (M � C � P) — it depends on data.

3 Algorithms

3.1 Motivation

In earlier work we have developed the continuous pattern mining algorithm [12] named
CPGrowth. Its characteristic feature is that it generate a large number of frequent se-
quences. However, you may notice that some patterns of the result set are contained
in other patterns and not all of those patterns bring key information. Grounds are as
follows. Given continuous sequential patterns A, B, C, AB, BC, ABC (some subset of a
result set) and assuming that they have the same support, it can be said that some objects
were moving through the same regions. This stems from the following observations: if
a support of the pattern A equals a support of AB, it means that a certain number of
objects passed through the region A (equal to the support) and all objects from the re-
gion A had to move to the region B, because otherwise we would not have the pattern
AB. The situation is similar for the other patterns, and therefore the first 5 patterns are
redundant and can be omitted. Only the pattern ABC is necessary and based on it we
can restore all omitted patterns.

Now we will consider a more complex case. We have the same patterns, i.e., A, B,
C, AB, BC, ABC, but patterns containing the region C have a smaller support than the
others. Therefore there are two groups of patterns, one with the patters containing C
and one with the rest. A support for each group of the patterns is the same. Based on the
earlier explanation, the same objects had to reach the regions A and B. However, not all
objects from the region B reached the region C. This could be due to the fact that some
objects stopped or chosen a di�erent direction (in such a case e.g., pattern ABD may
occur in the result set). Therefore, two patterns AB and ABC should be inserted into
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the result set to maintain the support change. We can conclude that the use of closed
patterns allow us to keep information about all changes of routes and reduce the size of
a result set.

The maximal patterns in turn are determined if one wants to find all longest frequent
routes over which objects are moving. Additionally, we are not interested in searching
for changes in the number of objects on routes. It is only important if there is a required
number of objects. Therefore, we have to bear in mind some important issues. The most
important thing is that those compacted (maximal) patterns do not allow one to recon-
struct the original routes along with their supports. Another issue is that the number of
objects on a route may change abruptly, i.e., at the beginning of the route there may be
a large number of objects, later there may be few objects (but not less than a required
value), and at the end of the route even more than in the beginning - we are not able
to determine that. The indisputable advantage is that it is possible to reduce a resulting
set of patterns needed to be analyzed. It should be noted that when sequences differ
significantly from each other the size of the result set may not be reduced as much as
expected. However, the number of maximal patterns must be lower (except if the length
of all maximal patterns is 1).

3.2 Building Prefix Tree

In this section we introduce the prefix tree, called EUCP-Tree (Extended UCP-Tree),
that represents the sequence database S D in the compressed form. Each sequence is
inserted starting from the root of the prefix tree. For instance, in Table 1 we show a se-
quence database consisting of 8 sequences. The database has totally 8 unique elements.
The prefix tree after inserting 2, 4, 6 and 8 sequences is shown in figures 1a, 1b, 1c, 1d,
respectively. The difference between the presented tree and the one in [12] is that every
node has the pointer to its parent. For more details, please see [12].

3.3 Mining Maximal Patterns

In this section, we present a naive algorithm for mining maximal patterns.
CPMaxGrowth (generic version):

1. Obtain all maximal candidate from the EUCP-Tree; insert the candidates into a
result set.

2. Remove from the result set all candidates that are included in other.

The obtaining of closed patterns is similar, except that in Point 2 the condition for
support equality is present.

Table 1. Sequence database SD

No. Input sequences No. Input sequences
1 AGFJC 5 BAGF
2 DGJ 6 BA
3 AGF 7 BAG
4 B 8 BH
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Fig. 1. Building EUCP-Tree

Figure 2 shows the initial header table along with the prefix tree (EUCP-Tree). The
minimum support is set to 3 (taken as default in the examples). In the beginning we want
to find all maximal patterns starting with the label A. In order to accomplish that, we
find all nodes in the tree, which contain the label A — it is performed using the initial
header table. Then, for those nodes their children are retrieved and a new header table
is created. Next, the process is repeated recursively for each item of the newly created
header table. The difference between the CPGrowth and CPMaxGrowth algorithms lies
in the fact that in the latter intermediate sequences generated during the exploration
of the prefix tree are not inserted into the result set. It is only done when the leaf is
reached. Therefore, here, only one maximal candidate, AGF, is obtained. As a result of
exploring all items in the initial header table we have the following candidates: F, GF,
AGF and BA. One should notice that in the result set there are redundant sequences F
and GF. In order to obtain the final result set, the candidates contained in others should
be removed. The easy way is to sort all candidates in ascending order of length and
remove all redundant occurrences.
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Fig. 2. Finding all maximal patterns starting with the label A

3.4 Optimizations

Having in mind that during the exploration the same nodes in the prefix tree are ana-
lyzed several times, we developed the second algorithm, called CPMaxGrowth�. This
algorithm omits the exploration of those candidate sequences which are known to be
contained in others. Not all redundant sequences will be avoided but the area of analy-
sis will be limited. Please look at Figure 2 again. When we are considering the nodes
with the label A, all their parents are obtained and grouped based on the label. For each
group, children of the nodes with label A are retrieved. Next, it is checked if a given
group is able to generate patterns. Since one of the nodes with label A has the parent
with the null label, we need to generate all patterns that begin with A and have a suc-
cessor with label G. The situation gets more interesting when generating all patterns
starting with the label G. Nodes with the label G have two different parents, A and D.
The parent with the label D is not considered in the analysis since it has the support be-
low the threshold. However, the nodes with label A enable generation of the pattern GF,
so the generation ends — pattern GF is generated as part of AGF. Nodes with the label
F are handled in a similar manner. As a result we get patterns AGF and BA. Although
we do not have sequences contained in others, we have to sort the result set and remove
possible repetitions.

The above-mentioned operation is performed only for the first elements of generated
patterns. Subsequent recursive calls use the CPMaxGrowth algorithm.

During our research it became clear that the second phase of maximal patterns min-
ing (i.e., filtering redundant sequences) may take more time than the first - a total time
may vary by up to two orders of magnitude. Therefore, a simple filtering of redundant
patterns is not an option. In order to handle filtering e�ectively we use a tree-based
structure. The developed tree structure is built after the first phase of exploration. The
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tree construction process is based on the observation: since we rely on the algorithm
that generate all frequent patterns, each sequence of a given length may not be con-
tained in other of the same length. Nevertheless, a sequence may be contained in the
longer one. This observation implies the following operations. First, sequences have to
be sorted in descending order of length. Then, the sorted sequences are inserted into
the tree. During this process sequences are being checked whether they are contained
in already inserted sequences. To achieve a significant boost we use a similar structure
as for the prefix tree, i.e., we used a header table which contains lists of pointers. Each
list is associated with one label.

The incremental tree has several characteristic features. The first one is that each
node has only one child (because according to our observation a maximum pattern
cannot be contained in other). The second feature is that an input sequence which is not
contained in the current tree is a new maximal pattern. The proposed structure is not
built during the first phase as it would require rebuilding the tree. (There can be inserted
sequences that will be contained in later sequences, which is time costly).

Algorithm 1. The maximal pattern mining algorithm
1. Scan a sequence database S D once and build the EUCP-Tree.
2. Call the CPMaxGrowth� algorithm for the EUCP-Tree.
3. Find all maximal patterns accordingly to Definition 5 (use Algorithm 4).

Algorithm 2. The CPMaxGrowth� algorithm
1) For each item e stored in the header table do:
a. If the item e has support greater or equal to minS up, add e to the end of the prefix.
b. Create a new header table nht based on the list of nodes nl, which are associated with the item
e of the header table (to build nht use Algorithm 3). If nht is empty, add prefix to the result set.
Otherwise call the CPMaxGrowth algorithm for this table and the prefix.

Algorithm 3. The buildMaxHeaderTable� algorithm
Input: hl - list of nodes for a given item of a header table
Output: ht - new header table
1) For each label l of children of hl count the support. Find all labels that have the support sup no
less than minsup and put these labels into set f s.
2) For each node nd of hl do: Get the parent pn of nd. If nd has children, add them to the item
with the label of pn (items are stored in a temporal header table tht).
3) Check if tht contains the root of the EUCP-Tree. If so, get the root-item ri from tht and check
for each node of ri if its label is contained in f s. If so, add the label to a checking list cl.
4) For each item it of tht do:
a) Count sup for each label l of nodes of it (sup is only count for labels contained in f s).
b) For each label l found in the previous step do: If the support of l is different from the support
of l contained in f s, add l to cl.
5) Create a new empty header table ht. For each child e of a node from hl: If the label of e is
contained in cl, add e to ht (if necessary create the new item with the label). Return ht.
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Algorithm 4. The buildResultMaxTree algorithm
1) Create an empty result tree rt and a header table ht.
2) Sort candidate patterns by length. Add the longest candidate patterns to rt. Update ht.
3) For each remaining candidate rc do: If rc is not contained in any branch of rt, insert rc into rt.
4) Get all maximal patterns from rt.

4 Pseudocodes

In this section we present a pseudocode of the CPMaxGrowth� algorithm for mining
maximal patterns. The pseudocodes of the other algorithms have been omitted because
of the limited number of pages. CPMaxGrowth� is described with the aid of Algorithms
1, 2, 3 and 4. CPMaxGrowth� uses a EUCP-Tree whose nodes have pointers to their
parents.

Fig. 3. Performance of algorithms
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5 Experiments

During the experiments, we tested two groups of the algorithms. Each group consisted
of two algorithms. The algorithms belonging to the first group do not minimize the
search space of a prefix tree (CPMaxGrowth and CPClosedGrowth). On the contrary,
the second group includes algorithms with optimizations (CPMaxGrowth� and CP-
ClosedGrowth�). The optimizations reduce the number of generated candidates.

The experiments were carried out on a computer with the following hardware con-
figuration: Intel Core Duo E6550 2.33GHz CPU and 4GB of RAM. Trajectories were
generated using the Brinkhoff generator [15]. The experiments were performed on the
collection consisted of four data sets (with 10k, 20k and 30k of sequences) which were
obtained as described in [12]. In the collection, sequences had an average length of
about 20.03. All algorithms were implemented in Java. The experimental results are
shown in Figure 3.

The presented results show that the complex algorithms (CPMaxGrowth� and CP-
ClosedGrowth�), in most cases, have better performance than the basic ones.

6 Conclusion

In this paper we present two algorithms for maximal pattern mining and two for closed
pattern mining. These algorithms can help identifying the most useful patterns, so time
needed for their analysis can be saved.

In order to improve performance, a number of improvements are applied to the com-
plex algorithms. As shown in the Experiments section, the complex algorithms may
improve the search eÆciency. The main improvement is to limit the number of passes
over the same parts of branches of a prefix tree, which reduces the search space.

Further work will include a detailed comparison of the proposed algorithms and
existing approaches. We will also try to improve our algorithms.
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Abstract. Dendrometers are devices which measure the stem radius of
a tree continuously. We studied the use of logistic and generalised logis-
tic models for exploring dendrometer data and for automatically deter-
mining the onset and cessation dates of radial increase. We used data
measured in two stands in southern Finland to test the performance of
the models. In the detection task, the generalised logistic models per-
formed well compared to earlier approaches. In addition, the exploratory
analysis revealed distinct differences between growth patterns of trees in
different calendar years.

1 Introduction

The timing and rate of wood formation during the growing season are key pro-
cesses in determining the amount and properties of wood produced. Wood for-
mation depends on genetic signalling, availability of resources, temperature, tree
water and nutrient status, and the stage of ontogenic development, e.g. [9]. How-
ever, it has been difficult to link wood formation with short term fluctuations in
resource availability, partly due to scarcity of direct observations of cambial dy-
namics and the large number of different processes influencing the growth rate.
This lack of knowledge is largely due to difficulties in measuring wood formation
across short intervals. Dendrometers have traditionally been used for measuring
the intra-annual wood formation of trees with high precision, e.g. [7].

Changes in stem dimensions are not solely a result of wood formation; they are
often caused by other processes, especially changes in stem hydration. Because of
the large and frequent changes in stem radius associated with fluctuations in stem
water potential, it is difficult to use dendrometer measurements to determine
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the onset, cessation, and rate of wood formation, i.e., radial increment due to
formation of new cells, e.g. [6]. Furthermore, the definitions and approaches for
identifying the onset and cessation of radial increase have varied across studies,
e.g. [2, 3].

We present an analysis of data from southern Finland. The data set consists
of three groups of trees measured over a period of five years. Five trees have
circumferences recorded for each of the whole five years (2001–2005), eight have
measurements for the two years 2002–2003 and a final eight for the last two years
2004–2005. This gives 57 “tree-years” in total.

Our first aim in this paper was to explore year-to-year variation in the den-
drometer data. The second aim was to objectively and automatically detect the
onset and cessation of radial increase period caused by actual wood formation.
We used statistical logistic and generalised logistic growth curve models for both
purposes. Our previous work [4, 10] concentrated on the second aim. The main
methods there were cumulative sum (CUSUM) chart, Mann-Kendall test, au-
toregressive modelling, and linear segmentation. The results of this paper were
compared with the earlier studies.

2 Methods

Stainless-steel band-dendrometers [7] were installed on each tree at a height of
about 2 m. Changes in tree girth were measured at a resolution of 0.1 mm, corre-
sponding to diameter change of about 0.03 mm. Daily values of stem circumfer-
ence were calculated as arithmetic mean of values stored as one-hour averages.
The circumference changes were converted to radial changes assuming a circular
stem cross-section. For more details on the sites, measurement methods, and
data, see [4, 10]

There were two strands of statistical methodology considered. Firstly, we fit-
ted non-linear random effect models to the combined data for all trees in order to
study whether there were different growth patterns present in different calendar
years. The approach [8] allowed us to consider information in the whole popula-
tion of sample trees. Secondly, we fitted separate non-linear models to each tree.
In this approach, the onset and cessation date for one tree were predicted with-
out using any of the data from other trees, unlike CUSUM methods for example.
This means that there were was no requirement to use cross-validation.

We used standard curves common in the statistical literature: the logistic and
generalised logistic curves. The logistic curve is defined by

Y = α + β ×
(

1
1 + exp [−γ × (t − δ)]

)
(1)

for stem radius Y in day t. Of the parameters, α and β represent the initial level
and the growth of the radius, respectively; δ is the point of rotational symmetry
(the “mid-point” of growth), and γ determines the curvature. The generalised
logistic curve has an extra parameter to allow for different curvatures for onset
and cessation of growth; the form we used is
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Y = α + β ×
(

1

{1 + η × exp [−γ × (t − δ)]}1/η

)
, (2)

including the extra shape parameter η. The generalised logistic curve has no
property of rotational symmetry, so this does change slightly the interpretation
of the δ parameter.

For a non-linear random effect model, we made the assumption that the pa-
rameters for each tree will be different but will come from the same family –
as samples from a distribution of parameter values, assuming that the trees for
which we have data represent a random sample from the population of trees.
Commonly, random effect models assume Normal distributions for parameters;
finite mixtures of Normal distributions have been proposed [11] as being a more
flexible alternative.

We considered two possibilities for the random effect distribution for a pa-
rameter. We denote the Normal distribution with mean μ and variance σ2 by
N
(
μ, σ2

)
. Using β for illustration, we could define either a simpler or a more

flexible model. The simpler model involved a standard random effect term such
as

βi ∼ N
(
μβ , σ2

β

)
, ∀i = 1, 2, . . . , n , (3)

when there are data for n trees with a global “average” value μβ . For a more
flexible model we could instead define

βi ∼ N
(
μβ,i, σ

2
β

)
, ∀i = 1, 2, . . . , n , (4)

where μβ,i takes one of mβ values allowing for different subsets of values to have
different mean values of the parameter. The latter model is likely to be useful if
there are distinct groupings within the data set to give rise to different means.
For our current case, trees were measured in different calendar years, so we
chose to allow a different mean for selected parameters for different years – see
the following Section for details. Of course, since any one tree in the study has
measurements over several years, it is true that the assumption of independence
may not be satisfied. With a much larger data set, a slightly more complex
random effect model would be specified, having two “crossed” (i.e. additive)
random effects: one for year, and one for tree. However, two aspects justify the
use of year only in our case. Firstly, the data set is small and does not permit the
use of a more complex model. Secondly, fitting an alternative model using tree as
the random effect factor rather than year proved less successful, as the variation
between year was considerably larger than the variation between tree; this can
be explained by the fact that we are modelling changes in stem diameter from
year to year, and there is evidently a strong effect of weather on stem growth
which dwarfs between-tree variability.

For greatest flexibility and control in fitting the models we adopted a Bayesian
approach and used WinBUGS [5] for analysis. This made it straightforward to
consider options such as constraining the left-hand asymptote (α) and/or the
year growth parameter (β) to particular values, while allowing the remaining
parameters to be estimated in the usual way. We constrained the left-hand
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asymptotes because we had measurements for each tree for several years. We
constrained α to be zero in its first year without loss of generality, and to the
right-hand asymptote of the previous year in all other years. For the logistic
model, we allowed year-specific means for the parameters β and γ, but not for
the mid-point δ; too much freedom in the model parameters only gives rise to
unstable estimation. For the generalised logistic model, we accordingly allowed
year-specific means for β, γ and η.

3 Experiments and Results

3.1 Random Effect Modelling

The original data are presented in Fig. 1, showing stem radius against the day of
year. It appears that most radius increase occurs between day 100 and day 200;
some stems fluctuate considerably prior to increase onset. Fitting the random
effects logistic model to the data produced the curves shown in Fig. 2a. The thin
curves are the random effect predictions for each tree-year and the thick lines
are the average curves for each of the five calendar years. These curves are not
affected by the starting position at the beginning of the year. The initial levels of
the curves are not important, since later years had trees which had been in the
experiment for longer. Therefore, we only considered the differences in the curve
shapes. In 2003, the average radius increase was more shallow than in the other
years – the increase started earlier and ended later, but the total radius increase
was less than in 2004. The total radius increase was the smallest in 2001.
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Fig. 1. Stem radius against Day of Year for the 57 tree-years
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Fig. 2. (a) Logistic and (b) generalised logistic curves for stem radius against Day of
Year. The thick lines are the average curves for each of the five calendar years.

Figure 2b shows the same plot for the generalised logistic model curves. The
impression is much the same as for the logistic model, but the extra curve flex-
ibility is apparent. Compared to the logistic model, the radius increase in 2004
seems to start later. With the generalised logistic curve, there is no constraint of
rotational symmetry, so the very slow ending period of radius increase has less
effect on the starting period.

There were clear differences in the estimated parameters between years
(Table 1). For the β parameters, year 2004 (β4) had the largest average ra-
dius increase, and year 2001 (β1) the least; note the non-overlapping credible
intervals. The γ parameters of the logistic model show how close the point of
highest curvature is to the mid-point; higher values suggest a shorter increase
period. Year 2002 appeared to have the shortest period (γ2 = 0.072), and year
2003 the longest (γ3 = 0.038). In the generalised logistic model, parameter γ has
a similar interpretation, but parameter η allows asymmetry. The large value for
year 2003 (η3 = 1.583) provided a smoother (or earlier) increase onset relative
to cessation, while the small value for year 2004 (η4 = 0.433) gave a more rapid
increase onset at a later date than for the logistic model.

3.2 Growth Onset and Cessation

The random effect modelling provided us with insights about the data and in-
crease patterns, but for prediction of onset and cessation dates we fitted separate
curves for each tree. One apparent problem with the data set is that stems ab-
sorb water, thus increasing their radii, so that water absorption and growth are
confounded. For this reason, we assumed that there are cut-off points in time,
and fixed the start and end parameters α and β. Parameter α was set to the
maximum radius recorded before the lower cut-off point, and parameter β was
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Table 1. Posterion mean estimates, standard errors and 95 % credible interval esti-
mates of random effect parameter (REP) values from fitting both logistic models

Logistic Model Generalised Logistic Model

REP Estimate SE 95 % Interval Estimate SE 95 % Interval

μβ,1 6.470 1.116 (4.160,8.782) 6.320 1.098 (4.103,8.462)
μβ,2 9.138 0.624 (7.857,10.33) 9.124 0.660 (7.758,10.42)
μβ,3 11.17 0.649 (9.836,12.44) 11.00 0.654 (9.749,12.28)
μβ,4 13.34 0.660 (12.13,14.60) 13.43 0.655 (12.17,14.76)
μβ,5 10.43 0.639 (9.145,11.66) 10.36 0.660 (0.045,11.68)
μγ,1 0.054 0.006 (0.043,0.065) 0.055 0.005 (0.045,0.065)
μγ,2 0.072 0.004 (0.064,0.080) 0.070 0.003 (0.063,0.076)
μγ,3 0.038 0.004 (0.031,0.045) 0.046 0.003 (0.040,0.053)
μγ,4 0.053 0.004 (0.047,0.061) 0.043 0.003 (0.037,0.049)
μγ,5 0.056 0.004 (0.049,0.063) 0.054 0.003 (0.048,0.060)
μδ 167.6 1.462 (164.4,170.2) 167.8 1.369 (164.8,170.3)

μη,1 1.111 0.066 (0.984,1.244)
μη,2 0.960 0.045 (0.873,1.048)
μη,3 1.583 0.048 (1.491,1.677)
μη,4 0.433 0.032 (0.366,0.493)
μη,5 0.868 0.043 (0.789,0.955)

set to be the minimum radius recorded after the upper cut-off point. The two
cut-off points have been chosen via empirical exploration (Table 2). Note that
different cut-off points should be used for onset and cessation dates.

Given a fitted (generalised) logistic curve, we then define the onset or cessation
points to be a particular percentage of the total estimated growth – that is, the
value of parameter β for each tree. For onset date, we use 10 % growth as our
yardstick for the logistic model, and 5 % growth for the generalised logistic; for
cessation date, we use 98 % for the logistic and 95 % for the generalised logistic
model. As with the cut-off points, these percentages were chosen by comparison
of predicted values with dates subjectively determined by an expert.

Table 3 shows the root mean square errors (RMSEs) for a number of differ-
ent prediction methods. For more detail on the other methods, see [4]. In the
prediction of onset date, the two logistic methods were good competitors, both
performing better than the baseline mean predictor, which computes the aver-
age onset or cessation date and uses it as the predicted value in a leave-one-out
setting. They also both improved prediction of the cessation date compared to

Table 2. Cut-off values in days, both models

Logistic Model Generalised Logistic Model

Type Lower Upper Lower Upper

Onset 125 210 125 210
Cessation 125 230 135 245
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Table 3. RMSEs of predictions for onset and cessation dates by different methods

Method Onset Cessation

Logistic model 7.6 17.7
Generalised logistic model 6.4 16.8

Mean predictor [4,10] 8.3 18.2
CUSUM chart [4,10] 13.8 12.9

Segmentation [4] 20.5 18.6
Mann-Kendall test [4] 22.2 62.9

Autoregressive model [4] 35.6 26.5
Autoregressive model, diff. [4] 11.0 21.5

the mean predictor, excluding the CUSUM method of [4], which still appeared
preferable. The generalised logistic model did slightly better than the logistic
model, most likely due to the extra flexibility in curve shape.

Note that the logistic methods only consider one tree’s data at a time. For this
reason, there was no need to consider a cross-validated assessment. The cut-offs
(Table 2) and the percentages of radius increase used to indicate growth onset
and cessation were all chosen crudely – no attempt at formal optimisation took
place. We preferred to have simple “rules-of-thumb” at this stage, because we
had only a single expert opinion of “truth” in each case. The measures of “error”
(Table 3) are only truly accurate if the expert dates are correct.

It does seem possible to improve on the prediction of cessation date for the
logistic models. For the generalised logistic model, we noticed a correlation be-
tween the error (the difference between the predicted and expert cessation dates)
and the estimate of parameter δ, indicating an approximate mid-growth day.
This is illustrated in Fig. 3. Three different growth percentages for determining
the predicted cessation date are shown. We can see that simply by applying a
rule whereby we use a different growth percentage dependent on the estimated
value of δ, we can reduce the RMSE considerably. Using 98% if δ ≤ 160, 95% if
160 < δ ≤ 170, and 90% if δ > 170 results in a RMSE of 12.6, better even than
the CUSUM method. This rule, marked in the figure with non-shaded areas,
is fairly ad hoc. However, it shows that more research involving methods such
as Classification and Regression Trees (CART) [1] or other formal optimisation
methods have the potential to produce better predictions.

150 160 170 180

−
20

20
60

10
0

Mid−Growth Day

C
es

sa
tio

n 
D

at
e 

E
rr

or

At 98% Growth

150 160 170 180

−
20

20
60

Mid−Growth Day

C
es

sa
tio

n 
D

at
e 

E
rr

or

At 95% Growth

150 160 170 180

−
40

0
20

Mid−Growth Day

C
es

sa
tio

n 
D

at
e 

E
rr

or

At 90% Growth

Fig. 3. Errors in cessation date against estimated mid-growth day (δ) for three per-
centage growths as the predicted cessation point. A rule for decreasing prediction error
is to use each percentage when δ is in the corresponding non-shaded area.
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4 Summary and Conclusion

The two tested logistic random effect models performed relatively well in describ-
ing annual stem radius increase. The more complex generalised logistic curve
produced smaller prediction errors than the logistic model. However, other non-
linear growth curves exist and might improve fitting quality further.

Relatively high differences still remained between the dates predicted by gen-
eralised logistic curve-fitting and those determined by the expert. Ad hoc tests
showed that some improved methods could be able to further improve predic-
tion up to certain limits. However, it seems necessary to seek some other remedy,
perhaps comparing the dendrometer measurements with direct measurements on
tracheid formation on the stems. This will be the subject of future research.

In conclusion, the results obtained using automated methods should always
be checked before using them in further analysis. The amount of manual work
needed for identifying the crucial dates can however be reduced by using gen-
eralised logistic curve-fitting to assign preliminary onset and cessation labels to
trees in other stands.
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Abstract. Reduced Set SVMs (RS-SVM) are a group of methods that simplify
the internal structure of SVM models, while keeping the SVMs’ decision bound-
aries as similar as possible to the original ones. RS-SVMs are very useful in
reducing computational complexity of the original models. They accelerate the
decision process by reducing the number of support vectors. They are especially
important for large datasets, when lots of support vectors are selected. They also
can be very useful for understanding the internal structure of SVM models by
the use of prototype-based rules. This paper presents a new method based on the
modified version of the LVQ algorithm called WLVQ, which combines both of
the objectives: computational complexity reduction and generation of prototype-
based rules.

Keywords: SVM, Reduced set methods, LVQ, Prototype-based rules.

1 Introduction

One of the problems faced by support vector machines (SVM) is the speed of the predic-
tion process. This problem is especially important for large datasets and online predic-
tion problems. In such cases usually a large number of support vectors (SV) is chosen,
what increases the time required to calculate the kernel matrix and consequently the
system response. This problem may be overcome by reduction the number of SV and
at the same time preserving original SVM’s decision borders.

Reducing the number of SVs may be also beneficial to understand the data properties
reflected in the decision boundaries of the SVM model. As we have shown in [1] when
the number of SVs gets dramatically reduced in such a way that the prototype positions
represent groups of similar instances, the SVM model can be represented as a set of
Prototype Based-Rules (P-Rules) [2]. In this approach each SV is treated as a prototype
and associated with its similarity or distance function.

Summarizing, there are many benefits that can be obtained from reducing the number
of support vectors. There are different techniques that can be used to achieve that goal:

1. Removing some of the original SVs that are linearly dependent leaving other SVs
intact [3]

H. Yin, W. Wang, and V. Rayward-Smith (Eds.): IDEAL 2011, LNCS 6936, pp. 212–219, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Simplifying SVM with Weighted LVQ Algorithm 213

2. Applying the “Reduced Set" approach where new support vectors are selected or
constructed anywhere in the input space (not necessarily as some of the training
samples)[4,5];

3. Modifying the cost function of the original SVM [6,7].

The first approach is very useful, because it does not modify the decision boundary of
the SVM classifier, but only reduces its computational complexity. This method usually
allows reducing the number of support vector by few or more percents. However, this
in many cases is not sufficient, so other techniques have to be used, and these two other
groups are examples of the possible solutions.

The second method is based on constructing new set of SVs that is much smaller
then the set obtained during the SVM training, but it preserves the shape of the decision
boundary and keeps it as similar to the original one as possible. That approach would
be further discussed in the next section (2). The last approach is based on reformulating
the cost function of the SVM taking into account not only the width of the margin but
also the number of SVs.

In this paper a new “Reduced Set" method is presented (the second approach). This
method is based on the LVQ algorithm, which is modified to achieve the best possible
reconstruction of the decision boundary. The discussed Weighted LVQ algorithm, em-
bed in the prototype positions information about the shape of the decision boundary of
the SVM model. The reduced set SVM (RS-SVM) method has an important advantage
over other methods. One of the properties of the LVQ algorithm is a selection of pro-
totypes which represent clusters of similar instances that preserves class labels. Such a
property allows for better understanding of the model by the use of the P-rules concept
of model comprehensibility.

The paper is organized as follows: the next section (2) introduces the SVM training
process, and discusses the state of the art in the Reduced Set method. The section (3.1)
presents the modified version of the LVQ algorithm called Weighted-LVQ (WLVQ),
and an appropriate weighting procedure. The section (4) presents how to determine the
appropriate number of SVs. Section (5) shows numerical examples of the new reduced
set method (RS) on some artificial and real world problems. The last section (6) con-
cludes the article and draws further research directions.

2 Simplifying SVM Prediction Model

2.1 Introduction to SVM

The SVM is a linear discrimination model defined in the feature space � after mapping
data from the n-dimensional input space χ to this feature space φ(x). That can be
defined as:

Ψ =
m∑

i=1

γiφ(xi) (1)

According to the kernel trick, it is not necessary to directly map the data into the feature
space � using the mapping function (φ(·)), but rather implicitly map the data using the
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property of the dot product using the kernel function. The decision function in this case
is defined as:

f(x) =
m∑

i=1

γiyiK(x,xi) + b (2)

where xi are the support vectors with non-zero γi coefficients (Lagrangian multipliers),
K(x,xi) is the kernel function, and yi = C(xi) = ±1 are the class labels.

2.2 State of Art of Reduced Set Methods

The idea and the methodology of the reduced set methods was proposed by Burges in
[5]. His idea is based on reducing the number of support vectors by minimizing the
distance between the original SVM hyperplane Ψ and the hyperplane Ψ′ obtained with
the reduced set model:

d = min ||Ψ − Ψ′||2 (3)

To preserve the original decision boundary the distance should be minimized so that the
approximation of the new decision function Ψ′

Ψ′ =
m′∑
i=1

βiφ(zi) (4)

is as close to the original Ψ as possible, satisfying the inequality m′ � m, with scalar
coefficients βi, where m′ - is the reduced number of SVs.

According to the above statement, in the reduced set model the value of βi and the
positon of zi have to be determined and it can be achieved by minimization of (3) over
β and z that can be written as:

min
β,z

(d) =
m∑

i,j=1

γiγjK(xi,xj) +
m′∑

i,j=1

βiβjK(zi, zj)

−2
m∑

i=1

m′∑
j=1

βjγiK(xi, zj)
(5)

As it was shown in [5], taking the matrix notation Kzxγ = Kzzβ where γ =
[γ1, γ2, . . . , γm]T , β = [β1, β2, . . . , βm′ ]T , and Kzx is matrix of the m′ × m dimen-
sions containing K(zi,xj) values, the solution of minimization of (5) can be written
as:

β = (Kzz)−1
Kzxγ (6)

Now the goal, which is to determine the position of vectors zj , can be solved in two
different ways. In the first solution vectors zj can be selected from the vectors xj using
one of instance selection techniques like ENN or CNN algorithms [8] or by any other
systematic search strategy. This is beneficial in terms of interpretation and comprehen-
sibility of the solutions extracted from the SVM model by using prototype based rules.
In that case each SV represents an input instance, what in many applications allows for
further in depth investigation of these selected cases. On the other hand zj vectors can
be constructed anywhere in the input space. This approach is used by the majority of al-
ready invented algorithms. For example Schölkopf et. al. has proposed a strategy based
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on clustering in the feature space [4] that can be interpreted as EM iteration for the de-
termination of the center of a Gaussian cluster representing similar vectors that match
the sign of yi and γi. Another approach has been proposed by Burges [5] where the au-
thor claims that the highest drop in the distance between hyperplanes d can be achieved
for vectors z that are the eigenvectors with the highest absolute eigenvalues λ = βz2.
Another interesting method has been proposed by Kwok and Tsang [9]. The method
is based on the Multidimensional Scaling (MDS) algorithm, which transforms images
of the feature space vectors back into the input space. Prototypes derived from these
algorithms have no direct counterparts in the instances of the training set. However,
the methods based on the construction of the new SVs enable much greater reduction
of the number of the original SVs, while preserving a small distance d between hy-
perplanes. Unfortunately none of described prototypes construction methods allows for
data understanding. The prototypes obtained by these methods are not informative, not
providing any knowledge of the data structure. That deficiency may be overcome by the
use of WLVQ algorithm described in this paper.

3 Reducing Number of Support Vectors with LVQ Algorithm

3.1 Weighted LVQ Algorithm

LVQ can be understood as a special case of an artificial neural network that is based
on optimization of the position of codebook vectors, which are also called prototypes.
The LVQ algorithm has been applied to RBF neural networks training with very good
results [10], so it was also considered as a tool for reduced set methods. In the original
LVQ algorithm only the distances between an instance xi and the nearest prototypes
pk are taken into account when updating prototypes position. Therefore in [11] we
have introduced a new cost function that also applies external knowledge of the data
distribution:

E(P) =
1
2

m′∑
k=1

m∑
i=1

1 (xi ∈ Rk) 1 (c(xi) = c(pk)) g(xi) ||xi − pk||2

−1
2

m′∑
k=1

m∑
i=1

1 (xi ∈ Rk) 1 (c(xi) �= c(pk)) g(xi) ||xi − pk||2
(7)

where 1(L) is the switching function, which returns 1 when condition L is true, and
0 otherwise, c(x) returns class label of vector x, and Rk is the Voronoi area defined
for prototype pk. This cost function can be minimized according to p by iteratively
updating codebook positions:

pk = pk + α(j)g(xi)1 (c(xi) = c(pk)) (xi − pk)
pk = pk − α(j)g(xi)1 (c(xi) �= c(pk)) (xi − pk)

(8)

where the context factor g(xi) describes the external knowledge provided in order to
achieve certain properties during the training. The g(xi) value can be understood as
an instance weight that describes the significance of the instance during the training
process.
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3.2 Determining Weights Coefficient

As described above the g(xi) function can be used to introduce external dependencies
that impose additional restrictions on the optimization process. Such dependencies may
be defined according to the shape of the decision boundary of the SVM classifier. To
achieve that aim all the vectors that are situated close to the decision boundary (2)
should have higher weight values and vectors that are far from the boundary should be
less significant to the optimization process. According to that we have defined g(xi) as:

g(xi) = 1 − |tanh (σ · t (xi))| (9)

or
g(xi) = exp

(
−σ · t (xi)

2
)

(10)

where σ is a user defined constant, and t (xi) is a normalized SVM decision f (xi)
such that

t (xi) =
{

f (xi) /stdP if f (xi) > 0
f (xi) /stdN if f (xi) < 0 (11)

where stdP and stdN are normalization factors defined as stdP =
std (∀xi : (f (xi) > 0) xi) and respectively stdN = std (∀xi : (f (xi) < 0) xi)

4 Finding Optimal Number of Support Vectors

The RS-SVM approach allows for a significant reduction of the number of SVs. How-
ever, the problem of determining the correct number of reduced set of SVs remains
open. The most natural solution seems to be the optimization of the distance between
separating hyperplanes (3):

E1(m′) = ‖Ψ− Ψ′‖ = (12)⎛⎝ m∑
i,j=1

γiγjK(xi,xj) +
m′∑

i,j=1

βiβjK(zi, zj) − 2
m∑

i=1

m′∑
j=1

βjγiK(xi, zj)

⎞⎠2

When facing the comprehensibility problem of the SVM model by the use of P-rules,
the cost function can be extended with an additional term αm′/m, which represents the
model complexity as a ratio of a reduced number of SVs (m′) to the original number
of SVs (m) multiplied by some constant α. This introduces a punishment into the cost
function and promotes the solution with a smaller number of SVs. Because the distance
‖Ψ − Ψ′‖ may take very high values, α may be rescaled by 1/‖Ψ− Ψ′

1‖, where Ψ′
1

is Ψ′ defined with just one SV.
Visualization of the relation between distance ‖Ψ − Ψ′‖ and the number of SVs is

presented in figure (1). The same figure shows the relation between the accuracy and
the number of SVs.

The analysis of results presented in figure (1).b shows that the performance of the RS
model can overcome the performance of the SVM model. Such situation may happen
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Fig. 1. Comparison of the distance (Eq. (13)) and accuracy (Eq. (14)) based cost functions for
Pima Indians diabetes data

when the SVM is over-fitted, so the RS-SVM is able to detect the over-fitting condi-
tion and propose a simpler model. This leads to two other cost functions defined as a
difference between the accuracy of the SVM and RS-SVM model,

E2(m′) = acc(SVM) − acc(RSSVM(m’)) (13)

where acc() is the classification accuracy measured using some loss function. Because
the acc(SV M) remain constant during optimization of the number of SVs, the function
(13) can be simplified omitting the first component:

E3(m′) = acc(RSSVM(m’)) (14)

5 Numerical Examples

To verify the proposed algorithm we performed a set of numerical tests on real world
problems.

In the experiments, four algorithms were compared, the original SVM model (lib-
SVM implementation), Schölkopf and Burges algorithm, both implementations were
based on the Spider toolbox for Matlab, and the WLVQ algorithm also implemented
as an operator of Spider toolbox http://www.p-rules.eu. The datasets used for
the comparison were obtained from the UCI repository [12]. For that purpose the most
popular datasets were selected, like wisconsin brest cancer, heart disease, pima indi-
ens diabetes and spam base. In this experiment the number of SVs of all reduced set
methods was fixed to 20. All results were obtained with a 10-fold cross-validation test.
At the beginning the hyperparameters of the SVM model were optimized and after the
selection of the best set of parameters the RS models were generated. The obtained
results are presented in table (1)

As it can be seen, the quality of the RS-SVM method is comparable to the others.
In almost all cases the Burges algorithm achieved the smallest distance d (3) between

http://www.p-rules.eu
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Table 1. Empirical comparison of SVM and three reduced set methods

Dataset
SVM Burges Schölkopf WLVQ

Accuracy #SV s Accuracy d Accuracy d Accuracy d

heart disease 84.50±5.54 130 82.84±5.95 0.500 82.50±5.59 14.39 84.18±4.43 17.02
diabetes 77.61±3.02 430 73.44±4.47 0.078 73.05±4.50 2.80 73.17±5.10 0.825
wbc 97.07±2.19 74 97.21±1.47 0.033 97.21±1.76 0.453 97.07±1.70 0.348
spam 93.84±1.09 734 93.31±1.12 17018 82.92±5.12 41810 90.02±1.64 39421

hyperplanes. However, this did not correlates with the best accuracy, where usually the
proposed algorithm based on WLVQ networks obtained the best accuracy - the closest
to the SVM model.

A very interesting results were obtained in the case when the SVM model was incor-
rectly optimized and tended to over-fit the data. The results are presented in table (2).

Table 2. Empirical comparison of over-fitting SVM and 3 reduced set methods

Dataset
SVM Burges Schölkopf WLVQ

Accuracy #SV s Accuracy Accuracy Accuracy
heart disease 75.77±8.60 107 73.05±6.36 72.07±8.72 80.47±5.43
diabetes 73.71±5.57 332 64.98±4.03 68.23±5.47 73.70±4.77
wbc 94.15±1.68 58 95.31±2.38 93.55±3.47 95.75±2.63
spam 91.39±1.02 1550 92.00±0.80 91.70±0.84 89.95±0.99

From these results we can see that the accuracy of Burges and Schölkopf algorithms
have much smaller values of distance d, however their accuracy is often much worse.
That is because these two algorithms that minimize the distance d are concentrating on
the most complex and bent part of the separating hyperplane Ψ. This results with even a
stronger over-fitting. While in the WLVQ-based model the prototypes are representing
the centers of instance groups from different classes, which avoids the problem of over-
fitting.

6 Conclusions

The proposed RS-SVM algorithm based on weighted LVQ algorithm has proven highly
effective. In comparison to other methods the accuracy is of the same level. Similar re-
sults were obtained for the ‖Ψ−Ψ′‖ distance (except Burges algorithm which outper-
forms other methods). There are also other advantages of the WLVQ-based SV. During
the optimization process the LVQ codebooks are attracted to areas of high density of in-
put vectors. This makes the reduced set of SVs meaningful and useful for understanding
of relations hidden in the data, especially for the P-Rules.

An important advantage of the RS-SVM algorithm is the short time required to recal-
culate the RS-SVM model. In comparison to other methods codebooks position (SVs)
are determined independently of the weights βi, so the process consists of two serial
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subprocesses. In the first step the WLVQ algorithm is trained and then in the second
step the appropriate weights βi for each codebook are determined.

Our future plans include the investigation of the relation between the number of
codebooks and the accuracy of the pure WLVQ algorithm and the ‖Ψ − Ψ′‖ distance.
If such relation appears, what seems to be a correct assumption, it could be interesting
to apply the dynamic LVQ algorithm (DLVQ) to automatically optimize the number of
SVs without recalculating the β coefficients.
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Abstract. This paper presents the preliminary results of an observa-
tional study into the use of novelty detection techniques for detecting
physiological deterioration in vital-sign data acquired from Emergency
Department (ED) patients. Such patients are typically in an acute condi-
tion with a significant chance of deteriorating during their stay in hospi-
tal. Existing methods for monitoring ED patients involve manual “early
warning score” (EWS) systems based on heuristics in which clinicians
calculate a score based on the patient vital signs. We investigate auto-
mated novelty detection methods to perform “intelligent” monitoring of
the patient between manual observations, to provide early warning of pa-
tient deterioration. Analysis of the performance of classification systems
for on-line novelty detection is not straightforward. We discuss the ob-
stacles that must be considered when determining the efficacy of on-line
classification systems, and propose metrics for evaluating such systems.

Keywords: Novelty Detection, Support Vector Machines.

1 Introduction

1.1 Early Warning Scores

Adverse events in acutely ill hospital patients occur when their physiological
condition is not recognised or acted upon early enough [1]. Clinical guidance
in the UK [2] recommends the regular observational recording of certain vital
signs1, combined with the use of EWS systems. The latter involve the clinician
applying univariate scoring criteria to each vital sign in turn (e.g., “score 3 if
heart rate exceeds 140 beats per minute”), and then escalating care to a higher
level if any of the scores assigned to individual vital signs, or the sum of all such
scores, exceed some threshold.
1 heart rate (HR) measured in beats per minute, respiration rate (RR) measured

in breaths per minute, blood oxygen saturation (SpO2) measured as a percentage,
systolic blood pressure (SysBP) measured in mmHg, etc.
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EWS systems have a number of disadvantages. (i) The scores assigned to each
vital sign, and the thresholds against which the scores are compared, are mostly
determined heuristically. However, a large evidence base of vital-sign data was
used to construct the EWS proposed in [3]. (ii) EWS systems are used with
periodic observation of vital signs, which may be made as infrequently as once
every few hours in some wards. Patients may deterioriate significantly between
observations. (iii) There is a significant error-rate associated with manual scor-
ing, especially in the high-workload setting of the ED. (iv) Each vital sign is
treated independently and correlations between vital signs are not taken into
account.

2 Novelty Detection

This paper takes a novelty detection approach, in which a model of “normal”
patient physiology (for adult in-hospital patients) is constructed. Novelty detec-
tion is typically performed in preference to a multi-class approach to classification
when there are insufficient data to model abnormal states with any accuracy.

2.1 Manual Clinical Methods

For the purposes of this study, we will consider the performance of the heuristic
EWS system that was in place in the ED at the time of data acquisition, which is
summarised in table 1. We will also consider the “evidence-based” EWS system
described in [3], which is summarised in table 2.

Table 1. EWS system used in the ED at the time of data acquisition

Score: 3 2 1 0 1 2 3

HR ≤ 40 41 - 50 51 - 100 101 - 110 111 - 129 ≥ 130
BR ≤ 8 9 - 18 19 - 24 25 - 29 ≥ 30

SpO2 ≤ 92 ≥ 93
SysBP ≤ 90 91 - 99 100 - 179 ≥ 180

Table 2. Evidence-based EWS system proposed in [3]

Score: 3 2 1 0 1 2 3

HR ≤ 42 43 - 49 50 - 53 54 - 104 105 - 112 113 - 127 ≥ 128
BR ≤ 7 8 - 10 11 - 13 14 - 25 26 - 28 29 - 33 ≥ 34

SpO2 ≤ 84 85 - 90 91 - 93 ≥ 94
SysBP ≤ 85 86 - 96 97 - 101 102 - 154 155 - 164 165 - 184 ≥ 185

2.2 Automated Methods - Estimation of the Joint Density

Previous work [6] has modelled the joint pdf f(x) of vital signs x ∈ R4, for the
vital signs shown in table 1. Each vital sign was standardised with respect to
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its own mean and variance, x′ = (x − μ)/σ. The joint distribution of the (nor-
malised) training data was estimated using a mixture of Gaussian distributions,
obtained as a Parzen window estimate with 400 components. The process used
to estimate this distribution involved first summarising (using the k-means clus-
tering algorithm) a set of approximately 2.3 × 106 data, corresponding to over
3,000 hours of vital-sign data acquired from acutely-ill hospital patients. The
width parameter σ shared by all of the isotropic Gaussian distributions was set
using an independent validation set [6].

The likelihood f(x|θ) of previously-unseen test data x is then evaluated with
respect to the Parzen window estimate (parameterised by θ) and used to generate
a corresponding novelty score, z(x) = − ln f(x|θ). This novelty score takes high
values when the test data are “abnormal” with respect to f , and which thus
take low probability densities as f → 0.

A threshold κ is defined on z such that test data x are deemed “abnormal”
with respect to the joint pdf if z(x) > κ. In order to avoid false-positive alerts
caused by transient noise and other artefact of short duration, this method only
generates a novelty alert when z(x) > κ for four minutes out of any five-minute
window of data. The value of κ was similarly selected using an independent
validation set, selected from over 18,000 hours of vital-sign data acquired from
acute patients [6].

2.3 Automated Methods - One-Class Support Vector Machine

We also consider the use of a one-class support vector machine (SVM), trained
using the same data as that from which the density estimate described above was
obtained. We used the method proposed by [7], in which the objective function
is defined by separating the training data from the origin in the feature space
defined by the SVM kernel, for which we use the Gaussian distribution2.

The degree to which the SVM objective function is penalised by misclassifi-
cations (and thus the flatness of the decision boundary) is controlled by the C
parameter, the value of which, along with the width parameter σ shared by all of
the isotropic Gaussian kernels in the model, was selected using cross-validation,
and was performed using the same independent validation set as was used for
the density estimate described above [6].

The SVM produces a novelty score z(x), which represents the distance be-
tween test data x and its decision boundary in the feature space defined by the
Gaussian kernel3. One-class classification is performed according to the sign of z;
i.e., test data x are classified “abnormal” if z(x) < 0, and “normal” otherwise. To
avoid false-positive alerts due to transient noise and artefact, as with the prob-
abilistic method, an alert was generated if test data were classified “abnormal”
for four minutes in any five-minute window of test data.

2 This method typically performs similarly to the other popular one-class SVM for-
mulation, the support vector data description, as proposed by [8].

3 where that distance is normalised by the distance of the support vectors to the
boundary [9].
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3 Clinical Study

3.1 Overview

Vital-sign data were acquired from 472 adult patients during their stay in the ED
of the John Radcliffe hospital, Oxford, using existing hospital bed-side monitors.
These monitors provide measurements of HR, RR, and SpO2 at a sampling in-
terval of approximately 20 secs, and measurements of BP whenever the patient’s
blood-pressure cuff is inflated. Following [6], it was assumed that a blood-pressure
measurement was valid for a period of 30 minutes after acquisition.

The total amount of data acquired from the 472 patients was approximately
1,708 hours. Patients were admitted to study (on a random basis) between Jan-
uary, 2009 and January, 2010, and patient consent was gained in accordance
with approval from the Medical Research Ethics Committee (MREC).

3.2 Clinical Labels

To evaluate the performance of novelty detection, we would ideally have accurate
labels of “normal” and “abnormal” episodes of data. The “gold standard” in
classification problems is often a set of labels provided by domain experts - here,
ED clinicians. However, such exhaustive labelling is typically not possible in
practice due to the size of the datasets and the difficulty in determining patient
abnormality from retrospective review of the vital signs. Furthermore, intra- and
inter-expert variability makes the labelling process inaccurate.

An approach in which clinical experts are asked to review only vital signs
from periods of suspected patient abnormality is often adopted. Here, clinical
escalations have been taken as being indications of patient abnormality. These
escalations are events that took place during the patient’s stay in the ED, and
they were identified retrospectively from the patient’s written clinical notes.

There are many reasons for which a patient’s care may be escalated in practice,
only some of which will be associated with abnormal vital signs, and which could
therefore be expected to be identified by an automatic method. Two clinical
experts independently reviewed the patient notes and identified those periods
during the patient’s stay in the ED that corresponded to escalations that would
be expected to be associated with abnormal vital signs. Any differences in opinion
between the two experts were resolved by a third clinical expert, independently.

4 Methodology and Results

4.1 Obstacles to Evaluating Classifier Performance

The evaluation of the performance of classifiers with respect to discrete events
within a time-series is a complex topic, which is reviewed in this section.
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Independence. The classical method for evaluating classifier performance is
to construct a confusion matrix, which quantifies the number of true and false,
positive and negative classifications (TP, FP, TN, and FN) made by the classi-
fier, with respect to the “ideal” classification. The sensitivity and specificity of
the classifier may then be plotted as a function of some variable of its operation
(typically a parameter that controls the decision threshold), to give the receiver
operating characteristic (ROC) curve. Some EWS systems [10] have been con-
structed by maximising the area under this curve (AUROC). A loss function
may be defined to assign different weights to false-positive and -negative errors
if one is deemed more costly than the other. However, such weights are typically
difficult to assign in practice.

The equivalent Bayesian methodology for evaluating performance in this man-
ner is to integrate over the loss function, and select the classification parameters
that minimise the expected loss (“risk”) for each decision.

This approach is appropriate in the diagnostic context, as in mammography or
blood chemical analysis, but are problematic when the classifier is used to analyse
time-series data, as samples and events are not independent, but correlated. The
results could be biased, for example, by a small number of “abnormal” patients
with long hospitals stays (which is a common example, given that length-of-stay
often correlates with abnormality), which contribute a large proportion of data
to the set of “positives”, but which are largely dependent. The performance
of the classifier would be skewed towards how well it performed on this small
number of patients.

We suggest that there is no simple answer to this problem, and that it is
inappropriate to reduce the evaluation of classifier performance to a single metric
(such as accuracy / AUROC).

Patient-Based Analysis. To use ROC-based performance metrics in time-
series analysis, we must select a basic unit of analysis other than individual
samples. To avoid breaking the independence assumption between basic units,
we perform the analysis on a per-patient basis. In this study, we adopt the
following convention:

“Event” patients: This group comprises all patients with one or more “events”,
the latter defined according to the criteria given in section 3 (i.e., those events
with associated changes in vital signs). This corresponds to 34 (7%) of the 472
patients in our study4.

“Normal” patients: This group comprises all patients who had no clinical es-
calation of any kind, and corresponds to 217 (46%) of the 472 patients in our
study.

We define a TP classification to be an “event patient” for whom the first event
was successfully detected; conversely, we define a FN classification to be an
“event patient” for whom the first event was not successfully detected. The first
event is used because the number of events from “event” patients varies between
4 75 (16%) of the 472 patients had no corresponding vital-sign data.
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1 and 4 in our dataset. We define an event to have been detected if the method
under evaluation generates an alert within some time w ahead of that event. We
will consider the performance of our novelty detection systems as w is varied
from [0 60] minutes, representing “early warning” up to an hour ahead of the
event in the context of patient vital-sign monitoring in the ED.

We define a TN classification to be a “normal patient” for whom there were no
alerts generated; conversely, we define a FP classification to be a “normal patient”
for whom one or more alerts are generated by the classification system under test.

4.2 Results

Figure 1 shows the TP and FP results for candidate novelty detection methods,
when evaluated on the per-patient basis described above. We compare (i) the
density-based estimation method, (ii) the SVM, (iii) the heuristic EWS system
that was used in the hospital at the time of the study, and (iv) the “evidenced-
based” EWS system proposed in [3].

The two EWS systems (used with paper charts, in practice) were evaluated
when applied to continuous data at frequencies of 30 minutes and 2 hours. The
SVM and density-based methods were both trained on data obtained from a pre-
vious clinical study, as described in section 2. These training data were acquired
from another set of acutely ill hospital patients. The density-based method al-
lows the possibility of adapting its normalisation parameters (μ, σ for each vital
sign) to those observed in the ED population, while still retaining the parame-
terisation θ obtained from the original training set.

The results shown in the figure indicate that this “localisation” of the density-
based method (whereby local population normalisation coefficients are used with
an existing model) causes the performance of the model to improve (TPs in-
creasing from 20 to 33). This increase in sensitivity is, however, matched by
an increase in FPs from 34 to 66 for the original and “localised” density-based
methods, respectively.
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Fig. 1. TP numbers for each novelty detection method, shown as a function of w, the
window-length used for determining if a physiological event was “detected”. Numbers
in square brackets (in the legend) indicate the number of FP classifications for each
method when applied to 217 “normal” patients.
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By comparison, the one-class SVM method outperforms the original density
estimate, and approaches the performance of the “localised” density estimate,
while having a lower FP rate, even without “localisation”.

It may be seen from the figure that the manual EWS systems perform poorly
in comparison with the more principled techniques described above. To match
the number of TPs obtained with the density-based method, the hospital EWS
system must be applied very frequently (every 30 minutes) - not a practical
proposition in the clinical environment, due to the workload of clinical staff.
Furthermore, at this level of TP classification, the number of FPs is particularly
high (86). The FP number may be decreased by taking vital-sign observations
less frequently: increasing the hospital EWS observation interval from 30 minutes
to 2 hours reduces the FP number to 49, but this results in a very low sensitivity.

The effect of the “evidence-based” EWS system proposed in [3] is to signif-
icantly reduce the number of FPs in comparison to the hospital EWS system,
with a small decrease in sensitivity as a result.

5 Conclusions

Analysing the performance of classifiers operating on time-series data in which
discrete “abnormal events” occur is difficult. We have proposed a method to
provide evaluation of classifier performance on a per-patient basis, and presented
preliminary results in the context of a clinical study described in the ED.

We have demonstrated that paper-based EWS systems can be improved upon
significantly by using automated methods when patients are continuously mon-
itored with bed-side monitors (as in the high-acuity areas of the ED). We have
examined the performance of density-based and one-class SVM approaches, and
have shown that both provide an increase in sensitivity and specificity over ex-
isting EWS systems. Based on a training set acquired from a previous study, the
SVM method outperforms the density-based method, although the latter can
be improved by “localising” its normalisation coefficients to the ED population
(whereas the SVM method must retain the existing normalisation coefficients of
the input data, in order to retain the validity of its decision boundary in the
high-dimensional feature space associated with the kernel).

It is possible that an on-line approach, which adapts to the new training data
observed in the ED, would outperform both methods. Moving from a population-
based to a patient-based modelling approach may also improve sensitivity to
abnormalities. However, smaller quantities of training data would be available
if patient-specific models were constructed, introducing significant model uncer-
tainty, in which case a Bayesian approach is likely to be more appropriate.
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Abstract. Feature selection is a widely recognized challenging task in dealing 
with application problems with a large number of features and a limited number 
of training samples. Filters and wrappers are the most popular feature selection 
strategies, but recent literature shows the emergence of hybrid approaches 
aiming at combining the strengths of filters and wrappers while avoiding their 
drawbacks. This paper proposes a new hybrid model for feature selection that 
takes advantage of a filter method to weight the relevance of each feature. Top-
ranked features are selected, in an incremental way, resulting in a set of nested 
feature spaces of relatively small size. An evolutionary wrapper further refines 
each space by extracting small subsets of highly predictive features. Extensive 
experiments on a benchmark microarray dataset state the effectiveness of the 
proposed approach.  

Keywords: Feature Selection, Hybrid Methods, Genetic Algorithms, 
Microarray Data. 

1   Introduction 

Curse of dimensionality is a major problem associated with a growing number of 
domains that produce data with a large number of features while the number of 
samples is limited. Notable examples are the microarray datasets that store thousands 
of gene expression profiles measured on a few dozen of samples, due to the high cost 
associated with the procedure and the sample availability.   

Research on microarray data analysis is aimed at building an efficient model for 
predicting the class membership of data in order to produce a correct label on training 
data and predict the label for any unknown data correctly. Although the abundance of 
genes, it has been anticipated that only a limited number of them are informative for 
prognostic purposes about cancer. Thus, one demanding challenge is to identify a 
small subset of representative genes (features) that are potentially relevant for 
distinguish the sample classes.  

Thanks to feature selection, classification algorithms improve their accuracy as the 
chance of over-fitting increases with the number of the features. Moreover, 
classification models based on a lower number of features are easier to understand by 
biologists that are interested in a limited number of informative genes. 
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Feature selection algorithms can be broadly divided in two categories: filters and 
wrappers [1]. Filter approaches evaluate the relevance of each single feature based on 
the capacity of that feature to separate the classes. Although simple and fast, filters 
lack robustness against correlations between features and it is not clear how to 
determine the optimal subset of features to be used for the purpose of classification. 
Conversely, wrappers compare different feature subsets and evaluate them using the 
classification algorithm that will be employed to build the final classifier. Being 
exhaustive search impractical, greedy procedures (such as forward selection or 
backward elimination) are usually employed to guide combinatorial search through 
the space of candidate feature subsets looking for a good trade-off between 
performance and computational cost.  

During the past decade, the use of genetic algorithms (GAs) has become 
increasingly important [2] [3] [4] [5] as advanced type of wrapper for microarray data 
analysis. GAs differ from the above mentioned greedy wrappers since they select 
features non linearly by generating feature subsets randomly. Being efficient in 
detecting non linear relationships among features, GAs demonstrated their potential in 
exploring large feature spaces [6]. However, because the search process is guided by a 
stochastic model, GAs are frustrated by their instability in selecting features and face 
the risk to be trapped into local optimal solutions as the feature size increases. 
Moreover, as many wrapper selection strategies, GAs can suffer from over-fitting [1]. 

In this paper we present and test a hybrid model for feature selection that would 
overcome these limitations and be better able to explore the vast solution space. It 
takes advantage of both filter and wrapper approaches that, as recent literature 
witnesses [1] [7], can successfully complement each other. 

In detail, a filter is first used to rank the initial set of features. Then, features with 
the highest ranking values are selected, in an incremental way, resulting in a set of 
nested feature spaces of relatively small size. This ensures that useful features are 
unlikely to be screened out but, differently from most filter-based approaches, the 
ranked feature list is not cut off according to a single (somewhat arbitrary) threshold 
value. Since the features in a filtered space can be highly correlated with each other, 
resulting in a non-optimal predictive performance, our model considers refining the 
selection process by employing a GA that searches for optimal feature subsets in the 
filtered solution space. For assessing each candidate solution, a classifier is used 
within the GA-based wrapper. A distinctive aspect of the approach is the parallel 
exploration of different feature spaces looking for solutions that are not necessarily 
alternative but complementary from a biological point of view. 

As a test-bed for evaluating the proposed model we choose the Colon Tumor 
dataset [8], which is recognized as one of the noisiest microarray benchmarks. The 
experimental results compare well with other state-of-art methods and state the 
effectiveness of our hybrid approach in obtaining a trade-off between classification 
accuracy and computational cost. 

The rest of the paper is structured as follows. Section 2 details the proposed model. 
The experimental analysis is presented in Section 3, while Section 4 contains a 
discussion and some concluding remarks. 
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2   The Proposed Model 

Hybrid feature selection strategies basically involve (i) filtering the initial dataset to 
define a space of potentially informative features, and then (ii) refining the selection 
process by a wrapper method that optimizes classification accuracy. In this study, we 
propose a new hybrid model featured by:  

a) using a filtering algorithm to define multiple feature spaces; 
b) exploring each feature space through a GA that acts as wrapper selector; 
c) fusing information from the different spaces to identify the features most relevant 

to the classification task at hand. 

In more detail, the proposed approach involves decomposing the overall feature 
selection process into different steps that are described in what follows. 

First, a particular ranking criterion (of statistical or entropic nature) is applied to 
assess individual features and assign them weights according to their relevance to the 
target class. A feature with a high ranking value indicates higher discrimination of 
this feature compared to other categories and means that the feature contains 
information potentially useful for classification. The ranking process results in an 
ordered list where features appear in descending order of relevance. As there is little 
theoretical support, it is crucial to establish a suitable threshold to cut-off the ranked 
list and retain only the informative features. This choice is somewhat arbitrary in the 
common practice [1]. 

In the spirit of Structural Risk Minimization [9], the ranking can be used to define 
nested subsets of features, and select an optimum subset with a model selection 
criterion by varying a single parameter: the number of features. This is the basis for a 
number of greedy algorithms inspired to forward selection or backward elimination 
search strategies. In this study, we also build a set of nested subsets, called feature 
spaces (FSs), but we use them as a starting point for a more advanced search and not 
just to train and test a classifier.  

Specifically, our algorithm uses the ranked list to generate a sequence of M nested 
feature spaces whose size is incremented, in an iterative way, of a fixed amount k, 
namely: FSk ⊂ FS2*k ⊂ … ⊂ FSM*k. The first space, FSk, includes the first k top-
ranked features and the last one, FSM*k, includes the first M*k features. A wrapper 
approach is then applied to further explore each space looking for solutions, i.e. 
feature subsets, that are optimal in terms of classification performance. This 
optimization is performed by a GA that extracts different subsets from the given input 
space and evaluates them using a classification algorithm.  

In more detail, at the start of the GA, a population of individuals (i.e. feature 
subsets) is initialized randomly. Each individual is encoded by a N-bit binary vector, 
where N is the size of the provided feature space. The bit value {1} represents a 
selected feature, whereas the bit value {0} represents a non-selected feature; any 
number of features smaller than N can be selected. First, each individual is evaluated 
in terms of a fitness function that we assume as the accuracy of a classifier learnt on 
that individual (more complicated multi-objective fitness functions don’t guarantee 
better results in this specific domain, as witnessed by our previous research [5]). 
Then, the current population undergoes genetic operations, i.e. selection, mutation and 
crossover, resulting in a new population whose individuals are again evaluated in 
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terms of classification accuracy. This evolution process is repeated until a pre-defined 
number of generations is reached, and the output is a “best individual” representing 
the most predictive feature subset.  

The above genetic search is performed separately on the M feature spaces FSi*k,  
i = 1, …, M, as the subsets selected from such spaces may provide different ways to 
combine features into useful predictors. Besides, given the stochastic nature of the 
GA, different runs of the algorithm may select different subsets even from the same 
space, thus resulting in a potentially high number of distinct predictors. Hence, after a 
number T of trials on each space, our approach involves computing the frequency of 
membership of features in the resulting M*T predictors, among which there may be a 
certain number of replicates. This enables to evaluate the relative importance of the 
selected features, distinguishing among the features that play a primary role in 
discriminating the target class and the features that give a complementary, yet not 
negligible, contribution.  

3   Experimental Analysis 

We verified the proposed model with Colon [8] which is a popular public microarray 
dataset containing 62 samples, belonging to tumor and normal colon tissues, and 2000 
genes.  

Our model is quite general and its evaluation can be supported by a variety of filter 
methods as well as classification techniques. Based on our previous experience 
[5],[10],[11], we choose χ2 as filter metric and SVM and K-NN (with K=1) classifiers 
for fitness evaluation. As parameters for building the nested feature spaces FSi*k (i = 
1, 2, ..., M) we set k =10 and M = 5 in that we consider the first 50 top-ranked genes. 
For the purpose of simplicity, we denote the first space FSk as TOP10 (i.e. the first 10 
top-ranked features), the second FS2*k as TOP20 (i.e. the first 20 top-ranked features) 
etc. In this study, we also evaluated two additional feature spaces: TOP80 and 
TOP100.  

The overall analysis was implemented using the Weka data mining environment 
[12], whose libraries provide support for ranking genes, as well as for genetic search 
and classification. In particular, genetic operations were carried out by roulette wheel 
selection, single point crossover, and bit-flip mutation. Leveraging on our previous 
studies [10][11] where we performed a tuning of the GA parameters, we set the 
following values: population size = 30, number of generations = 50, probability of 
crossover = 1, probability of mutation = 0.02. In fitness evaluation, error estimation 
was performed by a 10-fold cross-validation for both SVM and K-NN classifiers.  

The experiments were organized in the following classes:  

1. Baseline experiments. To get an evaluation of classification accuracy without 
considering the proposed model, each classifier (i.e. K-NN and SVM) was 
trained directly on each TOPN. The related accuracy was also estimated by a 
10-fold cross-validation and was considered as a baseline accuracy. 

2. GA experiments. We applied the proposed model to each TOPN and evaluated 
the fitness by SVM (namely, GA/SVM experiments) and by K-NN (namely, 
GA/K-NN experiments).  
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The behavior of both GA/SVM and GA/K-NN was evaluated considering three 
aspects: (i) classification accuracy, (ii) dimensionality of the selected subset and (iii) 
computational cost. Since the GA performs a stochastic search, we considered the 
average results over 10 trials. 

Results given in Table 1 show that, for each feature space, the proposed GA/SVM 
outperforms in terms of accuracy the corresponding baseline SVM, with an increment 
of between 2,5% and 9%. With regard to the average size of the selected subsets, 
results show the effectiveness of the proposed approach in reducing the 
dimensionality of the provided feature space. In particular, GA/SVM selects the 
smallest subsets from TOP10 and, on average, the selected subsets becomes larger as 
the size of the search space increases. As well, the computational cost increases as 
more features are included in the search space. 

Table 1. SVM: Baseline vs. GA/SVM 

 Baseline 
accuracy (%) 

Average 
accuracy (%) 

Average 
subset size 

Average time 
(sec) 

Top10 82,3 87,1 4,0 334,7 
Top20 88,7 90,9 6,9 1241,8 
Top30 87,1 90,5 8,4 1943,9 
Top40 85,5 91,5 13,9 2475,2 
Top50 83,9 91,5 15,0 2919,7 
Top80 85,5 91,9 23,5 3274,3 

Top100 87,1 93,1 32,6 3507,9 

As Table 2 shows, GA/K-NN also outperforms the corresponding baseline K-NN, 
with an increment of between 12,5% and 19,7%. Moreover, it turns out to be more 
effective in selecting predictive gene subsets, outclassing in every feature space the 
accuracy values obtained using GA/SVM. While the GA/K-NN average subset size is 
comparable with results in Table 1, GA/K-NN outperforms significantly GA/SVM in 
terms of computational cost. 

Table 2. K-NN: Baseline vs. GA/K-NN 

 Baseline 
accuracy (%) 

Average 
accuracy (%) 

Average 
subset size 

Average time 
(sec) 

Top10 80,6 90,8 5,2 3,1 
Top20 82,3 95,3 5,9 9,9 
Top30 83,9 94,5 9,2 20,0 
Top40 83,9 94,5 12,4 31,1 
Top50 80,6 92,7 13,0 37,1 
Top80 79,0 94,6 22,5 54,8 

Top100 79,0 93,2 25,2 68,3 

The above experiments allow to evaluate how the GA-based feature selection is 
affected by the size and the composition of the provided search space, that is also a 
neglected issue in recent microarray works based on genetic algorithms [2] [3] [4]. As 
shown in Tables 1 and 2, the choice of parameters k and M affects in a different way 
the performance of GA/SVM and GA/K-NN.  
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In fact, GA/SVM average accuracy increases as the size of the space increases. On 
the other hand, the increase of the search space implies increasing the average size of 
selected subsets. Indeed, the subset with the highest accuracy (94,2%) is selected from 
the feature space TOP100 and contains 39 features. 

The behavior of GA/K-NN is quite different from several points of view. First, 
GA/K-NN is much more effective in selecting predictive subsets, irrespective of the 
size of the provided feature space. In particular, GA/K-NN selects the most predictive 
subset from TOP20, reaching an accuracy of 98,4% with only 4 features. The average 
size of the selected subsets, instead, depends significantly on the number of genes 
included in the TOPN, leading to predictive subsets of larger size in larger feature 
spaces. Finally, GA/K-NN turns out greatly superior in terms of computational cost, 
leading to a more effective feature selection in a very efficient way. This seems to 
suggest that a similarity-based classification approach, like K-NN, may be more 
suitable in this specific domain, where SVM has been so far considered the  “best 
class” classification algorithm [13]. 

A further aspect to discuss is the relative importance of the selected genes. 
According to the model illustrated in Section 2, we have computed the frequency of 
membership of features in the subsets selected by GA/SVM and GA/K-NN. Table 3 
shows the identification number of the features most frequently occurring and, in 
brackets, their position in the original ranked list.  

Table 3. Frequency of features (identification number) selected by GA/SVM and GA/K-NN; in 
brackets, the ranking position of each feature 

GA/SVM algorithm GA/K-NN algorithm 
Features Frequency Features Frequency 

66 (15) 64,3% 1772 (10) 75,7% 
493 (3) 61,4% 765 (4) 72,9% 
1423 (5) 60,0% 1423 (5) 41,4% 
1771 (6) 58,6% 267 (8) 35,7% 

1772 (10) 57,1% 415 (21) 35,7% 
897 (14) 52,9% 513 (7) 34,3% 

1042 (19) 48,6% 1892 (20) 34,3% 
765 (4) 47,1% 1771 (6) 32,9% 
581 (35) 45,7% 897 (14) 32,9% 
780 (12) 42,9% 822 (16) 32,9% 

Some interesting considerations can be drawn from the above results. First of all, 
the two lists have 5 features in common (out of 10), revealing that GA/SVM and 
GA/K-NN quite agree in evaluating the relevance of genes, although selecting 
different gene combinations. Besides, features reported in Table 3 that appear only in 
the GA/SVM list are also selected by GA/K-NN with lower frequency. Vice versa, 
features appearing only in the GA/K-NN list are also selected by GA/SVM with lower 
frequency. 

Further, the genes most frequently selected are not necessarily the top-ranked ones. 
For example, genes that exhibit the highest frequency (gene 66 for GA/SVM and gene 
1772 for GA/K-NN) are placed at ranking position 15 and 10, respectively. In turn, 
some top-ranked genes such as 1671 and 249 don't appear at all in Table 3 even if 
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they are at positions 1 and 2 of the ranked list. This confirms that, while useful to 
reduce the dimensionality of the initial problem, the ranking process is not by itself a 
suitable feature selection technique for microarray data.  

4   Discussion and Concluding Remarks 

The experimental results illustrated in Section 3 confirm the effectiveness of our 
hybrid feature selection. Differently from most filter-based approaches, where quite 
an arbitrary threshold is used to cut-off the list of ranked genes, we explore different 
threshold values in order to gain insight into the best trade-off between accurate 
results and computational cost. Moreover, by exploring feature spaces of different 
size and composition, our approach suits the broader search ability of the GA method 
since the extended search over multiple solution spaces results in different 
combinations of genes that achieve superior classification performance. 

Tables 4 and 5 summarize our best results for Colon dataset in comparison with 
results of different state-of-art methods presented in recent microarray literature. In 
particular, in Table 4 the comparison is limited to GA-based feature selection 
approaches, while Table 5 refers to hybrid feature selection strategies not involving a 
genetic search. The conventional criteria are used to compare the results, i.e. the 
classification accuracy and the number of selected genes. As it can be observed, our 
GA/K-NN method achieves better accuracy than all other methods, except for [4]; in 
[4], however, the number of selected genes is greater than the one obtained with our 
method. The approach reported in [14] results in the smallest gene subset, but the 
corresponding accuracy is worse than that achieved by other approaches.  

Table 4. Comparison with GA-based methods 

 GA / K-NN [15] [3] [4]
Accuracy (%) 98.4 93.6 97.0 99.4

Subset size 4 12 7 10

Table 5. Comparison with hybrid methods without GA 

 GA / K-NN [7] [16] [14]
Accuracy (%) 98.4 95.2 93.6 91.9

Subset size 4 6 4 3

 
As an additional point, our approach is able not only to select small subsets of 

informative genes but also to assess the relative importance of these genes. Indeed, 
many predictors are obtained, after which the frequency of gene selection is examined 
in order to identify the genes most relevant for cancer diagnosis. From this point of 
view, our approach may support the extraction of biological knowledge through a 
two-fold contribution, i.e. by discovering different alternative markers and by 
assessing the role of each gene within such markers. 

Further experiments with our method are currently in progress on multiple 
microarray datasets. In particular, the analysis will be extended to consider different 
threshold values in the filter process, as well as different ranking criteria for 
weighting features. 
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Abstract. Modern high-throughput technologies allow the systematic
characterisation of an organism but provide excessive amounts of data
such as results from microarray gene expression experiments. Combining
the information from various experiments will help to expand the knowl-
edge about an organism. However, the analysis of a data set comprising
measurements for thousands of genes under many conditions, requires
efficient techniques to be feasible at all. Here, we refine a frequent item-
set mining approach for scanning a high-throughput data set in order to
identify subsets of genes and subsets of conditions with similar data pat-
terns. As a use case, screenings of 4699 mutant clones of Pseudomonas
aeruginosa each with a disrupted gene were considered under 109 con-
ditions. We found an unexpected gene group with highly overlapping
phenotypes. Therefore our approach is suitable to simultaneously find
objects with similar pattern in high-dimensional data sets and their key
characteristics within reasonable time.

Keywords: Apriori algorithm, high-dimensional data, phenomics.

1 Introduction

In the past decade, advances in high-throughput sequencing technologies have
provided hundreds of complete microbial genomes. Despite assigning gene func-
tions by bioinformatic predictions, one third of the genes lack sequence homology
or information from genomic context and their interrelations still remain unchar-
acterised [3,13]. Large amounts of experimental data are also available providing
explicit or implicit information about the role of genes. However, to derive func-
tional relations between genes from such excessive data is often a difficult and
challenging task. The algorithm we present here is motivated by a study on
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Pseudomonas aeruginosa, a highly versatile human pathogen with strong re-
sistance to antibiotic treatment, for which phenotypes screening proved to be
powerful for identifying genes with similar functions [15]. However, the concepts
and ideas can be applied to other organisms as well when measurements for a
larger number of genes and a larger number of experiments is available. In or-
der to cope with a larger data set—in our specific example a table with more
than 4500 rows and more than one hundred columns—we concentrate on genes
with minimal overlap to the wildtype and simplify the data in a first step to a
binary table. In order to characterise the phenotypic profile of the mutants that
are extremly different to the wildtype we apply techniques from frequent item-
set mining to find associations between genes and the key phenotypes between
similar gene groups.

2 Formal Problem Definition

The data to be analysed can be structured as a table containing the results
from experiments for an organism of the form as shown in Table 1. For each
gene corresponding to a row several measurements from different experimental
settings are available indicated as columns and it is assumed that the table has
a larger number of rows and columns (n � 200, k � 20).

The table could contain gene expression values or other information. But it
can also be other data, for instance measurements from phenotypic assays as in
the case of our Pseudomonas aeruginosa data.

The task of identifying groups of related genes consists of the finding:

– suitable subgroups of genes and
– subsets of conditions under which the genes in a subgroup are similar.

Table 1. General structure of the data table

Gene name Condition 1 . . . Condition k

Gene 1 a11 . . . a1k

.

.

.
.
.
.

.

.

.
.
.
.

Gene n an1

.

.

. ank

2.1 An Example Data Set

Pseudomonas aeruginosa is a human pathogen of high clinical interest. Its strong
intrinsic resistance to antibiotics is attributed to many different mechanisms in
the complex cellular machinery. Studying distinct phenotypic characteristics of
knock-out mutants defective in one single gene will provide functional relations
of genes and thereby potentially related genes acting in similar or even same
intracellular pathways.
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Our P. aeruginosa data set is based results from a novel combination of high-
throughput phenotype assays and a mutant library [12] for which P. aeruginosa
PA14 single mutants defective in 70% of all genes were tested and we found that
these phenotype screenings were useful to support known classification schemes
for P. aeruginosa genes [15].

Here, distinct to the previous study, we focus on the mutants that strongly
differ from the wildtype and inquire for mutants with similar phenotpye be-
haviour and for the key tests characterising them. Each row in our data table
refers to a mutant clone for which the corresponding gene had been deactivated.
Altogether, we had 4699 of these mutant clones. The columns in the table cor-
respond to 109 different conditions under which the phenotypes of the mutant
clones were tested. These 109 tests were based on on phenotype screenings that
recorded growth curves after treatment with different antibiotics (see Fig. 1) and
curves indicating metabolic conversion or growth due to substrate addition [15].

Fig. 1. Measured growth curves for three different mutants. Control curves without
treatment (upper, curves) and curves measured for 4 μg/ml Piperacillin addition (lower,
curves).

Since the task of finding functionally related mutants with similar patterns
requires to consider more than half a million growth curves (4699 · 109), brute
force search techniques must fail due to an explosion of the computational costs.
Therefore, a crucial part of this work is to find tractable and efficient algorithms
that can cope with such large data sets. This requires preprocessing of the data,
which we will first discuss for the general case (i.e. high-throughput gene expres-
sion analysis) and then for our specific data set.

2.2 Preprocessing of Data

In order to simplify the analysis and make it computationally tractable, we
restrict our considerations to saying that two entries in the data table are ei-
ther similar or not similar, i.e. for each pair of genes and each condition, we
define whether the two genes behave similar in the corresponding condition or
not. The definition of similar behaviour depends on the problem and the type
of data. For gene expression data one could choose a threshold and say that
a gene is (significantly) expressed compared to another experimental setting
when its fold change expression (entry in the data table) exceeds the threshold.
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A common choice for the threshold is the two-fold differential expression which
is applied globally on the whole data set. Another option for the definition of
similar behaviour could be based on the difference of the absolute expression
values in each single condition. When the expression levels of two genes in one
single condition differ less than a given threshold, the behaviour of these two
genes is considered to be similar in this condition.

For the P. aeruginosa data set, we consider in this study, we have to deal
with growth curves instead of gene expression levels. How we define similarity
between growth curves will be explained in the next section.

2.3 Preprocessing of the Example Data Set

We aim to find related genes (mutants) with similar curves for a significant
number of conditions, but not necessarily for all conditions. For this purpose,
a similarity or distance measure for the curves is required to decide whether
two curves can be considered to be similar. In our study, different from the
previous study, after some necessary preprocessing steps applied to the curves,
including value correction to defined time intervals, antibiotic curves correction
to control curves, and subsequently normalisation by median polish [9] [15], the
distance measure between two curves of two mutants x and y with n timepoints,
is calculated from the sum of (absolute) pointwise differences at equidistant
intervals:

dx,y =
n∑
1

|xi − yi| (1)

However, other distance measures could also be used. In principle, it would
be possible to use the more informative distance measure itself instead of a
simplified discretised version reducing the quantitative distance value to a binary
value, i.e. similar or not similar. However, this would add another dimension of
complexity and would make the problem even more intractable as being discussed
in Section 3.

We define a threshold value for the distance up to which two curves are con-
sidered to be similar. The threshold is derived from nine repeated measurements
of one mutant. These measurements indicate, how much the same curve might
vary due to noise coming from the measurement, biological factors and inexact
adjustments of the experimental setting. The threshold is set to the highest dis-
tance value of the replicate pairs rmax. The discretised distance between two
mutants x and y for one phenotypic test is as follows:

ddx,y =
{

1 if dx,y > rmax,
0 if dx,y ≤ rmax.

(2)

Since we are interested in the mutants with maximal difference in the phe-
notypic profile in comparison to the wildtype clone, these mutants are filtered
at first. 555 mutants are selected for further analysis that are different to the
wildtype in more than about 40 phenotypic tests. The aim is to find mutant
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groups for these preselected mutants that exert similar pattern and to identify
the key characteristics for these groups.

Consequently, the data to be analysed consists of 109 (48 for biochemical
activities plus 61 for antibiotics susceptibility tests) tables with 555 rows and
555 columns, one for each mutant (gene) (no selection on mutants of the same
gene or with outlier values). Each binary entry in such a table indicates, whether
the curves of the two corresponding mutants are considered to be similar (entry
1) or not similar (entry 0) under the test condition that the table represents:

sx,y =
{

0 if dx,y > rmax,
1 if dx,y ≤ rmax.

(3)

3 Algorithm for Finding Groups of Genes with Similar
Characteristics

The identification of groups of genes with similar behaviour requires to find
subsets of genes and subsets of conditions under which the genes show similar
behaviour.

In principle, one could cluster the genes based on their behaviour in the dif-
ferent conditions. In the case of gene expression data, one could directly apply a
clustering algorithm. For our example of growth curves, we define a similarity or
distance measure between curves. In any case, one would use all k conditions as
attributes for clustering. But since the intention of this study is to find subsets
of conditions in which certain subsets of genes show similar behaviour, standard
clustering taking all features (conditions) into account is not suitable. One could
try algorithms that incorporate individual feature selection for each cluster [11].
However, this clustering algorithm suffers like more or less all clustering algo-
rithms from the curse of dimensionality [1,8,14], which refers to the problem that
distances of data points in high-dimensional spaces tend to get indistinguishable
and therefore cause difficulties for clustering nearest neighbour searches.

Even if we choose a fixed subset of test conditions, finding groups of genes with
similar behaviour under these conditions corresponds to the maximum cliques
problem which is known to be NP-complete [6]. To see the connection to the
maximum cliques problem, a graph can be constructed from the tables corre-
sponding to the fixed subset of conditions. The vertices of the graph are the
genes and two genes are connected by an edge if and only if they have similar
curves under all test conditions considered for the graph. A (maximum) subset
of similar genes under these conditions corresponds to a (maximum) clique in the
graph. If we require that groups of similar genes should behave similar in at least
half of the considered test conditions, we would have to find maximum cliques in
2108 such graphs, so that the maximum clique approach is not applicable here.

In order to solve the problem, we borrow ideas from finding frequent itemsets,
a task well-known in data mining. In the simplest case, frequent itemset mining
is applied to market basked analysis to find groups of products (items) that are
frequently bought together. Algorithms for frequent itemset mining start with
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single items that are bought with a sufficient frequency and then find step by
step larger itemsets. The Apriori algorithm [2] for frequent itemset mining is
based on breadth first search, whereas the Eclat algorithm [16] relies on depth
first search. A variety of improvements of these algorithm have been proposed,
for instance to minimize accesses to the database [7].

Instead of starting with finding frequent single items, in the first step we
consider single test conditions. For each condition, a list of groups of genes is
constructed. Each group is a maximal set of genes whose behaviour is pairwise
similar in the corresponding condition. Then we combine test conditions step by
step and assign to each combination of conditions lists of groups of genes, such
that all genes in a group show similar behaviour in all considered conditions. Of
course, for certain combinations of conditions, the search will terminate early,
since there is no (large enough) group of genes with similar behaviour for these
conditions. It should be noted that the candidate generation process is much
more complicated than in the case of frequent itemset mining. Candidate gener-
ation refers to the construction of possible larger itemsets from smaller itemsets.
In our case, it is not sufficient to combine simple sets, but lists of sets. Therefore,
even efficient adaptations of the Apriori or the Eclat algorithm cannot handle
larger data sets.

Therefore, for larger data sets as in the case of our P. aeruginosa example,
we have chosen another approach that does not try to find arbitrary groups of
mutants with similar genes. Instead, we first choose a gene (of interest) g and
then find groups of genes with similar behaviour to this specific gene g. We now
start with a list of conditions for each gene. The list contains those conditions
under which the gene shows a similar behaviour as g. Although we have 4698
(number of mutants − 1) lists in the beginning in the P. aeruginosa example
data set, the maximum length of each list in the beginning is 109 (number of
test conditions). In the next step, we consider lists of pairs conditions, then sets
of three conditions etc.

We additionaly restrict the search during the initial procedures to those genes
whose lists contain at least a minimum number of conditions.

4 Results and Conclusions

The heuristic Apriori algorithm is applied to a subset of mutants defective in
one or two single genes (555) that are maximal different to the wildtype. Due to
time and memory limitations, the algorithm is conducted on maximal 20 possible
related mutant members.

The top one of the identified groups with high similarity contains 18 mutants
(see Tab. 2A) which are either known to be involved in diverse biological func-
tions or yet unidentified. The composition of mutants in one group for the ten
top groups varies in one or two different mutants only, which is also observed
for the corresponding phenotypic tests (see Tab. 2B). These unexpected but
clearly defined mutants of the top ten groups that share a common phenotype
profile have not been described to be functionally related so far in other high-
throughput experiments for our microbial pathogen [4,5,10]. However, it will be
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Table 2. A: List of mutants with similar characterstics identified by the heuristic
Apriori algorithm. B: Overlapping phenotypic tests of the top one mutant group (see
Tab. 2A). AB: Antibiotic susceptibility, BC: Biochemistry test.

A B

Mutant (gene) name Biological relevance
mexA Multidrug efflux
exoT Exoenzyme
gcdH Diverse metabolic processes
phzM Phenanzine biosynthesis
phzC1 Phenanzine biosynthesis
cupB3 Outer membrane protein
epd Vitamin B6 metabolism
pcaT Dicarboxylic acid transporter
pilU Twitching motility
PA14 00780 Unknown function
PA14 03760 Unknown function
PA14 05370 Unknown function
PA14 07480 Unknown function
PA14 07490-PA14 07510 Unknown function
PA14 09760 Unknown function
PA14 11530 Unknown function
PA14 11840-PA14 11850 Unknown function
PA14 15540 Unknown function

Phenotype test Type
Ampicillin, 4 AB
Ampicillin, 8 AB
Cefpodoxime, 0.5 AB
Cefoxitin, 16 AB
Cefoxitin, 8 AB
Ceftazidime, 1 AB
Cefuroxime, 2 AB
Cefuroxime, 8 AB
Tigecycline, 4 AB
β-N-Acetyl-Galactosaminidase BC
Ala-Phe-Pro-Arylamidase BC
L-Pyrrolydonyl-Arylamidase BC
Tyrosine-Arylamidase BC
L-Histidine-Assimilation BC
γ-Glutamyl-Transferase BC
Fermentation/Glucose BC
Citrate (Sodium) BC
Lipase BC

intriguing to test these mutants for their relatedness in the bacterial signaling
network.

One half of the common phenotypic profile of the identified mutant group
is attributed to the antibiotic susceptibility testing and the other half to the
biochemical testing despite the contribution of 1/3 biochemical to 2/3 antibiotic
screenings for this analysis, hence slightly more similar biochemical screenings
are yielded than expected. This may be due to several reasons: a high sensitivity
of the antibiotic susceptibility tests, or more intriguingly, a more distinct char-
acterisation of the identified mutants by biochemistry screenings at least for the
identified mutant group.

Further improvements could include different distance or similarity measures
for the mutant pairs or an intelligent summarisation of similar mutant groups in
order to find further interesting groups of related mutants.

In conclusion, the heuristic Apriori algorithm reveals novel potential relation-
ships between mutants or genes and identifies the key common characteristic
features of these yet unknown functional interrelations. In this way, complex
phenotypes may be identified and hence functional characterisation of specific
genes may be discovered in tractable time.
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Abstract. Genetic algorithms for training recurrent neural networks (RNNs) have
not yet been considered for modeling the dynamics of magnetospheric plasma.
We provide a discussion of the previous state of the art in modeling Dst . Then,
a recurrent neural network trained by a genetic algorithm is proposed for geo-
magnetic storm forecasting. The exogenous inputs to the RNN consist of three
parameters, bz , n, and v, which represent the southward and azimuthal com-
ponents of the interplanetary magnetic field (IMF ), the density of electromag-
netic particles, and the velocity of the particles respectively. The proposed model
is compared to a model used in operational forecasts on a series of geomagnetic
storms that so far have been difficult to forecast. It is shown that the proposed evo-
lutionary method of training the RNN outperforms the operational model which
was trained by gradient descent.

Keywords: Geomagnetic Storms, Recurrent Neural Networks, Genetic Algo-
rithms.

1 Introduction

Neural Networks have established themselves as effective tools in the prediction of ge-
omagnetic disturbances [13,14,17]. In this paper we extend the work in the field of geo-
magnetic storm forecasting by proposing a genetic algorithm for estimation of recurrent
neural network (RNN) parameters [2]. The advantage of our approach is improved fore-
casts through the use of a global optimization algorithm. Previous work in the area has
relied on gradient based optimization [14,17] which is susceptible to becoming trapped
in local minima on the error surface, leading to suboptimal solutions. Unlike gradient
based learning algorithms which progress downhill until becoming trapped in a min-
ima, genetic algorithms use stochastic search operators, such as mutation and crossover,
which allows the algorithm to move, in one step, from inside a local minima across a
ridge to an even lower local minima with no more difficulty than descending directly
into the local minima itself [16]. Genetic algorithms are efficient optimization proce-
dures as they are able to reduce the forecast errors of the model monotonically. This
study found that the use of the genetic algorithm can lead to improved out of sample
performance on Dst forecasting tasks over models estimated with gradient descent. In
the following sub-section we provide an overview of geomagnetospheric distrubances
and a brief review of neural forecasting of geomagnetic storms.
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1.1 Geomagnetic Storms

The magnetosphere is a magnetic field surrounding the Earth that shields and deflects
charged particles emitted from the Sun from hitting the Earth. The sun also has a mag-
netic field, however the Sun’s magnetic field is much more complex than the Earths.
It is well known that the variation in the Sun’s magnetic field influences the structure
of the magnetic field surrounding the Earth [1,3,8]. An Interplanetary Magnetic Field
(IMF ) is formed when the solar wind expands the reach of the Sun’s magnetic field,
which can extend to hit Earth’s magnetic field. The IMF can cause energetic particles
to enter into the Earth’s magnetic field which results in magnetosphere disturbances.
Disruption of the magnetosphere takes place when a transfer of energy from the solar
wind opposes the Earth’s magnetic field. A magnetospheric storm occurs if this transfer
of energy persists for several hours [8].

Geomagnetic storms can have many negative effects on Earth resulting in widespread
problems and damage to electric power grids, gas pipelines, power generations facili-
ties, and Global Positioning System (GPS) disruption. Forecasting the earth’s magnetic
field can provide vital information about the intensity of future magnetospheric distur-
bances. At mid-latitudes, these magnetic storms are measured in relation to the horizon-
tal component of the Earth’s magnetic field [8]. The mean of this horizontal component
is used to form an index known as the Dst index. There have been various studies that
have shown a correlation between the value of the Dst index and the magnetic storm’s
intensity [5,9], where the more negative the Dst index the greater the intensity of the
magnetic storm. The physical interaction between the IMF and the magnetosphere
takes place at the magnetopause boundary where a detailed understanding of this in-
teraction is not yet fully understood. Previous researchers have built non parametric
predictive models based on recurrent neural networks (RNNs) to model this interac-
tion [13,17].

Previous work in modeling the relationship between IMF and Dst with RNNs
have relied heavily on first-order gradient based methods for parameter estimation of
the model [12,17] which has resulted in long training times, uncertain convergence,
and possibly vanishing gradients. In this paper we investigate solutions to this prob-
lem through the use of the genetic algorithms for RNN training [2]. The advantage of
our approach is a framework based on global search strategies resulting in superior
convergence and accurate forecasts. The main results of the paper are as follows: 1) a
stochastic global search strategy for RNN parameter estimation for Dst forecasting, 2)
improved forecast accuracy over previously demonstrated results.

2 Recurrent Neural Networks

In this study, the recurrent architecture known as the Elman network (RNN) [4] is chosen
as previous studies have found successful results with RNNs. Feed-forward networks are
not considered in this study due to poor performance in modeling the recovery phase
dynamics [6]. This is mostly likely due to the limitation of the feed-forward architec-
ture, i.e. limited temporal memory, bounded by the dimension of the input window. The
Elman RNN consists of a feed-forward multi-layer perceptron architecture, augmented
with a context layer which connects every hidden neuron output to every hidden neuron
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input. The context layer allows for a memory of past states of the network. The network
weights for the hidden layer of size H can be represented as a matrix defined as

Wh = [w1, w2, . . . , wH ]T (1)

where wi = [wi,0, wi,1, . . . , wi,j ]T i = 1, 2, . . . , H , j = I + H , and I is the size of the
input layer. The hidden state s(t) is connected to the network output y(t) ∈ R1 via the
output weight vector

wout = [w0, w1, . . . , wH ]T (2)

The operation of the Elman network is described by the following discrete time equa-
tions:

s(t) = g
(

Wh[b, x(t)T , c(t)T ]
)

y(t) = f(wT
out[b, s(t)T ]T )

(3)

where c(t) = s(t − 1) ∈ RH is the context vector, u(t) = [bz(t)/30, n(t)/80 −
1, v(t)/400−1.5] is the exogenous IMF and solar wind input quantities, and b is the
bias. The functions g(·) and f(·) are typically logistic sigmoidal nonlinearities σ(a) =
1/(1 + exp(−a)) which map the input a from R into a bounded interval Ω = (0, 1) of
length |Ω| = 1 where Ω ⊂ R. All weight vectors wi i = 1, 2, . . . , H and the output
weight vector from Equation 2 can be arranged into a single vector as follows:

C1 = [(w1
1)T , (w2

1)T , . . . , (wH
1 )T , (wout

1 )T ]T

= [w1,0, w1,1, . . . , w1,j , w2,0, w2,1, . . . , w2,j , . . . , w0, w1, . . . , wH ]
(4)

The total number of weights in the RNN is n = (I × H) + H2 + 2H + 1

2.1 Evolutionary Training of the RNN

It has become commonplace in the geomagnetic storm forecasting literature to build
recurrent neural models based on backpropagation of errors. The backpropagation al-
gorithm computes model derivatives which are used to optimize the neural model via
gradient descent optimization. However, it is well known that gradient based learning
algorithms are susceptible to becoming trapped in local minima on the model error
surface [10]. This generally leads to poor model forecasts on out of sample data. The
standard approach to alleviate problems of this nature is to use global search strategies
such as genetic algorithms.

Genetic algorithms (GAs) are stochastic global optimization procedures motivated
by our understanding of the process of evolution found in nature [7,11]. Genetic algo-
rithms can promote learning or adaptation in RNNs through evolution of the RNN model
parameters (i.e. RNN weights). This is typically accomplished by encoding the
RNN model parameters into chromosome like structures. As evolution works on popu-
lations of individuals, the algorithm starts off by randomly generating a population of
chromosomes (RNNs). Each chromosome in the population represents an RNN which
can compute a solution to the forecasting problem. The quality of the solution can
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be though of as the chromosome’s fitness. This is measured by the insample error of
the RNN in terms of mean squared error (MSE).

The driving force behind evolution is selection. The evolutionary process favors so-
lutions that carry higher relative fitness. In the genetic algorithm, it is the chromosomes
with higher fitness that are more likely to be selected for reproduction, leading to the
survival of organisms with fitter characteristics in the next generation. Here we favor
individuals which have lower error (higher fitness) on the training set (insample data).
Roulette wheel selection is used to probabilistically choose the parents that will cre-
ate the offspring that survive in the next generation. The offspring are created by ap-
plying the standard genetic operators, crossover and mutation, on the probabilistically
selected parents. The offspring are then placed into a population representing the next
generation. Performing these steps over multiple generations tends to lead to successive
populations of increasing fitness, converging toward the globally optimal solution.

The genetic algorithm for training RNNs can be summarized as follows:

1. Randomly generate the initial population of chromosomes.
2. Compute the fitness of each member of the population by running each RNN over

the training data and measuring the error.
3. If at least on of the members of the population have lower fitness (higher MSE)

than the predetermined requirements then stop. Otherwise, continue on to the next
step.

4. Copy the chromosome with the highest fitness into the population of the next gen-
eration (elitism).

5. Continue to fill the population of the next generation by applying the selection
operator to select the parents and then apply the genetic operators of crossover and
mutation.

6. Go to step 2

The genetic algorithm is used to find a set of weights that minimizes the error between
the training targets and the network output.

2.2 Fitness Function

To measure the fitness of each chromosome in the population, the mean squared error
is used to measure the errors committed by each RNN on the training data. The error
measure used is the mean squared error:

mse =
1
τ

τ∑
i=1

(di − yi)2 (5)

where τ is the number of in sample data, di are the targets and yi are the network out-
puts. To evaluate the fitness of each chromosome in the population, the chromosome is
transformed into a RNN; each weight in the chromosome is placed in its corresponding
position in the connectivity graph of the network. The training set is then presented to
the RNN which processes the data and provides a one step ahead forecast. The errors
are measured via the MSE error measure (Equation 5).
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2.3 Cross over

The crossover operator takes two parent chromosomes and creates two children. By
randomly selecting a point i ∼ U(1, n − 1), from the uniform distribution, on the
chromosome and then cutting and swapping the genetic material from each parent, two
child chromosomes can be made.

Assume that C1 = (c1
1, . . . , c

n
1) and C2 = (c1

2, . . . , c
n
2) are two chromosomes that

have been selected for reproduction. The crossover operator is used to create the off-
spring. We apply simple cross over where a position on the chromosome i ∈ {1, 2, . . . ,
n − 1} is randomly chosen and two new offspring are generated:

Ć1 = {c1
1, c

2
1, . . . , c

i
1, c

i+1
2 , . . . , cn

2}
Ć2 = {c1

2, c
2
2 . . . , ci

2, c
i+1
1 , . . . , cn

1}
(6)

2.4 Mutation

The mutation operator may be invoked on the offspring. Assume that the offspring
Ć1 = {c1

1, . . . , c
n
1} is selected for mutation. Then a position ci on the chromosome is

chosen to be mutated, where the position of the mutation is an integer selected from
the uniform distribution i ∼ U(1, n). The gene ci is mutated by adding by a random
number r to itself. The new gene is

ci(new) = ci + r (7)

where r ∼ N (0, σ) is a number drawn from the Gaussian distribution with mean 0 and
standard deviation σ2. The new gene ci(new) then replaces the old gene ci at the ith

position on the chromosome.

3 Experimental Results

This section presents the results of both Lundstedt’s algorithm [14,15] and the genetic
algorithm and provides a comparison of the model forecasts. It shows how genetic al-
gorithms can improve the forecast. Lundstedt, uses both IMF (bz) and solar wind
data (n, v) as inputs to the neural network to forecast the Dst index. The inputs for the
Lund based algorithms were scaled by the following constants bz(t)/30, n(t)/80 −
1, v(t)/400− 1.5. The output of the RNN was scaled by D̂st(t + 1) = 150y(t)− 100.
The same scaled inputs were also used for the genetic algorithm trained RNN in order
to make a direct comparison of the forecast.

The training set was constructed from 6 storms from the dates of 01-01-2001 to 06-
01-2002. To speed up training, the quiet periods were largely omitted. The evolutionary
algorithm was allowed to run until there was an average of 12nT error per hour.

Figure 1 illustrates the forecast of a moderate storm that occurred between the period
of 31st October - 4th November 2001. The green line indicates the target values Dst.
From 0 hours there is a steep decrease in Dst to around -100nT. During the period of
10 hours to 20 hours the Dst fluctuates and reaching a minimum of around -107nT.
This is followed by a slow recovery phase.
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Fig. 1. Prediction of Dst from 31st October - 4th November 2001

Table 1. Performance of RNN models on out of sample data

Type Lund RMSE Genetic RMSE
Mild Storm 14.92 11.38
Strong Storm 55.31 16.37

Both algorithms behave similarly during the initial drop of Dst and fail to capture
the initial compression of the storm. After 12 hours Lund’s algorithm (red line) stops
reproducing the target line and goes through a flat minimum at around -70nT com-
pared to the genetic algorithm (blue line), which continues further downward toward
the target. Both algorithms fail to capture the peak of the storm; however the genetic
algorithm provides a more close forecast to the target during this period in comparison
to Lund’s algorithm. The recovery phase of the storm begins at around -105nT. The
recovery phase of Lund’s algorithm commences earlier than expected at around -73nT
compared to the genetic algorithm at around -93nT which is closer to the target line.
The second row of Table 1 shows the performance of both models in terms of root
mean squared error (RMSE). The proposed algorithm slightly outperforms the gradient
based algorithm of Lund. Figure 2 presents the forecast of a strong storm that occurred
between the period of 24th November - 28th November 2001. The figure highlights
that overall the genetic algorithm outperformed Lund’s algorithm especially during the
recovery phase.

At the beginning of the storm, Lund’s algorithm does not initially capture the start of
the storm until later on at around -20nT. Lund’s algorithm fails to reproduce the mini-
mum of the storm at around -220nT, in comparison to the genetic algorithm. Although
the genetic algorithm begins to capture the storm earlier than expected, it reaches a min-
imum of around -225nT compared to Lund’s algorithm of around -180nT. The recovery
phase of this storm highlights the performance differences in both algorithms. Figure 2
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Fig. 2. Prediction of Dst from 24th November - 28th November 2001

highlights how the genetic algorithm reproduces a better representation of the target
line of the storm compared to Lund’s algorithm, and this is emphasized in the recov-
ery phase of the storm. The genetic algorithm recovery follows the target line closely
compared to the Lund’s algorithm which produces a sharp and rapid recovery phase. In
the third row of Table 1, the performance of both models in terms of RMSE are pre-
sented for the strong storm. On the strong storm, the genetic trained RNN significantly
outperforms the gradient based model.

4 Future Work

Neural networks have shown encouraging results in modeling Dst. The research pre-
sented here demonstrate the ability of evolutionary trained RNNs to accurately capture
the behavior of Dst. Future work will focus on using various inputs to the RNN, as it
may be that the limiting factor now holding back the performance is the quality of the
inputs. We plan to look into transformations on the inputs to the RNN, as well as using
IMF data only [17].

5 Concluding Remarks

This paper introduced genetic algorithms for training RNNs for modeling geomag-
netic activity induced through IMF plasma. The proposed model implements a global
search strategy for parameter estimation of the RNN [2]. Through a comparison between
the proposed models and [15], we have observed an increase in prediction accuracy of
the RNN trained with the Genetic Algorithm. The advantage of the genetic algorithm
trained RNN is due to the GA’s ability to move out of local minima during training,
where as the previously employed learning algorithm (gradient descent) was unable to
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escape local minima. It is known that the geomagnetic forecasting literature has heavily
utilized first order gradient based methods. This paper has shown improvement with
genetic algorithm trained RNNs.
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Abstract. Calculating the similarity of predictive models helps to characterize 
the models diversity and to identify relevant models from a collection of 
models. The relevant models are considered based on their performance, 
calculated using their confusion matrix. In this paper, we propose a 
methodology to measure the similarity for predictive models performances by 
comparing their confusion matrices. In this research, we focus on multi-class 
classifiers for toxicology applications. The performance measures of confusion 
matrices of multi-class classifiers are regrouped into a binary classification 
problem. Such approach may result in selecting multi-class classifiers with 
lower False Negative Rate (FNR) for example. Consequently, the methodology 
for model comparison based on the similarity of confusion matrices provides a 
working way to select models from a collection of classifiers.  

Keywords: Similarity of Confusion Matrices, Classifiers Comparison, Multi-
Class Classifiers. 

1   Introduction 

Predictive models comparison helps in finding how similar models are. But relying 
only on standard performance indicators such as accuracy may not give much clue on 
the overall or specific quality of a predictive model. Sometimes the accuracy might be 
biased for a certain class and this may not provide a good indication of the overall 
performance for the predictive model. In this case the accuracy is not necessarily the 
best measurement for predictive models, whereas the confusion matrix is still the 
most valuable source of performance indicators from classifiers to be analyzed. 

Our motivation is given by the need of analyzing the multi-class classifier models 
for selected classes. In toxicology, we are mostly interested in the toxic class being 
predicted correctly. Using the confusion matrix as the information source of 
classifiers performance, we can adapt more useful measurements related to our 
objective. The classifiers can be either binary class or multi-class models. In our case, 
we want to predict if the chemical compound is toxic or non-toxic where all our 
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classifiers are in a multi-class format. The multi-class classifiers can be used as binary 
class models. It is done by combining the multi-class dataset into a new dataset with 
only binary classes of toxic and non-toxic output [1, 2] and re-generate new predictive 
models related to the new datasets. But the solution requires much effort in converting 
datasets to new binary class sets and retraining the models with the new datasets. To 
be more practical because there are thousands of models in a collection of models, we 
propose to use the multi-class classifiers confusion matrices as new binary class 
classifiers confusion matrices.  The practical method is to transform the multi-class 
confusion matrices into binary confusion matrices without updating the datasets and 
re-generating the models. This will confirm that the original structures and 
information the predictive models learned remain unchanged. We will demonstrate 
the proposed technique in section 3. 

In this paper we propose a technique to compare multi-class predictive models’ 
performance measures based on confusion matrices. Our methodology addresses 
model selection, where comparing the classifiers’ performance for each class will lead 
to usefully diverse predictive models for the class of interest from model ensembles.  

The rest of the paper is structured as follows: Section 2 presents related work on 
reducing multi-class into binary class problem. Section 3 defines the technique 
proposed for comparison of confusion matrices for multi-class (toxicology) models. 
In Section 4 we introduce and exemplify the technique to calculate the performance 
measures of output for multi-class predictive models represented by their confusion 
matrix. Experiments and results are discussed in Section 5. The paper ends with 
conclusions on current work and further research directions. 

2   Reducing Multi-class to Binary Classification Problems 

Sometimes, the multi-class classification problems can still be solved with binary 
classifiers. Such a solution may divide the original multi-class dataset into two class 
subsets, learning a different binary model for each subset. These techniques are 
known as binarisation strategies. There are three main approaches: One-vs-All (OVA), 
One vs-One (OVO), and Error Correcting Output Codes (ECOC) [2].  

All of these techniques decompose a complex multi-class to a simpler binary 
class problem. Hence this strategy may improve the performance because the 
classifiers have an easier task to distinguish between only two classes rather than 
many classes. 

In this paper we want to investigate whether there are any differences in 
performance between binarisation strategies by regenerating new binary classifiers 
from multi-class classifiers. We calculate the performance measures using multi-class 
classifiers confusion matrices without retraining new binary classifiers.  

In the next section, we will discuss on the performance measures related to binary 
classification classifiers and propose a methodology to reduce multi-class problems to 
a binary version while calculating the performance measures of the multi-class 
classifiers with a focus on lower False Negative Rate (FNR) for example, as required 
in toxicity prediction problems. 
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3   Performance Measures and Confusion Matrix for Multi-class 
Classifiers 

The confusion matrix contains information about learned and predicted classifications 
done by a classification model [3]. Table 1 shows the confusion matrix for a two class 
classifier. The performance measures for two-class classifiers can be calculated from 
the confusion matrix [3],[4]: sensitivity TPR = TP/(TP+FN) is the rate of correct 
predictions for the positive output (e.g. Yes or True), FPR = FP/(FP+TN) is the rate 
of incorrect predictions for the positive output (e.g. No or False), specificity TNR 
=TN/(TN+FP) is the rate of correct predictions for the negative output, and FNR = 
FN / (TP+FN) is the rate of incorrect predictions for the negative output. Accuracy 
ACC = (TP+TN) / (TP+FP+FN+TN) measures the correct predictions for all classes. 

Table 1. Confusion Matrix of Binary Classification: True Positive (TP), True Negative (TN), 
False Negative (FN) and False Positive (FP) 

  Actual 
 Classes Toxic Non-toxic 

Predicted 
Toxic TP FP 
Non-toxic FN TN 

The confusion matrix for a multi-class classification problem is a generalization of 
the binary case. Below we discuss the properties and the performance measures 
derived from a multi-class confusion matrix. Table 2 is an example of a multi-class 
confusion matrix. For the first column (Class A) the intersection with the first row is 
the True Positive (TP) value for Class A. The sum of values from remaining cells of 
the column is the False Negative (FN) value for Class A. True positives for second 
and third columns are the diagonal values of the confusion matrix.   

Table 2. Confusion Matrix for a 3-Class Classifier 

 Class A Class B Class C 
Class A TPA (1,1) eAB (1,2) eAC (1,3) 
Class B eBA (2,1) TPB (2,2) eBC (2,3)  
Class C eCA (3,1) eCB (3,2) TPC (3,3) 

 
The classification accuracy of a multi-class classifier is the ratio of the sum of the 

principal diagonal values to the total of values in the confusion matrix. If C indicates 
the confusion matrix, the classification accuracy ACCc can be defined [5] as: 
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where N is the number of classes, i refers to the rows index and j refers to the columns 
index for the confusion matrix C. The Error Rate (ER) for the classifiers is the 
complement of the accuracy: ER = (1 – ACC). 
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Beside the accuracy ACCC and the error rate (ER), we can derive other 
performance measures that can be used to measure multi-class classifiers’ quality. 
Moreover the performance measures of the two-class classification problem can be 
applied by regrouping the multi-class confusion matrix into two-class classification 
measures. 

In predictive toxicology applications, there is more interest in the false negative 
rate (FNR) measurement of the cases the model fails to correctly classify the instances 
to the appropriate classes. To give more flexibility for such applications for multi-
class classifiers comparison, we propose that the positive (toxic) class and negative 
(non-toxic) class can be selected by regrouping them into a two class problem. 
Furthermore this technique is also highly recommended in classifier ensembles where 
good combination of classes and models will make the binary prediction more 
accurate [5, 6]. 

The performance measures for the positive (toxic) class in predictive multi-class 
classifiers are described below. Let’s say the selected toxic classes are Class A (e.g. 
Very Toxic, column 1) and Class B (e.g. Toxic, column 2) in Table 2. The selected 
class indexes are stored into the one-row vector V. Thus V= (1, 2). The proposed TPR 
and FNR measures for the selected classes are as follow: 
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where: N is the number of samples of all classes in the confusion matrix R, C is the 
number of selected class samples for the confusion matrix R, i is the row index in the 
confusion matrix R, j is the column index in the confusion matrix R, x and y are 
counters for columns and rows, and V is a vector of selected class indexes. 

The performance measures for the non-toxic class, False Positive Rate (FPR) and 
True Negative Rate (TNR), can be derived by adapting equation (2) and equation (3). 

Table 3. Confusion Matrix (MM1) for Model M1 

 Class A Class B Class C 
Class A 10 (1,1) 21 (1,2) 33 (1,3) 
Class B 24 (2,1) 53 (2,2) 26 (2,3)  
Class C 17 (3,1) 18 (3,2) 19 (3,3) 

Let’s say Model M1 produced a confusion matrix MM1 (see Table 3). Referring to 
the equation 2 and equation 3, we demonstrate how to calculate the TPR and FNR of 
toxic classes. For these examples we select two classes as toxic classes (Class A and 
Class B). The index for Class A is 1 and the index for Class B is 2. Thus the vector  
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V = (1, 2). For example, from Table 3: TPRM1 = ((10 + 24) + (21+53)) / ((10+24+17) 
+ (21+53+18)) = 0.76 and FNRM1= ((17) + (18)) / ((10+24+17) + (21+53+18)) = 0.24. 

From the results above, TPR and FNR complement each other in the confusion 
matrix. In the next section we will demonstrate the methodology to measure the 
similarity between confusion matrices for multi-class classifiers. 

4   Similarity of Confusion Matrices for Multi-class Classifiers 

In this section, we apply the technique proposed in [1] to compare multi-class 
classifiers’ confusion matrices. Let’s say we have three predictive models generated 
by different classifiers using the same dataset. The model M1 generates the confusion 
matrix MM1 (see Table 3), the model M2 generates the confusion matrix MM2, and the 
model M3 generates confusion matrix MM3 (see Table 4). 

Table 4. Confusion Matrices for Model M2 and Model M3 

Confusion matrix for model M2  Confusion matrix for model M3 
Class A B C  Class A B C 
A 24(1,1) 18(1,2) 33(1,3)  A 34(1,1) 4(1,2) 9(1,3) 
B 10(2,1) 53(2,2) 19(2,3)  B 10(2,1) 80(2,2) 10(2,3) 
C 17(3,1) 21(3,2) 26(3,3)  C 7(3,1) 8(3,2) 59(3,3) 

 
Table 5 shows the performance measures TPR, FNR and ACC calculated using 

equations 1, 2 and 3. The values of performance measures were calculated by 
grouping the selected toxic classes A and B. Thus, V = (1, 2). From the results 
depicted in Table 5, model M3 is the better model compared to M1 and M2: TPR is 
the highest value and FNR is the lowest value for model M3. 

Table 5. Performance Measures (TPR and FNR) for Models M1, M2 and M3 

Models TPR FNR ACC 
M1 0.76 0.25 0.37 
M2 0.73 0.27 0.47 
M3 0.90 0.10 0.78 

 
For the similarity measurement, in this example we chose FNR to measure the 

distance between the models’ performances. For the performance measures in Table 
5, let’s use the notations k1…n. In this case k1 is FNR. The following steps illustrate the 
calculation of the distance between the confusion matrices between two predictive 
models: 

Step 1: Save the selected performance measure/s in a 1-dimension (vector). 
We save the selected performance measures into two rows vectors; in this case the 

vectors for M1 (VM1) and M2 (VM2) have just 1 element: VM1 = (0.25) and VM2 = 
(0.27). 
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Step 2: Calculate the distance between the vectors. 
The distance between the vectors VM1 and VM2 is calculated using the Euclidean 

Distance. The distance O (Output) between model M1 and model M2 is the average of 
distances between the confusion matrix elements. Similarity and distance measures 
are complementary. In our case, the similarity of output O (SimO) between two 
models will be: 
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where: k is the order of performance measures selected, n equals to number of k, VM1 

is the index vector for model M1, and VM2  is the index vector for model M2. The 
value for SimO(M2,M2) in the example above is 0.98. Table 6 contains the values for 
SimO(M1,M2)  related to the similarity of the three classifiers using FNR. The result 
shows that models M1 and M2 are 98% similar on their FNR. 

Table 6. Similarity Matrix for models M1, M2 and M3 

 M1 M2 M3 
M1 1 0.98 0.85 
M2 0.98 1 0.83 
M3 0.85 0.83 1 

5   Experiments and Results 

For this study, we generated collections of models using a series of classification 
algorithms implemented in Weka [7], such as k-nearest neighbors classifier 
(weka.classifiers.lazy.IBk), decision trees (weka.classifiers.trees.J48) and numerical 
prediction algorithms (weka.classifiers.rules.JRip). The predictive models were 
applied to various toxicology data sets such as Demetra [8] (Bee, Daphnia, Oral 
Quails, Dietary Quails and Trout) and TETRATOX [9]. Each dataset had originally 
more than two classes to predict the toxicity levels for each compound. Table 7 is an 
example of the confusion matrix. We mapped the old multi-classes onto binary 
classes. We want to study how the relation of different class categories will affect the 
performance of classifier algorithms (refer to Table 12 in [10]). 

Over 1,300 predictive models were generated with different combinations of 
datasets, algorithms, and model parameters. The feature selection algorithm applied to 
the original full datasets was Correlation-based Feature Selection (CFS). We used 
feature selection to find sets of attributes that are highly correlated with the target 
classes [10, 11]. Each data set was processed using Weka with 10-fold cross 
validation and classifiers weka.classifiers.lazy.IBk, weka.classifiers.trees.J48, and 
weka.classifiers.rules.Jrip). In Table 7 the confusion matrix for a decision tree applied 
to the Bee dataset with 5 classes is provided. 
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Table 7. A confusion matrix generated using multi-class dataset with feature selection (CFS), 
10-fold cross validation and using classifiers (weka.classifiers.trees.J48) 

 Class1 Class2 Class3 Class4 Class5 
Class1 7 4 2 3 0 
Class2 4 7 4 8 2 
Class3 0 2 1 4 0 
Class4 2 10 4 23 4 
Class5 0 0 2 4 8 
Total 
Instances 

13 23 13 42 14 

 
Considering the fusion of Class1, Class2 and Class3 as toxic classes, the 

performance for a randomly chosen model M154c are as follows: 

Table 8. Performance measures calculated based on the confusion matrix using table 7 

Performance Measures Results 
TPRate (All Classes) and Accuracy (See Eq. 1 and 2) 0.44 
Error Rate (All Classes)   0.56 
FNRate (selected toxic class; 1, 2, 3, 4) (See Eq. 3) 0.07 

Experiment 1: 
In this experiment we want to compare the use of error rate for all classes vs. false 

negative rate for selected toxic classes in multi-class classifiers. We are interested in 
FNR because in predictive toxicology good models should have lower rate of false 
negatives (FN) for toxic class results. For Table 9 (ER vs. FNR results measured 
using the selected classes) we can find that models with similar ER Rate can exhibit a 
range of FNR values: 

Table 9. Error Rate (ER) and FNR of multi-class classifiers applied to the DEMETRA datasets 

Datasets 
Toxic Classes 
(Low FNR) 

All Classes 
(ER) 

Toxic Classes 
(High FNR) 

All Classes 
(ER) 

Bee 0.04 –M304c 0.60 –M304c 0.12 -M1c 0.61 -M1c 
Daphnia 0.07 -M334c 0.56 -M334c 0.20 –M31c 0.56 –M31c 
Dietary Quail 0.19 –M364c 0.59 –M364c 0.25 -M211c 0.61 -M211c 
Oral Quail 0.30 -M91c 0.60 -M91c 0.52 -M244c 0.61 -M244c 
Trout 0.12 M271c 0.51 -271c 0.17 -M274c 0.52 -M274c 

Experiment 2: 
For the second experiment, we want to study if the relationship between the 

numbers of toxic classes will affect the performance of the classifier. In this 
experiment we mapped the toxic class into two categories: binary class (Toxic and 
Non-toxic) and multi-class (class A, class B .. class N). From the results shown in 
Table 10 we conclude that: 
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• Datasets with feature selection algorithms (such as CFS) applied are better in 
FNR performance measurement compared to datasets with no feature selection. 
Examples of such models are M4a and M1a. 

• The classifiers perform best in Bee dataset and worst in Oral Quail dataset. 
• Some performance (FNR) of models with selected class for more than 1 toxic 

class (e.g. M4c) is poor compared to binary model with only 1 toxic class (e.g. 
M4a), but in contrast some of the multi-class classifiers are better than binary 
classifiers (e.g. M34c vs. M34a and M271c vs. M271a). 

• On average, models that applied binarisation strategies (models number ended 
with ‘a’) are better than multi-class classifiers that apply calculation of FNR to 
their confusion matrices (models named ending in ‘c’). This proved that multi-
class classifiers for Daphnia datasets such as M334c are better than binary 
classifiers (e.g. M331a). For Oral Quail dataset, both binary and multi-class were 
having the same performance (0.30) of FNR (e.g. M91c vs. M244a). 

From the results shown in Table 10, if the objective is to discriminate between two 
binary classes, in our case Toxic and Non-toxic, then the classifiers with binary class 
format have better performance compared to multi-class classifiers. But the difference 
between both categories is very small (between 0.02 – 0.04). For some models, 
regrouping classes in a single toxic class may increase the accuracy as compared to 
re-generating binary class classifiers.  

Table 10. Results of FNR for all datasets with feature selection algorithms (CFS) and without 
CFS generated (None) using classifiers (IBK, J48 and JRip) 

 IBK J48 JRip 
Datasets FNR –Model_ID FNR – Model_ID FNR –Model_ID 
Bee 
(None) 

0.12 – M1a 
0.12 – M1c 

0.06 - M151a 
0.09 - M151c 

0.06 - M301a 
0.04 – M301c 

Bee 
(CFS) 

0.04 – M4a  
0.11 – M4c 

0.02 - M154a 
0.07 - M154c 

0.04 - M304a 
0.04 – M304c 

Daphnia 
(None) 

0.19 – M31a 
0.20 – M31c 

0.19 - M181a 
0.20 - M181c 

0.10 - M331a 
0.11 – M331c 

Daphnia 
(CFS) 

0.20 – M34a 
0.16 - M34c 

0.12 - M184a 
0.14 - M184c 

0.12 - M334a 
0.07 – M334c 

Dietary Quail 
(None) 

0.19 - M61a 
0.19 - M61c 

0.20 - M211a 
0.25 - M211c 

0.23 - M361a 
0.24 – M361c 

Dietary Quail 
(CFS) 

0.15 - M64a 
0.19 - M64c 

0.13 - M214a 
0.15 - M214c 

0.20 - M364a 
0.19 – M364c 

Oral Quail 
(None) 

0.32 - M91a 
0.30 - M91c 

0.36 - M241a 
0.34 - M241c 

0.54 - M391a 
0.62 – M391c 

Oral Quail 
(CFS) 

0.37 - M94a 
0.36 - M94c 

0.30 - M244a 
0.52 - M244c 

0.47 - M394a 
0.61 – M394c 

Trout 
(None) 

0.14 - M121a 
0.16 - M121c 

0.17 - M271a 
0.12 - M271c 

0.10 - M421a 
0.09 – M421c 

Trout 
(CFS) 

0.12 - M124a 
0.14 - M124c 

0.07 - M274a 
0.17 - M274c 

0.05 - M424a 
0.12 – M424c 
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Experiment 3: 
In this experiment, models from Table 10 were selected to calculate their 

similarity. From the results in Table 11 we can see that the models have a large spread 
of performance value of FNR. The similarity values between confusion matrices 
shows that similar FNR values between models indicate similar performance among 
them although using different classifier algorithms. Example of such models are 
model M4a and model M304a, and model M31c and model M181c.  

However the results only show a single element of the similarity evaluation for 
predictive models’ performance. To have more accurate results of similarity of 
predictive models, the comparison of multi-class confusion matrices can be applied 
using our proposed methodology for calculating the similarity of binary predictive 
models [1]. 

Table 11. Similarity Matrix for Models (M4a, M304A, M151c and M154c) 

Model 
ID  

M4a M304a M151c M154c 

M4a 1 1 0.95 0.97 
M304a 1 1 0.97 0.97 
M151c 0.95 0.97 1 0.98 
M154c 0.97 0.97 0,98 1 

6   Conclusions 

This study shows that comparing predictive models’ confusion matrices will help 
users to choose similar models based on FNR performance measure. We studied 
whether there are any differences in performance measures between binarisation 
strategies by converting the multi-class datasets into binary classes, compared to 
calculating the performance measure on the fly using their confusion matrices.  

From the experiments presented, regrouping multi-class classifiers’ confusion 
matrices to binary problem is a simple solution to analyze and categorize the 
performance of the multi-class classifiers from a collection of models. This 
methodology can be integrated in ensembles of classifiers by further analysing 
diversity of classes of selected models. 

Our experiments also show that the similarity of confusion matrices will help for 
further analysis and customized selection of the relevant models according to the 
user’s needs. In future, we will integrate the methodology in a models management 
system and evaluate various ways to characterize and use their performances. 
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Abstract. In the automotive industry Computational Fluid Dynamics
(CFD) simulations have become an important technology to support the
development process of a new automobile. During that process, individ-
ual simulations of the air flow produce a huge amount of information
about the design characteristic, where mostly only a minority of infor-
mation is used. At the same time knowledge about the relationship be-
tween design modifications and their aerodynamic consequences provides
valuable insight into the entire aerodynamic system. In this work a com-
putational framework is introduced, providing means to identify relevant
interactions within the aerodynamic system based on existing design and
flow data. For an efficient modeling, the raw flow field data is reduced
to a set of relevant flow features or phenomena. Applying interaction
graphs to the aerodynamic data set unveils interacting and redundant
structures between design variations and observed changes of flow phe-
nomena. The general framework is applied to an exemplary aerodynamic
system representing a 2D contour of a passenger car.

Keywords: Data Mining, Structural Modeling, Information Theory,
Interaction Information, Aerodynamic Design, Flow Field Feature.

1 Introduction

In the automotive industry computer aided engineering (CAE) tools have become
an important technology for improving the design development process. Physical
experiments are replaced by computational tools to reduce development costs,
see [10]. Hundreds and thousands of different geometric models of the designs
and flow fields are simulated before an actual physical model of a design is
build. However, usually the resulting flow field is reduced to a single number,
defining the performance of the design. In order to get a deeper insight into the
aerodynamic system at hand, we developed a framework for identifying relevant
interaction structures between shape, flow field phenomena and performance,
based on these otherwise unused data.

After reviewing related research activities in the subsequent section, the de-
tailed framework proposed is depicted in section 3, including details about data
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reduction, the modeling of the interaction structure and the visualization of the
results. The general framework has been applied to an exemplary aerodynamic
system modeling the 2D contour of a passenger car, depicted in section 4.

2 Related Work

In the domain of aerodynamics, computational approaches for data mining and
knowledge extraction are rarely being reported. Nevertheless, most of the exist-
ing works approach the modeling of the relationship between design variations and
performance only. As an example, Obayashi et. al [18,1] utilized self-organizing
map (SOM) and analysis of variance (ANOVA) techniques to identify relevant re-
lationships between design and performance, and Graening et. al [4] introduced a
knowledge extraction framework discovering a set of If-Then rules, which illumi-
nate causal relations between design modifications and performance changes. Fur-
ther, the need of a universal geometric design representation within the framework
is stated. However, the flow field produces much more information about the de-
sign concept than kept in the performance number. Nevertheless, it is impossible
to handle the whole flow field. Therefore we extract flow field features commonly
used for the visualization of flow field data. An overview of the sate of the art
in flow visualization are given by [19]. De-composition methods, like the proper
orthogonal decomposition (POD) [14], are applied to reduce the dimensionality
of the flow field while keeping the majority of the energy contained in the flow.
Often, decomposition methods are used in a pre-processing step, e.g. before flow
phenomena like vortices are extracted, see [6]. While decomposition methods come
up with features that have no direct physical meaning, other researchers aim at
explicitly quantifying the position, rotation and elongation of physical artifacts
like vortices or attachment and detachment lines [11]. Due to the similarity to op-
tical flow, some attempts are derived from the computer vision domain to detect
flow patterns, e.g. see [20]. In the context of applying data mining technologies
to flow field features, Depardon et. al [3] use multi-dimensional scaling (MDS) for
the classification of flow topologies. However, the relationship between flow fields
and design properties has not been considered.

3 Interaction Modeling Framework

Based on earlier work from Graening et al. [5], the authors aim at deriving a
general framework for identifying interaction structures in aerodynamic systems.
Given the design process (e.g. targeting the development of a new car design),
various design shapes together with its related flow field data are generated. Each
of the shapes is represented by a low dimensional geometric representation of the
actual continuous surface. Spline surfaces like NURBS (Non-uniform Rational
B-Spline) or FFD (Free-From Deformation) are exemplary representations often
being used. In a pre-processing step the geometric representations have to be
unified and reduced to managable number of design features. Given the surface
representation and the size of the computational area in which to model the flow,
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Fig. 1. Overall framework for the identification of structural interaction patterns with
an aerodynamic system

a discrete volume mesh is generated discretizing the computational area, with a
typical mesh size in the order of 106 or more cells. The volume mesh together with
the pre-defined wall conditions make up the initial setup for the CFD simulator.
After simulation, detailed local information about the flow direction, velocity,
pressure, temperature and so on is available. The resulting amount of data is too
huge for an adequate analysis of flow effects and its relation to design parameter
variations. A feature extraction step is introduced reducing the raw flow field to
a low dimensional representation as depicted in Fig. 1. The choice of the flow
field features strongly depend on the given task. Alongside the flow features,
individual performance indicators are calculated, to quantify the overall quality
of the shape.

After the pre-processing, interaction analysis is applied to identify the in-
trinsic structure of the aerodynamic system at hand. Based on a probabilistic
attempt from information theory, described in the following section, the most rel-
evant structures in the system of design features, flow features and performance
are identified. Finally, interaction graphs are deployed to transfer the extracted
information to the aerodynamic engineer, thus influencing the design process.

3.1 Information Theoretic Interactions

Following Krippendorff [12], we define interaction as a unique dependency from
which all relations of lower ordinality are removed. Information theoretic at-
tempts for quantifying interactions are founded based on the formulation of the
Shannon entropy. Given a discrete random variable Xi, the Shannon entropy,
denoted as H(Xi), is a non-negative measure of uncertainty quantifying the
amount of randomness contained in Xi. It is formally defined as: 0 ≤ H(Xi) =
−∑N

n=1 p(xn) log p(xn) ≤ log N , with N being the number of discrete intervals.
The logarithm is commonly chosen with the base two, resulting in H(Xi) being
measured in bits.
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For two variables Xi and Xj , the mutual information [2], I(Xi; Xj), 2-way
interaction or transmitted information can be considered as the amount of in-
formation shared among both variables. The mutual information can be written
as the difference between maximum entropy, assuming independence among the
variables, and the actual joint entropy [12] observed:

I(Xi; Xj) = H(Xi) + H(Xj) − H(Xi, Xj). (1)

I(Xi; Xj) is only equal to zero if Xi and Xj are statistical independent. In case
that a dependency between Xi and Xj exists, I(Xi; Xj) is always larger zero,
bounded by the maximum of the marginal entropies H(Xi) and H(Xj). Based on
the work of McGill [15], Jakulin and Bratko [7] defined the interaction informa-
tion for multiple attributes. The interaction information for three variables X1,
X2 and X3 evaluates the information gain resulting from the 3-way interaction
which is not present in any of the 2-way interactions:

IJ (X1; X2; X3) = I(X1, X2; X3) − I(X1; X3) − I(X2; X3). (2)

IJ (X1; X2; X3) quantifies the information shared among the variables X1 and X2

with X3, reduced by the information shared between variable X1, X3 and X2, X3.
It is important to note that in contrast to the mutual information the interaction
information can have negative values. IJ (X1; X2; X3) gets negative if the joint
information of X1 and X2 on X3 is smaller than the product of I(X1; X3) and
I(X2; X3). This is the case if the information added to the system through
interaction is smaller compared to the amount of redundant information in the
system that e.g. X1 and X2 have in common about X3, see [13]. In consequence,
IJ (X1; X2; X3) = 0 not necessarily reflects the absence of an interaction rather
that information and redundancy cancel each other out. However, a positive IJ

indicates a surplus of information due to interaction and a negative IJ indicates
a surplus of redundancy. Higher order interactions (larger three), as defined by
Jakulin [8], are not considered throughout this study.

3.2 Interaction Graph

An interaction graph [7] is a visualization of the identified interaction structure
from observed variables characterizing the system. In this work we adopt su-
pervised graph structures visualizing 2-and 3-way interactions relative to an a
priori chosen dependent variable Y with the target to explain the uncertainty
of the dependent variable. Thus, all information quantities are normalized by
the uncertainty of the dependent variable, H(Y ). The graph consists knots la-
beled by the relative mutual information I(Xi, Y )/H(Y ) and edges between
two nodes of Xi and Xj corresponding to the relative interaction information
IJ (Xi, Xj , Y )/H(Y ). Edges with a negative relative interaction information are
drawn with dashed lines and with solid lines otherwise. For the sake of readabil-
ity, only the most significant 3-way interactions are drawn into an interaction
graph.
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4 Application to a Passenger Car Model

The introduced framework is applied to a two-dimensional model of a passenger
car to unveil interactions between car shape deformations, flow field features and
performance measures. A parametric Free-Form Deformation (FFD) [21] with
20 control point parameters (design parameters), see Fig. 2, is applied to model
the design contour of the car. 1000 variations of the car design are generated by
applying a latin hypercube sampling (LHS) [16] to the design parameters. The
computational fluid dynamics simulation of the passenger car is carried out by
OpenFOAM R©1. For each car, the stationary flow field is computed using the
simpleFOAM solver, which iteratively computes the steady-state solution of the
incompressible Navier-Stokes equations.

a

10
9 12 11

14
13

17

18

19

b

Fig. 2. a: Contour of the initial passenger car together with the FFD control point
lattice, defining the position of the control point parameters used to vary the car
shape, b: Visualization of the identified upper R2 and lower L4 wake vortex behind
the car

4.1 Flow Feature Extraction and Performance Evaluation

The resulting flow fields are reduced to a small set of flow features and per-
formance indicators. A common objective in car design is to reduce the drag
force D, acting opposite to the flow direction, while reducing lift force L, per-
pendicular to the drag force component. Beside drag and lift and without loss
of generality our performance indicator is defined by a superposition of lift and
drag:

Q =
L√
varL

+
D√
varD

. (3)

The major part of drag on road vehicles (form drag) is the result of flow separa-
tions [9], especially at the aft section of the vehicle. The flow separation at the
back of the car is always attended by an upper and lower vortex sheet behind the
vehicle. Hence, the size and orientation of the emerging vortices is linked to an
change of the drag value. Vortices are characterized by discontinuities observed
in the vector field. To identify those discontinuities the vortex identification al-
gorithm of Michard [17] has been adopted,

1 OpenFOAM: open source CFD, http://www.openfoam.com/
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Γ1(P ) =
1
N

∑
S

(θM ) (4)

The dimensionless scalar Γ1(P ) integrates over the angles θM between the ve-
locity vectors for each point M ∈ S, where S defines the neighborhood around
P and the vector PM . |Γ1| becomes close to one in the range of vortex centers.
Applying a threshold to the calculated values of |Γ1| allows to identify vortex
regions as shown in Fig. 2b. Gray areas indicate the position of the upper R2
and lower wake vortex L4 behind the car. The results of Γ1 are used to model
the vortices with ellipses, estimating the orientation, the size and eccentricity
of the vortices. For all 1000 generated flow fields the corresponding vortices be-
tween different flow fields are identified using the Euclidean distance between the
vortex centers. Flow fields that have no correspondence in any of the generated
flow fields have to be treated differently what is not considered in this work. We
limit the following studies to the vortices R2 and L4, where a correspondence
for any flow field is found.

4.2 Interaction Analysis

Given the data of all 1000 designs the interactions are modeled and visualized
using interaction graphs. Only the design parameter modifying the design in y-
direction have be considered in this study. The interaction graphs for modeling
the relationship between a: design features and drag D, b: design features and Q,
c: design features and the size of the upper wake vortex R2 as well as flow features
and Q are depicted. Regarding the influence of the design parameters di on the
drag D, Fig. 3a, variations of the rear part of the car have a stronger influence
compared to variations on the frontal part. Especially parameter d18 and d12
share a majority of information with the drag. d18 already explains about 26%
of H(D). Further, the interaction between d12 and d18 seems to be relevant for
explaining variations in drag. Interactions between the frontal and rear part of
the car model seem to be negligible. The interaction graph concerning lift L, not
presented here, provides qualitative similar results as for the drag. Concerning
the influence of the flow field features on the drag, the size of the upper wake
vortex R2 turned out to be most relevant. The interaction structure for the
size of R2, Fig. 3c, is qualitatively the same as, Fig. 3a, what consolidates the
importance of the flow feature. Interestingly, in all interaction graphs comprising
design parameters, no strong redundant connections are observed, possibly due
to the chosen representation, where the influence of individual design parameter
on the shape does not overlap.

While usually the effect of design variations and flow phenomena is studied
regarding aerodynamic properties like drag and lift, the influence on combined
objectives like the performance measure Q is seldom be regarded. The graphs
showing the interaction structure between design features and Q as well as be-
tween flow features and Q are depicted in Fig. 3b and d respectively. Comparing
the interaction graph from Fig. 3a, showing the interactions between design pa-
rameters and D, with the interaction graph from Fig. 3b, interactions are of
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Fig. 3. Resulting interaction graphs modeling the interactions between a: design pa-
rameter and drag D, b: design parameter and objective Q, c: design parameter and the
size of the upper wake vortex R2, d: flow features and the objective Q.

relevance which are not important for either of the individual objectives D or
L. E.g. the influence of d04, located at the frontal part of the car, becomes more
relevant. Please consider that the graph for L is not shown here but is quali-
tative similar to the interaction graph for D. Further, the frontal part and its
interaction with the rear part of the car becomes more relevant concerning the
combined objective Q. Finally, the interrelation between the flow features and
Q are under investigation. Fig. 3d shows that the orientation of the lower wake
vortex L4, the orientation of R2 and the size of R2 seemingly have a strong in-
fluence on Q. Redundancy between the orientation of L4 and the size of R2 are
observed. This might be the result of interference between the lower and upper
vortex for certain configurations of the size of R2 and the orientation of L4.

Overall, the interaction analysis results in hypothesis about the relationship
between design-, flow properties and objectives valuable for the ongoing design
process, once consolidated with real physical experiments. E.g. with the given
knowledge, selected design parameters can be modified for manipulating distinct
flow phenomena with respect to a given objective.

5 Conclusion

In this work we presented a general framework for identifying interaction struc-
tures in aerodynamic systems, by deploying techniques from information theory.
For the investigation of aerodynamic systems that constitute high-fidelity flow
simulations, the flow field data has to be reduced to a manageable amount of
flow features before modeling interactions. As pointed out, the choice of flow
features depends on the defined objective. The framework is applied to the
automotive domain, exemplary to the 2D contour of a passenger car model.
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Investigating the interactions between design-, flow features and objectives pro-
vides valuable knowledge about the aerodynamic system. The knowledge can
directly be utilized by the design process by filtering design parameters and in-
teractions affecting distinct flow features relevant for a defined objective. The
application of the framework to 3D non-stationary flow field data is considered
for future work. This requires to discover different techniques for identifying
and tracking flow field features and discrete information like the absence of a
flow feature has to be processed properly. Finally, the result of the interaction
analysis need to be consolidated by real physical experiments.
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Abstract. Humour classification is one of the most interesting and dif-
ficult tasks in text classification. Humour is subjective by nature, yet
humans are able to promptly define their preferences.

Nowadays people often search for humour as a relaxing proxy to over-
come stressful and demanding situations, having little or no time to
search contents for such activities. Hence, we propose to aid the defini-
tion of personal models that allow the user to access humour with more
confidence on the precision of his preferences.

In this paper we focus on a Support Vector Machine (SVM) active
learning strategy that uses specific most informative examples to improve
baseline performance. Experiments were carried out using the widely
available Jester jokes dataset, with encouraging results on the proposed
framework.

Keywords: Support Vector Machine, Active Learning, Text Classifi-
cation, Humour classification.

1 Introduction

Humour classification is one of the most interesting and difficult tasks in text
classification. However, despite the attention it has received in fields such as
philosophy, linguistics, and psychology, there have been few attempts to create
computational models for humour classification [1].

Modern societies turn human course of life a fast forward version of itself. It
is not only overwhelming work times, but also the pressure they convey. Most
people feel that there is not enough time to de-stress, and even when there is,
the mind is constantly being overstimulated by the mass media, that take part
of everyday life and expose people to so much information.

While it is merely considered a way to induce amusement, humour also has a
positive effect on the mental state of those using it and has the ability to improve
their activity [1, 2].
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With these constraints in mind, we propose a framework to aid the definition
of personal models that allow the user to access humour with more confidence on
the precision of his preferences. When searching for amusing content with little
or no time, the user is more interested in spending a nice time than grasping
everything that would be possible. In other words, in a computer science point
of view, the precision of the displayed content is more relevant than its recall
performance.

Active learning designs and analyses learning algorithms that can effectively
filter or choose the samples to be labeled by a supervisor (a.k.a. oracle or teacher).
The reason for using active learning is mainly to expedite the learning process
and reduce the labeling efforts required by the teacher [3]. Another strong reason
is the possibility for each user to define personal labels, thus constructing a
customized learning model that better fits his preferences.

The SVM active learning framework we propose is a certainty-based method
using the definition of the specific most informative examples to improve baseline
performance, with two major guidelines: (i) the number of active examples has
to be necessarily small; and (ii) precision is a critical factor.

The rest of the paper is organized as follows. We start in Section 2 by des-
cribing the background on SVM, active learning and humour classification and
proceed into Section 3 by presenting the active learning framework for humour
classification. Then, in Section 4 we introduce the Jester benchmark and discuss
the results obtained. Finally, in Section 5 we delineate some conclusions and
present some directions for future work.

2 Background

In what follows we will provide the background on Support Vector Machine
(SVM), active learning and humour classification, which constitute the generic
knowledge for understanding the approach proposed ahead in this paper.

2.1 Support Vector Machines

SVM is a machine learning method introduced by Vapnik [4], based on his Sta-
tistical learning Theory and Structural Risk Minimization Principle. The un-
delying idea behind the use of SVM for classification, consists on finding the
optimal separating hyperplane between the positive and negative examples. The
optimal hyperplane is defined as the one giving the maximum margin between
the training examples that are closest to it. Support vectors are the examples
that lie closest to the separating hyperplane. Once this hyperplane is found, new
examples can be classified simply by determining on which side of the hyperplane
they are.

The output of a linear SVM is u = w × x − b, where w is the normal weight
vector to the hyperplane and x is the input vector. Maximizing the margin can
be seen as an optimization problem:
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minimize
1
2
||w||2,

subjected to yi(w.x + b) ≥ 1, ∀i,
(1)

where x is the training example and yi is the correct output for the ith training
example. Intuitively the classifier with the largest margin will give low expected
risk, and hence better generalization.

To deal with the constrained optimization problem in (1) Lagrange multipliers
αi ≥ 0 and the Lagrangian (2) can be introduced:

Lp ≡ 1
2
||w||2 −

l∑
i=1

αi(yi(w.x + b) − 1). (2)

In fact, SVM constitute currently the best of breed kernel-based technique, ex-
hibiting state-of-the-art performance in diverse application areas, such as text
classification [5, 6, 7]. In humour classification we can also find the use of SVM
to classify data sets [8, 1].

2.2 Active Learning

The key idea behind active learning is that a machine learning algorithm can
achieve greater accuracy with fewer training labels if it is allowed to choose the
data from which it learns. An active learner may pose queries, usually in the
form of unlabeled data instances to be labeled by an oracle [9].

Active learning methods can be grouped according to the selection strategy:
committee-based and certainty-based [10]. The first group determines the active
examples combining the outputs of a set of committee members. As in [11], most
effort is done in determining the examples in which the members disagree the
most as examples to be labeled. The certainty-based methods try to determine
the most uncertain examples and point them as active examples to be labeled.
The certainty measure depends on the learning method used.

2.3 Humour Classification

Humour research in computer science has two main research areas: humour ge-
neration [2, 12] and humour recognition [8, 1, 13]. With respect to the latter,
research done so far considers mostly humour in short sentences, like one-liners,
that is jokes with only one line sentence, and the improvement of interaction
between applications and users.

Humour classification is intrinsically subjective. Each one of us has its own
perception of fun, hence automatic humour recognition is a difficult learning task
that is gaining interest among the scientific community.

Classification methods used thus far are mainly text-based and include SVM
classifiers, naïve Bayes and less commonly decision trees.
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In [8] a humour recognition approach based in one-liners is presented. A
dataset was built grabbing one-liners from many websites with an algorithm
and the help of web search engines. This humorous dataset was then compared
with non-humorous datasets like headlines from news articles published in the
Reuters newswire and a collection of proverbs.

Another interesting approach [13] proposes to distinguish between an implicit
funny comment and a not funny one. A 600,000 web comments dataset was used,
retrieved from the Slashdot news Web site. These web comments were tagged
by users in four categories: funny, informative, insightful, and negative, which
split the dataset in humorous and non-humorous comments.

3 Proposed Approach

This section describes the proposed SVM active learning strategy. The SVM
active learning framework we propose is a certainty-based method, i.e. it de-
termines the most uncertain examples and point them as active examples to be
labeled. As the certainty measure depends on the learning method used, for SVM
we used the margin as the determining factor. When an SVM model classifies
new unlabeled examples, they are classified according to which side of the Opti-
mal Separating Hyperplane (OSH) they fall. As can be gleaned from Fig. 1, not
all unlabeled points are classified with the same distance to the OSH. In fact,
the farther from the OSH they lie, i.e. the larger the margin, more confidence
can be put on their classification, since slight deviations of the OSH would not
change their given class.
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+
+

+

-
-

-

-

-

+
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++

Small margin Small margin

Large margin

Large margin

Fig. 1. Unlabeled examples (black dots) with small and large margins

Our active learning approach includes a certain number of unlabeled examples
from the testing set (only the features, not the classification) in which the SVM
has less confidence (smaller margin, see Fig. 1) after they are correctly classified
by the supervisor. Thus, an example (xi, yi) will be included if Equation (3)
holds.

(xi, yi) : ρ(xi, yi) =
2

‖w‖ < Δ (3)
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This number of examples can not be large, since the supervisor will be asked
to manually classify them. After being correctly classified, they are integrated
in the training set. This approach can be regarded as a form of active learning,
where the information introduced by each example in the classification task is
inversely proportional to its classification margin.

Despite not being fully automated, the active learning method has the poten-
tial to efficiently improve classification performance, since a user must classify
the margin-based chosen examples. These examples help customize the learning
machine regarding personal classification preferences.

4 Experimental Setup

4.1 Data Set

The Jester dataset contains 4.1 million continuous ratings (-10.00 to +10.00) of
100 jokes from 73,421 users and is available at: http://eigentaste.berkeley.edu. It
was generated from Ken Goldberg’s joke recommendation website, where users
rate a core set of 10 jokes and receive recommendations from other jokes they
could also like. As users can continue reading and rating and many of them end
up rating all the 100 jokes, the dataset is quite dense. The dataset is provided
in three parts: the first one contains data from 24,983 users who have rated
36 or more jokes, the second one data from 23,500 users who have rated 36 or
more jokes and the third one contains data from 24,938 users who have rated
between 15 and 35 jokes. The experiments were carried out using the first part
as it contains a significant number of users and rates for testing purposes, and
for classification purposes was considered that a joke classified on average above
0.00 is a recommendable joke, and a joke classified below that value is non
recommendable. The jokes were split into two equal and disjoint sets: training
and test. The data from the training set is used to select learning models, and
the data from the testing set to evaluate performance.

4.2 Pre-processing Methods

A joke is represented as the most common, simple and successful document
representation, which is the vector space model, also known as Bag of Words.
Each joke is indexed with the bag of the terms occurring in it, i.e., a vector with
one component for each term occurring in the whole collection, having a value
that takes into account the number of times the term occurred in the joke. It was
also considered the simplest approach in the definition of term, as it was defined
as any space-separated word. Considering the proposed approach and the use
of text-classification methods, pre-processing methods were applied in order to
reduce feature space. These techniques, as the name reveals, reduce the size of the
joke representation and prevent the mislead classification as some words, such
as articles, prepositions and conjuctions, called stopwords, are non-informative
words, and occur more frequently than informative ones. These words could also
mislead correlations between jokes, so stopword removal technique was applied.
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Stemming method was also applied. This method consists in removing case and
inflection information of a word, reducing it to the word stem. Steaming does not
alter significantly the information included, but it does avoid feature expansion.

4.3 Performance Metrics

In order to evaluate a binary decision task we first define a contingency matrix
representing the possible outcomes of the classification, as shown in Table 1.

Table 1. Contingency table for binary classification

Class Positive Class Negative
Assigned Positive a b

(True Positives) (False Positives)
Assigned Negative c d

(False Negatives) (True Negatives)

Several measures have been defined based on this contingency table, such
as, error rate ( b+c

a+b+c+d), recall (R = a
a+c), and precision (P = a

a+b ), as well as
combined measures, such as, the van Rijsbergen Fβ measure [14], which combines
recall and precision in a single score:

Fβ =
(β2 + 1)P × R

β2P + R
. (4)

Fβ is one of the best suited measures for text classification used with β = 1,
i.e. F1, an harmonic average between precision and recall (5).

F1 =
2 × P × R

P + R
. (5)

4.4 Results and Discussion

To test the proposed approach an experimental setup with three different expe-
riments was defined:

1. Baseline SVM
2. Active Learning SVM with random active examples (Random AL SVM)
3. Active Learning SVM with margin-based active examples (Margin AL SVM)

Keeping in mind our initial guidelines: (i) the number of active examples has
to be necessarily small; and (ii) precision is a critical factor, we defined a set
of only 10 active examples, following the initial dataset construction procedure
(see Section 4.1).
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In the first experiment the SVMLight1 package was used with linear kernels
and default parameters. For the second experiment 30 runs were carried out, by
randomly selecting 10 active examples and average values are presented. For the
third experiment, the proposed SVM margin-based active learning strategy was
deployed (see Section 3). Table 2 summarizes the performance results obtained.

Table 2. Performances of Baseline and Active Learning Approaches

TP FP TN FN Precision Recall F1

Baseline SVM 35 8 4 3 81.40% 92.11% 86.42%
Random AL SVM 32 6 6 6 84.36% 84.74% 83.81%
Margin AL SVM 36 5 7 2 87.80% 94.74% 91.14%

Focusing on precision values, we can see that there is a trend for improvement:
81.40%, 84.36% and 87.80%. This can become a determining factor in humour
classification, since users are typically more interested in a strong confidence of
amusement (low false positive values) than in the guarantee of getting all jokes
(low false negative values).

Comparing both active learning strategies, we can see that although both
present improvements in precision, the random approach achieves it at the ex-
pense of recall values, while the proposed margin-based active learning permits
the improvement of both recall and precision.

5 Conclusions and Future Work

In this paper we have described a framework for humour classification, based
on an SVM active learning strategy. Our aim was to evaluate the use of such a
strategy to increase the overall humour classification precision. For that purpose
we have conducted a set of experiments with the Jester benchmark data set, by
comparing the baseline SVM model with a two-fold active learning approach:
(i) using a set of arbitrary examples; and (ii) using a set of the most relevant
examples.

The preliminary results obtained are very promising. We were able to observe
that the proposed active learning strategies have increased the overall precision
measure, i.e. have reduced the false positive examples, when compared with the
baseline SVM classification.

Regarding the recall, we have also observed that only in the active learning
approach with the most relevant examples we were able to maintain an appro-
priate false negative rate, hence not worsening the overall classification results
(e.g. F1). That is, for the specific case of joke classification with the Jester data
set, using an active learning approach, we increase the amount of jokes cor-
rectly classified as having fun and thus recommended for reading. Such an active
1 http://svmlight.joachims.org/
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learning approach may also benefit other different application domains, like the
recommendation systems for books or movies.

Our research is now focused on introducing crowdsourcing information into
the active learning processing. That is, instead of using the results obtained from
a supervisor we intend to use knowledge acquired from the end-users volunteer
participation.
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Abstract. In brain-computer interface (BCI) development, temporal/spectral/ 
spatial/statistical features can be extracted from multiple electro-
encephalography (EEG) signals and the number of features available could be 
up to thousands. Therefore, feature subset selection is an important and 
challenging problem in BCI design. Sequential forward floating search (SFFS) 
has been well recognized as one of the best feature selection methods. This 
paper proposes a filter-dominating hybrid SFFS method, aiming at high 
efficiency and insignificant accuracy sacrifice for high-dimensional feature 
subset selection. Experiments with this new hybrid approach have been 
conducted on BCI feature data, in which both linear and nonlinear classifiers as 
wrappers and Davies-Bouldin index and mutual information based index as 
filters are alternatively used to evaluate potential feature subsets. Experimental 
results have demonstrated the advantages and usefulness of the proposed 
method in high-dimensional feature subset selection for BCI design. 

Keywords: Feature selection, high-dimensional data analysis, data 
classification, brain computer interface. 

1   Introduction 

Feature dimensionality reduction, by feature subset selection or feature space 
projection, is a very important preprocessing step in pattern recognition in high-
dimensional feature spaces, with feature selection being advantageous in terms of 
interpretability [1][2][3]. This is an important and challenging problem in brain-
computer interface development, because temporal/spectral/ spatial/statistical features 
can be extracted from multiple electroencephalography (EEG) signals and the number 
of features available could be up to thousands [2][4]. Feature selection aims to obtain 
a subset of features so as to achieve good classification performance and high 
computational efficiency. There are two main components in a feature selection 
algorithm: search methods to obtain potential subsets of features, and criteria to 
evaluate the performance of potential feature subsets.  

An intuitive search method is to examine the classification performance of all the 
possible combinations of features, i.e., ∑ =

−N

m
mNmN

1
)!/(!/!  possible feature 

subsets, where N is the number of available features. This type of search is complete, 
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but inefficient or even impractical when N is too large. Alternatively, heuristic search 
methods can be used, such as sequential search and genetic algorithm. They are more 
efficient than the exhaustive search, but they may not search the whole feature space.  

There are two approaches to performance evaluation of potential feature subsets: 
filter approach and wrapper approach. Filter approach evaluates potential feature 
subsets by measuring how relevant they are to class labels or how much separability 
they provide, independent of the classifier to be used. Wrapper approach, on the other 
hand, compares cross-validation classification accuracies obtained using a specific 
classifier with the potential feature subsets as inputs. Wrapper approach can be 
unrealistic when the number of features available for selection and the number of 
sample points are too large, especially when the classifier training is computationally 
expensive. Although filter approach can be much faster than wrapper approach, it 
often happens that the selection criteria commonly used by filter approach are not in 
line with classification accuracy. For instance, Davies-Bouldin index (DBI) [5] and 
mutual information (MI) based indexes [6] are biased to lower dimensions or not 
comparable when feature subsets are of different cardinalities, which is known as the 
feature cardinality bias problem [7]. Hence, hybrid approaches combining the 
advantages of filter approach and wrapper approach have been explored in recent 
years with different motivations and different search methods [8][9][10]. For instance, 
the method in [10] aimed at improving classification accuracy by running filters and 
wrappers in parallel and fusing their results, but not addressing the efficiency issue in 
high-dimensional feature subset selection.  

Sequential forward floating search (SFFS) [11] is a commonly used feature 
selection method [12]. To our best knowledge, the flexible-hybrid SFFS in [8] was 
the only published hybrid approach using SFFS, thus SFFS had limitations in high-
dimensional (e.g., hundreds) feature subset selection. In the hybrid SFFS in [8], 
wrapper approach is much more dominant than filter approach. Although efficiency 
has been improved, it is still too computationally expensive for high-dimensional 
feature selection. 

As an alternative to the wrapper-dominating hybrid SFFS (WDHSFFS) [8], this 
paper proposes a filter-dominating hybrid SFFS (FDHSFFS) method, aiming at high 
efficiency and insignificant accuracy sacrifice for high-dimensional feature selection 
applications, which is presented in the next section. FDHSFFS is evaluated in 
comparison with WDHSFFS and pure wrapper approach in Section 3, with 
experimental results of feature subset selection on high-dimensional BCI feature data. 
Section 4 ends the paper with discussions and conclusions. 

2   Filter-Dominating Hybrid Sequential Forward Floating Search 
for Feature Subset Selection 

There are two phases in an iteration of SFFS: growing phase and pruning phase. 
Starting from an empty feature subset, in the growing phase SFFS selects one feature 
from the remaining available features and adds it to the feature subset selected in the 
previous iteration so as to maximally improve the performance. If the currently 
selected feature subset contains more than 2 features, a pruning phase is carried out, 
in which a feature is dropped out of the currently selected feature subset if this 
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improves the performance. The feature selection process stops when a preset number 
of features have been selected or when the performance is not improved any more 
after a preset number of iterations. Like other feature selection methods, filter 
approach or wrapper approach can be used in SFFS for evaluating the performance of 
potential feature subsets. As mentioned in the previous section, each approach has its 
pros and cons. 

Hybrid SFFS combines filter and wrapper approaches in evaluating potential 
feature subsets. WDHSFFS combines filter and wrapper in the manner illustrated in 
Fig. 1, where λ1 and λ2 are hyper-parameters for controlling the proportion of features 
that are pre-selected by a filter and to be passed to a wrapper in growing phase and 
pruning phase respectively. In practice, it is difficult to choose appropriate values for 
λ1 and λ2. Too small values may lead to poor performance, whilst too large values 
may result in unnecessary high computational load.  

 

Fig. 1. The WDHSFFS algorithm 

Aiming to avoid the difficulty of WDHSFFS in selecting values for the hyper-
parameters (i.e., λ1 and λ2) and to further improve the efficiency for high-dimensional 
feature selection applications, this paper proposes a filter-dominating hybrid SFFS 
(FDHSFFS) method, as illustrated in Fig. 2. It can be seen that the main modification is 
in the strategies for the growing and pruning phases, where the selection of a new 
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feature to add or an existing one to remove is conducted purely by a filter, and a 
wrapper is used to compare the selected best feature subsets, which are of different 
cardinalities, before and after adding or removing a selected feature. On the contrary, in 
WDHSFFS a wrapper is used to compare several feature subsets preselected by a filter.  

 

 

Fig. 2. The FDHSFFS algorithm 

Although pure filter approach is problematic in evaluating the separability of 
feature subsets of different cardinalities, it is found from our observations that filter 
approach can evaluate feature subsets of the same cardinality very well. Therefore, 
wrappers can be replaced by filters in evaluating the separability of feature subsets of 
the same cardinality for higher efficiency without significant loss of effectiveness. In 
the proposed FDHSFFS, a filter is only used to compare feature subsets of the same 
cardinality in selecting a new feature or removing an existing selected feature, and the 
comparison of feature subsets of different cardinalities is done by a wrapper. 
Therefore, it is expected that FDHSFFS is much more efficient than WDHSFFS 
without significant accuracy sacrifice, thus provides a promising alternative to the 
existing SFFS based feature subset selection methods.  
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3   Experimental Results 

In this section FDHSFFS is tested on high-dimensional BCI feature data sets, in 
comparison with WDHSFFS and pure wrapper approach. The evaluation criterion 
used in the filter approach here is either DBI [5] or MI-based maximum relevance and 
minimum redundancy (MRMR) [6], and the wrapper used is either linear discriminate 
analysis (LDA) classifier or nonlinear support vector machine (SVM) classifier. In 
order to compare the efficiency of different methods in terms of the time spent by 
feature subset selection, the methods were tested on the same machine under similar 
conditions. 

Table 1. Performance comparison 

Methods  Average 
Number of 
Selected 
Features 

Average 
Separability 
(Training 
Accuracy) (%) 

Average Time 
Spent (Seconds) 

Average 4-Fold 
Cross-
Validation 
Accuracy (%) 

FDHSFFS-DBI-LDA  8.67±2.31 74.84±1.41 908.33±141.65 72.49±2.61 
WDHSFFS-DBI-LDA 9±1.73 75.45±1.7 11490±4.35e+3 73.05±1.96 
FDHSFFS-DBI-SVM  8.33±2.89 79.22±7.67 3.57e+4±2.78e+3 76.49±9.30 
WDHSFFS-DBI-SVM 8±1.73 79.74±7.32 4.07e+5±1.97e+5 77.47±8.33 
FDHSFFS-MRMR-LDA  6.33±1.15 76.69±1.49 1503.33±321.46 75.95±2.61 
WDHSFFS-MRMR-LDA 7.67±1.53 75.17±3.88 3.95e+4±3.35e+3 74.47±1.91 
FDHSFFS-MRMR-SVM  10±0 95.95±1.42 5.61e+4±2.72e+4 77.98±7.80 
WDHSFFS-MRMR-SVM  9.67±0.58 97.05±0.4 8.11e+5±5.02e+5 76.25±7.29 
SFFS-LDA  10±0 79.58±2.04 2.44e+5±2.39e+4 77.55±2.98 

 
The BCI data contains approximate entropy (ApEn) features extracted from EEG 

signals recorded from three subjects, each containing 76800 samples from 2 classes, 
with 420 features in each sample [13]. Such a large amount of high-dimensional 
features forms a real challenge to feature subset selection methods. Based on the 
suggestions from [8], the values of λ1 and λ2 were chosen so as to make the number 
of selected features by the filter sensible (sufficient but not redundant) and the 
classification performance of the selected feature subset satisfactory (close to the 
potential best). In this experiment λ1 was set to 0.02 and λ2 was set to 0.5. The 
maximum number of selected features was set to 10. The feature subset selection 
results on the ApEn data from the 3 subjects were obtained separately. However, due 
to the space limit, only the results averaged over the 3 subjects are presented in Table 
1. The first column lists various combinations of methods, where SFFS-LDA 
represents pure wrapper approach with LDA classifier. Due to high-dimensionality 
and large number of samples, results from pure wrapper with SVM classifier were not 
obtained (It was actually impractical with the computer facility in our laboratory). 
The second column shows the average number of selected features, the third column 
shows the average training accuracy and standard deviation, the forth column presents 
the average time spent, and the last one contains the average 4-fold cross-validation 
accuracy and standard deviation. It is noted that the feature subsets selected by 
different methods are quite different. This is because the ApEn features are known to 
be redundant. However, to some extent all the methods were able to select reasonable 
feature subsets in terms of achieving good classification performance.  
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Fig. 3. Comparison of time spent by FDHSFFS and WDHSFFS  

 
Fig. 4. Comparison of cross-validation classification accuracies of the feature subsets selected 
by FDHSFFS and those by WDHSFFS  
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A more intuitive performance comparison is illustrated in Figures 3 ~ 4. Fig. 3 
illustrates the log-arithmetic average time spent by FDHSFFS against the time spent 
by WDHSFFS with different filter-wrapper pairs (DBI-LDA, MRMR-LDA, DBI-
SVM, and MRMR-SVM), averaged over the data subsets from the 3 subjects. In a 
similar way, Fig. 4 gives the average cross-validation classification accuracies of the 
feature subsets selected by FDHSFFS against those selected by WDHSFFS. It is clear 
that with the same filter and wrapper, FDHSFFS was much faster than WDHSFFS, as 
shown in Fig. 3, but the feature subsets selected by them achieved similar 
classification performance, as shown in Fig. 4.  

It is interesting to note that besides its obvious advantage in saving time, 
FDHSFFS also outperformed WDHSFFS in terms of cross-validation accuracy when 
using MRMR as filter. A sensible explanation for this is that using a wrapper to select 
features often results in over-fitting. From this perspective, FDHSFFS has an extra 
advantage over WDHSFFS due to its better capability to avoid over-fitting by using a 
filter dominant approach. 

The methods were tested on more BCI data and similar results were obtained. 
However, those results are not included in this paper due to the paper length limit. 

4   Discussions and Conclusions 

This paper has proposed FDHSFFS as an alternative to the seminal SFFS and 
WDHSFFS for high-dimensional feature subset selection. Different from WDHSFFS, 
FDHSFFS uses filter as a dominant evaluation method since the filter approach is 
capable of evaluating potential feature subsets of the same cardinality, and it only 
uses wrapper to compare the selected best feature subsets of different cardinalities.  

Comparing WDHSFFS and FDHSFFS algorithms as illustrated in Fig. 1 and Fig. 2 
respectively, it is clear that a wrapper is used in WDHSFFS to evaluate λ1n candidate 
feature subsets of the same cardinality whilst in FDHSFFS the wrapper is only used to 
evaluate one pair of feature subsets of different cardinalities. Because a wrapper is 
much more computationally expensive than a filter, replacing wrappers by filters in 
evaluating candidate feature subsets of the same cardinality in FDHSFFS makes it 
much faster than WDHSFFS. Furthermore, since filter approach is capable of 
evaluating potential feature subsets of the same cardinality, the feature subset selected 
by FDHSFFS can achieve classification performance comparable to the feature subset 
selected by WDHSFFS. 

SFFS (pure wrapper approach) may be impractical for feature subset selection 
from a large number of samples of high-dimensional features. WDHSFFS can be 
much faster than SFFS, and FDHSFFS could be over 10 times faster than WDHSFFS 
with close classification performance when the feature dimension is very large, as 
demonstrated by the experimental results in the previous section. It is worthwhile to 
note that FDHSFFS outperformed WDHSFFS in terms of cross-validation 
classification accuracy when MRMR is used as a filter. Based on the experience in 
feature selection for BCI applications we believe that FDHSFFS will find widespread 
applications in feature subset selection from large data sets with high-dimensional 
features. 
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The two filters used here (DBI and MRMR) selected different features when 
applied in the FDHSFFS framework. This can be explained by the fact that the hybrid 
approach is sensitive to the filter used. DBI gives close values to features containing 
redundant information, resulting in the selection of redundant features. In contrast, 
MRMR selects features that are not redundant, which allows exploring more regions 
in the search space. When to use a filter to replace a wrapper and what type of filter to 
be used for specific applications should be investigated further. 

One possible problem with the hybrid approach can be in handling the combination 
of several feature types, as the index value ranges differ from one feature type to 
another. This may make the feature selection biased towards features from a specific 
type. Normalization may provide an answer to this issue.  
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Abstract. Outsourcing data to external parties for analysis is risky as
the privacy of confidential variables can be easily violated. To eliminate
this threat, the data values of these variables should be perturbed be-
fore releasing the data. However, the perturbation itself may significantly
change the underlying properties of the data, affecting the analysis re-
sults. What is required is a subtle transformation to generate perturbed
data that maintains, as much as possible, the statistical properties and
effectiveness (i.e. the utility) of the original data whilst preserving the
privacy. We examine privacy-preserving transformations in the context
of data clustering. In particular, this paper demonstrates how non-metric
multidimensional scaling (MDS) can be profitably used as a perturba-
tion tool and how the perturbed data can be effectively used in clustering
analysis without compromising privacy or utility. We apply the proposed
technique to real datasets and compare the results, which were, in some
circumstances, exactly the same as those obtained from the original data.

Keywords: Privacy-preserving Data Mining, Non-metric Multidimen-
sional Scaling, Random Perturbation, Clustering Analysis.

1 Introduction

Recent advances in the field of data mining have led to increased concerns about
individual privacy. Clifton et al. [5] argue that data mining techniques are con-
sidered a challenge to privacy preservation, as often obtaining highly accurate
results depends on the use of sensitive information about individuals.

Privacy concerns were firstly addressed in the statistics community with re-
spect to protecting the individual’s identity within a statistical database (i.e.
microdata) using methods known as inference control in statistical databases or
Statistical Disclosure Control (SDC) [6]. However, these methods were proposed
to maintain only some properties in the data, such as marginal distributions,
means and covariances whilst some other important properties such as distance
between data points and correlations between variables were not adequately con-
sidered. In practice, most data mining algorithms also require the latter prop-
erties to ensure accurate results. In this context, many Privacy-Preserving Data
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Mining (PPDM) approaches have been proposed. They all share the same generic
goal: to produce accurate mining results (i.e. to preserve the utility in the data)
without disclosing “private” information.

We examine privacy-preservation in the context of cluster analysis. Parti-
tional clustering aims to group a set of objects into homogenous non-overlapping
subsets or clusters according to some notion of similarity. We use the k-means
algorithm in this study as it is the most popular partitional algorithm.

The concept of “data perturbation” refers to transforming the data, and there-
fore hiding any private details whilst preserving the underlying probabilistic
properties, so that the inherent patterns can still be accurately extracted. The
probability of estimating the original data is one of several threats that can affect
perturbation techniques.

In this paper, we propose using the non-metric MDS technique to preserve
data utility for clustering whilst maintaining privacy. We use the perturbed data
to carry out the clustering analysis using the k-means algorithm and show that
the results are similar to those obtained from the original data.

The rest of this paper is organised as follows: Section 2 offers a general
overview of related literature. Section 3 describes some basic concepts of MDS.
Section 4 presents how the pertubed data is obtained with non-metric MDS.
Section 5 discusses some potential attacks that could breach privacy and how
our method should be resilient to them. Section 6 presents our experiments and
discusses the results. Finally, Section 7 presents our conclusions and ideas for
future work.

2 Related Work

The main body of literature on PPDM has appeared quite recently. The concept
was first introduced in [2,14] and many techniques have emerged since then.
Most works on PPDM are based on linear transformations using additive or
multiplicative noise. Compared with other data perturbation methods, the ran-
domization methods are relatively simple since the transformation process for
the data values is performed in a data-independent way.

The additive perturbation technique originated within the SDC community
[7] and was designed for microdata protection. In this method, a random number
(noise) rij ∈ R is added to the value of the attribute xij ∈ X to produce a new
value yij ∈ Y where R is the random matrix, X is the original data matrix and
Y is the perturbed data matrix. This random number is generally drawn from a
normal distribution with mean μ = 0 and standard deviation σ. The drawback of
this method is that the added noise will distort the distances between data points
and therefore poor results will be obtained when applying clustering algorithms
on the perturbed data. Another drawback is that the additive noise can be
filtered out and the privacy can then be compromised [1,10].

Multiplicative perturbation can provide, to some extent, a more powerful so-
lution. However, the basic form [11], yij = xij .rij , does not preserve the distance
between data points. Many researchers [3,4,16,18] have proposed variations to
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tackle this shortcoming using matrix multiplication. Suppose that n is the num-
ber of data records and m is the number of data attributes. The matrix multi-
plicative perturbation can be described simply by multiplying Xn×m by Rm×m

in order to generate the new matrix Yn×m; this can then be released to the data
miner. The random matrix is either a rotation matrix or a projection matrix.
Although this kind of perturbation can provide a good data utility for data
mining algorithms, the privacy model is not secure enough. The attacker can
exploit some theoretical properties of the random matrices (they usually have a
predictable structure) to disclose the original data values [8,9,15].

There are significant differences between the above techniques and the non-
metric MDS introduced in this paper. Importantly, in non-metric MDS, the
Euclidean distances between the points in the perturbed data are approximately
preserved. This is achieved by placing the points in a lower dimensional space,
within approximated distances, which reflect the distance between the original
data points. Privacy attacks are more difficult since it is the rank-order of the
dissimilarities between the original data points that is used instead of the real
values, leading to greater uncertainty.

3 Basics of Multidimensional Scaling

Generally, MDS is a technique used to reduce the dimensionality of data. It at-
tempts to find a set of data points (configuration) in some lower dimensional
space where the distances between these points match to some degree the orig-
inal dissimilarities of the n objects. The technique is also applicable when the
experimental measurements are similarities, confusion probabilities, correlation
cofficients or other diverse measures of proximity or dissociation between objects
[12]. In this work we are concerned with application to clustering and we use the
Euclidean metric, δij , to describe the dissimilarities between two data points xi

and xj :

δ(xi, xj) = δij =

√√√√ m∑
k=1

(xik − xjk)2 (1)

where m is the number of dimensions, and xik and xjk are the kth attributes of
xi and xj , respectively.

MDS can be described mathematically as follows: given a set of objects
x1, x2, · · · , xn ∈ IRm with dissimilarities δij , 1 ≤ i ≤ j ≤ n, MDS aims to
map these objects to a configuration or set of points Y1, Y2, · · · , Yn ∈ IRp, p < m,
where each point represents one of the objects and the distance between points
dij are such that

dij = f(δij) (2)

In the case of non-metric MDS, as we will see, f is a function that maintains a
monotone relationship between the experimental dissimilarities and the distances
in the configuration. Monotonicity is a very important property which will be
discussed further as it is central to the non-metric MDS approach.
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MDS can be viewed as a problem of statistical fitting - the dissimilarities
are given and it is necessary to find the configuration whose distance fits them
best. MSD must find a configuration Y1, Y2, · · · , Yn ∈ IRp where p is the dimen-
sionality in which the distances are calculated. In practice, a perfect fit is not
possible hence a“badness-of-fit” measure or loss function, e, over all configura-
tions Y1, Y2, · · · , Yn must be defined. Thus, with the lowest possible value of e,
the best MDS is achieved.

The classical MDS usually choses an initial configuration in IRp (for a fixed p)
and moves its points around, in iterative steps, to approximate the best relation
dij ≈ f(δij). In other words, the coordinates of each point in IRp are adjusted in
the direction that maximally reduces the error. There are a variety of ways to
formulate the approximation but all share only one objective, which is how well
the interpoint distances, dij , approximate the original data dissimilarities, δij .

In simple metric MDS, the relative error is a residual sum of squares, and can
be defined by

e =
n∑
i,j

(f(δij) − dij)2. (3)

Similarly, Sammon [19] suggests another metric approach to minimize the
loss function. The data in m-dimensional space are projected into a lower p-
dimensional space so the underlying structure is still preserved. The initial con-
figuration of the data in the new space is usually sought by choosing Principle
Components. A particular configuration of points with interpoint distances dij ,
representing the dissimilarities δij , has the loss function

L =
1∑n

i<j δij

n∑
i<j

(dij − δij)2/δij . (4)

Both error measures defined above are suitable for metric MDS which uses
the actual values of the dissimilarities, δij . Non-metric MDS, in contrast, only
uses the rank-order of the dissimilarities, so it is often called ordinal MDS. For
two pairs of points (xi, xj) and (xk, xl), it is the rank-order δij < δkl that is
sufficient to find an approximation of the distance values dij . Non-Metric MDS
is important in the context of PPDM because it avoids the assumption made
by other techniques that dissimilarities and distances are related by some fixed
fomula. Furthermore, it does not use the variability of the data as a critical
element in forming the distances in the configuration, and therefore it avoids
some of the strong distributional assumptions that are necessary in variability-
dependent techniques.

4 Non-metric MDS Data Perturbation

In non-metric MDS, only the rank-order of the dissimilarities, δij (not the actual
dissimilarities) is assumed to be important for generating the perturbed data.
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Hence, the distances between the points in the perturbed data should, as far as
possible, be in the same rank-order as the dissimilarities δij . Given two pairs
of points (xi, xj) and (xk, xl), whose rank-order is δij < δkl, the corresponding
distances in the perturbed data must ideally satisfy dij ≤ dkl. In practice, this is
not achievable for all pairs of points and we seek a set of points Y that achieves
this as best as possible.

In X , consider the set {δij | i < j}. This comprises M = n(n − 1)/2 values
that can be ordered

δi1j1 < δi2j2 < . . . < δiM jM .

Note, we are assuming here that there are no ties, i.e. that none of these M
numbers are equal but, should this not be the case, the approach can be easily
modified. In Y , we have corresponding distances

di1j1 , di2j2 , . . . , diMjM

and, ideally, would like these to be in ascending order. Unfortunately, this is
not usually the case. In [12,13], a monotone regression algorithm is described to
compute from di1j1 , di2j2 , . . . , diMjM a nondecreasing sequence

d̂i1j1 ≤ d̂i2j2 ≤ . . . ≤ d̂iM jM

such that the raw stress
S∗ =

∑
i<j

(dij − d̂ij)2 (5)

is minimised. This raw stress is normalised to produce a measure of the suitability
of Y , called the (normalised) stress,

S =

√√√√ n∑
i,j

(dij − d̂ij)2/
n∑
i,j

d2
ij . (6)

This stress is invariant under uniform stretching and shrinking of the config-
uration. As S is a residual sum of squares, it is positive, and the smaller the
better. It can be expressed as a percentage, with 0% stress being equivalent to
a perfect configuration, i.e. one that presents a perfect monotone relationship
between dissimilarities and distances.

The non-metric MDS algorithm [12,13] then seeks Y ⊂ IRp such that the
normalised stress is the minimum over all possible such Y . In other words g(X)
delivers the points y1, · · · , yn over p dimensions that minimises S. The minimi-
sation can be accomplished by a numerical method described in [12,13]. The
method proposed uses a steepest descent algorithm that starts with an arbitrary
configuration and then improves it by moving it around to decreases the stress.

In the above, we have assumed the number of dimensions p is fixed and known.
In practice this is not often the case and it is necessary to experiment to find an
acceptable value of p by repeating the analysis using different values of p.
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5 Privacy Breach Evaluation

Privacy breach can be described in terms of how well the original data values
can be estimated from the perturbed data. Unlike other techniques, in which
the transformation matrix is orthogonal (i.e. rotation) or projection, our method
generates a new data configuration, whose interpoint distances approximate a
nonlinear monotonic transformation of the original dissimilarities. Therefore, it
seems, theoretically, to be more resilient to some potential attacks [4,8,15,20],
particularly those that exploit the properties of the transformation matrix. All
these attacks are based on how much information about the original data is avail-
able to the attacker (i.e. prior knowledge). This knowledge is obtained through
one of two assumptions: known input-output and known sample. In the former,
the attacker knows a collection of linearly dependent data points in the original
data and the points to which they map in the perturbed data. The latter assumes
that the attacker knows that the original data arose as independent samples of
some m-dimensional random vector, X, with an unknown pdf, and that (s)he
has access to a collection of independent samples from X.

Consider that the attacker knows some points in the original data, Xn1×m,
and their mapping in the perturbed data, Yn1×m, where Xn1×m and Yn1×m are
the known subsets from Xn×m and Yn×m, respectively. The attacker also knows
that the data was transformed by an orthogonal transformation, Y = XR where
R is a random m×m rotation matrix. Liu et al. [15] proposed the known input-
output attack to produce R̂ as an estimation of R using both Xn1×m and Yn1×m.
Then, the attacker can produce x̂i as an estimation of xi for all i > n1 using the
formula x̂i = yiR̂

−1.
In the known sample scenario, the attacker knows that some k samples arose

independently from the same random variable X, and that they are represented
as columns in matrix S. Now, the attacker can use both matrix S and Y to
estimate the random projection matrix R. This is known as the PCA-based attack
[15]. The attack occurs when the eigenvectors of matrix ΣS can be matched
with their corresponding eigenvectors in matrix ΣY , where ΣS and ΣY are the
covariance matrix of S and Y respectively. Hence, the larger the differences
between the eigenvalues of the covariance matrices, the more effective the attack.
More precisely, the random matrix R can be estimated as R̂ = QY ΛQT

S , where
QY and QS are the orthogonal matrices of the eigenvectors of ΣY and ΣS ,
respectively, and Λ is a diagonal matrix Λ ∈ In, chosen so as to maximize the
likelihood that QY ΛQT

S and Y have the same distribution.
Other attacks such as the ICA-based attack [4,8] have been defined but are

based on assumptions (e.g. independent non-Gaussian distributed variables) that
do not always hold in practice. Therefore, this kind of attack is not so effective
in breaching privacy.

In non-metric MDS, the transformation is performed based on a monotone
regression function, which monotonically relates the rank-order of the disparities
d̂ij resulting from g : δij → dij in the perturbed data to the given rank-order of
the dissimilarities δij obtained from the original data. The actual form of this
function is unknown, and the only known is the final configuration (i.e. perturbed
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Fig. 1. Representation of all possible positions (j, j′, j′′, j′′′) to place the point j, with-
out violating the constraint dij ≤ djk ≤ dik

data). As a result, the statistical information from the perturbed data Y are
inconsistent with that from the original data X and, therefore, attacks such as
those described above would be inefficient in breaching privacy.

In addition, the placement of points in the final configuration, is performed
based on approximate distances that follow a predefined rank-order. Therefore,
there is uncertainty about the exact distance between data points. Thus, this
will make any distance-based attack, as described above, ineffective. Let i, j, k
be three data points in the perturbed data Y ; their interpoint distances are
dij , djk, dik conforming to the rank-order dij ≤ djk ≤ dik. Thus, these points
form a triangle, as illustrated in Fig 1. Assume that the points i and k have been
placed and that the distance between them is dik. Without loss of generality, all
possible positions for placing a point j, without violating the constraint dij ≤
djk ≤ dik, are bounded by the shaded area. The shaded area represents the
uncertainty in the placement which helps to preserve privacy.

6 Experiments and Results

To evaluate the effectiveness of the non-metric MDS privacy model, we com-
pared the quality of the generated clusters on both the original data X and the
perturbed data Y . Ideally, the clustering results on Y should be the same, or
very nearly the same, as those obtained from X . Four real numeric datasets were
taken from the UCI machine learning repository (see Table 1).

The variation of information (VI) [17] was used to compare clusterings. A low
value of VI infers that the two clusterings, C = {c1, c2, · · · , ck}, from X , and
C′ = {c′1, c′2, · · · , c′k}, from Y , are quite similar, while a high value infers the
opposite. To compare the results and show how C and C′ are related, we first
construct a contingency table that tabulates the results of C against the results
of C′. Then we calculate VI using

V I = EC + EC′ − 2 MI, (7)
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Table 1. Benchmark datasets used in our experiments

Dataset # Records # Attributes # Classes

Iris 150 4 3
Wine 178 13 3
Breast Cancer Wisconsin (BSW) 699 9 2
Handwritten Digits (Optdigits) 3823 64 10

where EC and EC′ are the entropy of clustering C and C′, respectively, and MI
is the mutual information between C and C′. Equation 7 can be rewritten as
follows:

V I = −
k∑

i=1

ni.

n
log2

ni.

n
−

k∑
j=1

n.j

n
log2

n.j

n
− 2

k∑
i=1

k∑
j=1

nij

n
log2

(nij/n)
(ni.

n )(n.j

n )
(8)

where n is the total number of records, k is the number of clusters, ni./n and
n.j/n are the marginal probabilities of clustering Ci and clustering C′

j , respec-
tively, and nij/n is the joint probability that a record belongs to both Ci and
C′

j . Note that the V I metric is bounded by 2 log k.
In our experiments, we used the implementation of k-means in Matlab to

cluster the data. In each dataset, the number of clusters k was set as the number
of classes. In k-means, the initial seeds (centroids) are chosen randomly, and thus,
the final clustering can vary with each run. In other words, the k-means may
assign the same data point xi to a different clusters at every single execution. To
guarantee stable clustering results, we determined the mean of the true classes
as initial centroids for the k-means algorithm both for the original and perturbed
data. This allows us to measure how the clusters obtained from both data (i.e. X
and Y ) compare without having to account for the randomness of the k-means
algorithm.

The perturbation processes were carried out as follows: we normalized the
original data, X , so all variables had zero mean and σ = 1. This helped in
preventing one variable dominating the others in terms of Euclidean distance.
Then, the dissimilarities D between the records in X were calculated using (1).
To transform the dissimilarities D and generate the perturbed data Y , we used
the Matlab non-metric MDS function (mdscale). The stress S (as defined in 6)
was calculated to show how much information is lost as a result of the transfor-
mation. The results from experiments on the four datasets are depicted in Fig. 2,
which indicate that the value of S increases whenever the number of dimensions
p decreases. Meanwhile, the values of V I decrease as the number of dimensions
increases. Indeed, the optimal performance of our perturbation method in terms
of clustering validation (i.e. V I = 0) can be observed when the data are trans-
formed into the lower dimensional space p by no more than 50% of their original
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dimensions, m. For instance, for the Wine dataset, we obtained a V I = 0, for all
Y with p = 5, · · · , 12 but the value of V increased for p < 5. For the Iris dataset,
V I = 0 for all the lower dimensions. However, for the BCW dataset, the value
of V I was zero only for p = 8 and, for other data with p < 8, the V I is slightly
increased.

(a) Wine (b) BCW

(c) Iris (d) Optdigits

Fig. 2. The V I and the relative error (stress) for the four datasets.

We plotted the clustering results obtained from original data X with those
obtained by the perturbed data Y for some of the datasets and found that
the clusterings were identical. The plots are not presented here due to space
limitations.

In our experiments, we compared the performance of our method with the
random projection method proposed by [18]. The results show that the linear
transformation using random projection matrix causes the lossw of much infor-
mation and it heavily distorts the distances between the data points. As a result,
it leads to poor clustering results; the values of V I were high compared with our
method. The result of this comparison is depicted in Fig. 3.

One limitation of non-metric MDS is its computational complexity, O(n2), as
fitting the monotone regression adds a considerable computational burden.
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(a) (b)

Fig. 3. Wine dataset, a comparison between Non-metric MDS and Random projection
in terms of (a) information loss, and (b) clustering accuracy

7 Conclusions and Future Work

In this paper, we proposed using a non-metric MDS method to perturb data
that is intended to be outsourced for data mining analysis, and to preserve as
much as possible the underlying properties of the data. The results are promis-
ing and the prospects of more successful analyses are good. From the results of
our experiments, it can be seen that non-metric MDS is a useful technique for
privacy-preserving data clustering and may also be employed in other data min-
ing tasks. It has also been shown that by projecting the data into a predetermined
subspace, we can dramatically change their original form while preserving much
of their underlying distance-related statistical characteristics. The most inter-
esting feature of our method is that it is independent of the clustering algorithm
(i.e. k-means), which is based heavily on the distance between the data points
in order to partition the data.

In our experiments, we observe that when the data in a high dimension space
m are transformed into a lower dimension space p, p > m/2, the generated
clustering results obtained from the perturbed data are almost the same as
those obtained from the original data, with 0 ≤ V I < (2 log k)/2.

Since non-metric MDS requires the whole dataset to carry out the analysis of
projecting the data into a lower dimension and processing new instances sepa-
rately may be meaningless with respect to the transformed data in the new space,
our model would not be suitable for incremental learning environment especially
if we consider the computational efforts. However, it would be appropriate to
investigate this in further work.

It would be interesting future work to address problems such as other potential
attacks to our privacy model and the computational complexity of transform-
ing large datasets. Moreover, we will investigate the ability of determining the
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number of dimensions for the scaling solution beforehand, so that we can build a
trade-off between information loss and privacy. We will also apply our proposed
method to other data mining tasks such as classification.
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Abstract. Most of standard learning algorithms presume or at least expect that 
distributions governed on the different classes of dataset are balanced. Also 
they presume that the misclassification cost of each data point is equal without 
considering its class. These algorithms fail to learn at the imbalanced datasets. 
Cancer detection is a well-known domain in which it is very common to face 
imbalanced class distributions. This paper presents an algorithm which is suit to 
this field, in both speed and efficacy. The experimental results show that the 
performance of the proposed algorithm outperforms some of the best methods 
in the field.  

Keywords: Imbalanced Learning, Decision Tree, Artificial Neural Networks, 
Cancer Detection. 

1   Introduction 

Standard learning algorithms often assume or at least expect the distributions of 
different classes to be balanced and the misclassification cost of each data point to be 
equal without considering its class. When datasets are imbalanced these algorithms 
faces some problems to predict based on the correct distributions governed on the 
classes of dataset; in other words these algorithms are inclined to assign each data 
point to the most frequent class or the dominant class, so while they reach an 
acceptable precisions they have not an acceptable performances.  

In fact, each dataset that represents an unbalanced distribution among its classes 
can be considered as an unbalanced dataset. However, datasets are generally 
considered to be unbalanced only if they have a very high rate of unbalanced 
distribution. We call this type of imbalances, the imbalance between classes (e.g. the 
distribution of 1000:1 of two classes, one class completely overshadows the other). Of 
course the imbalance concept is not special to the distributions between two classes. It 
is likely that one faces an imbalance dataset with number of classes more than two.  

To clarify the importance of learning in the real world unbalanced dataset, we 
express an example. Let us consider a dataset of different clients. The clients are 
shown with either positive class or negative class based on being healthy or cancer 
patients. As it is expected, the number of healthy clients is much more than the 
normal number of cancer patients. The considered dataset includes 369 negative 
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samples (majority class) and 17 positive samples (minority class). Here we need to 
have a classifier that well performs for both minority and majority classes. An 
unbalanced standard classifier generally gives accurate results so that the healthy class 
can be learned about 100 percent, while patient class can be learned about 0-10 
percent. Suppose that the classifier accuracy is 10 percent for the patient class in this 
example. Thus 15-16 as patient clients are considered as healthy clients. The result is 
that 15-16 people who have cancer are diagnosed healthy. In medical recognition, an 
incorrect diagnosis of a cancer patient as a healthy one is more unacceptable than an 
incorrect diagnosis of a healthy one as a cancer patient. Thus in these cases it is 
required to use a classifier with high accuracy in such a way that the minority class is 
not affected by the majority class. It is obvious that the individual evaluation criteria 
such as overall accuracy or error rate do not provide sufficient information about  
the imbalanced learning. Unbalanced shape of a dataset is called intrinsic where the 
nature of data space results in its being unbalanced. It should be noted that the 
imbalance can be relative where the mean number of samples is high in the minority 
class, but it is very less than the number of samples of the majority class. 

An artificial neural network is a model which is to be configured to be able to 
produce the desired set of outputs, given an arbitrary set of inputs. One of the most 
representatives of artificial neural networks is multilayer perceptron [7]. In this paper 
the multilayer perceptron is used as one of the base classifiers. Decision tree is 
considered as one of the most versatile classifiers in the machine learning field. 
Decision tree is considered as one of unstable classifiers. It means that it can converge 
to different solutions in successive trainings on same dataset with same initializations. 
It uses a tree-like graph or model of decisions. The kind of its knowledge 
representation is appropriate for experts to understand what it does [8]. 

2   Related Work 

As it was expressed when the standard learning algorithm in the field of unbalanced 
dataset are used the description rules that express the concept of minority class are 
often poorer than the description rules expressing the concept of majority class and as 
a consequence the minorities class is not therefore often well learned. Here to show 
the effect on the issue of imbalanced learning algorithm, consider the standard 
decision tree learning algorithm. Decision tree is produced based on a recursively top-
down search method. A decision tree is used a feature selection method to select the 
best feature in each node of the tree as the separation criteria. Next nodes are created 
based on property values for the separator. Thus in each level training set is divided 
into smaller subsets that can totally provide some rules for the concept of the class. 
Finally, the obtained rules jointly make a description that delivers the lowest error 
rates in the different classes. The problem comes when the feature space of the dataset 
is spitted more and more. During the splitting the feature space the data points of the 
minority class is being less and less. So in the leaf nodes the minority class is not well 
defined. To sum up, the provided solutions to learn in the imbalanced problems are 
generally in two approaches. A class of solutions is to apply some changes in dataset 
to be balanced. Other class generally focuses on learning algorithms to adapt them to 
be suited to learn an imbalanced data [5]. 
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In the first approach, there are two common ways: over-sampling and under-
sampling. Random over-sampling method takes a set of samples from minority class 
and then it is added to dataset. In fact, the number of samples in the minority class is 
enlarged in such a way that the number data points in both classes, either minority or 
majority classes, get balanced. Alternatively there is another way to balance the 
dataset. Unlike over-sampling, under-sampling reduces a set of samples from majority 
class in such a way that the number data points in both classes, either minority or 
majority classes, get balanced. The over-fitting is the problem that is challenged by 
over-sampling. The concept losing is the main problem of the under-sampling. An 
alternative to overcome the challenges is to turn to informed under-sampling. Two of 
the most well-known methods based on informed under-sampling are EasyEnsemble 
[2] and BalanceCascade [3]. Another example of the informed under-sampling 
methods is based on k-nearest neighbor [4]. In EasyEnsemble method it is tried to first 
produce many classifiers based on different runnings of the under-sampling method. 
Then use them as a classifier ensemble. It is worthy to note that each mentioned 
classifier is an AdaBoost classifier. EasyEnsemble is an unsupervised strategy since it 
uses independent random sampling with replacement. BalanceCascade method is 
very similar to EasyEnsemble method. BalanceCascade explores in a supervised 
manner. In BalanceCascade method it is tried to iteratively produce a classifier so as 
to improve the false positive rate of previously produced classifiers. 

3   Evaluation Criteria at Learning Imbalanced 

According to research in the field of imbalanced learning, it is needed to discuss 
criteria to assess how effective a model has learned an imbalanced dataset. In this part 
of the evaluation criteria to learn imbalanced datasets are outlined. The traditional 
conventional measures are the accuracy and error rate. The criteria are for a simple 
description of the performance of a learner on a dataset but are not suitable for 
unbalanced datasets. The performance criteria defined on imbalanced datasets is 
based on the confusion matrix. For example, consider a dataset includes a minority 
class containing 5% of total dataset and a majority class containing the rest of 95%. A 
classifier that always vote for the majority class, no matter what the sample is, hit the 
accuracy of 95%, in spite of its lowest performance for recognition of the minority 
class. Studying the confusion matrix makes it clear that the first column shows the 
number of positive samples and second column shows the number of negative 
samples. It is also clear that the first row shows the number of the samples that 
classifier recognizes them as the minority class and the second row shows the number 
of the samples that classifier recognizes them as the majority class. Columns show the 
distribution of class samples. Indeed each metric using them simultaneously can not 
be free from sensitivity to class unbalanceness. For example accuracy uses both 
columns and is sensitive to imbalances, i.e. changing the class distributions it can be 
changed while the performance may not change. Some measures which are adjusted 
for learning at the imbalanced dataset are: accuracy, precision, recall, and F-measure 
and G-mean [1]. The accuracy is obtained by equation 1. 

FNFPTNTP
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The precision is obtained by equation 2. 

FPTP
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+
=                                                        (2) 

The recall is obtained by equation 3. 
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The F-measure is obtained by equation 4. 
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*2                                           (4) 

Evaluation based on receiver operating characteristic (ROC) curves, uses two 
criteria, True Positive (TP) rate and False Positive (FP) rate, of the confusion matrix 
and draws a graph depicting the TP rate in terms of the FP rate.  ROC curve is a 
powerful method to evaluate the performance of a learner visually. In precision-recall 
chart, one could get more information on the performance assessment of a learner [1]. 
These charts can be considered as the best way to represent performance in an 
unbalanced application. 

4   Proposed Method  

Structure of the proposed algorithm is similar to EasyEnsemble algorithm is. The 
proposed algorithm initially takes a number of sub-sampling from the majority class 
with the size of the minority class. Regarding each of these sub-sampled data in 
addition to the data of the minority class as a temporal dataset, we train a decision tree 
or a multilayer perceptron. Finally, all classifiers jointly work as an ensemble. Pseudo 
code of the proposed algorithm is presented in the Fig. 1. Although as was said 
previously there are many algorithm to deal with learning at imbalanced datasets, this 
paper only focuses to handle under-sampling approaches. In this group of algorithms, 
the two of the best algorithms are considered as BalanceCascade and EasyEnsemble. 
It is worthy to mention that the second is one of the samples of informed sampling 
methods [2] and [3]. As it has shown [3], these two algorithms absolutely dominate 
other methods. Their superiority is in terms of efficiency and training speed. 

On the other hand the algorithms of BalanceCascade and EasyEnsemble very 
similar to the proposed algorithm. Therefore, since the two algorithms in terms of the 
structure are very similar to the proposed algorithm, and they dominate other methods 
this paper compares the proposed method to only these methods. 

Question is what the difference between proposed algorithm and EasyEnsemble 
algorithm is. Difference is in section 6 of the code. Instead of EasyEnsemble 
algorithm uses an Adaboost ensemble as classifier [5]. Using a complex classification 
system similar to Adaboost, not only comes with a lot of overhead time, but actually it 
is without justification, because after producing classifiers, Ci, voting mechanism is 
used. It is highly likely that the classifiers do not train properly in the AdaBoost 
algorithm due to the small number of samples minority class. 
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The ModifiedBagging algorithm pseudo code.
1. Input: A set of minority class examples Smin, a set of majority class 

examples Smax, |Smin| < |Smax |, the number of subsets, T to sample from 
Smax

2. i   0 
3. repeat 
4. i    i + 1 
5. Randomly sample a subset Ei from Smax, |Ei| = | Smin|, Si= Smin∪Ei

6. Learn Ci on Si. Ci is a simple classifier 
7. until i = T 
8. Output: An ensemble {Hi|1 i T} 

 

Fig. 1. Pseudo code of the proposed algorithm 

The difference between proposed algorithm and BalanceCascade algorithm is 
more obvious. Differences in the previous section are all valid here. Besides 
BalanceCascade algorithm tries to iteratively produce an AdaBoost so as to improve 
the false positive rate of previously produced classifiers. It is again highly likely that 
the classifiers do not train properly in the AdaBoost algorithm due to the small 
number of samples minority class. 

5   Experimental Results 

This section evaluates the results of applying the proposed framework on a real 
dataset of breast cancer. This paper explores a model to help medical jobs be done by 
a machine learning system for cancer breast detection. Dataset has been collected 
from some real clients of Bidgol-Aran city's hospital [6]. Dataset includes 369 clients. 
While 17 cases had breast cancer, the rest 352 cases had been healthy. Maximum of 
26 features extracted that the most of them almost belong to the nominal features. The 
nominal features are first converted to numerical features. After the coding phase, 
each feature is normalized into interval [0-1]. The normalizing relations can be 
calculated by equation 5. 

)(min)(max ,,

,

,

iyyiyy

ix

ix ff

f
nf

−
=                                              (5) 

Where fx,i stands for ith feature of xth data point and nfx,i stands for ith normalized 
feature of xth data point. In this paper, multilayer perceptron and decision tree are 
used as base classifier. We use multilayer perceptrons with 2 hidden layers including 
respectively 10 and 5 neurons in the hidden layer 1 and 2, as the base simple 
classifier. All of decision trees used in this research employ Gini criterion as decision 
tree evaluation metric. Parameter Gini criterion for decision tree was set by two. 
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Table 1. Performances of different methods obtained by leave-one-out method 

ModifiedBagging of 1 
MLPs 

 

ModifiedBagging of 1 
Decision Trees 

MLP 
 

Decision Trees  Evaluation 
Criterion 

4/17=23.53 10/17=58.82 0/17=0 1/17=3.70 TP 
116/352=32.95 82/352=23.30 0/352=0 0/352=0 FP 
236/352=67.05 270/352=76.70 352/352=1 352/352=1 TN 

13/17=66.47 7/17=41.18 17/17=1 16/17=94.12 FN 
240/369=65.04 280/369=75.88 352/369=95.39 353/369=95.66 Accuracy 

3.33 10.87 ∝ (50) 100 Precision 
23.53 58.82 0 3.70 Recall 
5.84 18.35 ∝ (50) 7.14 F-Measure 

 
The classifiers’ parameters are kept fixed during all of their experiments. It is 

important to take a note that all classifiers in the algorithm are kept fixed to only 
either decision tree or multilayer perceptron. It means that all classifiers are 
considered as multilayer perceptron in the first experiments. After that the same 
experiments are taken by substituting all multilayer perceptrons with decision trees. 

As it is inferred from Table 1, although the accuracies of simple decision tree 
classifier and multilayer perceptron neural network are very high, they do not have 
good performance at all. This is not something unexpected, because these classifiers 
assign each queried sample to the majority class. Consequently they hit a very high 
accuracy. While their accuracies are good, they are unable to recognize patients. If 
one looks at Table 1, it will be clearly identified that the performances of the same 
classifiers enclosed in the proposed framework are significantly increased; while they 
have also satisfactory accuracies. As expected, using the decision tree as the base 
classifier can improve considerably the performance of using the multilayer 
perceptron neural network as the base classifier. 

Table 2. Performances of different methods obtained by leave-one-out method 

ModifiedBagging of 
25 MLPs 

Mean Cut of ROC 
curve 

ModifiedBagging of 25 
Decision Trees and 
Mean Cut of ROC 

curve 

Bagging of 25 MLPs 
with 

Best Cut of ROC 
curve

Bagging of 25 
Decision Trees with 

Best Cut of ROC 
curve

Evaluation 
Criterion 

11/17=64.71 13/17=76.47 0/17=0 1/17=3.70 TP 
116/352=32.95 71/352=20.17 0/352=0 0/352=0 FP 
236/352=67.05 281/352=79.83 352/352=1 352/352=1 TN 

6/17=35.29 4/17=23.53 17/17=1 16/17=94.12 FN 
247/369=66.94 294/369=79.67 352/369=95.39 353/369=95.66 Accuracy 

8.66 15.48 ∝ (50) 100 Precision 
64.71 76.47 0 3.70 Recall 
15.28 25.75 ∝ (0) 7.14 F-Measure 

 
Now another comparison between the performances of using these two classifiers 

as the base classifier is done. These experiments show that the accuracy of the 
proposed method is acceptable when we use the ensemble. This will also show if the 
whole datapoints of dataset be used to construct the classifiers of the final ensemble, 
performance of the final ensemble is still poor to identify examples of the minority 
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class. Table 2 depicts this important fact. As it is raised from Table 2, use of the 
ensemble without applying the proposed method to balance the training data, does not 
solve the problem. However, applying the proposed method along to the use of 
ensemble significantly increased the efficiency. Consider the comparison between the 
performance of using the multilayer perceptron neural network as the base classifier 
and the performance of using the decision tree as the base classifier in the Fig. 2. 
ROC curve of the proposed methods using decision tree classifier as the base 
classifier is depicted in the left curve of Fig. 2. ROC curve of the proposed methods 
using multilayer perceptron classifier as the base classifier is depicted in the right 
curve of Fig. 2. Readers shall be found with regard to Fig. 2 that if a better cut choice 
is taken over ROC the results can even be improved. However, this is not stable 
because after a while it causes TP to be reduced. The above tests indicate that the 
accuracy of the proposed method outperforms the simple classifiers and some 
ensemble methods. The other conclusion is the superiority of using decision tree as 
the base classifier over using multilayer perceptron neural network as base classifier. 

  

Fig. 2. ROC curve of the proposed methods with DT (left) and MLP (right) as base classifier 

Now it is time to compare the proposed method with EasyEnsemble and 
BalanceCascade methods. By applying the algorithms, and simple linear classifiers 
used in reference [3], the methods were not again obtained acceptable results 
according to Table 3. Comparing the proposed algorithm with algorithms in the table 
below EasyEnsemble, we will reach the conclusion that the performances of the 
 

Table 3. Comparison of proposed method with EasyEnsemble and BalanceCascade methods 

ModifiedBagging25 
decision trees and Mean 

Cut of ROC curve 

BalanceCascade 25 
classifiers and Mean Cut 

of ROC curve

EasyEnsemble of 25 
classifiers Mean Cut of 

ROC curve

Evaluation Criterion 

13/17=76.47 5/17=17.653/17=17.65TP 
71/352=20.17 43/352=8.8131/352=8.81FP

281/352=79.83 309/352=91.19321/352=91.19TN 
4/17=23.53 12/17=82.3514/17=82.35FN

294/369=79.67 324/369=87.80 324/369=87.80 Accuracy 
15.48 10.42 8.82 Precision 
76.47 29.41 17.65 Recall 
25.18 15.39 11.76 F-Measure 
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mentioned methods are weak. So that is needed not to go for reinforcement methods 
in such a dataset. Considering the higher time orders of the mentioned algorithms to 
learn in severely imbalanced datasets, we can claim that the proposed method in terms 
of both efficiency and speed of learning is superior. In addition, we have generally 
proposed a framework to achieve a similar learning model. 

Perhaps the most important reason for failures of EasyEnsemble and 
BalanceCascade methods is in severely imbalanced nature of the dataset. 

6   Conclusion 

In this paper a new method to learn in imbalanced dataset in which data points of the 
minority class are much less than data points of the majority class was presented. This 
method was applied to a breast cancer dataset. Inability of basic methods to learn in 
imbalanced spaces was also shown. Also due to the rare number of data points of the 
minority class, the special-purpose methods are not suitable to learn the minority class 
in severely imbalanced datasets.  

The main result of this research is in the field of medical research to be used as a 
medical assistant. According to the profile and history of clients in the health centers, 
the proposed model can identify high risk clients in an automated manner. It can 
detect and treat early cancer to cause significant savings to be in the country. 
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Abstract. Automated annotation of digital images is a challenging task being 
used for indexing, retrieving, and understanding of large collections of image 
data. Several machine-learning approached have been proposed to model the 
existing associations between words and images. Each approach is trying to 
assign to a test image some meaningful words taking into account a set of feature 
vectors extracted from that image. This paper presents an original image 
annotation system based on an open source object database called db4o. An 
object oriented model offers suport for storing complex objects as sets, lists, trees 
or other advanced data structures. The information needed for the annotation 
process is retrieved from the SAIAPR TC-12 Dataset – a set of annotated images 
having a vocabulary with a hierarchical structure. The annotation system is using 
an efficient annotation model called Cross Media Relevance Model.  

Keywords: image annotation, image segmentation, ontology. 

1   Introduction 

Automatic image annotation is a task that assigns words to images taking into account 
their semantic content. There are two reasons that are making the image annotation a 
difficult task: the semantic gap, being hard to extract semantically meaningful entities 
using just low level image features and the lack of correspondence between the 
keywords and image regions in the training data. 

There are many annotation models proposed and each model has tried to improve a 
previous one. These models were splitted in two categories: 

a) Parametric models: Co-occurrence Model [1], Translation Model [2], 
Correlation Latent Dirichlet Allocation [3] 

b) Non-parametric models: Cross Media Relevance Model (CMRM) [4], 
Continuous Cross-Media Relevance Model (CRM) [8], Multiple Bernoulli Relevance 
Model (MBRM) [9], Coherent Language Model (CLM) [10] 

The annotation process implemented in our system is based on CMRM. Using a set 
of annotated images [12] the system extracts the information needed by the annotation 
process and then learns the joint distribution of blobs and words. Each new image is 
segmented using an efficient segmentation algorithm [11] that was used for an image 
annotation system presented in [15]. 



308 G. Mihai et al. 

 

The remainder of the paper is organized as follows: related work is discussed in 
Section 2, Section 3 contains a description of the annotation model and presents the 
structure of the SAIAPRTC-12 Dataset, Section 4 provides some details about db4o - 
an open source object database, Section 5 describes the automatic image annotation 
process based on an object oriented approach, Section 6 provides a description of the 
modules included in system’s architecture and some details about the evaluation of 
the annotation system and Section 7 concludes the paper.  

2   Related Work 

Object recognition and image annotation are very challenging tasks. For this reason a 
number of models using a discrete image vocabulary have been proposed for the 
image annotation task. Mori et al. [1] used a Co-occurrence Model in which they 
looked at the co-occurrence of words with image regions created using a regular grid.  

Duygulu et al [2] described images using a vocabulary of blobs. For each image 
region 33 features such as color, texture, position and shape information were 
computed. The regions were clustered using the K-means clustering algorithm into 
500 clusters called “blobs". 

Jeon et al. [3] viewed the annotation process as analogous to the cross-lingual 
retrieval problem and used a Cross Media Relevance Model to perform both image 
annotation and ranked retrieval. This model was used in [21] to annotate images from 
the medical domain. There are other models like Correlation LDA proposed by Blei 
and Jordan [4] that extends the Latent Dirichlet Allocation model to words and 
images. In [5] it is proposed the use of the Maximum Entropy approach for the task of 
automatic image annotation.  

In [6][7] it is described a real-time ALIPR image search engine which uses multi 
resolution 2D Hidden Markov Models to model concepts determined by a training set. 
A computational efficiency is obtained in [19] due to a fundamental change in the 
modeling approach. In [6] every image was characterized by a set of feature vectors 
residing on grids at several resolutions.  

An improved model of CMRM is proposed in [8], the Continuous Cross-Media 
Relevance Model (CRM) which preserves the continuous feature vector of each 
region and this offers more discriminative power. A further extension of the CRM 
model called the Multiple Bernoulli Relevance Model (MBRM) is presented in [9].  

In [16] is described Oxalis, a distributed image annotation architecture allowing the 
annotation of an image with diagnoses and pathologies. In [18] it is described the 
SENTIENT-MD (Semantic Annotation and Inference for Medical Knowledge 
Discovery) a new generation medical knowledge annotation and acquisition system. 
In [14] it is presented a hierarchical medical image annotation system using Support 
Vector Machines (SVM) - based approaches. 

3   The Annotation Model and SAIAPRTC-12 Dataset 

The Cross Media Relevance Model is a non-parametric model for image annotation 
and assigns words to the entire image and not to specific blobs. A test image I is 
annotated by estimating the joint probability of a keyword w and a set of blobs: 
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, , … , ∑ ,∈ , … , | .           (1) , , … , | ) represents the joint probability of keyword w and the set of blobs , … ,   conditioned on training image J. In CMRM it is assumed that, given 
image J, the events of observing a particular keyword w and any of the blobs , … ,   are mutually independent. This means that , … , | ) can be written 
as: , , … , | | ∏ | ) .       (2) | 1  # ,| | # ,| |    .         (3) | 1  # ,| | # ,| |   .         (4) 

where: 
a)  P(w|J) , P(b|J) denote the probabilities of selecting the word w, the blob b from the 

model of the image J. 
b) #(w, J) denotes the actual number of times the word w occurs in the caption of 

image J, #(w, T ) is the total number of times w occurs in all captions in the 
training set T . 

c) #(b, J) reflects the actual number of times some region of the image J is labeled 
with blob b, #(b, T ) is the cumulative number of occurrences of blob b in the 
training set.  

d) |J| stands for the count of all words and blobs occurring in image J, |T| denote the 
total size of the training set.  

e) The prior probabilities P(J) can be kept uniform over all images in T. The 
smoothing parameters  and  were used as:  = 0.1 and  = 0.9.  
 
We have used for our experiments made on natural images the segmented and 
annotated SAIAPR TC-12 [12] benchmark which is an extension of the IAPR TC-12 
[13] collection for the evaluation of automatic image annotation methods.. Each 
image was manually segmented using a Matlab tool named Interactive Segmentation 
and Annotation Tool (ISATOOL). Each region has associated a segmentation mask 
and a label from a predefined vocabulary of 275 labels. For each pair of regions the 
following relationships have been calculated: adjacent, disjoint, beside, X-aligned, 
above, below and Y-aligned. The following features have been extracted from each 
region: area, boundary/area, width and height of the region, average and standard 
deviation in x and y, convexity, average, standard deviation and skewness. The 
dataset contains several folders of images, each folder having the following structure: 
images folder contains the initial images that were manually segmented, 
segmentation_masks folder contains for each image region a file having the extension 
.mat (Matlab files) that is representing a segmentation mask, single_mask folder 
contains a single .mat file per image, representing the mask of the entire image, 
spatial_relationships contains a file per image with information about the spatial 
relationships detected between each pair of regions, segmented_images folder 
contains manually segmented images, features.txt contains the values of the extracted 
features from each region, labels.txt file contains the information needed to identify 
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the words assigned to each image region, ontology_path.txt file contains the path in 
the ontology for each word associated to a region. 

4   db4o (Database for Objects) 

db4o [17] is an open-source object-oriented database having bindings to both the 
.NET and Java platforms and allowing the data objects to be stored exactly in the way 
they are defined by the application. Unlike string-based query languages db4o offers 
truly native and object-oriented data access APIs like language integrated queries for 
querying the database, query by example, retrieval by object graph. The elimination of 
data transformation in db4o leads to less demand on CPU or persistence operations, 
which shifts critical resources to the application logic and query processing [20].   

For db4o there are available the following methods for querying objects: 
a) Query by Example (QBE)  - a query expression is based on template objects 

beeing fast and simple to implement. This method is an optimal solution for simple 
queries that are not using logical operators.  

b) Simple Object Data Access (SODA) – a query expression is based on query 
graphs. This method builds a query graph by navigating references in classes and 
imposing constraints. SODA has several disadvantages [19] because a  query is 
expressed as a set of method calls that explicitly define the graph and it is not similar 
in any way to traditional querying techniques.  

c) Native Queries (NQ) – this querying approach express the query in a .NET  
or Java – compliant language by writting a method that returns a boolean value. The 
method is applied to all objects stored and the list of matching object instances is 
returned.  

d) LINQ (Language Integrated Query) - is the recommended db4o querying 
interface for .NET platforms. LINQ allows you to write compile checked db4o 
queries, which can be refactored automatically when a field name changes and which 
are supported by code auto-completion tools.  

db4o offers support for client/server interactions, each interaction beeing one of the 
following three types: 

a) Networking – is the traditional way of operating in most database solutions. 
Remote clients open a TCP/IP connection to send/retrieve data to/from the db4o 
server.  

b) Embedded – the client and the server are run on the same machine. The 
communication between the server and the client is the same as in networking mode 
but the work is entirely made within one process.  

c) Out-of-band signalling - the information sent does not belong to the db4o 
protocol and does not consist of data objects, but instead is completely user-defined. 
This mode uses a message passing communication interface. 

5   Automatic Image Annotation Based on an Object Oriented 
Approach  

Our system uses the following classes presented in Table 1. 



 Automated Image Annotation System Based on an Open Source Object Database 311 

 

Table 1. The classes used by the system 

Classes Members Member’s Type 
Image PictureName String 

Regions List<Region> 
Region Index int 

AssignedBlob Blob 
AssignedWord Word 
FeaturesVectorItem FeaturesVector 
MatrixFilePath     String 

Blob Index int 
AverageFeaturesVector FeaturesVector 

FeaturesVector Features List<double> 
Word Name String 

OriginalIndex int 
RegionsRelationship RegionA Region 

RegionB Region 
RelationshipMode String 

HierarchicalRelationship ParentWord Word 
ChildWord Word 

 
The annotation process contains the following steps for each new image: 
 

1) Image’s segmentation and features’ extraction– using the segmentation 
algorithm it is obtained a list of image’s regions. From each region it is extracted a 
feature vector. At the end of this process it is obtained a list of Region objects, 
List<Region>. This list is representing the input for the annotation module and a list 
of Word objects that describe the semantic content of the image will represent the 
output. This can be represented as: 

       List<Region> regions = SegmentImage(imagePath); 
2) Identifying the Blob object corresponding to a Region object and the list of 

distinct Blob objects assigned to the current image – in our implementation a Blob 
object contains an AverageFeaturesVector object obtained by making an average of 
all FeaturesVector objects belonging to the regions assigned to that blob. In order to 
identify the Blob object that should be assigned to a new Region object it is computed 
the Euclidian distance between the  AverageFeaturesVector object belonging to a 
Blob object and the FeaturesVectorItem belonging to that region. The Blob object for 
which it is obtained the minimum distance will be assigned to the Region object. For 
the annotation process we need also the list of distinct Blob objects assigned to the 
current image. For the object oriented approach this list can be computed using the 
following method based on LINQ: 

 
Public List<Blob> DetectBlobs (List<Region> regions){ 
IObjectContainer db = Db4oFactory.OpenFile("Database.yap"); 
List<Blob> distinctBlobs = new List<Blob>();   
foreach (Region region in regions){ 
//using LINQ to obtain a list of ComputedDistance objects 
IEnumerable<ComputedDistance> distances=from Blob blob in db   
  select newComputedDistance { 
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  Distance = ComputeDistance(blob.AverageFeaturesVector,  
  region.FeaturesVector), 
  BlobItem = blob }; 
//sorting ascending the list and selecting the first value 
ComputedDistance min = distances.OrderBy(pd => 
pd.Distance).First(); 
//assigning the corresponding Blob object to the Region 
object   
region.Blob = min.BlobItem ;      
//add the Blob object in the list if not already added  
if (!distinctBlobs.Contains(min.BlobItem)){ 
      distinctBlobs.Add(min.BlobItem);}}  
 return distinctBlobs;} 
3)   Estimating the joint probability of each Word object w based on the set of 

Blob objects detected above – basically this is equivalent to the estimation of the joint 
probability of a keyword w and a set of blobs described by equation (1). 

Table 2 presents the used mapping. 

Table 2. The mapping used by the system 

CMRM model Object oriented model |  public double PWJ(Word w, Image J, IObjectContainer db, int cardT) |  public double PBJ(Blob b, Image J, IObjectContainer db, int cardT) , , … , |  public double PWBsJ(Word w, List<Blob> blobs, Image J, 
IObjectContainer db, int cardT) , , … ,  public double PWBs(Word w, List<Blob> blobs, List<Image> T, 
IObjectContainer db, int cardT) 

 

This estimation can be made using the following statements based on LINQ: 
 

//Obtaining the list of all Word objects from the database  
IEnumerable<Word> words = from Word w in db select w; 
//Obtaining the list of all Blob objects from the database 
 IEnumerable<Blob> allBlobs = from Blob b in db select b; 
//Obtaining the list of all Image objects from the training 
set T existing in  the database 
 IEnumerable<Image> T  = from Image img in db select img; 
//Equivalent to |T|   
int cardT = words.Count() + allBlobs.Count();  
//The list of Region objects detected at step 1 
List<Region> regions = SegmentImage(imagePath); 
//The list of distinct Blob objects detected at step 2 
List<Blob> blobs = DetectBlobs(regions); 
//This list will contain the probabilities computed for each 
Word object  
List<Probability> probabilities = new List<Probability>(); 
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double value; 
foreach (Word w in words) 
{//Calculating the probability for the Word w 
   value = PWBs(w, blobs, T,db, cardT); 
  //Creating a new Probability object  
   Probability p = new Probability(); 
   p.Word = w; p.Value = value; 
   probabilities.Add(p);} 
//The list of probabilities is sorted in a descending order 
based on the Value field 
probabilities = probabilities.OrderByDescending(pd => 
pd.Value).ToList();    
 

Let us suppose that the number of words that should be assigned to the image is n. 
In this case the first n elements from the probabilities list will be selected. 

6   System’s Architecture and Evaluation of the Annotation System 

System’s architecture is presented in Figure 3 and it is based on client server 
interactions. There are two main componenents: a client component and a server 
component that are communicating based on the principles defined for the 
Networking and Out-of-band signalling interaction types provided by d4bo. The 
Client component is used to perform the following operations for each new image that 
need to be annotated: image segmentation - at the end of this process it is obtained a 
list of Region objects, features extraction – from each region it is extracted a feature 
vector and this is used to create a new FeaturesVector object; at the end of this 
process each Region object will have associated the corresponding FeaturesVector 
object, sending the list of Region objects using the dbo Client Module to the db4o 
Server Module to perform the annotation process, using the dbo Client Module to 
retrieve the list of n Word objects detected by the annotation process; this list is 
provided by the db4o Server Module. The Server component can be used to perform 
the following operations: obtaining the list of Blob objects using the Clustering  
 
 

 

Fig. 1. System’s architecture 
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module, importing the content provided by the SAIAPRTC-12 Dataset, performing a 
manually annotation of images, performing an automatic image annotation. The total 
number of distinct modules contained in this architecture is 8.  

Each module is described below: 

 a) Importer Module – this module is used to extract the existing information from 
the SAIAPRTC-12 Dataset. The import process stores the created objects in the 
database and contains the following steps: 

1) Importing images and image’s regions – using the content of two folders 
(images, segmentation_masks) it is determined the content of each region. At 
the end of this process it will be obtained a list of Image and Region objects.  

2) Importing features – the content of the features.txt file is analyzed. Each line 
in this file contains the features extracted from a specific region and it is used 
to create a new FeaturesVector object. At the end of this process it will be 
obtain a list of FaturesVector objects. 

3) Detecting the spatial relationships between regions - the content of the 
spatial_rels folder is processed and the spatial relationships are detected and 
represented as RegionsRelationship objects.  

4) Importing ontology’s paths – the content of the ontology_path.txt file is 
analyzed line by line. Each hierarchical relationship will represent as a 
HierarchicalRelationship object.  

5) Importing the list of all words – the content of the words’ file is processed 
line by line and each word will be represented as a Word object. 

6) Importing the words assigned to regions – the content of the labels.txt files is 
processed and it is detected the word assigned to each region. 

b)  Segmentation Module – this module is using the segmentation algorithm 
described in [13] to obtain a list of regions from each new image. For each region 
detected it is created a Region object. 

c) Features extractor Module - for each segmented region it is computed a feature 
vector that is represented as a FeaturesVector object. 

d) Clustering Module - we have used K-means algorithm to quantize the 
FeaturesVector objects obtained from the training set and to generate a list of Blob 
objects.  

e) Automatic Annotation Module – this module is using the algorithm described 
earlier to annotate a new image.  

f) Manual Annotation Module – this module can be used to manually annotate 
images. 

g) db4o Server Module – this module is the central piece used by the modules to 
communicate with the database. This component is listening for connections on a 
specific port and only the clients having appropriate credentials will be allowed to 
connect and to perform operations.    

h) db4o Client Module – this module is used to send the list of Region objects to 
the db4o Server Module for the automatic image annotation process and to retrieve 
the list of Word objects obtained using this process. 

In order to evaluate the annotation system we have used a testing set of 400 images 
that were manually annotated and not included in the training set used for the CMRM 
model. This set was segmented using the segmentation algorithm mentioned above 
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and a list of words having the joint probability greater than a threshold value was 
assigned to each image. Then the number of relevant words automatically assigned by 
the annotation system was compared against the number of relevant words manually 
assigned by computing a recall value. Using this approach for each image we have 
obtained a statistic evaluation having the structure presented in Table 3. 

Table 3. The statistic evaluation 

Index Image Relevant words 
automatically 
assigned (RWAA) 

Words manually 
assigned (WMA) 

Recall = 
RWAA/ 
WMA 

0 

 

sky-blue, sand-
beach, ocean 

sand-beach, ocean, 
boat, palm, hut, sky-
blue 

3/6 = 0.50 

1 

 

sky-blue, grass, 
ocean, cloud 

grass, ocean, boat,  
cloud, sky-blue, 
branch 

4/6 = 0.66 

2 

 

sky, mountain, lake  lake, vegetation, 
mountain,  cloud, sky 

3/5 = 0.60 

3 

 

mountain, sky-blue, 
sand-dessert 

mountain, lake, sand-
dessert, sky-blue 

3/4  = 0.75 

 
After computing the recall value for each image it was obtained a medium recall 

value equal to 0.73. 

7   Conclusions and Future Work 

In this paper we described an original image annotation system based on an open 
source object database. TC-12 benchmark contains a large-size image collection 
comprising diverse and realistic images, including an annotation vocabulary having a 
hierarchical organization. The CMRM annotation model implemented by the system 
was proven to be very efficient by several studies. Object oriented databases  expose 
means through which objects can be queried and stored using the same model that it 
employed by the application’s programming language. The experimental results have 
shown that the annotation model in combination with db4o can produce good results. 
Further extensions of the system will include the two models of image retrieval 
provided by CMRM: Annotation-based Retrieval Model and Direct Retrieval Model.  
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Abstract. In this paper, we introduce a new Multi-Objective Clustering
algorithm (MOCA). The use of Multi-Objective optimisation in cluster-
ing is desirable because it permits the incorporation of different criteria
for cluster quality. Since the criteria to establish what constitutes a good
clustering is far from clear, it is beneficial to develop algorithms that
allow for multiple criteria to be accommodated.

The algorithm proposes a new implementation of multi-objective clus-
tering by using a centroid based technique. We explain the implementa-
tion details and perform experimental work to establish its worth. We
construct a robust experimental set up with a large number of synthetic
databases, each with a pre-defined optimal clustering solution. We mea-
sure the success of the new MOCA by investigating how often it is capable
of finding the optimal solution. We compare MOCA with k-means and
find some promising results. MOCA can generate a pool of clustering
solutions that is more likely to contain the optimal clustering solution
than the pool of solutions generated by k-means.

1 Introduction

Multi-Objective Evolutionary Algorithms (MOEA) have some unexplored po-
tential for cluster analysis. Clustering algorithms optimise a specific measure of
cluster quality, such as compactness and separation. Many clustering algorithms
have been defined in the literature [7] and they generally aim to optimise a sin-
gle objective. Unfortunately, defining what constitutes a good clustering solution
remains a difficult problem and no individual measure of clustering quality has
emerged as the overall winner. In this context, MOEAs give us the opportunity
to optimise several of these quality measures at once. Furthermore, they will
then deliver a number of clustering solutions representing trade-offs between the
different quality measures.

Previous research into evolutionary algorithms for clustering has been con-
ducted by Cole [3] who explored various techniques for representing clustering
solutions and various objectives to be optimised. Handl and Knowles [5] and
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Chen and Wang [1] have developed their own Multi-Objective Clustering Algo-
rithms (MOCA) that operate with new cluster quality measures. These previous
works have used different methods such as graph based technique to assign ob-
jects to clusters. Here we will use a new centroid based technique to establish
membership.

In this paper, we propose a new MOCA and evaluate its performance against
the well known k-means algorithm. In section 2, we define some of the notation
used; in section 3 we propose a new Multi-Objective Cluster Algorithm; in section
4, we propose a method of assessing its quality; finally, we report out results in
section 5 and give our conclusions in section 6.

2 Notation Definition

We define an object, x, as a d dimensional feature vector, x =
(
x1, . . . , xd

)
. Each

element, xe, of the vector is a number from the real domain, xe ∈ R. A data set,
D, is a set of n of these objects D = {D (1) , . . . ,D (n)}. For any two objects in
the data set, D (i) and D (j), we can compute the distance between them using
the Euclidian distance metric:

δ (D (i),D (j)) =
√∑d

e=1 (D (i)e −D (j)e)2 . (1)

The data set, D, can be partitioned to form a set of k subsets, P , representing
a clustering solution P = {P1, . . . ,Pk} where each subset, Pg, represents a clus-
ter. In this work, we are concerned with complete, non-overlapping, clustering
solutions. That is to say,

– all objects must belong to at most one cluster: Pg ∩ Ph = ∅, ∀Pg,Ph ∈ P
where Pg �= Ph;

– all objects must belong to a cluster so no objects are classified as outliers or
noise: P1 ∪ · · · ∪ Pk = D; and,

– no cluster is allowed to be empty: Pg �= ∅.

The centroid, Vg, of a cluster, Pg, is a d dimensional feature vector rep-
resenting the centre point of the cluster. The centroid may, or may not, cor-
respond to a member of the cluster. To compute the centroid the value of
each dimension must first be calculated. The eth dimension is calculated as
Vge =

(∑|Pg|
i=1 Pg (i)e

)
/|Pg| where |Pg| is the number of objects in cluster Pg.

Thus, the centroid of Pg is given as Vg =
{V1

g , . . . ,Vd
g

}
.

The centroid, V , of the data set, D, is calculated in a similar fashion; each
of its dimensions are calculated as the mean of the values of all the objects in
the data set, Ve = (

∑n
i=1 D (i)e) /n. The vector representing the centroid is then

V = {V1, . . . ,Vd}.
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3 Multi-Objective Clustering Algorithm (MOCA)

Evolutionary algorithms, used in single objective optimisation problems, start
with an initial pool of possible solutions for a specified problem. These solutions
are evaluated according to some objective function and solutions are then se-
lected for reproduction. In reproduction, solutions are mutated and combined to
create new solutions. Finally, new solution pools are created from the original
and the newly created solutions. During this process, the principle of “survival of
the fittest” is used to select solutions for reproduction and for selecting solutions
to keep for the next iteration. This process is continued until some stopping
criteria is met. An optimal or semi-optimal solution generally emerges from the
process.

Multi-objective optimisation problems aim to find the vector of solutions
→
x
∗
=

[x∗
1, x

∗
2, · · ·x∗

n]T which will satisfy m inequality constraints gi(
→
x ) ≥ 0, i =

1, 2, · · · , m and will optimise the vector function
→
f (

→
x) = [f1(

→
x ), f2(

→
x), · · · , fr(

→
x

)]T . Hence in MOEAs, the solutions are evaluated according to a number, r, of
sometimes conflicting objective functions. F denotes the feasible region of the
problem (i.e., where the constraints are satisfied).

The result of an MOEA is typically a Pareto front, which is a set of solutions
representing compromises or “trade offs” between the objectives. The Pareto
front may contain solutions that are very good in respect to one objective func-
tion but are very bad with respect to another objective. More formally, assuming
we are minimising, we say that a vector of decision variables

→
x
∗∈ F is Pareto

optimal if there does not exist another
→
x∈ F such that fi(

→
x) ≤ fi(

→
x∗) for all

i = 1, ..., k and fj(
→
x ) < fj(

→
x∗) for at least one j. The Pareto front obtained by a

MOEA should have both good coverage (all areas of the Pareto space should be
represented) and good convergence (solutions should be Pareto optimal). Poor
coverage may be obtained if diversity in the solutions has not been maintained
from one generation to the next.

We have chosen to use NSGA-II [4], one of the best known MO algorithm, as
the underlying implementation for our MOCA. NSGA-II introduced techniques
for producing a set of solutions that provide good coverage and convergence. To
adapt NSGA-II for clustering requires the following:

– an appropriate representation of a clustering solution,
– a set of evaluation functions for a clustering solution,
– an initialisation operator that creates valid solutions,
– a mutation operator,
– a crossover operator.

Additional parameters are used to define a minimum and maximum number of
clusters allowed, kmin and kmax respectively. Sensible values are kmin = 2 and
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kmax = n/2 but the decision maker may use any values as long as 1 ≤ kmin ≤
kmax ≤ n is true.

3.1 Solutions Representation and Initialisation

The solution representation consists of two sets of cluster prototypes: the set of
selected prototypes A = {A (1) , . . . ,A (a)} and the set of potential prototypes,
not in use, B = {B (1) , . . . ,B (b)}. Therefore, each cluster Pg in the represented
clustering solution is associated with a cluster prototype, A (g), from set A .

To generate initial valid clustering solutions, the values of the cluster proto-
types are drawn from D, hence the initial prototypes are medoids. The lengths
of A and B are required to create the initial solutions. The value of a is set to
kmin + (kmax − kmin) /2 and b is set to n − a. Each object from the data set is
then randomly added to A or B.

Once a set of selected prototypes has been defined, the distance between
every object in the data set, x ∈ D, and every cluster prototype, A (g) ∈ A, is
calculated. x is added to the cluster that minimises δ (x,A (g)).

3.2 Mutation Operator

The mutation operator encompasses three techniques for altering a solution.
Each alteration is applied with a probability: a 50% probability of decreasing
the number of prototypes in A, a 25% probability of increasing the number of
prototypes in A, or a 25% probability of recomputing the cluster prototypes.
The techniques are defined as follows:

Decrease. A cluster prototype is moved from A to B. To determine the pro-
totype to remove, we first identify the nearest neighbour, A (g)ANN , of ev-
ery cluster prototype A (g) in A. We then move the prototype that minimises
δ (A (g),A (g)ANN ), A (g) ∈ A. The objects associated with the removed proto-
type, A (g), are likely to be associated with A (g)ANN after the removal.

Increase. Similarly, a cluster prototype is moved from B to A. The prototype
drawn from B is the cluster prototype that is furthest away from any cluster
prototype in A. That is, for each cluster prototype, A (g) ∈ A, its furthest neigh-
bour in B, A (g)BFN , is computed. The cluster prototype in B that maximises
δ (A (g),A (g)BFN ) is moved to A. This ensures that new cluster prototypes
are not near pre-existing cluster prototypes so they should produce new and
interesting clusters.

Recompute Prototypes. The values of the cluster prototypes are recomputed
as the value of the centroids of the clusters with which they are associated. For
example, the value of a cluster prototype, A (g), will be replaced with the value
of Vg where Vg is the centroid of Pg. This process is similar to a single iteration
of the clustering algorithm, k-means.
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3.3 Crossover Operator

Given two clustering solutions, we identify the largest, P l, and smallest, Ps,
according to the number of clusters, k. If there is a tie the designation is random.

For the smaller solution, Ps, we then identify the largest cluster, Ps
g ∈ Ps,

and its prototype, A (g)s.
For each object x ∈ Ps

g we determine the cluster in P l in which is lies and

the associated prototype. Let
{
A (1)l

, . . . ,A (o)l
}

denote the set of prototypes

obtained in this was. The crossover operation then exchanges prototype A (g)s

in the small solution with all the prototypes
{
A (1)l

, . . . ,A (o)l
}

associated with
it in the larger solution.

To ensure that a + b = n, we randomly remove the required number of pro-
totypes from the set B in the smaller solution and add them to the set B of the
larger solution.

The resulting crossover is therefore an exchange of one cluster in one solution
with the corresponding smaller clusters in the other solution.

3.4 Fitness Measures for MOCA

Density Based Fitness Measure. A common measure of the quality of a
clustering solution is the density of the clusters. A clustering solution is dense if
the distances between the objects in each cluster are low. This can be measured
by taking the average of the distance between each object in the cluster and its
centroid. The density of each cluster can then be summed to give the Average
Within Group Sum of Squares for a given clustering solution:

awgss (P) =
k∑

g=1

∑|Pg|
i=1 δ (Pg (i),Vg)2

|Pg| . (2)

This measure does not have a bias for large clusters. Values of this measure are
high when the clusters are not very dense so this measure should be minimised.

Separation Based Fitness Measure. Another method of assessing the qual-
ity of a clustering solution is how well separated are the clusters. A clustering
solution is considered good if the clusters are well separated.

We define the Average Between Group Sum of Squares of a clustering solution,
abgss (P), as the average distance between the centroids of the clusters and the
centroid of the data set:

abgss =

∑k
g=1 |Pg| δ (Vg,V)2

k
. (3)

A low value of abgss (P) would indicate that all of the cluster centroids are near
the centroid of the data set and therefore also near each other, so the value of
this measure should be maximised. The value is normalised by k to avoid bias.
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Connectivity Based Fitness Measure. The concept of nearest neighbour
consistency has been extended to clustering by Ding [2]. Under this, a clustering
is considered good if each object is contained within the same cluster as its
nearest neighbours.

Handl and Knowles [6] have proposed the measure Connectivity which takes
into account the violation of nearest neighbour consistency for a given clustering
solution. Connectivity calculates the sum of the values of a penalty function for
each object in the data set and its l nearest neighbours. A penalty for an object,
x, and its mth nearest neighbour, xmNN , is 0 if they are contained in the same
cluster and 1

m if they are not members of the same cluster. The quality measure
is defined as follows:

connectivity (P) =
n∑

i=1

l∑
m=1

penalty (D (i) ,D (i)m) (4)

where penalty (xmNN ) =

{
1
m if � ∃ Pg : x ∈ Pg ∧ xmNN ∈ Pg,

0 otherwise.
(5)

The value of this measure increases as nearest neighbour consistency is vio-
lated so this measure should be minimised.

4 Experimentation

To test our MOCA we shall perform a comparison between its performance and
the performance of k-means when clustering a large number of prefabricated
data sets where a desired clustering solution exists.

4.1 Construction of Synthetic Data Sets

For this study, we constructed a large number of synthetic data sets building
upon a technique used by Milligan and Cooper [8] who performed an evaluation
of internal cluster quality measures. For the study, they produced one hundred
and eight synthetic data sets by identifying three factors and crossing them to
produce data sets. We extended their method with an additional parameter and
larger ranges of possible values. Milligan has explained in detail the method for
generating the data sets [9]; it is briefly summarised here and then expanded
upon.

To generate data objects we must first identify the boundaries of each cluster
where points are to be generated. The boundaries of the clusters may not overlap
in the first dimension. The length of the boundaries is selected from a uniform
distribution running from ten to forty. The centroid of each cluster is then de-
termined. The value of the centroid for a given dimension is the midpoint of its
boundary for that dimension. The standard deviation of a cluster for a given
dimension is defined as a third of the length of its boundary for that dimension.
Points are generated using a multivariate normal distribution with the centroid
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of the distribution defined as the centroid of the cluster to be generated. The
diagonal entries of the variance-covariances matrix are set to the standard de-
viations of each dimension of the cluster. Each point that is generated must be
within 1.5 standard deviations of the centroid. The process is repeated for each
cluster that is to be generated.

In our experimentation we consider four factors. The first factor is the number
of clusters in a data set: values between two and forty are used. The second factor
is the number of dimensions: values range from two to twenty dimensions within
Euclidean space so that no one dimension dominates the other dimensions. The
third factor is the proportion of objects that are members of each cluster. For
this, there are three possible designs: in the first design the objects are evenly
distributed between all of the clusters; in the second design a cluster consists
of 10% of the objects and the rest are as evenly distributed as possible; in the
third design, a cluster consists of 60% of the objects and the rest are as evenly
distributed as possible. Finally, the fourth factor is the proportion of objects
that shall be generated as outliers. Outliers will be within 9 standard deviations
of the centroid of each cluster instead of 1.5 standard deviations. The proportion
shall be either: 0, 20% or 40% percent of the objects which will be generated as
outliers.

Each of these four factors are varied to obtain six thousand six hundred and
sixty nine different data set designs. Each design was generated three times
resulting in a final set of twenty thousand and seven data sets. Each data set
consists of five hundred objects.

4.2 Comparison of Clustering Solutions

An external cluster quality measure is a method that evaluates the quality of
a clustering solution, P , against a known optimal clustering solution, P ′. The
optimal solution is designated as such because it has been labelled by a human
or has been specifically generated for the purpose. As our data sets have been
specifically generated, we have designated for each the “optimal” clustering. Here
we have chosen to use the Rand Statistic [10] which measures the similarity of
any two clustering solutions.

A pair of objects, D (i) and D (j), are classified as follows:

SS. If D (i) ∈ Pg, D (j) ∈ Pg, D (i) ∈ Ph and D (j) ∈ Ph

SD. If D (i) ∈ Pg, D (j) ∈ Pg, D (i) ∈ Ph and D (j) �∈ Ph

DS. If D (i) ∈ Pg, D (j) �∈ Pg, D (i) ∈ Ph and D (j) ∈ Ph

DD. If D (i) ∈ Pg, D (j) �∈ Pg, D (i) ∈ Ph and D (j) �∈ Ph

where Pg ∈ P and Ph ∈ P ′ and SD stands for “same” and “different”.
The values of a, b, c and d are the numbers of pairs of objects classified as

SS, SD, DS and DD respectively. From this the Rand Statistic is defined as:

R =
a + d

a + b + c + d
. (6)

The value of R is be between 0 and 1. A value of 0 indicates that the solutions
are totally dissimilar and a value of 1 indicates that they are identical.
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4.3 Experimental Method

We set the population size for NSGA-II at 100; the number of generations was
set at 1,000; the mutation probability and the crossover probability were both
set to 0.5.

Our MOCA was executed upon each of the previously described synthetic
data sets with these parameters. For each set of solutions given by the MOCA
the optimal solution was evaluated against it using R. We extracted the highest,
lowest and average values of R recorded for each pool of solutions associated
with a data set. The value of k associated with each value of R is also reported.

We also make a comparison of performance against the algorithm k-means.
For each synthetic data set we execute the algorithm k-means for varying values
of k ranging from 2 to 40. We report the highest value of R recorded for each
pool of solutions associated with a data set and the associated k value.

5 Results

The results of our experiment are reported in table 1. Our results show that,
when looking at the best solution reported by MOCA for each dataset (largest
R, reported as MOCA Best in table 1) the optimal clustering solution, equivalent
to R = 1, was contained in the pool of solutions generated by the MOCA at least
once for 18.18% of the data sets. However the optimal solution was drawn from
the pool of solutions generated by k-means in only 4.09% of cases (k-means Best
column in table 1). Furthermore, when looking at solutions close to the optimal
solution (R ≥ 0.9) they were found by k-means in 21.37% of cases but by MOCA
in 100% of cases.

We also extracted the worst solution from each pool of solutions generated
by the MOCA (the minimum value of R, reported as MOCA Worst) and found
that in 1.07% of cases this value was equal to 1. This shows that in these cases
every solution offered by the MOCA was the optimal solution.

We extracted the average solutions reported by MOCA (average R, reported
as MOCA Average). In 30.11% of cases the average solution was close to the
optimal solution. This shows that the average result in a pool of solutions gener-
ated by the MOCA is better than the best result drawn from a pool of solutions
generated by k-means.

We average our results and found that the average value of R from the best
solutions generated by MOCA was 0.98. This was higher than the average equiv-
alent generated by k-means which was 0.88. Also we calculated the average R
from the worst and average solutions generated by MOCA. They were 0.56 and
0.89 respectively. Hence the average solution generated by MOCA is close to the
best solution generated by k-means.

We also extracted the value of k associated with the solutions with the highest,
average and lowest values of R generated by MOCA. Similarly, we extracted k
associated with the solutions generated by k-means. We found that MOCA found
the correct value of k in 30.54% of cases whereas k-means had the correct value in
8.34% of cases. The best solution drawn from the solutions generated by MOCA
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Table 1. Summary of Results

MOCA Best MOCA Average MOCA Worst k-means Best

R ≥ 0.9 total 100% 30.11% 3.79% 21.37%
R = 1 total 18.18% 1.07% 1.07% 4.09%
Max R 1 1 1 1
Min R 0.92 0.38 0.11 0.53
Average R 0.98 0.89 0.56 0.88
StDev R 0.02 0.03 0.11 0.05
Correct value of k 30.54% 0% 1.41% 8.34%
Average difference of k 5.78 20.44 18.9 -2.42
StDev of difference of k 6.50 11.32 11.47 11.67

had 5.78 extra clusters on average and the worst solution had 18.9 extra clusters
on average whereas the best solution generated by k-means had 2.42 less clusters
than the optimal number of clusters on average.

6 Conclusion and Future Work

We have shown that MOCA can generate a pool of clustering solutions that is
more likely to contain the optimal clustering solution than the pool of solutions
generated by k-means. The solutions in this pool are generally more similar to
the optimal solution than the solutions generated by k-means. The solutions
generated by MOCA tend to have many extra clusters whereas k-means tends
to have less clusters than the optimal clustering solution.

Future work on the MOCA should be focused on reducing the number of clus-
ters in the solutions as too many clusters are introduced in this implementation.
This may be achieved by tuning the parameters of NSGA-II by experimenta-
tion. Parameter experimentation of NSGA-II may also reduce the runtime of
MOCA. Currently it is not practical for large n. Future work should also include
comparing MOCA to other existing clustering algorithms using a wider range of
data sets, including real world data sets. Investigation into selecting the “best”
solution from the pool of solutions automatically should also be carried out. This
may be done computationally or by producing aids for a human to select the
“best” solution.
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Abstract. Mapping interesting regions in qualitative sidescan sonar im-
agery predominantly relies on an expensive human interpretation pro-
cess. It would therefore be useful to automate components of this task
with a feature-based, Machine Learning system. We must first establish
a framework for reliably and efficiently evaluating the features. A novel
ensemble of probabilistic distance measures is proposed, as an objec-
tive function for this purpose. The idea is motivated by the fact that
different distance measures yield conflicting feature ranking results. In
the ensemble, distances can be combined to produce a consensus rank
score. As a test case, we find a sub-optimal parameterisation of a Co-
occurrence Matrix, for identifying textures peculiar to the tube-building
worm, Sabellaria spinulosa. A strong correlation is found between en-
semble scores and classification accuracies. The proposed methodology
is applicable to any sonar imagery, classification task or feature groups.

Keywords: GLCM, saliency, rank disagreement, ensemble, sonar.

1 Introduction

Sidescan sonar imagery contains useful visual information indicating the nature
and extent of different physical and morphological regimes on the seabed. Of
particular interest are protected habitats, such as reefs formed by colonies of the
tube-building worm, Sabellaria Spinulosa (Sabellaria) [1]. Mapping the colonies
usually involves manual segmentation of Sabellaria textures in the imagery - a
tedious and costly process. Automating the identification of Sabellaria would
greatly assist in this mapping task.

Examples of features used in Machine Learning approaches to the textural
analysis of sonar imagery include: Gabor filter banks [2]; Wavelets [3]; feature
fusion [4] and the prevalent Grey Level Co-occurrence Matrices (GLCM) [5] [6].
Yet, there is no published research on the features which should be used for
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accurate machine identification of Sabellaria in qualitative imagery. Choice of
features and their parameterisations depends on factors such as the degree of
noise, geometric and radiometric distortion, image resolution and the classifi-
cation task. To determine sub-optimal feature sets, we must first establish a
framework for feature evaluation - the focus of our work herein.

Several methods are available for feature evaluation and selection, e.g. [7]. It is
well-known that filtering approaches such as distance or (dis)similarity measures
provide an efficient means of evaluating feature saliency. There are in fact, dozens
of distance measures to choose from and many of these are described in [8].
However, using different measures on identical underlying distributions, leads to
disagreements in the feature rankings. Applying a single measure in all situations
is a feasible but myopic approach due to the numerous factors influencing the
measured saliency. Consequently, there is no guarantee that saliency information
generated by a single measure will be efficacious in all situations. Furthermore,
given a choice of conflicting rankings from various distance measures, under
identical conditions, it is not clear which one is most useful.

In this paper we propose a new approach to addressing these issues by making
use of a fusion of information from multiple measures. We define an ensemble of
probabilistic distance measures for measuring the saliency of features generated
on sonar imagery. The parameter-free Kullback Leibler Divergence (KL), Chi-
Squared (CS), Bhattacharyya (Bh), Euclidean L2 (Eu), Harmonic Mean (HM)
and Tanimoto (Ta) measures are deployed in the ensemble as a test case. We
identify some of the factors influencing pairwise rank disagreements between
the distance measures, and apply the ensemble to the parameterisation of a
co-occurrence matrix for feature generation. For the parameter subspace and
data considered, correlation between the ensemble estimated saliency and clas-
sification accuracy is very strong. This facilitates a calibration so that saliency
information can be converted directly to an estimated classification accuracy.

The paper is organised as follows: In section 2, image data and seabed classes
are described. The conceptual framework for our ensemble is defined in section
3. GLCM parameterisation is outlined in section 4. A selection of results are
presented and discussed in section 5. Finally, conclusions are drawn in section 6.

2 Experimental Data

Five test images (figure 1) with 5-bit radiometric range (25 = 32 quantised lev-
els) and a resolution of 6 pixels/metre are synthesised by concatenating image
regions sampled from multiple ground-truth locations in a sidescan mosaic. Cor-
responding seabed classes are listed in table 1, with specific, cs = {c1, c2, ...cn}
and generic, Sabellaria, S and not-Sabellaria, ¬S, class labels. A further five
images are created by applying combined noise components; random, additive
Gaussian noise N ∼ (0, 0.1) and multiplicative speckle noise. Each image is
scaled according to the kernel dimension, k, to ensure class homogeneity in the
feature generation and down-sampling process.
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Table 1. Ground-truthed textural classes used in this study (from [9])

Class Description Gen. class

c1 Mixed sediments ¬S
c2 Mussels ¬S
c3 Rock ¬S
c4 Sabellaria S
c5 Sand ¬S
c6 Sandwaves ¬S

Sabellaria-Mixed Sabellaria-Mussels Sabellaria-Rock

Sabellaria-Sand Sabellaria-Sandwaves Class Map

Fig. 1. Synthesised test image instances (no added noise, kernel dimension, k = 11).
White squares in the class map correspond to the Sabellaria class.

3 Proposed Ensemble for Consensus Feature Ranking

The distance between the probability distributions of features generated on two
different classes, provides an estimate of the binary classification error probabil-
ity (see for instance, Webb [10]). Disjoint distributions are indicative of highly
discriminative features, compared to those with class distributions which are
closer together. Hence, the features can be ranked in terms of their relative
saliency when the distances between the distributions for all features have been
computed. However, as we mentioned earlier, there are numerous different dis-
tance measures and each may produce conflicting rankings, even though the
underlying distributions are identical. It is not known which measures are ap-
propriate for use with sonar data, so we propose a new approach, using an
ensemble to compute a consensus ranking, by combining the output from in-
dividual distance measures. Six non-parametric probabilistic distance measures
are considered in our experiments, although any types or numbers of individuals
can easily be deployed in the ensemble. The conceptual framework set out in this
section defines the most general case of consensus ranking with m independent
distance measures.
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Important stages in our process include; (1) Balanced sampling of the input
space, (2) Scaling the individual feature values to [0, 1] across the classes and
features (3) Estimating the normalised, non-parametric probability distributions
for all features and classes (4) Computing all pair-wise distance measures for all
distributions (5) Assigning an integral (or continuous) consensus rank to each
feature using equally weighted rank scores from each distance measurement.

3.1 Non-parametric Distribution Estimation

For a set of n specific classes cs = {c1, c2, ...cn} non-parametric class conditional
probability distributions P(x | cs) for each component, xf of the feature vector,
x ∈ RD (where D is the dimension of the feature space) are estimated using
histograms. The scaled feature domain, xf = [0, 1] is divided into equal width
intervals, i. Pair-wise comparisons for the individual features are computed if
the distances between the generic S and ¬S distributions are required. These
comparisons can be made for every specific class in cs. Probability distribution
estimates for the generic classes are then, p = p(xf | S) and q = q(xf | ¬S)
respectively. Once computed the set of 1

2nD(n − 1) histograms is re-used by
each measure in the ensemble.

3.2 Individual Distance Measures

Six distance measures are considered in this test case as summarised in table 2.

Table 2. Summary of the six distance measured used

Distance measure dm Abbreviation Range

Bhattacharyya distance measure [11] Bh [0, π/2]
Chi-Squared distance measure CS [0, 1]
Euclidean L2 Eu [0, 1]
Harmonic mean HM [0, 1]
Kullback Leibler Divergence [12] KL [0, 2ln(2)]
Tanimoto distance measure Ta [0, 1]

3.3 Consensus Ranking of Features

Each distance measure, dm, m∈ [1,2,...| dm |] generates a list of values depen-
dent on the individual feature, xf , f ∈ [1,2,...D] and specific class distribution
comparison, (p, q)w, w ∈ [1,2,...η], where m, f , w ∈ Z+ and say, η =| S || ¬S |.
Thus, for every pair-wise class combination we have | dm | (in this case up to
six) lists of computed distance values for each feature, given by,

dm(x, (p, q)w) = (d1(x1), d2(x2), ...dD(xD)) (1)

The output of the ranking function, r is the ordered set of values for the partic-
ular distance measure, d and specific class distribution comparison, (p, q)w,

r(dm,x, (p, q)w) = (r1(xf ), r2(xf ), ...rmax(xf )) (2)
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In the event of a tie for the highest ranked position, all tied positions can be
allocated a rank score equal to the cardinality of the set of values. Each feature,
xf now has a rank score, xf (rj) in η· | dm | lists. Further, by summing the
rank scores for individual features over the distance measures and all pair-wise
combinations of specific classes, an integral, mean-distance consensus rank value
for each feature, rcon(xf ) in terms of its capacity to discriminate between the
generic classes is obtained, from,

rcon(xf ) =
⌊

1
| dm |

|dm|∑
m=1

η∑
w=1

xf (rj)(dm, (p, q)w)
⌉

(3)

The formula we have derived represents a general case for any number of
features, distance measures and pair-wise class comparisons. Of course, it is
not essential to assign an integral rank score. Since, the distance measures are
continuous valued functions over defined ranges, clearly, our method can easily
be modified to generate a normalised mean distance measure, d̄m,

d̄m =
1

| dm |
|dm|∑
m=1

dm

max(fdm
)

(4)

where, max(fdm
) is the functional maxima of the specific distance measure. The

output from equation 4 can be ordered, to produce a continuous valued ranking
of the features.

4 Co-occurrence Matrix Parameterisation

Five features, Fj (| F | = 5) are derived from co-occurrence matrices; (1) Angular
Inverse difference Moment (AIDM), (2) Angular Second Moment (ASM), (3)
Contrast (CON), (4) Correlation (COR) and (5) Entropy (ENT), as defined
in Haralick et al [13]. Ranges of the co-occurrence matrix parameters and the
applied directional configurations are summarised in table 3.

Table 3. Summary of co-occurrence matrix parameters and directional configurations

Parameter Range

Computational kernel dimension, k (pixels) {5, 7, 9, 11, 17, 23}
Quantisation level, Q (bits) {1, 2, 3, 4}
Sampling vector orientation, θ (| θ | = 4, due to symmetry) {0, π

4
, π

2
, 3π

4
, π, 5π

4
, 3π

2
, 7π

4
}

Inter-pixel distance, ||d|| f(k, Sp)
Sampling pattern, Sp(θ) (square, octagonal, uniform)

Directional configuration F∗ Dimension, D

All directions (Rotationally Variant), FRV |θ||F |
Maximum directional response, Fmax = max{Fj(θ0, ...θn)} |F |
Rotationally invariant (mean), Fμ = 1

|θ|
∑|θ|

k=1 Fθ |F |
Rotationally invariant (DFT), F(DF T ) : Fj(α) = 1

|θ|
∑|θ|−1

θ=0 Fj(θ)exp{−2πiαθ/ | θ |} (|θ| − 2)|F |
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5 Application to Sonar Data: Results and Discussion

Due to space constraints, results exposition is limited to the somewhat arbitrary
choice of parameter subspace; Q = 3, k = 11, Sp = octagonal (rotationally
invariant ||d||), ||d||∈ {1, 3, 5, 7, 9} and discrimination between Sabellaria and
the classes listed in table 1.

5.1 Factors Influencing Distance Measure Disagreements

We begin by demonstrating the influence of directional configuration and the
classification task on pairwise rank disagreement. In all results, the total dis-
agreements are factored for D and expressed as a percentage.

It is clear (figure 2) that Fmax and Fμ generate far fewer rank disagreements
across all classes, with and without added noise, compared to FDFT and FRV .
In most cases, adding noise to the image classes reduces the number of disagree-
ments. An obvious exception is FDFT where the number of disagreements on
each task and the variability over all classes increases when noise is added.

Fig. 2. Dependence of pairwise disagreements on directional configuration of the fea-
tures, F∗ and class discrimination task; (a) original imagery, (b) with added noise

The information in figure 2 does not tell us explicitly which directional config-
uration is preferable. The number of disagreements quantifies the certainty that
different distance measures will agree on the feature rankings. If we were to eval-
uate and rank say, ∀Fj ∈ Fmax for a Sabellaria-Sandwaves discrimination task
we would be more certain of obtaining consistent ranking results from different
measures, compared to rankings of ∀Fj ∈ FDFT on the same task. Although as
we shall see, consistency in ranking does not necessarily imply higher feature
saliency or greater classification accuracy.

Trends in the disagreements are also evident for other parameters. Figure 3
shows the variability in rank disagreements between individual distance mea-
sures over Fmax, as a function of the sampling vector magnitude, ||d|| on the
Sabellaria-Sandwaves classes. More disagreements arise as the magnitude of the
sampling vector decreases. Addition of noise reduces the disagreements in most
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cases (excluding ||d|| = 3). Eu and CS exhibit more disagreements and a greater
variance in disagreements, compared to the other distance measures, probably
due to the capture of diverse information from the feature distributions (clearly,
if all measures captured the same information, they would all agree). This sen-
sitivity of the measures to multiple parameters, coupled to the inherent spatial
variability of visual concepts, noise and distortion in qualitative sonar imagery
provides strong justification for fusing saliency information in an ensemble of
distance measures.

Fig. 3. Dependence of disagreements on the sampling vector magnitude ||d||

5.2 Using the Ensemble to Parameterise a Co-occurrence Matrix

Information from the ensemble can facilitate reliable decision making, concern-
ing feature parameterisations and configurations. It can also provide an insight
into the relative difficulty of the class discrimination tasks. For the parame-
ter subspace defined earlier, figure 4(a) shows the mean ensemble saliency over
Fj ∈ Fmax as a function of ||d|| and class discrimination task. As the magni-
tude of the sampling vector increases, with few exceptions, the mean saliency
of the features decreases. The difference in saliency over the range of sampling
vector magnitudes is greatest for the Sabellaria-Sandwaves classes, indicating
a greater scale dependency, possibly due to strong textural anisotropies in the
Sandwaves class. Based on the information in figure 4(a), we might expect the
classification accuracy for all textural test cases to decrease as the scale of tex-
tural analysis increases. Further, the Sabellaria-Mixed sediment and Sabellaria-
Sand discrimination tasks will be more accurate than for Sabellaria-Sandwaves.
The lowest classification accuracies should occur on the Sabellaria-Rock and
Sabellaria-Mussels tasks.

Correlation of Ensemble Output with Classification Accuracy. We now
proceed to validate the reliability of the ensemble and establish the relation-
ship between feature saliency estimated by the esemble and the classification
accuracy. A linear-kernel Support Vector Machine (SVM) classifier [14] is used
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as the core learning algorithm in a wrapper. Multiple training sets are created
from balanced, non-replacement, randomly sampled patterns. The mean and SD
of the classification results are summarised in table 4 and mean results shown
graphically in figure 4(b).

Fig. 4. (a) Mean ensemble estimated saliency as a function of ||d|| and class discrimi-
nation task. (b) Classification accuracy.

The trends in figures 4(a) and (b) are remarkably similar. Using least squares
regression an empirical linear relationship for calibrating the ensemble saliency
estimation, Ê against the SVM classifier accuracy, Cacc, is,

Ĉacc = 0.87Ê + 42 (5)

So, presented with the task of separating Sabellaria from other textures, in
this particular subspace; ∀Fj ∈ Fmax, Q = 3, k = 11, Sp = octagonal, ||d|| = 1,
we can expect to discriminate from other textural types with the following esti-
mated accuracies, Ĉacc(μ)%: Mixed sediments(100), Sand(100), Sandwaves(92),
Mussels(83), Rock(81). The estimated values from equation 5 are in very good
agreement with (although 2 - 8% higher than) the SVM classification accuracies
in table 4.

Table 4. Mean and standard deviation of SVM classification accuracies (%)

Fmax, Q = 3, k = 11, ||d|| = 1 3 5 7 9 μk

Discrimination task μ σ μ σ μ σ μ σ μ σ μ σ

Sabellaria-Mixed 96 1 96 1 95 2 95 3 95 2 95 2
Sabellaria-Mixed+Noise 93 2 90 3 92 3 90 2 86 6 90 3
Sabellaria-Mussels 75 17 73 14 70 11 74 7 67 14 72 13
Sabellaria-Mussels+Noise 71 17 76 7 72 13 73 6 68 9 72 10
Sabellaria-Rock 77 6 80 3 78 3 81 3 74 3 78 4
Sabellaria-Rock+Noise 75 5 76 4 74 8 70 10 71 5 73 6
Sabellaria-Sand 98 1 98 0 98 1 97 2 97 0 98 1
Sabellaria-Sand+Noise 96 1 95 2 94 4 96 1 94 3 95 2
Sabellaria-Sandwaves 86 10 83 7 84 6 80 5 73 4 81 6
Sabellaria-Sandwaves+Noise 88 5 84 9 84 6 82 6 76 3 83 6
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The correlation between Ê and classification accuracy for all class discrimi-
nation tasks in the parameter subspace is shown by the scatter-plot in figure 5
(b). Error bars represent one standard deviation in the x and y directions.

Fig. 5. (a) Correlation between mean disagreements and mean ensemble score, (b)
correlation between mean ensemble score and mean classification accuracy

Figure 5 (a) shows a weaker linear correlation (r = 0.47) between the mean
number of disagreements and Ê. An interesting, albeit speculative implication
is, the more useful the features, the less certain we can be that a single distance
measure is capable of capturing the full spectrum of useful information about
the features.

6 Conclusions and Scope for Future Work

A conceptual framework for an ensemble of probabilistic distance measures has
been proposed. The idea is motivated by the fact that different distance measures
disagree on feature rankings and each measure contains useful but diverse in-
formation about the distributions. Further, there is no single definitive distance
measure for use with sonar imagery. The sample of results we have presented in
this initial investigation, demonstrate the ensemble is capable of reliably evalu-
ating features and estimating classification accuracies. Further work will involve
analysing the results generated on the full parameter space, different feature
types and on benchmark photographic textures as well as other sonar imagery.
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Abstract. This paper considers the urban processes that real estate (RE) experts 
use in assessing the value of a certain property, based on characteristics of that 
property and its environment. The main objective is to illustrate the confluence 
of RE decisional processes and spatial analysis and to show how these 
techniques can be put to work together. This paper describes a software package 
specifically designed for supporting spatial analysis of urban data collections. 
This software can serve as a reference architecture for developing applications 
that support decisional processes in real estate. Based on geographical features, 
the computational environment supports appraisal of a wide range of real estate 
types and can also create analytical maps for use in developing plans and 
strategies. A case study demonstrates how the computational environment can 
improve the quality of the diagnosis of urban real estate in a region that has 
been selected for a prototype implementation.  

Keywords: Data Engineering and Applications, Real Estate, Spatial Analysis. 

1   Introduction 

Originally based on the development of statistical methods for geography, spatial 
analysis can be defined as a technology that describes the spatial relationships and the 
spatial actions of an object in the geographical space [1]. Spatial analysis is extremely 
relevant to Geographic Information Systems (GIS) as a support technology providing a 
link between the cartographic domain and the key areas of statistical analysis and 
modeling [2]. This technology can be applied in three markedly different contexts: a) 
testing “a priori” hypotheses about relevant patterns in spatial data, b) describing spatial 
patterns and relationships and c) supporting decisions about spatial planning [2].  

This paper considers the last context and leverages a substantial body of research 
[3-7] that explores the role and the potential of spatial analysis to fruitfully assist 
urban analysts and modelers. The motivation is that many urban processes are 
spatially conditioned, i.e. they are processes in which events at one location are 
partially affected by events at other locations. Specifically, this paper considers urban 
processes supporting real estate (RE) experts in assessing property value based on its 
characteristics. Some of these characteristics are intrinsic to the property, others are 
environmental or economic factors, such as the real estate market and the general 
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trend of the local economy. In analyzing RE processes we study an individual city, 
conceptualized as a collection of various interrelated components. RE evaluation 
reflects economic and technical factors and is a process concerning different aspects 
of decision making such as urban planning, evaluating risk with investing, assessing 
market values etc. The main objective of this paper is to document the confluence 
between RE decisional processes and spatial analysis and to show how these 
techniques can be put to work together.   

From a technical point a view, spatial analysis of a real estate domain can be 
carried out with off-the-shelf GIS software. However, some GIS software packages 
are too expensive for an expert and, more importantly, do not provide specific options 
for rapid and simple analysis of urban data. Within the real estate domain an 
additional problem is that it generates unmanageably huge datasets with diverse 
internal structures and no principles for integrating information. For example, data 
stored by municipalities becomes ineffective when each municipal unit begins to 
establish separate information systems, resulting in legal, administrative and 
economic problems. Real estate evaluators are aware of these problems and seek 
technical methods to solve them. Technical solutions must avoid significant re-
engineering of existing datasets and applications. In this respect, the design of 
applications supporting real estate spatial analysis calls for a deep re-thinking of 
current design approaches that often result in monolithic systems. 

This paper describes a software package specifically designed for supporting 
spatial analysis of urban data collections. It aims to be a reference architecture for 
developing applications that support real estate appraisers. By offering geographical 
references, the proposed software supports the appraisers in planning, designing and 
coordinating various real estate evaluation scenarios. It has been designed and tested 
using open source components. Base-map data are provided via the Internet and can 
be embedded in the local software. The software can import data about the 
characteristics of an urban land as well, and can automatically check the accuracy of 
this data. The computational environment shows maps of the locations where data 
was collected and, more interestingly, it can also create analytical maps indicating the 
number of observations, the number of distinct classes of observations and the values 
of diversity indices for real estate evaluations. For example, a map of land parcels 
describes the spatial position of the parcels with points placed where buildings or 
public offices are located.  

The paper is organized as follows. Section 2 gives a short overview of the decision 
making issues in the real estate domain. Section 3 presents the proposed software, 
whose effectiveness is tested by a case study that is exposed in the section 4. Finally, 
section 5 presents conclusions. 

2   Background 

As each parcel of land has unique characteristics, specialists are often called on to 
valuate real estate and facilitate transactions in purchasing. There are multiple usage 
scenarios. Let us start with a simple example: the evaluation of a house for living or a 
place for building a hotel. A closer look at how such problems are usually solved 
indicates that the value of a property relies on two basic variables: the overall quality 
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and the price of property. Assessing the overall quality is concerned with interpreting 
complex, heterogeneous information that is usually hard to express numerically. This 
requires information to be evaluated by a human analyst on the basis of his/her 
domain expertise and knowledge of the study area.  

A large number of models have been built for selecting sites for storage, retail 
shops, parks, fire stations, hospitals and so forth, where the location choice is not only 
a spatial problem but also involves economical factors [8-10]. For example, in 
locating public facilities (e.g., police stations or hospitals) one has to consider how to 
offer acceptable services to residents with the minimal cost of locating the facilities, 
while in locating retail outlets one should focus on how to select a site with the 
maximal number of potential shoppers [11].  

With the emergence of GIS, both spatial and non-spatial data can be handled 
simultaneously by thematic maps with a variety of demographic information relating 
to population, housing and economic activities. These maps help to solve location 
problems by visualizing both data and geographic information. Based on digitized 
remote sensing data, spatial statistics present within a GIS have made possible the 
development of accurate, consistent, and unbiased explanatory variables in a fast and 
efficient manner. These variables can then be used as indicators for measuring the 
environmental characteristics of properties and increasing the understanding of house 
pricing variations.  

3   The Reference Architecture 

A widely used approach for creating flexible and reusable applications is to structure 
the related modules into a three-layer architecture, with the user interface or browser 
as the first layer. The application tools, at the second layer, are the integration point, 
providing access to a wide range of capabilities. The third layer, the data layer, 
includes databases, computer and file resources. Breaking up applications into layers 
makes it possible to modify or add one specific layer, rather than having to rewrite the 
entire application over.  

Here, we propose a flexible extension of the above mentioned architecture by 
considering mash-up applications. Generally speaking, a mash-up is a process that 
integrates data/content from different resources on the Internet in order to provide the 
user with a flexible and easy-of-use way for service composition on the web. Usually 
hosted on a Web server, a mash-up application is rendered in a Web browser, through 
which user interaction takes place. In this way, mash-ups combine third-party data 
and content from more than one source to create a completely new application. This 
process is made possible by providers that promote free tools on the Internet and 
release their API for free. This allows users to develop applications that integrate 
provider tools with specific user data. Google Maps and Google Earth are well known 
examples of this kind of tools.  

We introduce the mash-up as a middleware layer, i.e. as an additional layer that 
interfaces both the application layer and the data layer. In more detail, the user 
interface is supported by a Web Browser capable of assembling and composing 
mashed-up content. Results can be shown graphically in separate layers and the user 
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can select the best one from the pool of presented layers. The user is able to iteratively 
refine and modify the answer to a graphical query as well as formulate queries about 
the source of data. Using map browser tools, such as zoom-in and zoom-out, users can 
perform these tasks interactively. Most importantly, users can define new tasks 
properly and determine carefully what criteria should be employed in the evaluation 
and comparison of alternative locations. 

The application layer contains the core business logic processing, i.e. the 
applications that can be invoked by the decision maker. It incorporates calculation 
models, statistical packages and simulation tools. Each application contributes a 
distinct activity for addressing the problems encountered in the various steps of the 
decision process.  

The middleware level is enabled by mash-ups that we implemented based on open 
APIs. There are two styles of mash-ups: web-based and server-based. Web-based 
mash-ups typically use the user’s web browser for combining and reformatting the 
data. Server-based mash-ups analyze and reformat the data on a remote server and 
transmit the data to the user’s browser in its final form. The data communication 
format is XML. The middleware level supports data management by means of: 

• customer mash-ups for personalization of data and viewing, allowing decision 
makers to combine and reformat the data according to their needs; 

• data mash-ups allow to combine information from multiple sources into a single 
representation; 

• business mash-ups, focusing on a single presentation of data and allowing users to 
access application packages on Internet. 

Data are stored in a geo-coded database implemented in a DBMS (MySQL) that 
extends standard SQL with geometric attributes as defined by Open Geospatial 
Consortium. MySQL was chosen as it is stand-alone software and is freely available, 
thus serving as a good starting point for people who work on real estate environments 
but do not have access to commercial GIS software. However, those who do have 
access to commercial GIS software may still be interested in our tool, as it addresses 
specific real estate problems for which functionality is not available or difficult to use 
in existing GIS packages. 

The computational environment we implemented provides access to Google Maps, 
Google Earth and EBay. We are also planning to extend the system by allowing it to 
access public data that comes from Craigslist and Trulia. We chose Google, since it is 
free technology that provides high-resolution satellite images for most urban areas 
and supports spatial data infrastructures. Specifically, the computational environment 
incorporates the two-dimensional features from Google Maps and the three-
dimensional features from Google Earth. 

To answer user queries, the computational environment gets the data from proper 
layers. Results are shown on a website by a mash-up application that was designed 
with embedded Google Maps and Google Earth APIs on it. In turn, when the user 
selects a geographical location, the computational environment  retrieves related data 
from the database. 



 Engineering Spatial Analysis in Real Estate Applications 341 

 

4   A Case Study 

This section describes a case study that explores the potential of the proposed 
software. The city of Cagliari (Italy) was selected as a case study area. Collected data 
was subdivided into two categories: 

• marketing and economical data, accounting for temporal and economical aspects 
that are important for the evaluation of profit and risks of investments; 

• urban quality data, considering presence of special sites and infrastructure such as 
parks, shops, railway stations and so on.  

Data include qualitative judgments and values, as supplied by different real estate 
brokers, and data about buildings in the examined area that are offered for sale at 
Ebay. Additional data can be collected from other networked resources, including 
municipalities and private realtors. 

Once the database has been geo-referenced, we can carry out various spatial 
analyses. Most of these are based on dividing the space into equal-sized cells, the size 
of which can be changed by the user. Compared to the use of geographical or 
administrative regions, these cells have the advantage of being all the same size, 
allowing them to be compared more objectively. In the following, we describe two 
scenarios of interest in RE evaluation and we show how these scenarios are supported 
by the environment we implemented. 

Evaluating the Real Estate Market. The state and the evolution of the real estate 
market are shaped by various factors such as the urban quality, the market values or 
the number of properties available for sale. A computational environment that 
supports the spatial interaction between all these factors is a very useful instrument, 
not only for professionals (i.e. people involved in building appraisal, urban planning, 
RE taxation etc.) but also for citizens. The median sale price of a building is one of 
the most common measurements used to compare real estate prices in different 
markets, areas, and periods. This statistic can be very useful, but also misunderstood 
or even misleading. To obtain a better understanding, a good cross-reference is to 
look at the location of homes that have been used to generate the median sale price.  

As a case study, we consider the medium sale values in 2009 in Cagliari and we 
apply some special functions we implemented to support exploratory spatial analysis. 
The first function is the zone-design procedure that calculates the optimal number of 
distinct classes of the variable “sale price”.  Fig. 1 shows the chromatic layer that 
visualizes these classes (i.e. the best way for clustering buildings according to their 
prices). A second specialized function we apply allows to determine the number of 
observations (i.e. buildings) in each class. As Fig. 1 shows, the map represents each 
single building by pinpointing them with a pushpin. If a user clicks on one of these 
elements, the system displays information related to the property as stored in the 
DBMS (Fig. 2). 



342 M. Argiolas and N. Dessì 

 

 

Fig. 1. The thematic map of residential buildings in Cagliari 

 

 

Fig. 2 . Detailing building information 

Locating Historical and Natural Preserved Sites. Urban conservation seeks to 
preserve, conserve and protect buildings and landscapes of historical significance. In 
Italy, the presence of historical and natural preserved sites can strongly influence RE 
values. The possibility to inspect such sites can significantly influence the appraisal 
especially in towns attracting large tourist flows. Fig. 3 shows the map of the 
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Fig. 3. The thematic map of historical sites in Cagliari 

historical and natural preserved sites in Cagliari: with a click on the pushpin, an RE 
appraiser can access the description of the historical or natural preserved site and 
learn the medium price of nearby houses in order to evaluate the related influence on 
market values. 

5   Conclusions 

The presented software is likely to be most useful for the analysis of data covering 
very large areas. The problem of mining the emerging large amount of heterogeneous 
geographically referenced data is not addressed by conventional spatial analysis 
methods. In this paper, the challenge is viewed as the need of engineering the spatial 
analysis in order to change the “modus operandi” in real estate domain which is rich 
in data but poor in models. While some may argue that maps provide a very poor 
form of technology for supporting spatial analysis, we believe the problem lies not in 
the definition of what spatial analysis means, but in identifying the nature of the 
technology needed to provide the basic functionality relevant to the spatial analysis in 
real estate domain. We set out to build a software package based on these principles 
and to assemble a set of spatial functions which offer a prospect of new insights.  
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Abstract. This paper proposes an improvement of evolutionary algorithms for
dynamic objective functions with a prediction mechanism based on the Autore-
gressive Integrated Moving Average (ARIMA) model. It extends the Infeasibility
Driven Evolutionary Algorithm (IDEA) that maintains a population of feasible
and infeasible solutions in order to react on changing objectives faster. Combining
IDEA with ARIMA leads to a more efficient evolutionary algorithm that reacts
faster to the changing objectives which profits from using information coming
from the prediction mechanism and remains one time instant ahead of the orig-
inal algorithm. Preliminary experiments performed on popular benchmark prob-
lems confirm that the IDEA-ARIMA outperforms the original IDEA algorithm in
many cases.

1 Introduction

Dynamic single and multi objective optimization is a class of optimization problems,
where the objective function as well as constraints change with time during computa-
tions [2]. Classic evolutionary algorithms are usually inefficient in such optimization
problems, because they attempt to lead the population to the most promising region of
the search space and focus on more and more close regions, which does not allow for a
reaction to the changing objectives.

However, a number of modern evolutionary algorithms were developed for dynamic
objective functions, [3], [5], [8]. Some of them, such as Infeasibility Driven Evolu-
tionary Algorithm (IDEA) [8], maintains a population of feasible and infeasible solu-
tions, which allows for a faster reaction to the changing objectives, when some solutions
from previous populations, infeasible in previous time instants, become feasible in the
future and outperforms the best solutions found in previous iterations. Some approaches
also aim at combining standard evolutionary search with some prediction mechanisms
[6], [9].

In this paper, we focus on the Infeasibility Driven Evolutionary Algorithm and com-
bining it with an ARIMA-based prediction mechanism to increase its ability to react on
changing objectives.
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This paper is structured in the following manner: Section 2 defines the optimiza-
tion problem with dynamic objective functions. Section 3 presents the evolutionary
algorithm with a prediction mechanism. Section 4 reports on a number of experiments
concerning popular benchmark problems. Finally, Section 5 concludes the paper.

2 Optimization Problem with Dynamic Objective Function

This paper refers to optimization problems with objective functions F (α) : Rd → R in
a parametric form with parameters α, where such parameters change with time. There-
fore, the objective function also changes with time and may be denoted as a dynamic
objective function F (t) = F (αt), where αt stands for the values of the parameters at
time t. Similarly, constraint functions G

(α)
i : Rd → R, i = 1, 2, . . . , m, lead to dynamic

constraint functions G
(t)
i = G

(αt)
i .

Therefore, the optimization problem with dynamic objective function considered in
this paper is to find x(t) ∈ Rd such that

x(t) = arg min{F (t)(x) : x ∈ Rd ∧ G
(t)
i (x) ≥ 0, for i = 1, 2, . . . , m}, (1)

for all t over a specific time period.
Such an optimization problem occurs in many practical applications, such as time

series analysis, where the parameters α come from historical time series instances and
change each time a new instance is recorded. It is worth noting that in such an approach,
at each time t0, although the future objective functions F (t) for t > t0 are unknown
and cannot be computed, the past objective functions F (t) for t < t0 can be computed,
because the past parameters αt are known.

3 Evolutionary Algorithm with a Prediction Mechanism

In this paper ARIMA prediction is used to improve performance of IDEA. Algorithm 1
presents a general overview of the IDEA-ARIMA approach.

3.1 Evolutionary Algorithm

The Infeasibility Driven Evolutionary Algorithm used in this paper is described in [8].
In this algorithm, a population consists in part of individuals that violate constraints.
Even though these individuals do not represent valid solutions of the problem they help
to find feasible solutions.

In order to detect changes in a dynamic multiobjective function F and in the con-
straints, an evaluation at random points is performed before each iteration of the evolu-
tionary algorithm. If a change is detected, i.e. the value of the objective or a constraint
function differs from the previously recorded value for at least one point, the current
population Pi−1 is re-evaluated according to the new conditions.

In the IDEA algorithm a sub-evolution (sub-EA) procedure is used which is invoked
with an argument Pi−1 as an initial population. After N ′

gen iterations of crossover and
mutation, the next population Pi is generated by unioning the resulting population of
sub-evolution Ci−1 with Pi−1 and reducing the result to N individuals with the highest
fitness value including a fixed amount of infeasible solutions.
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3.2 ARIMA Prediction

In order to improve the robustness of the above algorithm, IDEA-ARIMA uses a pre-
diction mechanism ARIMA(p, d, q) [1] to forecast changes of the object function.

For each generation i = 1, . . . , NGen of IDEA-ARIMA, Si is a set of all previously
obtained solutions each of which is assigned a time series xt containing all values of
the object function evaluated until now. Anytime a change of function F is detected,
as described further, causing the current population to be re-evaluated, new values of
the objective function are being calculated for all individuals in Si and stored in cor-
responding time series. Similarly, in the sub-evolution procedure an S′

j set holds the
union of all populations P ′

1, . . . , P
′
N ′

Gen
for all evolutionary steps j = 1, . . . , N ′

Gen.

In the end, former values of the object function for solutions in S′
j are calculated and

stored as a time series.
After HStart − 1 iterations of regular IDEA algorithm in which historical data is

collected, ARIMA prediction begins. In generations HStart, . . . , NGen additional hid-
den population Hi is initiated randomly and evaluated according to predicted values of
the object function. In order to compute the forecast for an arbitrary individual p ∈ Pi

a fixed amount of its closest (e.g. in Euclidean norm) neighbours s1, . . . , sk ∈ Si is
selected and then the weighted sum of predicted values of F (s1), . . . , F (sk) in the next
time step is calculated as a result. In the case of the hidden population, no record of
former individuals is stored anywhere and the evaluation step is based on the predicted
(not actual) values of the object function.

Algorithm 1. Evolutionary Framework for Dynamic Optimization with ARIMA-
prediction where N = population size, NGen = number of generations and HStart is
the number of iteration at which the ARIMA-prediction begins.

S1 = ∅
P1 = InitPopulation()
Evaluate(P1)
for i = 2 → NGen do

if the function F has changed then
Evaluate(Pi−1)
StoreEvaluation(Si−1, i)
if i − 1 ≥ HStart then

Evaluate(Hi)
Pi−1 = Reduce(Pi−1 + Hi)

end if
end if
Sub-evolve population Pi (using actual object function) producing Pi+1

if i ≥ HStart then
Hi = InitPopulation()
Sub-evolve hidden population Hi (using ARIMA prediction on Si−1) producing Hi+1

end if
end for



348 P. Filipiak, K. Michalak, and P. Lipinski

4 Experiments

In order to validate the proposed algorithm, a number of experiments were performed
on some popular benchmark problems:

Benchmark problem g24 1 [7] contains the following object function:

F (t)(x) = −
[
sin
(
kπt +

π

2

)
· x1 + x2

]
, x = (x1, x2) ∈ [0, 3] × [0, 4] (2)

minimized subject to the following constraints:

G1(x) = 2x4
1 − 8x3

1 + 8x2
1 − x2 + 2 ≥ 0, (3)

G2(x) = 4x4
1 − 32x3

1 + 88x2
1 − 96x1 − x2 + 36 ≥ 0. (4)

Benchmark problem g24 2 [7] contains the following object function:

F (t)(x) = − [p1(t) · x1 + p2(t) · x2] , x = (x1, x2) ∈ [0, 3] × [0, 4] (5)

p1(t) =
{

sin
(

kπt
2 + π

2

)
, t | 2

p1(t − 1), t � 2
(6)

p2(t) =

{
p2(max{0, t− 1}), t | 2
sin
(

kπ(t−1)
2 + π

2

)
, t � 2 (7)

minimized subject to the following constraints:

G1(x) = 2x4
1 − 8x3

1 + 8x2
1 − x2 + 2 ≥ 0, (8)

G2(x) = 4x4
1 − 32x3

1 + 88x2
1 − 96x1 − x2 + 36 ≥ 0. (9)

In both benchmark problems defined above, severity regulator k ∈ [0, 2] was set to
0.25 which implies periodic repetitions of the object function formula every 16 itera-
tions (i.e. F (t) ≡ F (t+16)).

Modified benchmark problem FDA1[4] contains the underlying object function:

F (t)(x) = 1 −
√

x1

1 +
∑n

i=2

(
xi − sin

(
πt
4

))2 ,

x = (x1, . . . , xn) ∈ [0, 1] × [−1, 1]n−1 (10)

minimized in the three variants:

(a) under no constraints,
(b) under static constraints defined as follows:

Gi(x) =
3[x2 − 1

2 (αi + βi)]2

2(αi − βi)2
− x1 +

1
4
≥ 0, (11)

αi = sin
(

π(i + 1)
4

)
, βi = sin

(
π(i + 1)

4

)
, i ∈ {1, .., 4}. (12)
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(c) under dynamic constraints altering at each time t step as follows:

G
(t)
1 (x) =

3 (x2 − 1)2

4
[
1 − sin

(
πt
4

)]2 − x1 +
1
4
≥ 0, (13)

G
(t)
2 (x) =

3 (x2 + 1)2

4
[
1 + sin

(
πt
4

)]2 − x1 +
1
4
≥ 0. (14)

Note that due to the periodic characteristic of the above benchmark problem, for
each time step t hold F (t) ≡ F (t+8) and G

(t)
i ≡ G

(t+8)
i (i = 1, 2). Moreover, for all

t, n > 1:
∀x∈[0,1]×[−1,1]n−1 0 ≤ F (t)(x) ≤ 1 and (15)

∃x0∈[0,1]×[−1,1]n−1 F (t)(x0) = 0 ∧ G
(t)
i (x0) ≥ 0 for i = 1, 2. (16)

(a) Benchmark problem g24 1:
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(b) Benchmark problem FDA1 with static constraints:
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Fig. 1. 2D-plots of the object functions (left) and its predictive counterparts (right) at sample time
steps in benchmark problems: (a) g24 1 and (b) modified FDA1 with static constraints. Darker
shades correspond to lower values of F (t)
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Parameters of ARIMA prediction model were set to (1, 0, 1) in all experiments. At
each time step t ≥ HStart a predicted value of the object function F̂ (t+1)(x), x ∈ Rd

was approximated with a weighted sum of F̂ (t+1)(·) calculated for the three closest
neighbours of x stored in St, namely s1, s2, s3, with weights ‖x − sj‖−1/

∑3
k=1 ‖x −

sk‖−1, j = 1, 2, 3. A single run of IDEA-ARIMA on the presented benchmark prob-
lems took approximately 2-4 hours and did not consume a great deal of memory.

Table 1 summarizes the number and the percentage of matches (i.e. correct selections
of global optima among local ones) at each time step HStart < t ≤ NGen of g24 1 and
g24 2 benchmark problems. A selection is considered correct if the Euclidean distance
between the global optimum and at least one feasible solution is less then δ = 0.1.
First HStart iterations were not taken into account in Table 1 since observable results
of both algorithms do not differ within this time period. It is clear that IDEA-ARIMA
outperforms IDEA in each run.

Table 1. Summary of matches in 10 runs of IDEA and IDEA-ARIMA for benchmarks g24 1 and
g24 2 with N = 20, NGen = 4 · 16 = 64, N ′

Gen = 10, HStart = 16. First 16 iterations were
ommited as observable results of both algorithms do not differ within this time period.

benchmark g24 1 benchmark g24 2
run IDEA IDEA-ARIMA IDEA IDEA-ARIMA

1. 21 (43.8%) 28 (58.3%) 5 (10.4%) 29 (60.4%)
2. 23 (47.9%) 26 (54.2%) 9 (18.8%) 25 (52.1%)
3. 13 (27.1%) 29 (60.4%) 19 (39.6%) 21 (43.8%)
4. 19 (39.6%) 30 (62.5%) 10 (20.8%) 23 (47.9%)
5. 19 (39.6%) 28 (58.3%) 9 (18.8%) 26 (54.2%)
6. 15 (31.3%) 26 (54.2%) 14 (29.2%) 26 (54.2%)
7. 22 (45.8%) 29 (60.4%) 11 (22.9%) 23 (47.9%)
8. 16 (33.3%) 29 (60.4%) 12 (25.0%) 23 (47.9%)
9. 22 (45.9%) 29 (60.4%) 18 (37.5%) 23 (47.9%)

10. 21 (43.8%) 26 (54.2%) 14 (29.2%) 22 (45.8%)

Table 2 summarizes the results in all the three variants of the modified FDA1 prob-
lem. As an additional comparison for performance of IDEA and IDEA-ARIMA, two
simple modifications of these algorithms were used. One of them (named iterated IDEA)
is the original IDEA algorithm yet reinitialized with a new random population in each
iteration. Another one (named perfect prediction) is similar to IDEA-ARIMA only the
actual value of F (t+1) was used instead of the predicted one at each time step t. Each
row of Table 2 contains mean values and variances of minimal values of F (t), HStart <
t ≤ NGen, found by a given algorithm among feasible solutions after N ′

Gen iterations
in n-dimentional modified FDA1 benchmark problem. Since (15) and (16) hold, it is
clear that the algorithm with the lowest mean value and variance is superior to the oth-
ers. As it is presented in Table 2, IDEA-ARIMA outperforms IDEA in majority of the
test cases. However, for n = 20 no algorithm reached mean value below 0.2.

Figure 1 depicts the object functions (left) and its predictive counterparts (right) at
sample time steps in benchmark problems: (a) g24 1 and (b) modified FDA1 with static
constraints. Darker shades correspond to lower values of F (t).
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Table 2. Summary of results in the three variants of modified FDA1 benchmark problem with
N = 100, NGen = 8 · 8 = 64, HStart = 16. First 16 iterations were ommited as observable
results of both algorithms do not differ within this time period.

(a) No constraints:

iterated IDEA IDEA IDEA-ARIMA perfect prediction
n N ′

Gen mean variance mean variance mean variance mean variance
2 10 0.002160 0.000006 0.001493 0.000008 0.001043 0.000008 0.000335 < 10−6

2 20 0.000256 < 10−6 0.000024 < 10−6 0.000147 < 10−6 0.000076 < 10−6

5 10 0.092458 0.004905 0.242495 0.028307 0.083589 0.006497 0.011662 0.000097
5 20 0.020289 0.000723 0.069089 0.004967 0.013313 0.000508 0.001052 0.000004
10 10 0.378588 0.015056 0.424032 0.038679 0.297579 0.023194 0.164623 0.013937
10 20 0.257860 0.020371 0.352496 0.041520 0.139074 0.020252 0.052366 0.00381
20 10 0.617583 0.010092 0.567337 0.049116 0.571919 0.027719 0.483748 0.017680
20 20 0.559521 0.014415 0.546209 0.031698 0.483610 0.035850 0.394778 0.025932

(b) Static constraints:

iterated IDEA IDEA IDEA-ARIMA perfect prediction
n N ′

Gen mean variance mean variance mean variance mean variance
2 10 0.026037 0.000957 0.011909 0.000859 0.006696 0.000271 0.006580 0.000086
2 20 0.007736 0.000135 0.001421 0.000025 0.001108 0.000016 0.000953 0.000002
5 10 0.161832 0.006272 0.079280 0.009862 0.070884 0.008095 0.060071 0.004535
5 20 0.071655 0.004494 0.026093 0.003576 0.023647 0.000985 0.011907 0.000304
10 10 0.439336 0.015338 0.186657 0.036261 0.156280 0.021570 0.151008 0.013162
10 20 0.310564 0.016344 0.087379 0.020944 0.114495 0.014076 0.043490 0.001861
20 10 0.653699 0.010381 0.398609 0.043211 0.458713 0.035772 0.423361 0.033427
20 20 0.593292 0.012989 0.231508 0.036150 0.349036 0.047805 0.279418 0.034973

(c) Dynamic constraints:

iterated IDEA IDEA IDEA-ARIMA perfect prediction
n N ′

Gen mean variance mean variance mean variance mean variance
2 10 0.010577 0.000121 0.004557 0.000205 0.001837 0.000013 0.001362 0.00005
2 20 0.002520 0.000007 0.000444 0.000005 0.000579 0.000001 0.000171 < 10−6

5 10 0.142978 0.007100 0.086602 0.016235 0.079515 0.004154 0.021180 0.000513
5 20 0.033714 0.001274 0.082928 0.009907 0.015362 0.000335 0.003651 0.000014
10 10 0.440479 0.018068 0.209387 0.026222 0.305928 0.025859 0.212496 0.025188
10 20 0.282467 0.027742 0.186919 0.037881 0.158682 0.022923 0.057928 0.008040
20 10 0.669181 0.007789 0.387301 0.055594 0.611805 0.011683 0.580973 0.016480
20 20 0.581248 0.011613 0.399809 0.049096 0.405708 0.038885 0.381798 0.047503

5 Conclusions

This paper proposes an extension of the Infeasibility Driven Evolutionary Algorithm
(IDEA) with a prediction mechanism based on ARIMA, where a population of feasible
and infeasible solutions reacts much faster to the changing objectives due to informa-
tion coming from the prediction mechanism and remains one time instant ahead of the
original algorithm.
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Although more detailed studies are necessary, preliminary experiments performed on
popular benchmark problems confirm that IDEA-ARIMA algorithm outperforms IDEA
in many cases.

There are some approaches that aim at combining standard evolutionary search with
prediction mechanisms [6], [9]. This paper shows that ARIMA-based prediction gives
promising results when applied to continuous object functions with low severity of
changes. There exists a significant class of real world dynamic optimization problems
with predictable objective functions where IDEA-ARIMA algorithm is applicable.

References

1. Box, G.E.P., Jenkins, G.M.: Time series analysis: Forecasting and control. Revised edition.
Holden-Day, San Francisco (1976)

2. Bui, L.T., Abbass, H.A., Branke, J.: Multiobjective optimization for dynamic environments.
In: Proceedings of Congress on Evolutionary Computation, pp. 2349–2356 (2005)

3. Coello Coello, C.A., Pulido, G.T., Lechuga, M.S.: Handling multiple objectives with particle
swarm optimization. IEEE Trans. Evolutionary Computation 8(3), 256–279 (2004)

4. Farina, M., Deb, K., Amato, P.: Dynamic Multiobjective Optimization Problems: Test Cases,
Approximations and Applications. IEEE Trans. Evol. Comp. 8(5) (2004)

5. Greeff, M., Engelbrecht, A.P.: Solving dynamic multi-objective problems with vector evalu-
ated particle swarm optimisation. In: Proceedings of IEEE Congress on Evolutionary Com-
putation, pp. 2917–2924. IEEE, Los Alamitos (2008)

6. Hatzakis, I., Wallace, D.: Dynamic multi-objective optimization with evolutionary algo-
rithms: a forward-looking approach. In: Proceedings of the GECCO 2006, pp. 1201–1208.
ACM, New York (2006)

7. Nguyen, T., Yao, X.: Benchmarking and solving dynamic constrained problems. In: IEEE
Congress on Evolutionary Computation, CEC 2009 (2009)

8. Singh, H.K., Isaacs, A., Nguyen, T.T., Ray, T., Yao, X.: Performance of infeasibility driven
evolutionary algorithm (IDEA) on constrained dynamic single objective optimization prob-
lems. In: Proceedings of IEEE Congress on Evolutionary Computation, CEC 2009, pp. 3127–
3134 (2009)

9. Zhou, A., Jin, Y., Zhang, Q., Sendhoff, B., Tsang, E.: Prediction-Based Population Re-
initialization for Evolutionary Dynamic Multi-objective Optimization. In: Obayashi, S., Deb,
K., Poloni, C., Hiroyasu, T., Murata, T. (eds.) EMO 2007. LNCS, vol. 4403, pp. 832–846.
Springer, Heidelberg (2007)

10. Zitzler, E., Thiele, L.: Multiobjective optimization using evolutionary algorithms - A com-
parative case study. In: Eiben, A.E., Bäck, T., Schoenauer, M., Schwefel, H.-P. (eds.) PPSN
V 1998. LNCS, vol. 1498, pp. 292–301. Springer, Heidelberg (1998)



H. Yin, W. Wang, and V. Rayward-Smith (Eds.): IDEAL 2011, LNCS 6936, pp. 353–360, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Multiobjective Optimization of Indexes Obtained by 
Clustering for Feature Selection Methods Evaluation in 

Genes Expression Microarrays 

Rodolfo Garcia, Emerson Cabrera Paraiso, and Júlio Cesar Nievola 

Post-Graduate Program in Informatics (PPGIa),  
Pontifical Catholic University of Paraná (PUCPR),  

Imaculada Conceição Street, 1155, Prado Velho, Curitiba, PR-Brazil 
{rodolfobbgarcia,paraiso,nievola}@ppgia.pucpr.br 

Abstract. The selection of relevant genes in microarray is an important task, 
since that in a single experiment expressions of thousands of genes are 
extracted. One way to evaluate feature selection methods in a dataset is 
by clustering the instances that have similar behaviors. The aim of this paper is 
to use a set of indexes that measure the quality of a clustering and, through the 
multiobjective optimization of this set, to show how it is possible to find the 
best feature selection methods in genes expression datasets obtained by 
microarray technique.  

Keywords: clustering, multiobjective optimization, feature selection, gene 
expression, microarray. 

1   Introduction 

Microarray technique is responsible for extracting information about expression of 
large quantity of genes related to one characteristic [1]. The increased amount of gene 
information makes scientists manual analysis take years to be done, needing 
computational help to realize this work faster [2]. 

Due to the fact that only few genes are involved in the characteristic activation or 
inhibition process, many of them are considered redundant or irrelevant because they 
do not improve the results of analysis. Thus, it is extremely important to select the 
most relevant features and get results with better comprehensibility  [3]. 

This task is performed by the data mining step called feature selection. Its goal is 
select the most representative subset of features from one database, conforming the 
evaluation criteria, in order to make the model easier to analysis [4]. This paper uses 
the C-FOCUS, Relief-F and the CFS, applied in genes expression datasets obtained by 
the microarray technique. 

The C-FOCUS algorithm is a FOCUS extension to be used with nominal or 
discrete features [5]. It aims to return the minimal relevant features subset, called 
Min-Features [6]. 

Another method used in this paper is the Relief-F, a Relief extension for problems 
involving more than two classes and aims to estimate the best  features, where  is 
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specified by the user. The more powerful is a feature to distinguish instances of 
different classes, the higher is its probability of being chosen [7]. 

The Correlation-based Feature Selection, or CFS, is a fast method which works in 
continuous features, using correlation measures and excluding the redundant features 
[8]. 

These methods belong to the filter approach, which can be used with any other data 
mining steps. Comparing them to the wrapper approach, they are simpler, faster and 
are useful in large dimensionality datasets, like the genes datasets are [4]. 

One way to evaluate the feature selection methods is by clustering instances that 
have similar behaviors. In the genes expression datasets, instances with similar 
behaviors can represent the same characteristic. Thus, a good clustering means that 
the features are relevant and the instances define well the classes that they belong to. 

This paper uses the K-means algorithm for clustering due to its popularity and 
simplicity. The result is one partition with  clusters, where  is specified by the 
user, and each instance belong to only one cluster [9]. 

In the clustering, its quality is measured by the clusters evaluation indexes [10]. 
This paper will use the indexes C, Isolation and Jaccard, which belong to different 
approaches, to evaluate clusters obtained by K-means method, a well know clustering 
method. 

The optimization of many indexes characterizes a multiobjective problem and, in 
this paper, the Multi-Objective Particle Swarm Optimization technique chooses the 
best features in the original genes expression datasets obtained by microarray 
technique. 

This paper aims to use a set of cluster validation indexes and, through the 
multiobjective optimization of this set, to show that it is possible to choose the best 
feature selection methods in genes expression datasets. 

Section 2 explains the basics concepts of clustering and the clusters evaluation 
indexes. Section 3 introduces the multiobjective technique and explain how the Multi-
Objective Particle Swarm Optimization method works and defines the best solution 
for a multiobjective problem. In section 4 is presented the proposal of this paper, the 
steps realized and the datasets used. Then, in section 5, the experiments and the 
results are described. Section 6 draws some conclusions.  

2   Clustering 

The clustering step aims to organize a set of instances in a way that those with similar 
behaviors will be in the same cluster without knowing the existing classes [11]. A 
good clustering means that the features are relevant and the instances define well the 
classes that they belong to. For this reason, this step can be used to evaluate feature 
selection methods. 

One of the most simple clustering method is the K-means. With the clustering 
realized, the partition needs to be evaluated with clusters validation indexes. There are 
three types of cluster validation index: relative, internal and external. The relative 
index is generally used to compare two different clustering schemes to determine the 
correct number of clusters in a dataset. Internal indexes measure the quality of a 
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clustering using only information contained in the dataset. Finally, the external 
indexes evaluate a clustering based on another clustering already obtained [10]. 

In [12] and [10] are presented the following indexes that belong to different 
approaches and are used here: C, Isolation and Jaccard indexes. 

The index called C is a relative index and is optimized by minimizing the Equation 
1. The quantity of all pairs of samples that belong to the same cluster is called ,  is 
the sum of the distances of those  that belong to cluster .  and  are, 
respectively,  smaller distances and  biggest distances beetwen all samples in the 
dataset [12].  

 

      .               (1) 
   
One index widely used in partitional clustering is the Isolation, an internal index. It 

calculates the separation between the centroid  of the cluster  and the global 
centroid  using the Sum of Squared Errors (SSE). Its optimization is done 
minimizing the Equation 2. 

  ,  .         (2) 

The Jaccard index, being an external index, compares the clustering obtained (Ao) 
to a reference clustering (Ar). To [10], two instances are said: 

 - SS, if they belong to the same cluster in Ao and to the same cluster in Ar; 
 - SD, if they belong to the same cluster in Ao but to different clusters in Ar; 
 - DS, if they belong to different clusters in Ao but to the same cluster in Ar; 

Being ,  and , respectively the number of pairs SS, SD and DS, the value of  
the Jaccard index is calculated by Equation 3 and the maximum value represents 
identical clusterings [10]: 

     .                     (3) 

3   Multiobjective Optimization 

An optimization problem that deals simultaneously with many objectives is called 
multiobjective. In [13] can be found a mathematical formulation to an multiobjective 
optimization problem formed by  objectives (Equation 4). Each objective is 
composed of  parameters, also called decision variables, which are the possible 
solutions for the problem. 
 

   , … , , … , , … , .                (4) 
 
In a multiobjective problem is possible to choose multiple decision variables as the 
best solutions, since that one decision variable is not necessary the best for all 
objectives. This is the aim of Multi-Objective Particle Swarm Optimization (MOPSO)  
based on the Pareto front. It is an evolucionary algorithm inspired by the social 
behavior of a bird population flocking looking for food [14]. Besides being simple, 
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another factor that made it popular was the efficiency in several applications, 
producing good results with low computational cost [15]. 

Each solution in the problem is a particle. The particles that move to promising 
regions are considered the best solutions and are called leaders. Although the 
possibility of having more than one leader, each particle can be guided by only one 
leader [16]. This guide can be chosen using the sigma method , presented in [17]. 
Besides being very effective in multiobjective problems based in swarm techniques, 
this method furnishes diversified solutions in only few iterations. 

The  vector is composed by  elements , where  is the dimension of objective 
space. For a problem of three objectives , , , the sigma vector will be composed 
by three elements, which are calculated in Equation 5. The leader with sigma vector 
closer to the particle sigma vector is the guide of this particle [17]. 

  
    / ²  ²  ²  .               (5) 

To elect the leaders, this paper uses the method based on the Pareto front, which 
generates many leaders in only one iteration [18]. The Pareto dominance rule is 
defined to a minimizing problem with  objectives as [18]:  

- Given two particles  e  that belong to the same solution space ,  dominates y, or    , if  x   y, for   1, . . . ,  and   ; 

If there is no solution y,  where y   ,  is said Pareto Optimal, is elected 
leader and can be defined as the optimal solution for the problem [13]. The Pareto 
Optimal set forms the Pareto Front and the best solution is selected by a decision 
maker, that can be the user [18]. 

4   Proposal 

The aim of this paper is to use a set of cluster validation indexes and, through the 
multiobjective optimization of this set, to show that it is possible to choose the best 
feature selection methods in genes expression datasets. 

 

Fig. 1. Work data flow diagram 
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Figure 1 shows all the steps performed in this work using  feature selection 
algorithms. The datasets used here, presented in Table 1, are formed by instances with 
genes expressions from people with diseases related to cancer and healthy people. 
They were used in [19] and are available in “arff” format with its documentations in 
the Kent Ridge page 1.  

Table 1. Datasets characteristics 

Name Number of instances Number of clusters Number of attributes 
DLBLC-Stanford 47 2 4026 

DLBLCL-NIH 80 2 7399 
ALL-AML 34 2 6817 

All datasets were subjected to the process of feature selection by three methods, C-
FOCUS, CFS and Relief-F, this last reducing the datasets to 10%, 25%, 50% and 75% 
of the number of features in the original dataset. 

Each dataset for one characteristic are evaluated by the cluster validation indexes 
C, Isolation and Jaccard through the K-means clustering, as can be seen in Figure 1. 
The Jaccard index is calculated by the comparison between the clusters obtained by 
the clustering method and the real clustering, since there is a priori knowledge about 
the composition of the genes expression datasets. The prior knowledge was also used 
to specify the number of clusters in the K-means clustering method. 

In the end of the clustering step seven solutions were built, each one composed 
by three indexes. Multiple indexes makes the problem a multiobjective optimization 
one. This paper uses the evolutionary behavior of MOPSO based on the Pareto front 
to move the solutions, or particles, following its guides chosen by the three criteria 
sigma method to the promising regions. The leaders elected at the end of the 
execution, when no alterations occurs in the repository, are considered the best 
solutions, revealing the best feature selection methods for the dataset used.  

Optimize the clusters validation indexes means the maximization of the Jaccard 
index and the minimization of the C and Isolation indexes. Solutions that satisfy the 
optimization are inside the promising region. 

To calculate the velocity of a particle, ,  ∈ 0,1  were chosen randomly for 
each iteration. The inertia value was fixed in 1 to facilitate the global exploration [16]. 
The knowledge factors were fixed  in 2 due to experience acquired by [19].  

For the fact that few solutions are generated, all of them belong to the same 
neighborhood, forming a full connected graph. According to [16], this topology 
converge to the final result faster. 

All the experiments were realized in a Intel ® Core™ I7 with 1.73GHz and 6GB 
RAM machine. The MOPSO based on Pareto front was developed in Java language, 
as well as the feature selection methods, the K-means and the C, Isolation and Jaccard 
indexes. They use the Weka library, which is compatible with “arff” format [20].  

                                                           
1 http://datam.i2r.a-star.edu.sg/datasets/krbd/, acessado em 07 de Abril de 2011. 
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5   Experiments and Results 

The experiments performed here aims to optimize a set of cluster validation indexes 
using the MOPSO to evaluate feature selection methods. 

For each dataset are generated seven solutions. These solutions are formed by the 
results of the clusters validation indexes C, Isolation and Jaccard, on the K-means 
clustering method, using different feature selection methods. 

In Tables 2, 3 and 4 are shown the number of each seven solutions and the 
respective C, Isolation and Jaccard indexes values. The enumeration of the solutions 
is organized as follow:  

1- Solution obtained by C-FOCUS method; 
2- Solution obtained by CFS method;  
3- Solution obtained by Relief-F method with 10% of original size; 
4- Solution obtained by Relief-F method with 25% of original size; 
5- Solution obtained by Relief-F method with 50% of original size; 
6- Solution obtained by Relief-F method with 75% of original size; 
7- Solution obtained by original dataset; 

Table 2. DLBCL-Stanford dataset solutions 

Solution C Isolation Jaccard 
1 0.31 0.46 0.33 
2 0.17 1.15 0.35 
3 0.25 2.52 0.56 
4 0.15 3.75 0.39 
5 0.15 5.82 0.33 
6 0.15 6.83 0.33 
7 0.55 8.88 0.34 

With the DLBCL-Stanford dataset, presented in Table 2, the MOPSO returned the 
solutions 1,2,3,4 as leaders, since the solutions 5 and 6 are dominated by solution 4 
and the solution 7 is dominated by solutions 3 and 4. After the iteration, the leaders 
were the same of before the multiobjective optimization. 

Table 3. DLBCL-NIH dataset solutions 

Solution C Isolation Jaccard 
1 0.23 0.77 0.37 
2 0.75 0.80 0.37 
3 0.87 3.35 0.34 
4 0.72 5.41 0.35 
5 0.64 9.88 0.35 
6 0.73 10.6 0.36 
7 0.77 11.1 0.36 
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In the results presented in Table 3 from the DLBCL-NIH dataset, it is possible to 
observe that the solution 1 dominates the others solutions. When the MOPSO was 
performed, only the solution 1 was selected as leaders and considered the best feature 
selection method for this characteristc. 

Table 4. ALL-AML dataset solutions 

Solution C Isolation Jaccard 
1 0.51 0.30 0.32 
2 0.51 0.30 0.32 
3 0.34 4.43 0.44 
4 0.32 7.24 0.44 
5 0.45 10.6 0.45 
6 0.54 14.34 0.47 
7 0.49 15.2 0.45 

Table 4 shows the results for the ALL-AML dataset. The only solution dominated 
by another solution was the number 7, since the solution 5 dominates it. Solution 1 do 
not dominate the solution 2 because they are identical. The MOPSO chose all the 
solution, except the number 7, as leaders and good solutions for this characteristic. 

6   Conclusions 

This paper evaluated, through MOPSO, feature selection methods in genes expression 
datasets obtained by microarray technique.  

As can be seen from the results, feature selection methods can be evaluated by 
clusters validation indexes obtained by K-means since datasets with less features had 
better results than the original datasets. It is interesting to use more than one 
clustering method because different methods build different clusterings, which can be 
lead to better results. 

The multiobjective method worked as expected when optimizing clusters 
validation indexes with different objectives, since C and Isolation indexes aim to 
minimize and the Jaccard index aims to maximize its values. Due to the few solutions, 
it was possible to evaluate each solution manually and confirm that MOPSO chose 
consistently the solutions that actually is considered the best one. Then, the clustering 
step can  be used to evaluate feature selection methods. 

In most of the datasets, it was obtained more than one solution as leader, which 
shows the importance of a decision maker. This decision maker can be a user with a 
deep knowledge about the datasets in order to choose the best solution. 

Using feature selection methods, the results showed that reduced datasets were 
classified as best solutions in all experiments, since the original dataset was never 
selected as a leader. Besides that, the results of C-FOCUS method, which generates 
the smallest feature set,  are always present in the final leaders set. 
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Abstract. Interactome databases summarize our present knowledge of
how proteins can interact at the molecular level under variable con-
ditions. Signal networks, in which proteins and their interactions are
represented by nodes and edges, constitute an essential part in these in-
teractomes. The subset of nodes and edges, which become involved under
certain biological conditions, necessitate the integration of further exper-
imental information. Mass spectrometry used in proteomics can provide
such data describing the expression and responses of nodes in signal net-
works.

SignalNet is a program that connects mass spectrometry (MS) data
with a protein interaction database to recognize most likely utilized or
affected signaling pathways. Regulatory information derived from quanti-
tative MS analyses is used to calculate and visualize which nodes feature
altered expression or response levels. Since signals naturally propagate
from node to node, SignalNet also emphasizes edges, which are over-
connected to several regulated nodes. Both the regulation factor and the
robustness of the underlying MS data are statistically evaluated and as-
signed to the nodes and edges. Thus SignalNet can filter highly complex
interactome data to extract information about signal networks coordinat-
ing certain biological conditions. Through this filtering ordinarily densely
connected interaction networks get purged from irrelevant interactions.
By the presentation of a reduced network with respect to the MS data,
the actual observed state of the cell can be resolved.

1 Introduction

Current MS instruments produce enormous amounts of data in comparative
proteomics experiments designed to decipher signal transduction pathways and
networks in eukaryotic cells. The identification of the logic and dynamic of the
observed biological networks is a challenge for systems biology as the data must
be analyzed to build models that represent the observed biological systems. The
huge amount of data generated is usually processed through computer-based
analysis. However, comparison of the different datasets and hypothesizing is still
difficult. Often the differences in two or more datasets resulting from various
samples look interesting, but only statistical analyses can determine whether
the observed changes are relevant for the investigated biological system. This
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results from the fact that observed effects in the datasets, e.g. differences in
protein amounts detected, cannot directly be linked to biological functions.

Conventional visualization techniques present results irrespective of
experimentally observed protein modifications, although they decisively control
protein-protein interactions. Therefore, the development of new analysis and vi-
sualization techniques is becoming ever more important. Such tools must both
provide an overview of the entire system, as well as give sufficiently detailed
information about the individual components. To address this problem we in-
troduce SignalNet, which generates protein interaction networks as multigraphs.
Highlighting the most likely utilized informative signal transduction pathways
and hiding irrelevant interactions, which were not proven by the MS data, Sig-
nalNet presents clear reduced interaction networks based on quantitative MS
experiments.

In Section 2.1 Sample preparation a short introduction to quantitative MS
with iTRAQ labeling is given. The remainder of Section 2 Methods deals with the
methodology of the system. SignalNet was successfully applied to an MS dataset
of a time series experiment involving HGF-Met signaling analysis described in
Section 3 Results, while in Section 4 Conclusion the functionality of the system
is reviewed.

2 Methods

2.1 Sample Preparation

Proteome data for signaling network analysis were generated as described before
[7]. In brief, proteins from samples representing individual signaling stages were
digested to peptides. These peptides were than labeled differentially with isobaric
stable isotope tags (iTRAQ).

An iTRAQ label consists of a reporter, balance, and reactive region. Lighter
reporter regions are combined with heavier balance regions. The complete differ-
ent labels are isobaric and therefore the label mass is always the same and will
add the same mass shift to a peptide. After labeling, the samples are mixed to-
gether and then analyzed by liquid chromatography–tandem mass spectrometry
(LC-MS/MS). As part of this process the peptides are fragmented into peptide
fragment ions and ion signals from the reporter group of the labels. The peptide
fragment ions reveal the amino acid sequence of the peptide. The ion signals
of the iTRAQ labels are present in the low mass region of the mass spectrum.
Through this signals, quantitative information can be obtained regarding the
relative amount of the peptide in different samples (Figure 1).

The resulting spectra are sent against a UniProtKB/Swiss-Prot database via
the Mascot Daemon software. Peptide quantification is then performed by an in-
house bioinformatics tool, named iTRAQassist. In brief, the Mascot .dat file of
one experiment, resulting from a merged peak list of multiple MS runs, and the
respective by-product calibration file are loaded. iTRAQassist [2] then performs
a normalization of reporter ion intensities and provides an estimation of the
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Fig. 1. Quantitative proteom analsis with iTRAQ. After labeling and combination of
the samples, the ratio of the peptide mixture can be calculated from the ion signals in
the mass spectrum. (Figure by A. J. Bureta CC BY-SA)

noise, based on statistical information, for the regulatory data of the individual
peptide and protein levels.

2.2 Divergence

The divergence describes an aggregation of differently regulated posttransla-
tional modifications, which indicates the extent in which a protein is involved
in a cellular signaling pathway in a cell. This value is derived from changes in
protein phosphorylation and measures the protein activity in the signal trans-
duction network. The protein divergence is calculated from the sum of the single
divergence values of the peptides assigned to a protein. Robustness values of
the peptide regulations are gathered from the program iTRAQassist. The com-
putation of the divergence values of peptides will be described below in detail.
Phosphopeptides receive a score depending on their regulation and its robust-
ness. Unmodified peptides do not get a score.

The divergence is calculated from the difference of the protein regulation factor
(RFprot) and the phosphopeptide regulation factor (RFpep) taking into account
the robustness of these factors (1). The robustness is described as an interval of
the probable regulation (interval of robustness: IoR). The interval of robustness
describes an 80% confidence interval for the possible regulation factor, based on
the noise present in the signal [3].

The penalty (p) depends on the overlap of the two intervals (2). The over-
lap can be between zero for no overlap, and one for total overlap of the pro-
tein’s intervals of robustness. The parameter m describes the denominator of the
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divergence for total overlap. E.g. if m = 2 the penalty would be 1/2. m can be
increased if more robust results are wanted. For the divergence calculation m =
2 turned out as a good compromise between the raw MS and the noise corrected
regulation data derived from the IoR.

div =

⎧⎪⎪⎨⎪⎪⎩
RFpep −

(
RFprot + IoRprot

2

)
· p for RFpep > RFprot ∧ RFpep /∈ IoRprot(

RFprot − IoRprot

2

)
− RFpep · p for RFpep < RFprot ∧ RFpep /∈ IoRprot

0 else
(1)

p =
1

overlap(m − 1) + 1
(2)

2.3 Parameters Q1 and Q2

In the protein-protein interaction network the parameters Q1 and Q2 determine
how the protein divergence values are applied to the graph’s edges to highlight a
possible signal (Figure 2). Q1 affects all direct adjacent edges of a protein node.
The edge thickness increases by an amount adjusted by this parameter.

Mass spectrometers usually detect peptides, which are specific protein frag-
ments. In most cases proteins are identified by only a few peptides, covering only
a fraction of the whole protein sequence. It is difficult to make a statement about
the parts of the protein sequence which are not covered by the detected peptides.
It is unknown whether these parts contain modifications important for the sig-
nal transduction or not. Q2 tries to compensate for this effect by affecting all
edges that are adjacent to the neighbors of the corresponding protein node. By
increasing the Q2 parameter, possible holes in the protein signal can be closed
through forwarding a fraction of the divergence to the next node. On the other
hand, the higher the Q2 parameter is chosen the less reliable the interaction
network gets.

Fig. 2. The parameters Q1 and Q2 influencing the interaction network’s edges. The
case shows the results of Q1 = 0.5 and Q2 = 0.02.
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Fig. 3. SignalNet selection window. Phosphorylated proteins (blue) and non-
phosphorylated proteins (green) can be transfered from the sample list (left) to the
list for the network generation (right). Proteins that were not present in the sample
can be added explicitly to list for network generation (orange).

2.4 Program Structure

SignalNet is written in Java and loads complex quantitative proteome data at-
tached with robustness values calculated by iTRAQassist. After selecting phos-
phorylated and non-phosphorylated proteins out of the sample for the network
building, protein interactions from the HPRD1 are queried [5]. Proteins which
were not found in the sample can be added explicitly for the network analysis
(Figure 3). Divergence values are calculated and the network is saved as graph
in a GML File. The GML file provides a graph with nodes including diagrams,
representing the given protein’s divergence of each reporter. The nodes are con-
nected by directed and undirected edges depending on the protein interaction
type. In addition, various data from the HPRD are queried and attached to the
nodes and edges, representing proteins and their interactions. The regulation
data from the mass spectrometry experiment are also attached to each node, if
available.

1 Human Protein Reference Database http://www.hprd.org
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The GML file can be opened and edited with VANTED, a visualization and
analysis software for signaling networks [4]. The view of the complex dataset can
be switched with a plug-in developed for VANTED. The plug-in enables the view
of the additional information attached to the nodes and edges. Furthermore,
the parameters Q1 and Q2 can be adjusted to determine the edge thickness
representing the protein divergence values.

3 Results

SignalNet was tested with an iTRAQ experiment made for HGF-Met signal-
ing analysis [7]. Samples were extracted after the stimulation of the cells with
HGF at t = 0, t = 2, t = 6 and t = 20 minutes. Relative quantification was
realized through labeling of the samples with an iTRAQ 4-Plex-Kit. The possi-
ble candidates for the HGF-Met signaling were manually determined previously.
Therefore the mass spectrometry data were analyzed manually and a literature
research for possible protein-protein interactions was carried out without any
automation.

Systems exist which can gather all known interactions between a number
of given proteins. The interactions are queried from different sources like co-
expression and signaling studies or pathway databases [6]. These interactions
altogether do not reflect the actual signaling state of the analyzed sample, which
only exhibit a small subset of these interactions.

The refined network calculated by SignalNet only shows the relevant interac-
tion according to the mass spectrometry data and possible candidates for the
HGF-Met signaling pathway could easily be identified (Figure 4). A good exam-
ple in this case is the interaction with the protein KS6A1.

Among others the phosphorylation of KS6A1 isoform 2 at the site Serine-
363 and Serine-380 by ERK1/2 could be validated. The relevant publication
on this interaction [1] was automatically retrieved from the HPRD and could
directly be accessed within SignalNet. Regarding the publication and the mass
spectrometry results S380 is autophosphorylated und further phosphorylated
after binding with ERK. Because no significant changes at S363 could be de-
tected, the translocation of the KS6A1/ERK complex to the plasma membrane
is unlikely (Table 1).

Table 1. Divergence (div) and RF (log2 fold change) of the phosphosites S380 and
S363 at KS6A1

S380 S363
t in min Div RF Div RF

2 0.43 0.48 0.08 0.07
6 5.36 2.68 0.31 -0.33
20 3.79 2.27 0.22 -0.22
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Fig. 4. This signaling network is based on stimulation of the c-MET receptor. The box
“Before” shows the interaction network generated from the HPRD. The box “After”
shows the refined network including the divergence values and the adjustment of the
parameters Q1 and Q2 in the VANTED plug-in. In this case, only strong signaling
events by phosphorylation are displayed.
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4 Conclusion

The generated network shows the observed proteins and their interactions. Tem-
poral or spatial changes are displayed and reveal the current most likely state
of the signal transduction network. Unfortunately, the presence of false positive
strongly regulated phosphopeptides is not excluded by the detection through
mass spectrometry, but is strongly reduced by the way the divergence is cal-
culated and used. The thickness of the edges is determined by robustness and
strength of a regulation, derived from the divergence of the corresponding pro-
teins. Inside of each protein node the phosphopeptide ratio is shown for each
state of the experiment. The calculated interaction network contains detailed
information and provides an overview of the complex proteome data. For time
series experiments it even can reveal the signal flow in the cell.
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Abstract. In this paper we compare different evolutionary algorithm
approaches and parameters used to optimize the output of neural net-
work committee trained on regression problems. This is especially useful
for large and complex datasets. We used the methodology presented in
this paper to optimize the output of the committee to predict the tem-
perature in the electric arc furnace in one of the steelworks.

Keywords: neural network committee, evolutionary algorithms.

1 Introduction

1.1 Temperature Control in the EAF

In the electric arc furnace the steel scrap is melted using the electric arc to
generate most of the heat. Additional heat is obtained from gas that is inserted
and burnt in the furnace. The optimal temperature of the melted steel that is
to be tapped out from the furnace is about 1900K, however it must be kept at
proper temperature enough long so that all the solid metal gets melted. If the
heating lasts too long, unnecessary time and energy is wasted and additional
wear of the furnace is caused. Modern EAFs have the melt times of 30 minutes,
older ones up to one hour.

The temperature is measured a few times during every melt by special lances
with thermocouple that are inserted into the liquid steel. Every measurement
takes about one minute and in this time the arc has to be turn off and the process
suspended. Waste of time and energy for three or even more measurements is thus
quite significant. There are many problems with the continuous measurement of
the steel temperature. The temperatures are very high and the radiant heat and
the electro-magnetic radiation from the furnace creates major problems for the
measuring equipment.

Although using the model described in [1] the temperature can be calculated
10 minutes before the tap and the end of the meltdown phase can be predicted, we
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need to know the temperature much earlier, to be able to optimize the parameters
during the whole process.

Therefore there was a need to build a temperature prediction system that
would allow us to limit the number of temperature measurements and thus
shorten the EAF process. We previously built a system based on a single re-
gression model [2], as a part of the whole intelligent system for steel production
optimization [3]. However, as our recent experiments showed, a significant im-
provement can be obtained with a committee of regression models.

1.2 Committee Machines

The idea behind building a committee of regression models is to improve the
accuracy of single models by weighting the outputs of particular models, where
the sum of weights equals one. That works, because the bias of the whole com-
mittee is of the same level as biases of particular models, while the variance is
smaller or at least not larger than variances of particular networks [4].

Bagging [5] provides decorrelation between the predictions of committee mem-
bers by training each one on a different dataset, obtained by randomly drawing
with replacement n data points from the original data set. In AdaBoost [5] the
probability of selecting a vector in a next model is higher if the previous model
made higher error on that vector.

It maybe easier to build a good model, dividing the whole data into several
subsets, where a dedicated neural network is responsible for modeling each region
of the input space. Based on that assumption Jacobs [6] created a Mixture of
(local) Experts. Barbosa [7] used a population of feed-forward neural networks,
which was evolved using the Clonal Selection Algorithm and the final ensemble
was composed of the selected subset of the neural network population. Chen and
Yao [8] proposed a Negative Correlation Learning, which introduces a correlation
penalty term to the cost function of each network so that each network minimizes
not only its mean-square-error but also the correlation with other networks. They
used and evolutionary multi-objective algorithm to optimize the networks in the
ensemble. Baruque and Corchado [9] instead of combining directly the results,
formulated a single resultant model of the SOM networks, where the neurons
composing the map were obtained as the fusion of neurons from different maps
that are considered close enough to be fused into one. Bian and Wang [10]
evaluated ensembles of 10 different learning algorithms, taking into account their
ability for generating different types of diversity and analyzed their correlation
with ensemble performance on fifteen popular data sets.

1.3 Evolutionary Algorithms

In the experimental part we compare how various selection, recombination and
mutation schemes influence the convergence of the algorithms and based on the
analysis we propose some solutions.

In selection individuals are chosen to produce the offspring with the probabil-
ity proportional to the value of their fitness function. Recombination produces
new individuals by combining the information contained in the parents. There
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maybe any number of parents from two up to the number of positions in the
individual (here the number of neural networks) and any number of crossover
points from the number of parents minus one to the number of positions minus
one. In the intermediate recombination, the child’s Ci position can be given a
new value, which does not exist in any of the parents, but which is some com-
bination of the parents’ PXi values, which for two parents is given by a rule
(where a is randomly selected):

Ci = P1i · a + P2i · (1 − a), a ∈ (−0.25, 1.25) (1)

In mutation of real variables small random values are added to the variables
with a low probability.

With a high number of regression models, an intelligent model selection be-
comes an important issue of ensemble-based system design. A few approaches of
applying evolutionary optimization for machine learning committees can be found
in the literature. Ruta and Gabrys [11] used a two-stage majority voting commit-
tee for classification tasks with evolutionary-based committee selection. Jackowski
and Wozniak [12] presented a machine learning algorithm used for training of a
compound classifier system that consisted of a set of area classifiers. The evolu-
tionary algorithms used to optimize the splitting of feature space into areas and
selecting area classifiers, which outperformed the simple voting. However, most of
the models were designed for classification and not regression problems.

2 Methodology

The solution, we develop takes advantage of the properties of bagging, Mixture
of Experts and evolutionary approach and adds some specific dependencies of
the dataset to find the optimal weights of each network in the committee, that
can be different for different test vectors. The system is shown in Fig. 1.

There are several possible approaches to cluster the data, as fuzzy c-means or
hierarchical clustering. Costa and Netto [13] proposed to use SOM networks for
a hierarchical tree of maps, which represented the cluster’s structure in levels of
granularity, where each cluster of neurons gave rise to a new map, which was
trained with the subset of data that were classified to it. Al-Harbi and Smith [14]
constructed a supervised k-means algorithm to partition objects which have the
same class label into one cluster, where by the means of Simulated Annealing
they used the data outputs in developing a suitable metric defined on other fields.
It also seems to be reasonable for the regression tasks after some adjustment of
their method and we are planning to use that approach to improve the clustering
in our future work.

However, because of already high complexity of the project, currently we de-
cided to use the simplest method: the k-means clustering with Euclidean distance
and then fuzzify the clusters (what for our purposes produced more adequate
results than fuzzy c-means) to divide the data at four different levels:
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– the whole training dataset
– 3 clusters
– 9 clusters
– 27 clusters

The rationale behind the 4-level hierarchy was to take into consideration local
properties of the input space using the smaller clusters and still prevent the
data over-fitting by using also the bigger clusters. These number of clusters
and number of networks in each cluster was chosen, because it has been found
to perform better than the 3-level hierarchy and the 4-level hierarchy would
not provide enough data to train the last level models. Because the clusters had
crisp boundaries and the neural networks should smoothly cover the entire input
space, each point in the space was assigned a membership value to each cluster
as the inverse of its Euclidean distance to the cluster center

Fig. 1. The system used for temperature prediction in the EAF process

m = c/(d + c) (2)

where c is the average distance of points in the current cluster to the cluster
center and d is the distance between the given point and the cluster center.
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During the network training, the error the network made on such a point was
multiplied by the m value of the point. In this way the ideas of local experts was
realized. In order to obtain five decorrelated local networks we implemented the
simple bagging algorithm, because in the case of noisy data it can outperform
AdaBoost. The number of selected vectors for each network dataset was: 3.000
for the whole training set and equal to 2/3 of the number of vectors in a given
cluster for the lower levels. The probability of each vector being selected was
proportional to its m value for the given cluster. In this way we obtained an
ensemble of 5*(1+3+9+27)=200 neural networks. The number of five networks
per cluster has been chosen because further increase of that number causes a
growth of the system, which results in increasing the optimization difficulties
and thus leads to no further improvement.

For the MLP network training we used the VSS algorithm [15]. The number of
hidden layer neurons for each network was randomly chosen from 8 to 16 (based
on the experiments this range of hidden layer neurons seemed optimal). The
hidden and the output layer neurons had hyperbolic tangent transfer function.
In the case of the output and input layer neuron this transfer function was
chosen to limit the outliers’ influence on the results as well as to make the data
distribution closer to uniform [3]. However, the MSE we report in the experiment
section are based on the original standardized data, that is after transposing the
network output by an area tanh function. At the test phase, first, the distances
of the test vector to the cluster centers are calculated. Then only a limited
number of the neural networks trained on the clusters that are closer to the
test vector take part in the temperature prediction; the networks trained on the
whole dataset, all networks from the 3-cluster level, the networks of six of the
9-cluster level and the networks of nine of the 27-cluster level. Thus, together
5*(1+3+6+9)=95 neural networks predict the output value for each test vector.
Then the networks of each level cluster that take part in the prediction are
sorted according to the vector distance to their corresponding cluster centers
and their results are saved to an array in the following order: first the whole
data set networks, then the 3-cluster level networks starting from the cluster
closest to the test vector, then the 9 and 27-cluster networks, each time starting
from the cluster closest to the test vector. Thus, the positions in the chromosome
represent the order of distances between the network and the test vector and not
to a constant order of the networks.

The networks training and prediction is done only once. Only the procedure
of determining the model weighing scheeme is iterative, what makes the process
relatively fast. To find the weights w, the following algorithm is used:

1. Create a population of N individuals of randomly generated 95-entry array
of weights from the interval (0,1).

2. When summing the weighted network outputs, multiply each weight by a
value inversely proportional to the cluster order on the list plus 1, that is
by 1/2 the weight of the closest cluster, by 1/3 the weight of the second
closest cluster, etc. in each cluster level. Though the step may be omitted,
it significantly improves the convergence of the algorithm.
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3. Calculate the quality (MSE) of each solution over all test vectors using the
following formula for the predicted output of every vector:

4. From here the evolutionary algorithms in different variants, as described in
the previous section with different parameters are used.

There are two purposes of the experiments: to find the weighting scheme of the
neural network committee that produces the lower error and to examine the
influence of particular parameters on the process.

3 Experimental Results

The dataset and the software is available at www.kordos.com/his.html. The
dataset consists of 50 continuous attributes, each of them describing one of the
measured parameters, as particular temperatures, electric energy, amount of gas,
time intervals, etc, denoted as x1...x50 and an output value - a temperature to
be predicted, denoted as y. There are 7401 vectors in the dataset. The data is
already standardized.

The table shows the accuracy in 10-fold cross-validation using different re-
gression algorithms. MLP-EA is the method described in this paper. MLPTree
is a regression tree with MLP networks in its nodes. Tree is a standard one-
dimensional regression tree. Tree Forests consist of 10 such trees, where the
output of each tree is weighed inversely proportional to its MSE on the test set.
MLP-bagging and MLP-AdaBoost are committees of 10 MLP networks trained
on points drawn from the whole dataset. SVR-L and SVR-G are support vector
regression models with linear and Gaussian kernels. Fig. 2. presents the number
of times the fitness function has to be evaluated till the system converged to the
level that no further improvement grater than 0.1% can be observed.

Table 1. Comparison of results obtained with various methods in 10-fold cross-
validation

method MLP-EA MLPTree MLP Tree Tree Forest

MSE 0.46 ± 0.05 0.51 ± 0.07 0.60 ± 0.10 0.80 ± 0.08 0.70 ± 0.06

method MLP-bagging MLP-AdaBoost SVR-L SVR-G default

MSE 0.55 ± 0.07 0.58 ± 0.07 0.61 ± 0.06 0.61 ± 0.06 1.00 ± 0.0

The obtained results had almost the same accuracy with the different param-
eters shown in the table, however, the differences in the convergence time were
enormous. The horizontal axis shown the number of times fitness function had to
be evaluated, what directly corresponds to the computational complexity. The
number on the vertical axis stands for: fitness function (1-linear, 2-quadratic),
number of parents, number of different sections in recombinations (number of
crossover points minus one), mutation percentage. In all cases the population
size was fixed at 256 individuals (as it was within the range of best results). The
intermediate recombination was used (eq. 2).
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Fig. 2. Number of fitness function evaluations depending on fitness function (1-linear,
2-quadratic), number of parents, number of crossover points and mutation percentage

4 Conclusions

On case of big and complex datasets it is worth clustering the data into smaller
parts to use the local expert models and then make smooth transitions between
the models. The transition was implemented here by the cluster fuzzyfication.
It is also beneficial to use ensembles of learning models and the best results
maybe obtained by joining the both of the approaches. The committee with
evolutionary optimized weighing scheme performs best, what was not difficult
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to guess, because here the apriori made assumption about the weighing scheme
are precisely adjusted during the model learning process.

However, the results obtained with a decision tree allow for simple extraction
of logical rules from the data and therefore maybe also very useful.

Currently, the biggest barrier to further improvement of the results is the
quality of the data itself, which contains a lot of wrong and inaccurate value
that are very difficult to eliminate.
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Abstract. Multi-objective learning has been explored in neural net-
work because it adjusts the model capacity providing better general-
ization properties. It usually requires sophisticated algorithms such as
ellipsoidal, sliding-mode, genetic algorithms, among others. This paper
proposes an affordable algorithm that decomposes the gradient into two
components and it adjusts the weights of the network separately. By
doing so multi-objective learning with L2 norm control is accomplished.

Keywords: Multi-objective learning, bias and variance.

1 Introduction

It is well understood that Artificial Neural Networks (ANNs) learning should
be accomplished by minimizing both the empirical risk Remp(w) and the model
capacity h [1,2]. Convergence to the true risk [1] under the single-objective as-
sumption, considering only Remp(w), can only be achieved in the large samples
scenario. In such a situation, when the number of samples N tends do infinity
(N → ∞), the approximating function f(x,w) tends to expected value E[y|x]
of the data for large enough model capacity. However, the large samples situa-
tion does not happen very often. In most real problems, the sample size is small
and minimization of Remp(w) does not assure approximation to the generator
function. In such situations, model capacity h should also be considered in or-
der to improve convergence to the true risk. Since Remp(w) and h do not have
coinciding minima, these two objective functions can only be traded-off instead
of jointly minimized.

The conflicting behaviour of Remp(w) and h and the need for a trade-off
between them suggests that the ANNs learning problem is inherently Multi-
objective and that it should be treated like that. Therefore, from the optimiza-
tion perspective, Pareto set solutions [3] are optimal and offer optimized trade-off
between Remp(w) and h. In addition, any other solution, generated by any other
method, that is not Pareto-optimal can still be minimized in both objectives.
According to this Optimization definition of the problem, model selection for
ANNs should be accomplished amongst the Pareto set solutions of Remp(w) and
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h. The availability of the Pareto-set solutions guarantee that the search is accom-
plished amongst the optimal solutions only, and not in the whole parameter’s
space.

A formulation of the Multi-objective learning problem, based on the ε-constrai-
ned optimization method [2,4] so that an approximation of the Pareto-front is
achieved has been presented in the literature. In this work we propose a new
method to approximate the Pareto-front solutions. The method first adjusts the
model capacity to a target value, ht, and then decomposes the gradient descent
of the empirical risk into two components: one that increases the model capac-
ity and one that decreases the model capacity. These two components are used
separately to adjust the parameters of the approximation function, f(x,w). By
doing so, the procedure minimizes the empirical risk subject to the target value
of the model capacity.

The structure of the present paper is as follows. A review on model capacity
and learning is presented in section 2. Section 3 presents the method of the
gradient descent decomposition. In section 4, simulated results are presented.
Discussion and Conclusion in section 5 ends the paper.

2 Model Capacity and Learning

The notion that both error and model capacity should be traded-off in order
to reduce approximation error can be well understood from the interpretation
of the inequality presented in Expression 1, one of the most important formal
results of SLT [1]. The interpretation of such expression is that the true risk
R(w) is bounded by the empirical risk Remp(w) plus a square root term that
depends both on the sample size N and on the model capacity h.

R(w) ≤ Remp(w) +

√√√√(h(log(2N
h ) + 1) − log(η

4 )
N

)
(1)

where N is the sample size, h is the VC-dimension [1] and η is the confidence
interval.

It is clear from Expression 1 that, when the sample size is large, the true risk is
bounded by the empirical risk only, since as N → ∞ =⇒ R(w) ≤ Remp(w). This
means that convergence to the true risk in such a situation is yielded by simply
minimizing the empirical risk (Remp(w) ≈ 0 =⇒ R(w) ≈ 0 when N → ∞).
However, the real challenge for learning is to deal with small samples problems.
In such a scenario, h

N is relevant, and a small Remp(w) does not imply on small
R(w). Therefore, for small samples, reducing the empirical risk only does not
guarantee a small approximation error. In other words, both the empirical risk
Remp(w) and the model capacity h should be minimized in order to reduce the
approximation error.

It is clear, therefore, that a single-objetive minimization of one of the objective
functions may result on the maximization of the other, what paves the way to
the Multi-Objective [3] treatment of the problem [6,2]. From this perspective,
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the general problem of model induction (Supervised or Semi-Supervised) can be
regarded as the trade-off between Remp(w) and h.

The most usual representation for Remp(w) is the squared error loss function∑
e2 =

∑N
i=1(yi − f(xi,w))2, whereas h is usually represented by the L2 norm,

||w|| =
√∑

w2
j , of the network weights. Although the squared error representa-

tion of Remp(w) is well accepted, the choice of ||w|| may deserve an explanation.
The first argument in favor of ||w|| is that, for better generalization, it has been
shown in the literature that the magnitude of the weights is more important
than the number of weights [7] and, of course, the magnitude of the weights can
be directly controlled by ||w||. The second argument is that the class separation
margin of two classes is inversely proportional to ||w|| [1,8] what implies that
margin maximization is yielded by ||w|| minimization.

The two objective-functions φe(·) =
∑

e2 and φw(·) = ||w|| are conflicting
for the simple reason that error reduction requires weight magnitude increase
in order to reach the saturation regions of the sigmoidal activation functions. If
they were not conflicting, a trivial solution would be characterized, since a single
weight vector would minimize both objectives. The Pareto set [3] corresponds
to the region of the objective’s space where the non-dominated solutions are
located. From the optimization point of view, the Pareto set contains the optimal
solutions of the formulated optimization problem. From this perspective, any
method that is not Pareto-set-based is likely to generate sub-optimal solutions
that could still be minimized in both objectives. Further discussions and results
related to the MOBJ principles were presented in other related works [2,4]. Since
there isn’t a single solution in the Pareto set, the learning problem now, after
the Pareto set has been generated, becomes the selection of one of them.

2.1 Pareto Set Generation

In order to obtain the Pareto set efficient solutions for the Multi-layer Perceptron
(MLP) learning problem, the ε-constraint algorithm [9] has been adopted [2].
Basically, the ε-constraint algorithm [9] turns the multi-objective problem into
a constrained single-objective problem in order to generate one solution of the
Pareto set at a time. From Equation 2, a discrete set of solutions is generated
using the ellipsoid algorithm [10] for every εr constraint value.

minimize
∑

e2

subject to ||w|| ≤ εr
(2)

for all r = 1, 2, ..., m, where w ∈ S, S is the feasible region and εj ≤ εk, ∀j ≤ k.
The analogy between the constraint yielded in the objective’s space by lim-

iting the upper bound of ||w|| can be best understood by observing Figure 1.
Since the error is minimized within the disc with radius ||w|| ≤ εj , a Pareto set
solution is generated for each disc. The optimization problem is then solved for
pre-established values of εj so that a portion of the Pareto set is generated. Once
the set of Pareto set solutions is obtained, a decision making procedure picks-up
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Fig. 1. Mapping from parameter’s space to objective’s space by constraining the solu-
tions to the region ||w|| ≤ ε

one of them according to a selection criteria. The method proposed here aims at
minimizing the error within a single circle.

Although other selection criteria have been developed [11,12], the use of a
validation set error seems to be a natural principle. It is based on a validation
set Dv = {xi, di}Nv

i=1 that is presented to every MLP within the Pareto set in the
decision phase. Other strategies for selecting the final solution from the Pareto
set have also been developed [13,14].

3 Proposed Gradient Descent Decomposition

The proposed method for the adjustment of network weights considers the op-
timization problem described in Equation 2. It is based on the backpropagation
gradient descent update equation [15],

w(k+1) = w(k) − α · g(k) (3)

where g is the gradient vector, gj = ∂
∑

e2

∂wj
, α is the learning rate and k rep-

resents the algorithm’s iterations. The proposed method sequentially updates
the network weights by applying a decomposition of the gradient descent vec-
tor. However, it requires that the norm of the weights have been initialized with
the constraint value, ||w(0)|| = εr. This can be accomplished by normalizing an
initial vector of weights and then multiplying it by εr, as shown in Equation 4.

||w(0)|| = εr · w
||w|| (4)

3.1 Analysis of the Gradient Descent Decomposition

The squared norm of the weights at the k + 1 step using Equation 3 can be
written as

||w(k+1)||2 =
∑

j

w2
j(k) − 2.α.

∑
j

(
wj(k).gj(k)

)
+ α2.

∑
j

g2
j(k) (5)
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As can be seen in Equation 5 the norm of the weights decreases when
wj(k).gj(k) > 0 and it increases, otherwise. Therefore, the gradient descent vector
can be decomposed into the vector g−

(k),

g−j(k) =
{

gj(k), if wj(k).gj(k) > 0
0, otherwise (6)

and the vector g+
(k) : g+

(k) + g−
(k) = g(k).

The proposed algorithm iteratively updates the network weights using two
main steps.

Step 1: Decrease the norm of the weights, w(k+1) = w(k) − α · g−
(k).

Step 2: Restore the norm of the weights to its constrained value εr using an
adjusted learning rate, w(k+1) = w(k) − α+ · g+

(k).
The adjusted learning rate is calculated assuming that ||w(k+1)−α+ ·g+

(k)||2 = ε2r.
In general, solutions with reduced error have greater values for the norm [15].

Namely, it is easier to reduce the error by increasing the norm than by decreasing
it. Thus, achieving exactly the εr value is not critical. As a consequence, it can
be assumed that

||w(k+1) − α+ · g−
(k)||2 ≤ ε2r (7)

From Expression 7 the following condition is written

α2
+ ·
∑

j

(g+
j )2 + α+ ·

⎡⎣−2.
∑

j

wj .g
+
j

⎤⎦+

⎡⎣∑
j

w2
j − ε2r

⎤⎦ ≤ 0 (8)

Equation 8 represents a second order equation for α+. Furthermore, it provides
boundaries for the learning rate. It can be assumed that first, α+ > 0 and second,
the larger positive root of Equation 8 is the upper bound for the learning rate.
If no positive roots are available then the weights are not updated.

Empirical results show that increasing the norm of the weights provides larger
error reduction than decreasing it. This empirical evidence can be used to im-
prove the error optimization. The constrained value εr can be multiplied by a
factor of 1.01 (1%) or 1.02 (2%), that is, replace εr with 1.01 · εr or 1.02 · εr in
Equations 7 and 8.

It is important to notice that the learning rates α and α+ are related to the
decrease and to the increase of the norm of the weights, respectively. However,
proper values must be chosen in order to decrease the error function too. This
problem can be stated as

∑
e2
(k+1) <

∑
e2
(k), or as the following:∑[

yi − f(xi,w(k) − α · g(k))
]2

<
∑[

yi − f(xi,w(k))
]2 (9)

In this case, the convergence analysis of the error and consequently, conver-
gence boundaries for α requires the specification of the approximation function,
f(x,w).
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If f(x,w) is a linear function then Equation 9 provides boundaries for the
learning rates. The work presented in [5] applies a first-order Taylor expansion
to a multi-layer-perceptron in order to locally linearize the activation functions
of the hidden layer. Following [5], an upper bound for the learning rate based
on the Taylor expansion is

α ≤ min
i

⎧⎨⎩ξ/

∣∣∣∣∣∣
n+1∑

j

xj · g1ji(k) · w1ji(k)

∣∣∣∣∣∣
⎫⎬⎭ (10)

where w1ji is the weight of the i-th neuron in the hidden layer, g1ji represents
its error derivative, xj is the input vector and ξ is a parameter associated to the
accuracy of the Taylor expansion. Proposed values for ξ are 0.1 ≤ ξ ≤ 1.0.

Equation 10 generally estimates smaller values for α. Currently, we are inves-
tigating formal convergence conditions for α. An empirical approach is to select
one value for the learning rate and test whether it minimizes the error throught
the iterations of the proposed algorithm or not.

4 Results

The use of approximated Pareto set solutions for modelling real data sets are
presented in [2,5,6,4,11,12,13,16] and elsewhere. Nevertheless, the main concern
in multi-objective training is to provide accurate Pareto set solutions. That is, for
a particular value of the norm the method achieves the minimum error. There-
fore, the following results show the ability of the proposed method in generating
an accurate set of approximated solution of the Pareto set.

Figure 2 shows Pareto set solutions generated using the proposed method,
named mobj-gd (multi-objective using gradient decomposition), and using the
mobj (multi-objective) method proposed in [2]. The approximation function is a
multi-layer-perceptron with one linear output neuron and one hidden layer with
10 neurons and hyperbolic activation functions. Figure 2 (a) illustrates that as
the norm of the weights increases the approximation function fits better the data
set. Figure 2 (b) shows the Pareto set solutions and the trajectories generated
by the proposed method. As can be seen, the mobj-gd method minimizes the
error while the norm of the weights is kept constant during the iterations of the
algorithm. Furthermore, the mobj-gd method generated more accurate solutions
than the mobj method for this data set.

Figure 3 compares mobj-gd and mobj methods using a more complex generator
function. Figure 3 (b) shows that for one particular value of the norm the mobj
method provided a Pareto solution with better error when compared to the
mobj-gd solution. This can be improved by setting a larger number of iterations
for the proposed algorithm.
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Fig. 2. Results using the mobj-gd and mobj algorithms for simulated function (1)
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Fig. 3. Results using the mobj-gd and mobj algorithm for simulated function (2)

5 Discussion and Conclusion

It is well known that Pareto set solutions with small norm value have lower
complexity. In practice, multi-layer-perceptron with a small norm behave as
a linear model. Comparing Figures 1, 2 (b) and 3 (b) it is evident that the
proposed method minimizes the error by following a horizontal trajectory in the
objectives’ space. Therefore, each line represents an error curve. For small norm
values the error curve is approximately convex. As the norm increases the error
curve becomes more complex. This feature can be used to design a strategy to
generate the Pareto set approximations. Start by minimizing the error subject
to a small norm value, then add to the norm constraint a small increment and
use the previous weights as a warm start. This procedure substantially reduces
the effects of local minimum and provides convergence optimization.

One drawback of the proposed method is its low convergence of the error
because it is based on the gradient descent. Nevertheless, accurate Pareto set
approximations can be obtained as long as proper algorithms for gradient opti-
mization is chosen.
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Abstract. Two novel paralleled Probabilistic Latent Semantic Analysis
(PLSA) algorithms based on the MapReduce model are proposed, which
are P2LSA and P2LSA+, respectively. When dealing with a large-scale
data set, P2LSA and P2LSA+ can improve the computing speed with
the Hadoop platform. The Expectation-Maximization (EM) algorithm
is often used in the traditional PLSA method to estimate two hidden
parameter vectors, while the parallel PLSA is to implement the EM al-
gorithm in parallel. The EM algorithm includes two steps: E-step and
M-step. In P2LSA, the Map function is adopted to perform the E-step
and the Reduce function is adopted to perform the M-step. However,
all the intermediate results computed in the E-step need to be sent to
the M-step. Transferring a large amount of data between the E-step
and the M-step increases the burden on the network and the overall
running time. Different from P2LSA, the Map function in P2LSA+ per-
forms the E-step and M-step simultaneously. Therefore, the data trans-
ferred between the E-step and M-step is reduced and the performance
is improved. Experiments are conducted to evaluate the performances
of P2LSA and P2LSA+. The data set includes 20000 users and 10927
goods. The speedup curves show that the overall running time decrease
as the number of computing nodes increases.Also, the overall running
time demonstrates that P2LSA+ is about 3 times faster than P2LSA.

Keywords: Paralleled PLSA, PLSA, MapReduce.

1 Introduction

Probabilistic latent semantic analysis (PLSA) is a statistical technique that can
be used to analyze the two-mode and co-occurrence data [1].For a small data
set, it is a powerful algorithm to infer the underlying probabilistic relationships
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behind the data [2]. However, for a large scale data set, it is difficult to apply
PLSA directly due to the time complexity and space complexity of PLSA is
proportional to the product of data set and the number of hidden parameters
[3]. For a large data set, the overall running time might increase drastically and
it is difficult to fit the growing data set to the main memory of a computer.

Many parallel algorithms have been proposed to reduce the time complexity.
Mamitsuka has proposed a parallel algorithm, which is based on multi-computing
nodes [4]. Zheng et al. uses multi-core with all process units reading and pro-
cessing the data into a same array [5]. However, all of these algorithms do not
solve the problem of too large space complexity.

This paper uses MapReduce [6] to reduce the space complexity,and we propose
two parallel PLSA approaches based on MapReduce called P2LSA and P2LSA+.
They perform the EM which is the core algorithm of PLSA [7]. In P2LSA, the
Map function infers all the posterior probability variable Q, and the Reduce
function of P2LSA calculates two hidden parameters using the results of the
previous step. Different from P2LSA, P2LSA+ uses two different jobs to finish
the whole task. Each job is to estimate one of these two parameters separately.
P2LSA+ alleviates the burden of the Reduce function and decreases the data
transfer between the E-step and M-step.

The major contributions of this paper include: (i) using MapReduce to parallel
PLSA and solving the time/space complexity problem, and (ii) proposing two
parallel algorithms: P2LSA and P2LSA+. P2LSA+ decreases the data transfer
between the E-step and M-step, and reduces the overall computing time.

This paper is organized as follows. In Section 2, we firstly introduce the proce-
dures of PLSA. Then the details of P2LSA and P2LSA+ are explained in Section
3. We present our experimental results in Section 4. Finally, the conclusion is
given in Section 5.

2 PLSA

PLSA has been widely used in analyzing user preferences by exploring the rela-
tionships between a set of users and a set of items. Two domains in PLSA consist
a set of users U = {u1, u2, . . . , un} and a set of items Y = {y1, y2, . . . , ym}. We
assume the co-occurrence of u and y is available, and the total number of co-
occurrence are s. A co-occurrence of u and y represents a event ”user u buys
item y”. For every u ∈ U and y ∈ Y , the probability P (y|u) is the user preference
which needs to be inferred.

2.1 Model Construction and Solution

The main idea of PLSA is to introduce hidden variables Z. For each user-item
pairs (u, y), there will be a set of states z for them. Therefore, user u and item y
are conditionally independent. The resulting model is a mixture model that can
be written as follows:
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P (y|u; θ) =
k∑

z=1

P (y|z)(z|u) (1)

The size of the possible value of z is k, and the right side of Eq.(1) is the
accumulation of z for all k states. In this model, the parameter vector θ summa-
rizes the probabilities P (z|u) and P (y|z). P (z|u) can be described by (k− 1) ∗n
independent parameters, and P (y|z) requires (m−1)∗k independent parameters
[8].

Our goal is to find the best model parameter θ by maximizing the conditional
log-likelihood estimation using Eq.(2)

R(θ) = − 1
N

n∑
i=1

m∑
j=1

aij logP (yj|ui; θ) (2)

In Eq.(2), aij is the occurrence of every (ui, yj). N is the total number of
occurrence of every pairs.

2.2 EM Algorithm

EM is an iterative algorithm which can be used to infer parameter vector θ in
PLSA[8]. Every iteration of EM contains the following two steps: E-step and M-
step. The E-step is used to compute the posterior probabilities Q of the hidden
variables according to Eq.(3) [9].

Q∗(z; u, y; θ) = P (z|u, y; θ) =
P̂ (y|z)P̂ (z|u)∑k

z′=1 P̂ (y|z′)P̂ (z′ |u)
(3)

Obviously, the posterior probabilities need only to be computed for user-item
pairs (u, y) that have actually been observed. In the M-step, variation distri-
bution Q obtained from the E-step is used to compute the following parameter
vector using Eq.(4) and Eq.(5)

P (y|z) =
∑n

u=1 Q∗(z; u, y; θ)∑m
y′=1

∑n
u=1 Q∗(z; u, y′ ; θ)

(4)

P (z|u) =

∑m
y=1 Q∗(z; u, y; θ)∑k

z′=1

∑m
y=1 Q∗(z′ ; u, y; θ)

(5)

The E-step and M-step can be integrated as one step. We can use Eq.(6)(7)
(8)(9) to update P (y|z) and P (z|u) before converge,and x(u, y) co-occurrence of
u and y.

P (y|z) ← P (y|z)
n∑

u′=1

x(u
′
, y)∑k

z′=1 P (y|z′)P (z′ |u′)
P (z|u′

) (6)

P (y|z) ← P (y|z)∑m
y′ P (y′ |z)

(7)
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P (z|u) ← P (z|u)
m∑

y′=1

x(u, y
′
)∑k

z′=1 P (y,|z′)P (z′ |u)
P (y,|z) (8)

P (z|u) ← P (z|u)∑k
z′ P (z′ |u)

(9)

3 Parallel PLSA

For a large-scale data set, it is difficult to apply the traditional PLSA directly.
The reason is that a computer has to read the model file and the input data
set into its main memory. Thus, when the memory size is limited and smaller
than that required by the data set, applying the traditional PLSA directly can
cause some problems. MapReduce can be used to solve the memory problem in
parallel. The whole input can be partitioned into smaller chunks, and the model
file can be read line by line. If we can parallel PLSA, the data set that need to be
read into the main memory will reduce greatly. Thus, the size of an input data
set can be big. In the following section, two PLSA parallelizing approaches based
on MapReduce will be introduced, which are named as P2LSA and P2LSA+.

3.1 P2LSA

P2LSA accomplishes the E-step in the Map function and uses the Reduce func-
tion to accomplish the M-step.

Data file. The data files has three model files, which are X(U, Y ), P (Z|U) and
P (Y |Z). The last two files should be manually initialized by other programs
before the first iteration. These data are recalculated in one iteration and the
calculated results are used as the input files of the next iteration. This process
is shown in Figure 1.

P(Z|U)-part 1

P(Z|U)-part 2

P(Y|Z)-part 1

Map()

P(Y|Z)-part 2

P(Y|Z)-part 3

Reduce()

P(Y|Z)-part 1

P(Y|Z)-part 2

P(Y|Z)-part 3

P(Z|U)-part 1

P(Z|U)-part 2

Map()

Map()

Fig. 1. The iteration process of P2LSA
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Mapper. The Setup function is the function executed before initialization. It
reads the entire model file x into the global array Model. The Map function
reads the input file which corresponds to its Mapper, and stores it to A(Y ).
The cleanup function is called at the end of Mapper, which accomplishes the
E-step of EM. For each u in P (Z|U) and each y in A(Y ), if Model[u][y] is not
equal to 0, compute all the Q for one (u, y) pair using Eq.(3). Then we shall
send three key/value pairs (A, Q), (B, Q), (C, Q) to Reducer. A.first equals
′type1′; A.second equals ′max′; B.first equals ′type1′; B.second equals ′y′;
C.first equals ′type2′; A.second equals ′u′.

In P2LSA and P2LSA+, the Compare function of the GourpComparator func-
tion and KeyComparator function need to be rewritten. When the Reducer deals
with the key/value pairs with the same key.first, the one whose key.second equals
’max’ will be in front of others [10].

Table 1. Pseudo-code to compute P (y|z) in P2LSA

– Input: key/value pairs received by reducer
– Output: tmp, v
– For i : k

• sum[i] ← 0; part sum[i] ← 0
– flag ← ’max’
– Repeat for all key/value pairs

• case: key.second
.
= ’max’

∗ For i : k
· sum[i] ← sum[i] + value.get[i] % accumulate the global value

• case: key.second �= ’max’ and key.second �= flag
∗ For i : k

· add (part sum[i]/sum[i]) to v
· part sum[i] ← 0

∗ flag ← key.second
∗ tmp.first ← flag; tmp.second ← ’pzy’
∗ context.write(tmp, v)

• case: key.second
.
= flag

∗ For i : k
· part sum[i] ← part sum[i]+value.get[i] % accumulate the part sum

of current y

Reducer. In the Reduce function, if key.first equals ′type1′, it means that the
value is to compute P (y|z). Those key/value pairs, whose key.second is ′max′,
cumulate the value and the result is the global accumulation that is the underside
of P (y|z) in Eq.(4). If key.second is not ′max′, the code sets a flag that equals
current y. When a new key/value pair comes, if key.second of that pair equals
the flag, the flag does not change. The code cumulates the value to the part sum
of current y. If key.second of that pair is different from the flag, the flag changes
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to the key.second of the pair. The code uses the cumulated part sum of the last
y to divide the global accumulation. The key of the final output is y and the
value is all P (y|z) correspond to y.The pseudo-code can be referred to Table
1: If the key.first equals ′type2′, it means that the value is to compute P (y|z).
The code sets a flag that equals current u. When a new key/value pair comes, if
key.second of that pair equals current u, the flag does not change and the code
cumulates the value to the part sum of that u. If the flag changes, the code uses
the part sum with regard to every z to divide the sum of them, the result final
output value.The pseudo-code can be referred to Table 2:

Table 2. Pseudo-code to compute P (z|u) in P2LSA

– Input: key/value pairs received by reducer
– Output: tmp, v
– For i : k

• part sum[i] ← 0
– flag ← ’max’
– Repeat for all key/value pairs

• If key.second �= ’flag’
∗ sum ← 0
∗ For i : k

· sum ← part sum[i] + sum
∗ For i : k

· add (part sum[i]/sum[i]) to v
· tmp.first ← flag; tmp.second ← ’puz’
· context.write(tmp, v)

• else
∗ For i : k

· part sum[i] ← part sum[i]+value.get[i] % accumulate the part sum
of current u

3.2 P2LSA+

It can be inferred from the pseudo-code that P2LSA has to send the Q value
three times. This method increases the burden of Reducer. Besides, the size of
Q is ′s ∗ k′, transferring a large amount of data between the E-step and M-
step slows down the speed of operation. P2LSA+ uses the Eq.(6)(7)(8)(9) to
transform the procedures of the E-step and M-step into one iteration equation,
and infers P (z|u) and P (y|z) in two different jobs. The whole process of one
iteration is to alternatively run both jobs: Job1 and Job2.

Job1. Job1 is responsible for computing P (Y |Z). The data files first include
model file X(U, Y ), P (Z|U) and an input file of Mapper P (Y |Z).
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In Mapper, the Setup function can be used to read and store model files
X(U, Y ) and P (Z|U) before initialization. In the Map function, the code first
reads P (Y |Z) of one y each time. And according to Eq.(6), the code calculates
a new P (Y |Z) of this y. The inputs of the Reducer are two key/value pairs.
In the first key/value pairs, key.first is ′FK ′ and key.second is ′max′. In the
second key/value pairs, key.first is FK and key.second is the corresponding y.
The values of these two pairs are identical, which include a new P (Y |Z) with
reference to this y.

In Reducer, if key.second equals ′max′, we shall respectively cumulative all k
parts of the value, and store the result in sum[k]. On the other condition, we
need to use the k part of the value to divide the corresponding part in sum[k],
the result is the final output.

The final output will be divided into small files and stored in a specific folder
named P (Z|U). These files are used for the next iteration as the inputs of Job2.

Job2. The task of Job2 is to compute P (Z|U). In Mapper, the Setup function
can be used to read and store model file X(U, Y ) and P (Y |Z) before initial-
ization. The Map function reads P (Z|U) of one u each time. And according to
Eq.(8), the code calculates the new P (Z|U) of this u. Besides, we can use Eq.(9)
to normalize the result and send it to Reducer.

Reducer only needs to output the key/value pairs received from Mapper.

4 Experiment Result

Our experimental environment is cloud computing stage Hadoop. It includes 6
nodes: 1 namenode and 5 datanode. The maximal load of Mapper and Reducer
are 3. We test our proposed two algorithms using two data sets. The first one is
a MovieLen data set, which contains the ratings for 3883 movies by 6040 users
[11]. The second one is a larger MovieLen data set, which includes the ratings
for 10297 movies by 20000 users. Two data files are cut into 15 pieces and 13
pieces, respectively. k is 15, and the time of iteration is 15.

Table 3. The running time of P2LSA and P2LSA+

1-node 2-node 3-node 4-node 5-node

P2LSA in set1 3109s 2908s 2717s 2448s 1988s
P2LSA+ in set1 1766s 1272s 1048s 989s 819s
P2LSA+ in set2 6982s 3892s 3180s 2474s 2245s

Figure 2 illustrates the time changes with the increase of the number of nodes.
The x-coordinate is the number of nodes:
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Fig. 2. Acceleration curves in data set 1

The description of P2LSA shows that, in the Setup function, P2LSA reads
one model file into the main memory and in the Map function, P2LSA reads
the divided input data set to the main memory. On contrast to the traditional
PLSA, the utmost files needed to be read into the main memory are decreased.
In P2LSA+, the utmost files in the main memory are these two model files. Since
the input data are read line by line, the required memory is reduced.

The results shows that, P2LSA+ outperforms P2LSA in both acceleration
curve and running time. Because calculation is concentrated in the Map end,
and the parallelization of data mostly refers to the parallelization of the Map
side, P2LSA+ makes a good use of the environment and the platform of Hadoop.
P2LSA+ reduces the amount of computation, and makes the calculation in the
Reducer side much simpler, thereby alleviates the bottleneck. The acceleration
between three nodes and four nodes is not as better as the situation between
one node and two nodes. This is because the number of the running mappers
is 15. Three nodes can run 9 tasks at the same time, and four nodes can run
12 tasks at the same time. Therefore, they need to run two rounds to finish one
iteration. With the same round number, the only difference between these two
situations is the computing time of the second round. Therefore, the difference
of the overall running times is not obvious. Besides, Table 6 shows that, the
speed of data increasing is more than that of computing time. It is because that
except for the fixed time consumption, the increased data set only increases the
time in loading the data file and the model files.

5 Conclusion

This paper proposes two paralleled implementations of PLSA, named P2LSA
and P2LSA+. After introducing these two algorithms, we compare these two
algorithms on two different data sets and give some related analysis. The results
show that thsee two algorithms work well on large-scale data sets; the overall
time decreases as the computing nodes increases. Besides, the time curve shows
that P2LSA+ is better in terms of a shorter running time.



P2LSA and P2LSA+: Two Paralleled PLSA Algorithms 393

These two algorithms still have some shortcomings. If the input data set
exceeds a certain level, they may not work well. We will solve this problem in
the future.
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Abstract. Cancer is becoming a human plague, and decision-support
tools to help physicians better diagnosing are a fulsome research field.
False negatives can be a huge problem for cancer diagnosticians, since
while a false positive can result in time and money lost, a false negative
can result in the lost of human lives, which puts an overwhelming burden
on diagnosis.

In this framework, we propose a two-fold approach to purge false neg-
atives in cancer diagnosis without compromising precision performance.
First, we use an incremental background knowledge method and then, an
active learning strategy completes the procedure. The defined incremen-
tal active learning SVM method was tested in the Wisconsin-Madison
breast cancer diagnosis problem showing the effectiveness of such tech-
niques in supporting cancer diagnosis.

1 Introduction

This paper proposes an approach for purging false negatives in cancer diagnosis,
using incremental background knowledge and active learning in the setting of
the diagnosis of breast cancer using a well-known benchmark [1].

1.1 Introduction to Breast Cancer Diagnosis and Related Work
with Machine Learning Algorithms

Breast cancer is the most common cancer among women, and accounts for more
than one in four of all cancer cases in women. It is the second leading cause of
cancer death in women, after lung cancer, and the lifetime risk for breast cancer
in women is 1 in 9 [2]. Treatment includes several techniques from surgery, radia-
tion therapy and chemotherapy. The problem has significant clinical importance
since the therapy to be used depends on the type of patient malignancy. Al-
though several classical methods have been used in the past [3] machine learning
methods, constitute doubtless a means to provide an initial aid to physicians in
early diagnosis, improving the fastness of medical care follow-up. A significative
number of methods have been published employing neural networks (NN) cover-
ing aspects from either classification, through diagnosis [4], or prediction where
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prognosis models are the main goal [3]. Many techniques based on clustering [5],
or unsupervised learning, such as the self-organizing maps [6] have been applied
in the breast cancer domain, however they have a strict application to prediction
prognosis [17]. In recent years, Support Vector Machines (SVM) have spawn a
great deal of applications in the biomedical area, in particular in breast cancer
diagnosis [18,19]. There is a broad coverage in the literature of a wide range
of other intelligent techniques such as fuzzy set theory (FS), Neuro-Fuzzy (NF),
decision trees (DT), case-based reasoning (CBR), data envelopment analysis and
soft computing [20]. Among the better designed and validated studies it is clear
that machine learning methods can be used to substantially (15-25%) improve
the accuracy of predicting cancer susceptibility, recurrence and mortality. At a
more fundamental level, it is also evident that machine learning is also helping
to improve basic understanding of cancer development and progression [20].

Apart from the development of automated learning methods for successful
breast carcinoma diagnosis, a common goal is to reduce false negatives. Although
the prospect of improving the diagnostic performance in terms of detection ac-
curacy has led to a broad research in the area, little attention has been paid in
terms of a focused approach to increase sensitivity in an incremental mode.

1.2 Learning Methods with Unlabeled Data

Most learning methods, e.g., K-Nearest Neighbor, Naïve Bayes, Neural Nets and
Support Vector Machines, have their performance greatly defined by the train-
ing set available. To achieve the best classification performance with a machine
learning technique, there has to be enough labeled data. However, these data
are costly and sometimes difficult to gather. This is one key difficulty with cur-
rent algorithms, since they require manual labeling of more cases than a setting
permits [21].

Labeling data is expensive but, unlabeled can often be inexpensive, abundant
and readily available. Therefore, to achieve the purpose of using relatively small
training sets, the information that can be extracted from the testing set, or
even unlabeled examples, is being investigated as a way to improve classification
performance [7,8]. Seeger in [9] presents a report on learning with unlabeled data
that compares several approaches.

In general, unlabeled examples are much less expensive and easier to gather
than labeled ones. Collecting these data can frequently be done semi-
automatically, so it is feasible to collect a large set of unlabeled examples. If
unlabeled examples can be integrated into supervised learning, then building
cancer diagnosis systems can be significantly faster, less expensive and more
effective.

There is a catch however, because, at first glance, it might seem that nothing
is to be gained from unlabeled data, since unlabeled data do not contain the
most important piece of information - the classification.

Consider a generic breast cancer diagnosis problem, where a researcher has
access to a small labeled dataset and a large unlabeled number of samples. By
looking at just the labeled data, the researcher can determine that patients with
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a given feature tend to belong to a specific class. If she uses this fact to estimate
the classification of the many unlabeled patients, she might find that some other
feature, not present in the labeled set, occurs frequently in the patients now
classified in that specific class. This co-occurrence of features over the large set
of unlabeled training data can provide useful information to construct a more
accurate classifier that considers both features as indicators of positive examples
of that class.

In this work we extend to a cancer diagnosis framework, the incremental
setting of an incremental background knowledge approach previously proposed
by the authors in [10]. The Incremental Background Knowledge approach is
itself an improvement of the previously proposed Basic Background Knowledge
(BBK) in [11,12]. The proposed extention includes an active learning strategy
that retrieves the (few) active examples using an SVM margin-based approach.

The rest of the paper is organized as follows. Section 2 introduces Support
Vector Machines, setting foundations to Section 3, where the proposed two-fold
incremental active learning SVM approach is presented. Sections 4 and 5 expose
the experimental setup and results and Section 6 presents some conclusions and
future work.

2 Support Vector Machines

SVM are a learning method introduced by Vapnik [13] based on his Statistical
Learning Theory and Structural Minimization Principle. When using SVM for
classification, the basic idea is to find the optimal separating hyperplane between
the positive and negative examples. The optimal hyperplane is defined as the one
giving the maximum margin between the training examples that are closest to it.
Support vectors are the examples that lie closest to the separating hyperplane.
Once this hyperplane is found, new examples can be classified simply by deter-
mining on which side of the hyperplane they are. SVM start from a simple linear
maximum margin classifier. Given an i.i.d. sample (x1, y1), ..., (xl, yl), where xi

for i = 1, ..., l is a feature vector of length l and yi = {+1,−1} is the class label
for xi, find a classifier with the decision function f(x), such that y = f(x), where
y is the class label for x. The performance of the classifier is measured in terms
of classification error, as defined in (1).

E(y, f(x)) =

{
0 if y = f(x),
1 otherwise.

(1)

Learning machines have a set of adjustable parameters, λ. Given the above
classification task, the machine will tune its parameters λ to learn the mapping
x → y. This will result in a mapping x → f(x, λ), which defines the particular
learning machine. The performance of this machine can be measured by the
expectation of the test error, as shown in (2).

R(λ) =
∫

E(y, f(x, λ)) dP (x, y) (2)
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This is called the expected risk and requires that at least an estimate of P (x, y)
is known, which is not available for most classification tasks. Thus the empirical
risk measure, defined in (3), has to be used.

Remp =
1
l

l∑
i=1

E(y, f(x, λ)). (3)

The empirical risk provides a measure of the mean error over the available train-
ing data and most training algorithms implement its minimization (Empirical
Risk Minimization), i.e., minimize the empirical error using maximum likelihood
estimation for parameters λ. These conventional training algorithms do not con-
sider the capacity of the learning machine and this can result in over fitting, i.e.,
using a learning machine with too much capacity for a particular problem.

In contrast with ERM, the goal of SRM [13] is to find the learning machine
that yields a good trade-off between low empirical risk and small capacity. There
are two major problems in achieving this goal: (i) SRM requires a measure of
the capacity of a particular learning machine or, at least, an upper bound on
this measure; (ii) an algorithm to select the desired learning machine according
to SRM’s goal is needed.

3 Proposed Approach

In this section we propose a two-fold approach that makes use of unlabeled
data to improve cancer diagnosis performances by purging false negative results.
First, we use an incremental background knowledge method and then, an active
learning strategy completes the procedure.

3.1 Incremental Background Knowledge

Some authors [14] refer to unlabeled data as background knowledge, defining it
as any unlabeled collection of data from any source that is related to the classi-
fication task. Joachims presents in [15] a study on transductive SVMs (TSVMs)
introduced by Vapnik [13]. TSVMs make use of the testing set and extend in-
ductive SVMs, finding an optimal separating hyperplane not only of the training
examples, but also of the testing examples [16].

The Incremental Background Knowledge (IBK) technique we adopt is in fact
a development of a Basic Background Knowledge (BBK) approach already pro-
posed by the authors in [11]. In the BBK, first an inductive SVM classifier (see
Section 2) is inferred from the training set, and then it is applied to the unlabeled
examples. The BBK approach incorporates, in the training set, new examples
classified by the SVM with larger margin, which can be assumed as the ones
where the SVM classifier presents more confidence. Fig. 1 illustrates an example
where four unlabeled examples (black dots) are classified with small and large
margins. Formally, the BBK approach proceeds by incorporating unlabeled ex-
amples (only the features, not the classification) from the unlabeled/testing set
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Fig. 1. Unlabeled examples (black dots) with small and large margins

directly into the training set as classified by the baseline inductive SVM, i.e., an
example (xi, yi) will be chosen if Equation (4) holds:

(xi, yi) : ρ(xi, yi) =
2

‖w‖ > Δ, (4)

Δ was heuristically defined. Notice that Δ is intrinsically related to the margin,
i.e when Δ is decreased, in fact we are decreasing the classification margin of
accepted unlabeled examples and thus accepting examples classified with less
confidence. This level of confidence should depend on the capabilities of the base
classifier, or in other words, the better the base classifier the lower we can set the
threshold on Δ (and thus on the margin) to introduce newly classified unlabeled
examples into the training set.

In the IBK approach we now adopt for cancer diagnosis, a structural change
is proposed to deal with the weaker point of the BBK technique, i.e. the defi-
nition of Δ. We proposed the iterative procedure illustrated in Fig. 2. As can
be gleaned from this figure, the training set is incrementally constructed by it-
eratively decreasing the value of Δ, i.e. reducing the confidence threshold for an
unlabeled example to be added as classified by the SVM. This approach rational
is that as Δ is decreased, the classifiers are also getting better due to the ad-
ditional information in the training set, thus justifying lowering the confidence
threshold. Algorithm 1 below more formally defines the IBK procedure.

Algorithm 1. Incremental Background Knowledge Algorithm.
Current training set ← Initial dataset
Δ ← initial Δ value
WHILE not all unlabeled examples added

Infer an SVM classifier with current training set
Classify unlabeled examples with the classifier
Select the newly classified examples with margin larger that Δ
Add the selected examples to the current training set
Decrease Δ

ENDWHILE
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Fig. 2. Proposed approach: Incremental Background Knowledge

3.2 Active Learning

The active learning approach includes a certain number of examples from the
testing set (only the features, not the classification) in which the SVM has less
confidence (smaller margin, see Figure 1) after they are correctly classified by
the supervisor. Thus, an example (xi, yi) will be included if Equation (5) holds.

(xi, yi) : ρ(xi, yi) =
2

‖w‖ < Δ2 (5)

This number of examples can not be large, since the supervisor will be asked
to manually classify them. After being correctly classified, they are integrated
in the training set. This approach can be regarded as a form of active learning,
where the information that an example can introduce in the classification task
is considered inversely proportional to its classification margin.

4 Experimental Setup

The widely used Wisconsin Diagnosis Breast Cancer (WDBC) dataset provided
by the University of Wisconsin Hospital (ftp.cs.wisc.edu) was used in the
experiments. It was derived from a group of images using fine needle aspiration
(FNA) of the breast, also referred as biopsies. Features are computed from digi-
tized images of the FNAs. They describe characteristics of the cell nuclei present
in the image.

The dataset includes 32 features, the first is an ID number and the second is
the class of the case: M = malignant, B = benign. Then ten real-valued features
are computed for each cell nucleus:

1. radius (mean of distances from center to points on the perimeter)
2. texture (standard deviation of gray-scale values)
3. perimeter
4. area

ftp.cs.wisc.edu
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5. smoothness (local variation in radius lengths)
6. compactness (perimeter2/area − 1.0)
7. concavity (severity of concave portions of the contour)
8. concave points (number of concave portions of the contour)
9. symmetry

10. fractal dimension (coastline approximation−1)

The mean, standard error, and worst or largest (mean of the three largest values)
of these features were computed for each image, resulting in 30 features. For
instance, field 3 is the mean radius, field 13 is Radius standard error, and field
23 is the worst Radius. All feature values are recoded with four significant digits.
The dataset has no missing values in its 569 instances, which are divided in 357
benign and 212 malignant. In the experiments, the dataset was randomly divided
in 285 examples for training and 284 examples for testing.

In order to evaluate a binary decision task we first define a contingency matrix
representing the possible outcomes of the classification: true positives (TP), false
positives (FP), true negatives (TN) and false negatives (FN). Several measures
have been defined based on these values, such as, accuracy ( TP+TN

TP+TN+FP+FN ),
recall ( TP

TP+FN ), and precision ( TP
TP+FP ), as well as combined measures, such

as, Fβ measure or precision-recall breakeven point, which combines recall and
precision in single scores. In the experiments we compute accuracy, precision and
recall measures.

5 Experimental Results

For Incremental Background Knowledge, experiments were carried out varying
the values of Δ starting with no inclusion of new unlabeled examples. i.e high
values of Δ corresponding to a baseline setting. Then, Δ was stepwisely de-
creased allowing the introduction of new recently labeled data. The training set
in each iteration, corresponding to a value of Δ, was used as baseline for the
next iteration, where it was again incremented. Then, an active learning tech-
nique was applied to enhance performance results. Table II presents the perfor-
mances for background Knowledge (BK), Incremental Background Knowledge
(IBK) and Incremental Background Knowledge with Active Learning (IBKAL).
IBKAL performances surpass all previous approaches, and exhibits an outstand-
ing behaviour for recall values with no false negative classifications.

Table 1. Comparison of performance results

ACC PREC REC F1
BK 95.77% 96.23% 92.73% 94.45%
IBK 96.83% 95.50% 96.36% 95.93%
IBKAL 99.50% 99.07% 100.0% 99.53%
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6 Conclusions and Future Work

This paper presented a two-fold approach to introduce unlabeled documents in-
formation into the learning procedure: first we use an incremental background
knowledge method and then, an active learning strategy completes the proce-
dure. The proposed framework was tested in the Wisconsin-Madison breast can-
cer diagnosis problem and the results presented in the Section 5 are extremely
encouraging to the improvement achieved by both methods.

The absence of false negatives in the test results is the main outcome of the
proposed approach. This accomplishment is of great importance when patients
are the main concern. Notice that when a patient is wrongly classified, if it is a
false positive, only time and money are lost, while facing a false negative can be
tragic.

The incremental background knowledge method has the advantage of being
completely automated, while the proposed margin-based active learning method
has potential to substantially improve performance.

Future work is expected in further validating the strategy in different appli-
cations, namely different cancer diagnosis and also prognosis applications.
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Abstract. This paper investigates how to classify household items such
as televisions, kettles and refrigerators based only on their electricity
usage profile every 15 minutes over a fixed interval of time. We address
this time series classification problem through deriving a set of features
that characterise the pattern of usage and the amount of power used
when a device is on. We evaluate a wide range of classifiers on both the
raw data and the derived feature set using both a daily and weekly usage
profile and demonstrate that whilst some devices can be identified with
a high degree of accuracy, others are very hard to disambiguate with this
granularity of data.

Keywords: time series classification, electricity device classification.

1 Introduction

This paper investigates how to classify household items such as televisions, ket-
tles and refrigerators based only on their electricity usage profile over a fixed
interval of time. This research is part of a wider project investigating data min-
ing electricity usage patterns generated by ‘smart meters’. Smart meters record
and transmit data on electricity usage of a whole home, a specific circuit or even
an individual plug.

This project is supported by Cambridge based company Green Energy Op-
tions (GEO), who have developed a range of smart metering devices. GEO have
conducted a preliminary trial of the technology. Their monitoring devices were
installed in 187 homes across East Anglia and the usage of individual devices
and total household power consumption was recorded at 15 minute intervals
for approximately a year in each household. The resulting data is described in
Section 3.
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One of the key components of the UK’s strategy to reduce carbon emissions
is the national plan to roll out smart metering devices to the 27 million homes in
the country within the next decade. The cost of this program has been estimated
to be £10 billion [8].

This cost is justified by the commonly cited statistic that smart meters often
reduce electricity usage by around 2.5% [2]. This source also states an example
where a reduction of 20% is recorded. If this is accurate, smart meters offer a cost
effective way of significantly reducing carbon emissions. However, this oft cited
statistic has little basis in data and very little is known about the actual effect
of smart meters and whether any observed initial reduction can be sustained in
the medium or long term. Clearly, the act of collecting power usage data is in
itself unlikely to modify long term behaviour; all smart meters are required to
have an in-home display that describes usage. Very little is known about how
people will react to smart meters and how best to use their output to encourage
reduced consumption without a detrimental effect on a household’s lifestyle. The
success of a smart meter in altering consumer behaviour will thus be strongly
influenced by:

1. what information can be extracted from the usage data;
2. how this information is presented to best inform the consumer; and
3. whether the consumer can be encouraged to interact with the device in order

to act on this information.

GEO have included a range of features in their devices to help achieve these
goals. Whilst our primary concern is how to extract knowledge from the data
collected from smart meters, the nature of the models we form from the data are
influenced by the second and third factors and thus ultimately help GEO provide
the consumer with useful information. For example, one of the secondary uses
of a smart meter could be to notify the consumer when a monitored device is
malfunctioning or using more power than necessary. This offers the potential for
saving the consumer money through reduced consumption and is a good way of
demonstrating the utility of the device. A prerequisite for identifying faulty or
inefficient behaviour is the classification of the type of device being monitored
and a description of normal/efficient behaviour. Whilst it is possible to require
the consumer to manually identify every device monitored, it is thought that
this level of engagement will be hard to achieve. It is far more consumer friendly
to be able to automatically identify a device through its usage profile. Hence we
consider the time series classification problem of identifying device type through
a daily or weekly demand profile. The main contribution of this paper is to define
a new time series classification problem and to evaluate a range of strategies for
best solving it.

To our knowledge this problem has not been addressed before. The rest of
this paper is structured as follows. Section 2 provides background into time series
classification and an overview of the strategies we have adopted for this problem.
Section 3 details the trial data used to form the classification problem and the
preprocessing steps required. Section 4 presents the results of our experiments.
Finally, we conclude with Section 5.
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2 Time Series Classification

Suppose we have a set of n time series, T = {t1, . . . , tn} where each series has
m ordered real valued observations ti = {ti1, . . . , tim} and a class label ci (note
for simplicity we assume the series are of equal length, but this is not a require-
ment). Time series classification involves finding a function from the space of
possible time series to the space of possible class labels. This differs from tra-
ditional classification problems in that the discriminating factors are assumed
to be primarily embedded within the auto-correlation structure. All time series
data mining relies to some degree on a measure of similarity between series.
There are essentially three types of similarity: similarity in time (correlation
based); similarity in shape (shape based) and similarity in change (autocorre-
lation based). A fuller discussion can be found in the literature [4,7]. Section 3
details the trial data used to form the classification and the preprocessing steps
required. There are a variety of approaches to time series classification, which
can be summarised as follows:

Ignore the time element. If the series are of equal length and interval, it
is possible to simply ignore the ordering and treat the problem as a traditional
classification problem. This approach puts the onus on the classifier to model the
interdependency between the attributes. It is potentially useful when attempting
to classify based on correlation, but shape based similarity will be hard to de-
tect and autocorrelation similarity impossible. One problem with this approach
is that time series tend to have many features, hence some form of attribute
selection or more usually feature creation is often employed.

Specialised similarity measure. Recent data mining research has focused on
using specialised similarity measures such as dynamic time warping (DTW) [5] in
conjunction with lazy classifiers [4] to capture both correlation based and shape
based similarity. DTW is a natural generalisation of using Euclidean distance
based methods and is often seen as a means of compensating against slight phase
shift rather than capturing phase independent similarity.

Extract bespoke features. The most common approach in the machine learn-
ing literature is to derive a set of summary features prior to classification (for
example, see [10]). This can include time independent summary measures such
as mean, variance, kurtosis and skewness and series characterisations such as
slope and runs measures. Clearly, the nature of similarity captured is dependent
on the features extracted.

Transform into a different feature space. An alternative approach seen in
both the machine learning and data mining literature is to use transformations
such as Spectral transforms, Autocorrelation function or Wavelets and classify
in the transformed space. The aim of such as transformation is either dimen-
sionality reduction to better approximate Euclidean distance [6] or to allow for
the detection of shape based or change based similarity [3].
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Construct a model. The final commonly used approach is to construct a gen-
erative model of each series such as an autoregressive moving average (ARMA)
model or hidden Markov model (HMM) and then to use the model parameters
as features for classification [1,9]. The generative model based schemes are best
suited for detecting similarity in change and are hence the least used approach,
since most problems used in research are more suited to similarity in shape.

Clearly the approaches can be mixed. The main distinction is whether to
preprocess the data to capture the different types of similarity or to embed the
method within the classification algorithm. This is analogous to the difference
between a filter and a wrapper approach to feature selection/creation. In this
paper we concentrate on bespoke feature extraction.

3 The Data

The trial involved measuring the power consumption of 187 households for a
variety of devices as identified by the participants. We extracted data on the ten
most commonly identified devices: immersion heater; washing machine; fridge;
freezer; fridge/freezer; oven/cooker; computer; television; and dishwasher. We
created two classification problems: For the first set a case consisted of the daily
measurements of the specified device (96 attributes), for the second set we used a
week of readings (672 attributes). After data cleansing and validation, the daily
set has 78,869 cases, the weekly set 9,215 cases. Figure 1 gives some examples
of the resulting demand profiles.

This problem has several confounding factors that will make classification
difficult. Firstly the fact that measurements are summed over 15 minutes makes
it harder to detect devices that peak over a short period. For example, a kettle
will consume a large amount of power whilst on, but will only be on for a two

Fig. 1. Examples of daily profiles for the ten devices considered
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or three minutes; when summed over 15 minutes it will be harder to distinguish
from a device such as a dish washer or washing machine which consume lower
power but will be on for the whole period. Secondly, there will be a seasonal
variation in the use of devices such as immersion heaters. Thirdly, we would
also expect it to be hard to distinguish between similar devices such as a fridge
and a fridge/freezer and finally, we would expect considerable variation between
different devices of the same class.

Since our objective is to be able to identify a device for a new user with no
labelled usage history we need to design our experiment to avoid a potential
bias into our experiments. It will surely be easier to identify a device for a
single household than across all households, thus if measurements from a single
household appear in both the training and testing sets, our accuracy estimates
are liable to be over optimistic for unseen households. Hence we design all cross
validation experiments so that the test and train splits are always composed of
different households.

An examination of Figure 1 highlights the nature of the similarity measures
this problem will require and hence the transformations we consider. Firstly,
when a device is on and the level of power used are clearly important. Hence
our first approach is to simply use the raw data. However, it seems unlikely that
a correlation based approach will be sufficient, given the variability of usage
pattern within each class. Our second approach is to derive a set of features
describing the distribution of power used when a device is on and the distribution
of length of time on. Table 1 lists these features and presents the summary
statistics averaged over all devices of each class of device. The mean values in
Table 1 shows that there are clusters of power consumption over a 15 minute
interval, which can be characterised as low (computer, freezer, fridge, fridge, TV
and kettle) and high (dishwasher, immersion heater, oven and washing machine).
There is also a wide variation between classes in the duration of usage; the
average time on for computers is approximately 7 hours, for cookers 42 minutes
and for kettles 16 minutes (skewed because the minimum on-time is 15 minutes).
This indicates that these statistics may be useful in constructing classifiers.

4 Results

Table 2 gives the accuracy results for a ten fold cross validation (where no single
household appears in both the training and testing fold) using five different
classifiers on the daily and weekly data sets. For the daily data, we observe
that using the derived features improves the performance of all the classifiers
except random forest, but that this improvement is small and the best overall
performance is with random forest on the raw data. This suggests that the
inbuilt ensemble mechanism of the random forest classifier is at least as good at
capturing the inherent similarity as our derived features. Further experiments
(not reported here) showed that there was also no improvement with dynamic
time warping and FFT derived feature sets. However, for multi-class problems
such as this accuracy tends not to tell the whole story. Tables 3 and 4 show the
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Table 1. Summary statistics for the daily data set. Each data is averaged over all cases
of the given class. So, for example, the minimum power usage in any one 15 minute
period for a computer is 26.35 Wh when we average across all computers, assuming
any power is being used at all.

Computer Dish Freezer Fridge Fridge/ Immersion Kettle Oven/ Television Washing
Washer Freezer Heater Cooker Machine

Summary statistics for power usage when a device is in use (Wh)
min 26.35 276.01 17.61 12.34 19.07 151.07 61.44 252.05 29.65 274.96
max 39.79 457.92 37.34 27.07 45.42 245.49 113.98 423.94 45.24 375.88
mean 33.13 365.13 27.14 20.10 28.91 201.80 84.94 328.79 39.36 324.14

std dev 6.42 102.69 8.11 4.55 7.28 75.65 27.10 114.63 11.67 81.13
skewness 0.07 0.03 -0.22 -0.55 0.45 0.11 0.17 0.26 -1.08 0.03
kurtosis 2.62 -1.44 1.35 0.64 5.05 0.53 -0.94 -0.73 3.42 -1.04

Summary stats of device usage tendencies
% on 0.40 0.04 0.47 0.39 0.45 0.20 0.05 0.06 0.25 0.03

first usage 33.73 51.57 1.69 1.83 5.87 28.88 32.34 61.15 45.09 45.78
Summary stats of the number of time steps a device is on for

num runs 3.03 2.13 23.18 17.91 14.27 6.55 4.55 1.94 2.71 1.70
run min 28.00 1.61 5.99 2.30 5.86 3.58 1.02 2.45 8.04 1.32
run max 33.68 2.17 9.60 5.90 13.17 7.99 1.27 3.36 16.80 1.59
run mean 30.54 1.88 6.97 3.55 8.73 5.43 1.07 2.84 11.82 1.44

Table 2. Classification accuracy (and standard deviation) for a ten fold cross validation
on the daily and weekly data sets

Daily data set

Naive Bayes C4.5 Random Forest

Raw Data 38.40% (4.69) 56.60% (4.17) 61.34% (4.67)
Derived Features 44.01% (4.74) 58.89% (5.01) 59.04% (4.11)

SMO (SVM) NN (k = 21) NN (k = 51)

Raw Data 43.52% (5.38) 56.72% (4.85) 53.82% (5.36)
Derived Features 59.46% (4.24) 60.86% (5.82) 60.95% (6.3)

Weekly data set

Naive Bayes C4.5 Random Forest

Raw Data 41.43% (3.16) 46.42% (4.46) 55.81% (6.27)
Derived Features 44.80% (6.44) 62.90% (4.62) 64.81% (5.5)

SMO (SVM) NN (k = 21) NN (k = 51)

Raw Data 48.79% (6.81) 31.50% (6.89) 26.48% (6.51)
Derived Features 54.40% (5.73) 63.25% (6.44) 63.17% (6.28)

confusion matrices for the random forest classifier on the daily raw and derived
data sets. These tables demonstrate that the confusion for the raw data seems
to be more widely distributed between all the classes, whereas on the derived
feature set random forest is more systematic in it’s mistakes.

The results for the weekly data set are more clear cut, in that the classifiers
trained on the derived features clearly outperform those trained on the raw data.
The random forest confusion matrices given in Table 5 and 6 further demonstrate
the improved performance.
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Table 3. Confusion matrix for Random Forest on the daily raw data

a b c d e f g h i j
a = computer 4471 36 520 126 39 280 69 273 3649 156
b = dishwasher 174 5021 5 5 2 121 16 928 28 320
c = freezer 596 3 4060 2016 318 12 56 33 173 12
d = fridge 108 9 2403 3801 385 4 3 9 35 7
e = fridgeFreezer 93 2 1177 755 49 2 0 13 122 0
f = immersionHeater 631 263 188 98 18 520 583 409 543 146
g = kettle 28 26 36 7 0 72 8000 668 40 145
h = ovenCooker 564 600 268 80 29 139 1066 8166 632 305
i = television 4547 81 206 167 167 310 82 504 9392 284
j = washingMachine 66 358 11 13 0 30 323 547 118 4897

Table 4. Confusion matrix for Random Forest on the daily derived features

a b c d e f g h i j
a = computer 2912 0 388 20 76 332 173 90 2825 2
b = dishwasher 0 3785 1 0 0 52 0 1414 6 932
c = freezer 306 8 3704 2106 369 12 154 6 65 1
d = fridge 66 0 1952 3717 486 1 2 0 222 0
e = fridgeFreezer 272 0 447 907 166 5 126 0 96 0
f = immersionHeater 734 169 10 3 16 814 379 481 211 103
g = kettle 78 0 205 5 13 145 7954 72 97 32
h = ovenCooker 52 1100 5 0 0 486 71 6158 37 1802
i = television 2950 12 41 125 20 168 159 103 7789 36
j = washingMachine 0 1217 0 0 0 30 103 1990 40 2230

Table 5. Confusion matrix for Random Forest on the weekly raw data

a b c d e f g h i j
a = computer 360 13 85 22 2 31 5 24 437 26
b = dishwasher 14 389 0 6 0 25 25 243 27 160
c = freezer 49 1 409 177 34 1 10 4 32 2
d = fridge 39 4 245 352 17 1 3 3 11 0
e = fridgeFreezer 9 1 98 78 6 0 0 1 16 0
f = immersionHeater 48 61 21 21 2 35 76 39 63 32
g = kettle 4 27 1 0 0 14 733 69 20 113
h = ovenCooker 48 94 40 3 2 8 56 1169 87 79
i = television 365 56 41 35 15 23 19 58 985 42
j = washingMachine 7 124 0 0 0 7 99 146 26 705

The largest source of confusion is the expected problem of distinguishing
between fridge, freezer and fridge freezer. Computer and television are also often
confused. Table 7 shows the accuracy on the daily data set when we merge the
classes fridge, freezer and fridge freezer (cold group) and computer and television
into screen group. Unsurprisingly, the accuracy is much higher. For the daily
data, we again observe that the derived features improve accuracy across all
reported classifiers except random forest, which again recorded the best accuracy
using the raw data. Tables 8 and 9 show the confusion matrices for the random
forest classifier on the daily raw and derived data sets. These tables demonstrate
that confusion has been significantly reduced when compared to using the full set
of classes, and the difference between the confusion of raw and derived features
has also been reduced.
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Table 6. Confusion matrix for Random Forest on the weekly derived features

a b c d e f g h i j
a = computer 382 0 45 0 3 32 18 1 358 1
b = dishwasher 0 520 2 0 0 2 0 125 3 220
c = freezer 23 1 375 184 62 2 24 1 3 0
d = fridge 2 0 201 358 69 1 0 0 14 0
e = fridgeFreezer 24 0 72 70 22 7 0 0 1 0
f = immersionHeater 86 18 1 1 5 71 53 48 34 5
g = kettle 8 0 24 1 2 17 886 3 4 5
h = ovenCooker 9 61 1 0 4 69 1 1233 14 150
i = television 271 25 4 14 1 32 2 17 952 4
j = washingMachine 2 207 0 0 0 0 12 178 4 668

Table 7. Classification accuracy using cold and screen groups

Weekly data set
C4.5 Random Forest SMO (SVM) NN (k = 21)

Raw Data 77.09% (3.92) 81.27% (4.62) 56.47% (7.18) 74.08% (5.20)
Derived Features 78.25% (4.18) 77.38% (3.69) 74.90% (4.19) 78.56% (4.20)

Weekly data set
C4.5 Random Forest SMO (SVM) NN (k = 21)

Raw Data 65.36% (4.52) 72.96% (5.56) 60.53% (9.10) 39.89% (6.40)
Derived Features 78.19% (4.11) 80.32% (4.69) 69.02% (3.57) 78.03% (4.95)

Table 8. Confusion matrix for Random Forest on the daily raw data with cold and
screen groups

a b c d e f g
a = screenGroup 22614 88 1174 443 127 554 359
b = dishwasher 244 5029 19 100 14 888 326
c = coldGroup 1033 8 15096 8 59 36 16
d = immersionHeater 1347 215 309 425 594 355 154
e = kettle 105 23 44 73 7980 661 136
f = ovenCooker 1443 605 262 116 988 8117 318
g = washingMachine 257 339 34 42 323 535 4833

Table 9. Confusion matrix for Random Forest on the daily features with cold and
screen groups

a b c d e f g
a = screenGroup 16746 10 625 370 237 192 41
b = dishwasher 6 3781 1 48 0 1442 912
c = coldGroup 1125 8 13900 13 145 4 1
d = immersionHeater 961 170 50 705 365 560 109
e = kettle 232 0 215 136 7913 73 32
f = ovenCooker 70 1137 2 509 69 6148 1776
g = washingMachine 50 1195 1 28 93 2018 2225

The results of the weekly data are again much more clear cut, with derived
features clearly outperforming raw data. Tables 10 and 11 show the confusion
matrices for the random forest classifier on the raw and derived feature data.
They demonstrate a pattern similar to the first round of experiments, where
the confusion for the raw data appears to be more widely distributed than the
derived features.



Classification of Household Devices by Electricity Usage Profiles 411

Table 10. Confusion matrix for Random Forest on the weekly raw data with screen
and cold groups

a b c d e f g
a = screenGroup 22614 88 1174 443 127 554 359
b = dishwasher 244 5029 19 100 14 888 326
c = coldGroup 1033 8 15096 8 59 36 16
d = immersionHeater 1347 215 309 425 594 355 154
e = kettle 105 23 44 73 7980 661 136
f = ovenCooker 1443 605 262 116 988 8117 318
g = washingMachine 257 339 34 42 323 535 4833

Table 11. Confusion matrix for Random Forest on the weekly features with screen
and cold groups

a b c d e f g
a = screenGroup 16746 10 625 370 237 192 41
b = dishwasher 6 3781 1 48 0 1442 912
c = coldGroup 1125 8 13900 13 145 4 1
d = immersionHeater 961 170 50 705 365 560 109
e = kettle 232 0 215 136 7913 73 32
f = ovenCooker 70 1137 2 509 69 6148 1776
g = washingMachine 50 1195 1 28 93 2018 2225

5 Conclusions and Future Work

In this paper we have proposed the time series classification problem of clas-
sifying household goods based solely on the electricity usage of the device as
measured by a GEO smart meter. The ability to automatically detect the type
of a device gives insights into the breakdown of the household usage pattern and
offers the potential for providing useful feedback to the consumer, both in terms
of minimizing their usage and in fault detection. We have assessed alternative
classifiers and transformation for this problem and conclude that with a weekly
profile we can accurately discriminate between classes of device by deriving a set
of descriptive features and using a random forest or nearest neighbour classifier.

Data mining of smart meter data is going to be crucial in order to get the best
value out of the massive investment required for the national rollout program.
This problem represents just one potential secondary use of the data. We may
be able to achieve improved classification performance through consideration of
more complex transformations and ensemble classifiers.
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Abstract. Given a set of known classes, classification is a two steps pro-
cess which uses part of the data to build a model capable of determining
the class of new objects not used in the training phase. The accuracy of
the classifier is one of the main criteria to judge its usefulness. However,
most of the existing classification approaches decide on a single class for
a given object. We argue that fuzzy classification is more attractive be-
cause it is closer to the real case where it is hard to identify a unique
one class per object. To tackle this problem, we developed a framework
which produces fuzzy association rules and uses them to build the clas-
sifier model. There are two important factors to consider: the method to
create fuzzy association rules must be accurate, and the method to build
a classifier must be accurate as well. In this paper, we will describe a
method to perform fuzzy association rule mining and classification and
we will test our results based on numerous factors including accuracy,
varying levels of support and confidence.

Keywords: Fuzzy Sets, Fuzzy Association Rules, Data Mining, Classi-
fication, APRIORI, Fuzzy Partitioning, Sharp Boundary.

1 Introduction

The last few decades witnessed tremendous increase in the amount of data col-
lected and kept for further analysis. Unfortunately, traditional data processing
techniques are query driven and are only capable of retrieving data that explic-
itly exists in the repository. On the other hand, for long time statisticians have
well established techniques for data analysis. They are powerful enough to fit
the data to a certain model that could be used later on for inference. However,
statistical techniques are mostly mathematical models and hence their capabili-
ties are limited. Fortunately, the combined efforts of the database and artificial
intelligence communities reported a major accomplishment by developing the
applied methods for data analysis, including the various data mining techniques
like classification, clustering and association rules mining. The latter techniques
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proved to be more comprehensive and powerful that the statistical techniques
though the former inspired a lot from the latter. In other words, the most pow-
erful data mining techniques are the ones that have some mathematical and
statistical basis.

The work described in this paper benefits from association rules mining to
develop an effective classifier. More than that, we utilize fuzzy association rules
to build fuzzy classification framework. Classification is a supervised learning
technique that requires two main inputs, a set of predefined classes and a set of
objects where each object has certain characteristics and is expected to belong
to one of the given classes. The process of building the classifier proceeds as
follows. First, the set of features is reduced to concentrate only on features that
well characterize the given classes. Second, a classifier model is constructed by
considering the reduced set of features to decide on the class of each object based
on its features.

A fuzzy rule is expressed as follows: X is A −→ Y is B, where X and Y
are disjoint sets of features, and A and B are corresponding sets of fuzzy sets,
respectively. In other words, if X has n features then A will contain n fuzzy
sets, one fuzzy set per feature. Each feature value may belong to its correspond-
ing fuzzy sets with a degree of membership per fuzzy set as determined by the
corresponding membership function. In this study we use the triangular mem-
bership function though other membership functions like trapezoidal may be
equally used.

For the study described in this paper, we concentrate on fuzzy association rules
where the consequent includes only the class label. This facilitates constructing
the classification framework described in this paper. We have tested the pro-
posed framework using five datasets. The reported results are encouraging; they
demonstrate the applicability and effectiveness of the proposed approach.

The rest of this paper is organized as follows. Related work is covered in
Section 2. The proposed framework is described in Section 3. The experimental
results are reported in Section 4. Section 5 is conclusions.

2 Related Work

To solve the qualitative knowledge discovery problem, Au and Chan proposed
the F-APACS method [1] for discovering fuzzy association rules. Hong et al. [4]
proposed an algorithm that integrates fuzzy set concepts and Apriori mining
algorithm to find interesting fuzzy association rules from given transactional
data. Hong et al. [5] also proposed definitions for the support and confidence of
fuzzy membership grades and designed a data mining approach based on fuzzy
sets to find association rules with linguistic terms of human knowledge. Ishibuchi
et al. [6] illustrated fuzzy versions of confidence and support that can be used to
evaluate each association rule. The approach developed by Zhang [11] extends
the equi-depth partitioning with fuzzy terms.

As described in the literature, associative classification includes two major
techniques: classification based on single class association rule and classifica-
tion based on multiple class association rules. Alternative approaches have been
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also proposed to combine different techniques to improve the classification effi-
ciency. For classification based on single class association rules, e.g., CBA [8] and
C4.5 [9], a subset of strong rules, called candidate set, is sorted in descending
order of rules accuracy (a rule is accurate if both its confidence and support
are above the pre-determined thresholds). For classification based on multiple
class association rules, the candidate set of strong rules is not sorted and most
matching rules may participate in the classification process. Simply, if the new
data object is covered by all candidate rules, it will be assigned to the class label
of candidate rules; otherwise the majority vote of candidate rules will specify the
class label of the new object. CPAR [10] employs this technique to classify new
data objects. Another method is to divide candidate rules into groups according
to class labels, and then to compute the actual effect obtained from the multiple
rules for all groups. The group with the highest efficiency will identify the class
of the new object; CMAR [7] employs this method. Fuzzy associations rules have
been used for associative classification in a recent study by Chen et. al. in [2].

3 The Proposed Classification Framework

In this paper, a solution will be introduced where fuzzy association rule mining
issued to classify quantitative data. The proposed solution has been implemented
in three main phases as described in this section.
Representing Data as Fuzzy Sets: The first phase is reading all data elements
and representing each attribute in terms of membership in a number of fuzzy
sets that cover the attributes domain. This is implemented as follows:

1. Read data from training set
2. For each record:
3. For each attribute in the record
4. GetDomain(attribute)
5. CreateFuzzySets(attribute)
6. For each record:
7. For each attribute in the record
8. getFuzzyMembershipValues(attribute)

We start by reading in all the training data and finding the domain of each
attribute (lines 1-4). The domain of an attribute is the area between its minimum
and maximum value in the training dataset. The domain is then partitioned
into n fuzzy sets (n is the user-specified number of fuzzy sets used to partition
the domain of each attribute) (line 5). Now that the fuzzy partitions for each
attribute are known, we scan the data again to find the membership value of
each attribute in each fuzzy set using the function shown in Figure 1(for n = 5).

Classification Rule Mining: In this phase, we mine the data looking for rules
associating different attributes to class labels. We use the membership values
generated in the previous phase in searching for such rules as follows:

1. fuzzyVals = getFuzzyVals(Data)
2. classSets = split(fuzzyVals)
3. for each classSet
4. oneItemRules = getOneItemRule(fuzzySet)
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Fig. 1. Membership values for each fuzzy set

5. rules.append(oneItemRules)
6. nextItemRules = getNextItemRule(fuzzySet, oneItemRules)
7. rules.append(nextItemRule)
8. while nextItemRules NOT empty
9. nextItemRules = getNextItemRule(fuzzySet,nextItemRules)
10. rules.append(nextItemRule)
11. for each rule
12. confidence = getConfidence(Rule)
13. if confidence < minConfidence then drop the rule from rules
14. rules = pruneRules(rules)
15. return rules

In line (1), the fuzzy representation of the training dataset is found as de-
scribed previously. In line (2), the algorithm splits the dataset based on the
class label. So classSets is going to be a set of sets where the first set contains all
the records that have class label 1, the second set contains all the records that
have class label 2, and so on. Then, for each of these classSets, find one item rules
(line 4) and append them to the set of rules (line 5). To find one item rules, the
algorithm goes through the whole classSet and finds candidate one item rules
then calculates their support. Rules with support less than the minimum sup-
port are not added to the result. After the set of oneItemRules is found for each
classSet, the set of nextItemRules are found (line 6). nextItemRules are found
in the same way that oneItemRules were found, then they are appended to the
set of rules (line 7). The while-loop (line 8) is needed to determine when the
algorithm should stop trying to find nextItemRules. For example, if we couldn’t
find frequent 4-item rules then it is impossible to find frequent 5-item rules since
the Apriori works under the assumption that every subset of a frequent item set
must also be frequent. When the algorithm gets to line (11), “rules” will contain
all rules that satisfy the minimum support set by the user. The confidence of
the rules is not yet considered, and that is where the for-loop on line (11) comes
into play. For each rule, calculate the confidence (line 12). If the confidence of
the rule is less than the minimum confidence set by the user (line 13), drop the
rule from the set of rules. Then, remove the rules that are not “interesting” (line
14). Finally, “rules” will have all the rules that are going to be used to classify
the records in the test dataset.
Applying Classification Rules on Test Data: A classifier must be built to classify
the data elements. This classifier must be appropriate for the given data element.
The strongest class label that classifies a given data element is the classifier for
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the data element. To determine the strongest classifier, three different methods
are presented. . Each method chooses a different criterion to determine which
class most strongly classifies a data element. In the first method, the classifica-
tion strengths of each rule for a given data element is calculated and the class
belonging to the rule of the highest classification strength is the class that classi-
fies the data element. In the second method, the classification strengths for each
class are summed up and the class with the highest sum total is the class that
classifies the data element. In the last method, the class with the most number
of rules belonging to it is the class that classifies the data element.
Method 1: There are two steps in building an appropriate classifier for this
method. The first step is to calculate the classification strengths of each rule
for a specific data element. In the second step, the class that belongs to the rule
of the highest classification is chosen to be the classifier. The pseudo code for
step one is explained below:

1. For each data element in the testing set
2. For each rule
3. minDegree = $\infty$
4. For each attribute in the rule
5. degreeMembership = calcDegreeMembership(data element, fuzzy set)
6. If degreeMembership < minDegree
7. minDegree = degreeMembership
8. classificationStrength=calcClassificationStrength(mindegree, support, confidence)
9. Add the classificationStrength to the current rule of the current data element
10. Choose the class belonging to the rule of the highest classification strength
11. This class is the class that classifies the current data element

For each data element, we will traverse through all the rules to find the
strongest classification strength. We set minDegree to a very high number to
initialize the process(line 3). For each attribute of the given rule, we calculate
the degree membership of it by using the partitioning method as described ear-
lier in the paper (line 4-5) If the degree membership is less than the minDegree,
the degree membership is the new minDegree. Next, we find the classification
strength by perform the function calcClassificationStrength by multiplying the
minDegree by the support and confidence (line 8). Next, we add the classification
strength for each rule to a list(line 9). The index of the list represents the rule the
order of rules. Thus, the first element in the list is the classification strength cor-
responding to the first rule and the second element is the classification strength
belonging to the second rule and so on. Finally, we traverse through the list to
find the maximum classification strength (line 10). The class that corresponds
to the rule is the class that classifies the data element (line 11).
Method 2: The second method is very similar to method 1. The only difference
is in the determination of a proper classifier. Where as method 1 chose the class
belonging to the rule of the highest classification strength, method 2 propose
that if the sum of the classification strengths of each class is added up, the class
with the highest sum is the class that classifies the data element.

1. For each data element in the testing set
2. For each rule
3. minDegree = infinite
4. For each attribute in the rule
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5. degreeMembership = calcDegreeMembership(data element, fuzzy set)
6. If degreeMembership < minDegree
7. minDegree = degreeMembership
8. classificationStrength=calcClassificationStrength
9. Add the classificationStrength to the current rule of the current data element
10. For each distinct class presented in the rules list
11. If the class of the rule matches the current class
12. Add up the classification strength for the current class
13. This class with the highest summed classification strength is the class that classifies

the current data element

Lines 1-8 is the same as in the previous method. The method begins to differ
from method 1 starting at line 9. In line 9, we find all the distinct classes that
were set in the rules. The rules are traversed and if the rule corresponds with
the current class, the classification strength of the rule is added up to find the
sum of all the classification strengths of all the rules that belong to a class(line
10-11). The class with the highest sum is the class that classifies the current
data element (line 12).
Method 3: The last method presents another way to determine which class clas-
sifies the current data element. This method does not use classification strength,
but counts up the number of rules that belong to a class. The class with the
highest number of rules is the class that classifies the data element.

1. For each data element in the testing set
2. For each distinct class in the rules list
3. Count=0
4. For each rule
5. If the rule belongs to the current class
6. Count++
7. The class with the highest count is the class that classifies the data element.

Count is initialized to 0 to count the number of occurrences of a rule in a
unique class (line 3). For each rule, the rule is checked to see if it belongs to
the class. If it belongs to the class, count is incremented (line4-6). At the end of
traversing through all the unique classes, the class with the highest number is
the class that classifies the data element (line 7).

Table 1. UCI ML datasets used in the experiments

Dataset # Records # Attributes # Classes
Wine 178 13 3
bupa 345 6 2

Ionosphere 351 35 2
PageBlocks 5,473 11 5
Waveform 5,000 22 3

4 Experiments

We tested the proposed framework on five datasets from UCI ML repository [3].
Table 1 describes these test datasets along with some related statistical infor-
mation. In the first set of experiments, we have compared the performance of
different methods described in Section 3 using the first two datasets in Table 1.
We used the 10-fold validation procedure to test the three different classification
methods. The classifiers were tested using different fuzzy set representations and
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Table 2. The effects of the number of fuzzy sets, support, and confidence on the success
rate of the three classification methods on the wine and bupa datasets

Dataset No. of
Fuzzy
Sets

Minimum
Support

Minimum
Confidence

Classification
Accuracy
(method1)

Classification
Accuracy
(method2)

Classification
Accuracy
(method3)

wine 3 20% 30% 75.62% 50.21% 40.61%
wine 3 20% 40% 76.90% 50.21% 40.61%
wine 3 20% 50% 93.44% 51.95% 40.61%
wine 5 30% 40% 0.00% 0.00% 0.00%
wine 5 30% 50% 0.00% 0.00% 0.00%
bupa 3 20% 30% 56.41% 56.34% 57.26%
bupa 3 25% 50% 56.41% 56.34% 57.26%
bupa 5 30% 30% 56.41% 54.69% 57.26%
bupa 5 30% 40% 56.41% 54.69% 57.26%
bupa 5 30% 50% 56.41% 54.69% 57.26%

with several minimum support and confidence value. The results are reported in
Table 2.

With the wine dataset there were no classification rules generated for as the
support went over 25%, this resulted in the poor classification results that can
be seen in Table 2. The best classification results were obtained with the wine
dataset using 3 fuzzy sets to represent attributes, 20% minimum support and
50% minimum Confidence as can be seen in the fourth row of the table. Overall
with classification method 1 gave the best results with the wine dataset. For the
bupa dataset, the classification results were quite similar as we experimented
with different minimum support and confidence levels. The results were just
above 50% and changes in the number of fuzzy sets used did not have a big
impact on them.

Table 3. Accuracy results with the best support and confidence

Dataset
CBA CMAR FCAR

Acc. S C Acc. S C Acc. S C
Ionosphere 89.5 10.0 49.2 91.5 2.6 50.0 89.2 26.4 80.0
PageBlocks 91.0 1.6 50.0 90.3 0.2 50.0 95.8 26.4 88.0
Waveform 78.2 2.6 50.0 77.2 0.6 50.0 99.9 17.4 50.5

In the second set of experiments, we conducted tests using our method ex-
tended by adapting a greedy search algorithm for finding the best support and
confidence values for each dataset. In terms of classification accuracy,we com-
pared the performance of our model with CBA and CMAR from the family
of associative classifiers. For the experiments conducted to evaluate the perfor-
mance of the proposed method with the best support and confidence values, we
used last three datasets shown in Table 1.

Table 3 shows the accuracy results associated with the best support and con-
fidence thresholds found by the greedy search algorithm. As can be seen from
Table 3, in all cases except the ionosphere dataset, our method outperforms the
other two methods, all combined with the greedy search algorithm for finding
the best support and confidence values. For the ionosphere dataset, our result
is very close and still comparable. A large support value usually works better
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in our model when the input dataset is a uniformly distributed binary-class.
This will have the effect of producing less rules in the system, which in turn
will provide computation efficiency benefits. When the binary-class dataset is
not monotonously distributed (like ionosphere), medium support values perform
better. For multi-class datasets with small number of classes (waveform has 3
uniform classes, so a high value of support like 17.4% performs well). As the
confidence threshold is concerned, we noticed that by increasing its value, the
performance of our model does not improve. Furthermore, increasing the confi-
dence above a certain value leads to a decrease in the model accuracy.

5 Conclusions

In this paper, we proposed a classification system that employs fuzzy association
rule mining to generate a set of classification rules. These rules are used to classify
data in three different methods in order to get a better idea of how accurate
these rules are. We performed some experiments and presented observations that
were seen in the experiments. Future work could include implementing different
association rule mining techniques such as ECLAT or FP-Growth to enhance
and optimize the performance of the system. Using more datasets to test the
performance of the system under different minimum support and confidence
requirements will help provide a better idea on what support and confidence
values produce the best results.
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Abstract. The major contribution of the work described in this paper
could be articulated as a parameter free clustering approach that leads
to appropriate distribution of the given data instances into the most
convenient clusters. This goal is realized in several steps. First, we apply
multi-objective genetic algorithm to determine some alternative cluster-
ing solutions that constitute the pareto-front. The result is a pool of
the clusters reported by all the solutions. Then, we determine the homo-
geneity of each cluster in the pool to keep the most homogeneous clusters
which may not be select from one solution because a solution which is
favored the most by considering the multiple objectives might have some
clusters which are less homogeneous compared to best clusters in other
solutions. Finally, as a given data instance may belong to more than one
cluster in the solution set we reduce this membership to the cluster in
which the instance is closest to the centroid. Many applications like gene
expression data analysis are in need for such parameter free approach
because the correctness of the post processing is directly affected by the
outcome form the clustering process. We demonstrate the applicability
and effectiveness of the proposed clustering approach by conducting ex-
periments using two benchmark data sets.

Keywords: multi-objective genetic algorithm, clustering, knowledge dis-
covery, gene expression data.

1 Introduction

Clustering is one of the oldest mining techniques that has influenced research
in various domains for several decades. It is the process of distributing objects
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into classes such that the similarity between objects in the same class and the
dissimilarity between the classes are both high. Achieving these two targets
simultaneously is a challenge that has received considerable attention in the
research community. In other words, clustering continues to be an active research
area because of its wide range of existing and emerging applications.

Our approach presented in this paper has been designed to handle the clus-
tering of a given set of instances without requiring any parameter be specified in
advance. Approaches like k-means require the number of clusters explicitly spec-
ified and approaches like DBSCAN are based on some parameters that implicitly
simulate the number of clusters. A parameter free clustering approach is critical
for many domains where finding the most appropriate clustering is directly re-
flected into the analysis of the results. One such domain is gene expression data
analysis, which is one of the domains considered in the experiments conducted
in this study. Our approach starts by applying a multi-objective k-means ge-
netic algorithm (MOKGA) in order to determine several alternative clustering
solutions without taking the weight values into account [9]. We run cluster valid-
ity analysis indexes, namely Dunn [2], Davies-Bouldin [1], Silhouette [8], C [6],
SD [3] and S Dbw [4] on the alternative solutions to determine the number of
compact clusters to have in the final solution. Then, we collapse all the alterna-
tive solutions obtained from MOKGA to form a common pool of clusters, where
clusters coming from the same solution are disjoint and clusters from different
solutions mostly overlap. Analyzing all the clusters in the pool at once gives
equal opportunity to every cluster to show up in the final solution which should
include the most compact clusters which may come from various solutions. This
is more natural process than individually analyzing the alternative solutions. In
other words, we zoom into the details of each solution because some solutions
may include more compact individual clusters than a single favored solution. At
the end of this process, we will have a collection of compact clusters that mostly
overlap. The overlap is eliminated by keeping each data instance only in the
cluster where the data instance is closest to the centroid of the cluster. In case
of objects that do not end up in any of the identified clusters, we first measure
the distance between these objects and the centroids of the clusters in the final
solution set. Then we have two choices, either to add an object to a cluster based
on shortest distance and provided that it does not destroy the compactness of
the cluster or to consider the object as outlier otherwise.

As gene expression data analysis is concerned, benefiting from the advantage
of the proposed clustering approach, we use the gene closest to the centroid
as reduced feature to represent the cluster. Thus, after the clustering is over
and the most appropriate clustering is identified, the genes closest to centroids
(one gene per cluster) represent the whole data. The latter genes form valuable
source of information for further analysis of the gene expression data to discover
the biomarkers [10]. The compact solution produced by the clustering approach
described in this paper provides the opportunity to consider more appropriate
biomarker genes. Finally, the applicability and effectiveness of the proposed ap-
proach has been tested using two benchmark data sets; the results are promising.
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Here it is worth mentioning that the proposed approach is capable of locating
outliers, but this property is still to be validated by considering some other
synthetic or real data sets with outliers. We have left this out as future study
because none of the data sets used in the testing contains outliers.

The rest of the paper is organized as follows. Section 2 describes the pro-
posed approach. Section 3 discusses the experiments. Section 4 is summary and
conclusions.

2 From Alternative Solutions to Robust Solution

In this section, we describe the clustering approach that starts by applying the
Multi-Objective Genetic K-means algorithm (MOKGA) to produce alternative
solutions which are collapsed into one pool of clusters to be further analyzed.
It is a general purpose approach for clustering datasets from various domains.
The only tuning required is modifying the fitness functions and changing the
proximity values as distance or non-decreasing similarity function according to
the requirements of the dataset to be clustered.

After running MOKGA, we get the pareto-optimal front that gives the alter-
native solutions. Then, the system analyzes the clustering results by applying
six of the cluster validity indexes proposed in the literature, namely Silhoutte,
C, Dunn, SD, DB and S Dbw. The favored number of clusters guides the process
in selecting the most compact clusters from the pool.

The employed clustering approach MOKGA is basically the combination of
the Fast Genetic K-means Algorithm (FGKA) [7] and Niched Pareto Genetic Al-
gorithm [5]. MOKGA uses a list of parameters which has nothing to do with the
clustering process; these parameters are particular to the process of the genetic
algorithm: population size (number of chromosomes), t dom (number of com-
parison set) representing the assumed non-dominated set, mutation probability
and the number of iterations that the execution of the algorithm needs run in
order to report the result. Sub-goals can be defined as fitness functions; instead
of scalarizing them to find the goal as the overall fitness function with the user
defined weight values, we expect the system to find the set of best solutions, i.e.,
the pareto-optimal front. By using the specified formulas, at each generation,
each chromosome in the population is evaluated and assigned a value for each
fitness function.

The coding of our individual population is a chromosome of length N (number
of data points). Each allele in the chromosome takes a value from {1, 2,..., K},
and represents a pattern. The value indicates which cluster the corresponding
pattern belongs to.

2.1 The Objectives

The multi-objective genetic algorithm considers four objectives, namely sepa-
rateness, homogeneity, number of clusters, and cluster density. As separateness
and homogeneity are concerned, we used the following formulas. For separate-
ness, we used the inter-cluster separability formulas described next, where P
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and R denote clusters and |P | and |R| are the cardinalities of the aforemen-
tioned clusters; d(x, y) is the distance (similarity) metric where x ∈ P , y ∈ R
and P �= R.
Average Linkage between two clusters is the average of pairwise distances.
The cardinalities of P and R may be omitted to reduce the scaling factor. It is
computed as:

D(P, R) =
1

|P |.|R|
∑
x∈P,
y∈R

d(x, y)

Centroid Linkage is the distance between the centroids vP and vR of the two
clusters P and R. It is computed as: D(P, R) = d(vP , vR)

For homogeneity, we used the intra-cluster distance formula, namely Total
Within Cluster Variation (TWCV), which calculates the intra-cluster dis-
tance of the cluster by the following formula:

TWCV =
N∑

n=1

S∑
i=1

X2
nd−

K∑
k=1

1
Zk

S∑
d=1

SF 2
kd

where S is the number of features, X1, X2,.. ,XN are N objects, Xni denotes
feature i of pattern Xn (n= 1 to N); SF ki is the sum of the ith features of all the
patterns in cluster k(Gk); Zk denotes the number of patterns in cluster k(Gk).
Actually, SF ki is computed as:

SF ki =
∑

−→xn∈Gk
Xni , (i = 1, 2, ...S).

The objectives are utilized in the process as minimization; the separateness value
is multiplied by -1 for the minimization. After that, the objectives are normalized
by dividing their values by the corresponding maximum values.

2.2 The Multi-Objective Genetic Algorithm

Deciding on the encoding scheme is the first essential step of the genetic algo-
rithm process, and directly affects the whole setup. In this sense, integer encoding
is used, and individual coding in the population is a chromosome of length n,
the number of instances in the set to be clustered. The genetic algorithm process
involves the steps outlined in Algorithm 1.

Algorithm 1 (Genetic Algorithm).

current generation is assigned to zero,
Generate M initial individuals (interchangeably called chromosomes);
For each chromosome

In round order, each gene takes values 1 to k (inclusive) in order. Once
value k is assigned to a gene the count continues again from 1 to k
Shuffle the allele value assignments within the chromosome randomly by processing
the random pairwise swap operation inside the chromosome.
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EndFor
Repeat

Apply selection using pareto domination tournament and the crowding measure
of NSGA-I
If (candidate xi has TWCV fitness value and number of clusters value are

both larger, and separateness value is smaller than those of all of the
chromosomes in the comparison set) then
Candidate x is dominated by the comparison set
Delete x from the population permanently.

Else
x resides in the population.

While (not all chromosomes are selected)
Choose two chromosomes x and y randomly
Apply one-point crossover operator on i and j with probability pc to produce two
new chromosomes xnew and ynew

Keep track of x, y, xnew and ynew for the new generation.
EndWhile
Apply mutation operator on the current population to guarantee better convergence.
Compute the fitness of each chromosome
Rank all the chromosomes (new and old) based on their fitness values
Keep in the new generation only the best M individuals

Until either the difference between the last two generations satisfies the threshold
value or the prespecified maximum number of generations is reached.

EndAlgorithm

After getting the pareto-front and deciding on the most appropriate number
of clustering k using validity analysis, the alternative solutions are collapsed
into a pool of all clusters. Of course, a given object belongs to n clusters in the
pool where n is the number of alternative solutions. Further, it is not necessary
that all clusters in the best solution reported by the validity analysis have best
TWCV value compared to the rest of the clusters in the pool. This leads to
ranking clusters in the pool based on their TWCV and selecting from the pool
only the top k clusters which have the best TWCV. As it is not guaranteed to
have the k clusters coming from the same solution, it is possible to have some
objects exist in more than one of the selected k clusters. Also, it is possible for
some objects not to show up in any of the selected k clusters. For the former case,
we compute the distance between each object and the centroid of every cluster
to which the object belongs. As a result, every object survives only in the cluster
that satisfies the minimum distance. At the end, objects that do not belong to
any of the identified compact clusters are classified into two sets: some of them
join the existing compact clusters if they are not destroying the compactness;
the rest of the objects are classified as outliers. The conducted experiments did
not report any outliers for the utilized two benchmark data sets. We will run
the proposed approach on some other data sets (including some synthetic data)
that do report some outliers; this will give us better insight into the power of
the proposed approach in identifying real outliers.
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3 Experiments

To evaluate effectiveness of the developed clustering approach, experiments were
conducted using two benchmark datasets, namely Glass and Lukemia; this demon-
strates the applicability of the proposed approach to various domains. The sys-
tem was implemented using Visual C++. The running platform is Microsoft
Visual Studio.NET.

3.1 Testing with Glass

In the first experiment, we used a real dataset Glass, which refers to the glass
identification database that studies the classification of the types of glass left at
the crime scenery for criminological investigation. It has 9 continuous features,
214 examples and 6 classes (70 building windows, 17 vehicle windows, 76 non-
float processed, 76 building windows, 0 vehicle windows, 51 Non-window glass,
13 containers, 9 tableware, 29 headlamps).

MOKGA has been run for the Glass dataset with the following parameters:
population size = 100, tdom (number of comparison set = 10) and crossover
= 0.8, mutation = 0.005, gene mutation rate= 0.005, and threshold = 0.0001
which is used to check whether the population stops evolution for 50 generations
or the process needs to be stopped. The range of [2, 15] was picked to find the
optimal number of clusters.

Table 1. Glass dataset cluster validity results

WCV & Centriod TWCV & Average

best 2nd-best best 2nd-best

dunn 6 5 4 3

Davies-Bouldin 6 5 6 7

Silhouette 6 7 6 7

C 3 5 3 6

SD 6 5 6 7

S Dbw 6 7 6 7

The collapse and select approach works as follows on Glass. First, the multi-
objective genetic algorithm is applied. Then, the majority voting is done to
decide on the most appropriate results. The results are reported in Table 1, with
the best and second best number of clusters for each of the utilized indexes; these
values range between 3 and 7. This demonstrates that not every index works the
same for each dataset; some indexes are more successful than others. But from
experience and by empirical testing, we realized that there is a trend to favor
the most appropriate number of clusters as the number of indexes utilized in the
process increases. As a result, 6 is reported as the best number of clusters by
majority voting. Then the best 6 clusters are selected from the pool of clusters
coming from all the solutions. We realized that three of the six clusters are
from the most appropriate solution, two clusters are from the next appropriate
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Fig. 1. Leukemia dataset cluster validity results

solution and one cluster is from the fourth solution. Overall the produced final
solution ranks better than the solution which was selected from the pareto-
optimal front as the most appropriate.

3.2 Testing with the Leukaemia Dataset

The second experiment uses the Leukemia dataset, which has 38 acute leukemia
samples and 50 genes. The purposes of the testing include clustering cell samples
into groups and finding subclasses in the dataset.

The proposed genetic algorithm-based approach has been run for the Leukemia
dataset with the following parameters: population size = 100, tdom (number of
comparison set = 10) and crossover = 0.8, mutation = 0.005, gene mutation
rate = 0.005, and threshold = 0.01 which is used to check if the population
stops evolution for 50 generations and if the process needs to be stopped. The
range of [2, 10] was picked for finding the optimal number of clusters.

According to the curves plotted in Figure 1, the validity analysis results for
the Leukaemia dataset are consistent with the literature where it is indicate
that 2 (AML and ALL) is the best number of clusters; this two clusters as
the best results has been concurrently reported by Dunn index, DB index, SD
index, C index and Silhouette and 3 (AML, B-cell ALL and T-cell ALL) has
been reported the second best. By analyzing the results from the validity indices
further, we discovered that S Dbw is an exception; it may not be suitable to test
small datasets with fewer than 40 instances. In our attempt to produce the best
solution one cluster was selected from each of the two best solutions.

4 Summary and Conclusions

In this paper, we proposed a new clustering approach which depends on MOKGA
as a multi-objective genetic algorithm based clustering approach. MOKGA is a
combination of the Niched-Pareto optimal and fast k-means genetic algorithm.
This way, we overcome the difficulty of determining the weight of each objective
function taking part in the fitness. Otherwise, the user would have been ex-
pected to do many trials with different weighting of objectives as in traditional
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genetic algorithms. By using MOKGA, we aim at finding the pareto-optimal
front so that the user will be able to see at once all possible alternative solutions
identified by the system; then cluster validity index values are evaluated for each
pareto-optimal front value which is the number of clusters value considered to be
optimal. Then the solutions are all collapsed into a single pool of clusters which
are individually evaluated to identify the most compact clusters to form the final
solution. Comparing the clusters in the final solution produced by the proposed
clustering approach with the ones in the best clustering solution reported by the
validity analysis, we realized that the former clusters are all compact and well
separated while compactness of the latter clusters vary as well as their separate-
ness. To validate the propose approach better, we still need to run more tests
for data from different domains and with different characteristics. The outcome
from this research project has interesting characteristics and it is very essential
for several applications. The user is no more in need for expertise in the domain
of the data to be clustered because number of clusters is not needed but de-
termined by the system. The process does not suffer from local minima kind of
drawbacks because it leads to the most natural distribution of the data instances
into the clusters leading to the most compact and separable clusters.
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Abstract. The paper presents an idea of using an MLP neural network
for determining the optimal buy and sell time on a stock exchange. The
inputs in the training set consist of past stock prices and a number of
technical indicators. The buy and sell moments on the training data that
will become the output to the neural network can be determined either
automatically or manually by a user on past data. We discuss also the
input space transformation and some improvements to the backpropa-
gation algorithms.

Keywords: neural networks, stock prediction.

1 Introduction

Prediction of stock prices is considered to be a very difficult problem. However,
what we really need to trade effectively is not to predict the future stock price
but the optimal moment to buy or sell the stock. On one hand machine learning
methods can be used to predict the stock price and on the other hand technical
analysis indicators determine the optimal transaction points. To all of that the
human factor is added since it is the user of the trading software, who can finally
decide whether to agree or not with the program decision.

In our approach we try to take into account the best features of all the three
sources (machine learning, technical analysis and human factor) together to build
a robust trading system.

The first market hypothesis was that stock prices follow a random walk [1].
However, researchers and economists were able to extract rules associated with
the stock price movements. That kind of rules can significantly increase the
quality of their predictions [1,2].

Since stock prediction is a complex, non-deterministic issue, it is a good
ground for the application of artificial intelligence. During the last two decades,
stocks and futures traders stared to believe in the decisions made by various types
of intelligent systems, based on different algorithms. The list of implemented so-
lutions includes among others: genetic algorithms used to find optimal values
of various technical indicators and their combinations thus reducing the com-
putational complexity of the search [3], fuzzy logic controllers and fuzzy neural
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networks [4,5], Hidden Markov Models to assess the parameters of a Markov pro-
cess that best fits the stock price fluctuations [6]. Neural networks were the most
widely used methods, because of their superior performance [7,8,9,10,11,12].

However, even the best model is only as good as the data it is trained on.
In stock price prediction selection of the right input variables is a much more
difficult problem than building and training the predictive model itself. In our
work we choose to use MLP neural networks as the model and focus on searching
for an optimal set of input variables, which allows to maximize the gains in the
trade rather than only predict the stock price most accurately. We also discuss
a simple improvement to the backpropagation algorithm.

2 Input Variables

In this section we describe the indicators we use as input variables and how we
transfer and combine them to generate the training set for the neural network as
well as the way of determining output variables. Technical indicators indicates
the time when one should buy or sell stocks and by default they use daily closing
prices. Only the candle formations use the opening, daily minimum, maximum
and closing price. The indicators are only shortly listed here due to limited space.
An in-depth analysis can be found in [13].

Simply Moving Average (SMA) shows the average value of stock price over a
period of time, while Exponential Moving Average (EMA) pays more attention
to recent prices:

SMA(t) =
1
n

t∑
i=0

Ci (1)

EMA(t) =
2

n + 1
Ct + (1 − 2

n + 1
) · SMA(t) (2)

where Ct is a stock closing price at day t. 15 days SMA is frequently the default.
A moving average crossing the actual price from down when the price rises
generates a buy signal, while a MA crossing the price from top generates a
sell signal. Moving Average Convergence/Divergence (MACD) is a difference
between two exponential moving averages: a shorter and a longer one (typically
12 and 26 days):

MACD(t) = EMAshort(t) − EMAlong(t) (3)

Momentum oscillators measure the speed of change of a stock price. As the price
is rising/falling, the momentum increases/decreases proportionally to the speed
of the price rise/fall. Relative Strength Index (RSI):

RSI = 100 − [100/(1 + RS)] (4)

where RS = (Average Gain of n-day up )/(Average Loss of n-day down). A high
RSI means the market is rallying suddenly and a low RSI that the market is
selling off suddenly. Rate of Change (ROC) indicator is at a high peak and is
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beginning to move down generates a sell signal. A ROC at a low peak that is
beginning to move up is a buy signal. The advantage of a ROC oscillator in
comparison to moving average based indicators is that it gives signals before the
actual change in the direction of a stock price occurs.

ROC = [(Today′sclose − CloseNdaysago)/(CloseNdaysago)]) · 100 (5)

The Commodity Channel Index (CCI) is designed to identify cyclical turns in
commodities. It is recommended to use 1/3 of a complete cycle as a time frame
for the CCI. If the cycle runs 60 days (a low about every 60 days), then a 20-day
CCI would be recommended. For the purpose of this example, a 20-day CCI is
used:

CCI = (TP − SMATP )/(0.015 · MD) (6)

where : Typical Price (TP) = (H+L+C)/3 where H = high, L = low, ad C
= close, SMATP is a 20 day-period SMA of the Typical Price (SMATP), MD
is calculated as the mean deviation of the TP over the past 20 periods. From
oversold levels, a buy signal is given when the CCI moves back above -100. From
overbought levels, a sell signal is given when the CCI moved back below +100.
The Average True Range (ATR) is calculated with the following steps: multiply
the previous 14-day ATR by 13, add the most recent day’s TR value, divide by
14. Extreme levels (both high and low) can mark turning points or the beginning
of a move. Stochastic Oscillator (STO) is a momentum indicator that shows the
location of the current price relative to the high/low range over a set number
of periods. Price levels that are consistently near the top of the range indicate
accumulation (buying pressure) and those near the bottom of the range indicate
distribution (selling pressure).

STO = 100 · (RecentClose− LowestLow)/(HighestHigh− LowestLow) (7)

We use also two candle formation in our analysis, which shows the reversion of
the current trend. A bullish hammer, which is a buy signal that occurs after an
established downtrend and a bearish shooting star, which is the opposite of the
hammer. Both formations indicate that the price extremum was reached during
the day and the trend is now likely to reverse [14].

The training set consists of the following 15 features:

– Price change in 1,2 and 3 days in relation to the current price
– SMA with periods of 6, 9, 14 and 21 days
– ROC with periods of 6, 9, 14 and 21 days
– RSI with periods of 6, 9, 14 and 21 days
– CCI with periods of 6, 9, 14 and 21 days
– STO with periods of 6, 9, 14 and 21 days
– ATR with periods of 6, 9, 14 and 21 days
– The candle formation (hummer and shooting star)

That may seem an excessive number of parameters, but as our experiments
showed it gives significantly better results than using only a single length period
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indicators (e.g. 14 days only). Moreover, neural networks have the ability to
perform feature selection by setting the weights that connect the less important
features to the network to very low values. While most other works try to predict
the stock price, we try only to predict the optimal moment of buying and selling
stocks.

The output of the training set can be determined automatically, but our
software also enables the user to determine the output manually by choosing the
optimal buy and sell moments, which will become the outputs in the training
data set. In this way the user can balance different trading strategies, mostly
the gain-risk trade-off according to their preferences.

We found that it very difficult to obtain good results when the network was
trained on the exact data (that is with one day resolution). The result of that
was, that different technical analysis indicators give signals in different days.
Usually the difference is one or two days. However, if we consider only single
day signals, they very rarely are enough strong to cause the neural network to
generate a buy or sell signal.

Therefore if we determine the best day to buy or to sell stocks, first we shift
the signal one day earlier (it gives better results) and then we spread the buy/sell
signals (the network targets) two days backward and two days forward. However,
the signal had the value of one on a given day, of 0.67 on the day before and after
and of 0.33 on the days two day apart from the current date. We consider the
network buy or sell signal correct if it appears on o given day or up to two days
before or after. We do not discuss here the choice of the right stock to trade.

3 Neural Network Architecture and Training

We use two separate networks. One is trained to recognize the buy signals and the
other one to recognize sell signals. When the stock is once bought it is kept until
the first sell signal occurs, even if there are more buy signals in the meantime.
We use a multilayer perceptron with two hidden layers and with hyperbolic
tangent activation functions in all layers, including the input one [15]. A good
practice is to standardize the data before the training to make particular inputs
independent of their physical range. It may be also be beneficial to remove the
outliers from the training set. Moreover, a model with higher sensibility in the
intervals with more dense data may sometimes be preferred. To address the
problem, the idea of transforming the data to make it distributed more evenly
was proposed. For example, the data can be transferred by a hyperbolic tangent
function.

The other advantage of such a transformation is the automatic reduction of
the outliers’ influence on the model. We do not consider the outliers as erroneous
values and thus do not reject them, but rather reduce their influence on the final
model. The neural network can either learn the optimal slopes of the transfer
function during the training or they can be set a priori.

We tried three learning algorithms: standard backpropagation with momen-
tum, modified backpropagation and variable step search algorithm [16]. In the
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Fig. 1. The idea of transforming data from a Gaussian-like distribution to uniform
distribution

Fig. 2. Neural Network Architecture

Fig. 3. Dependence between the gradient component dE(w) and the distance from the
actual point actual point to the error minimum in a given weight direction mw at the
beginning (left) and at the end of the training (right) cross = first hidden (counting
from input), triangle = second hidden, square = output layer)
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modified backpropagation we used a directional minimization and a change of
the direction by making the gradient components not linearly proportional to
that given by the backpropagation algorithm, but rather proportional to the
root square of them. Moreover, we multiplied the gradient component in the
first hidden layer by four and in the second hidden layer by two to better op-
timize the trajectory direction (Fig. 3.) without reverting to the second order
methods. Based on the experiments we conducted with several datasets as well
for classification as for regression tasks (the current task is closer to classifica-
tion) the following formula can be used to optimize the next step length dS(w)
in each weight direction in the backpropagation algorithm:

dS(w) = (1 + a · exp (−bTc)) · sign(dE(w))) ·
√

(|dE(w)|)) (8)

where a=0 for the output layer, a = 4 ± 1 for the second layer (closer to the
output), a = 15±5 for the first hidden layer weights, b = 0.12±0.3. dE(w) is the
gradient component in weight w direction and Tc is the training cycle (epoch).
The simplest explanation of the equation is contained in Fig. 3.

4 Experimental Results

We created software for this project as a Windows Forms Application in C#.
The application including the source code can be downloaded from our web
site [18]. Using that application users can select with a mouse the moments
used to train the network and can also obtain the results in a graphical form.
We performed ten experiments with four stocks of the USA market: Amazon,
Apple, Microsoft and Yahoo, the average results are reported in Table. 1. The
training set comprised the data from 1/1/1995 to 12/31/2004 and the test set
the data from 1/1/2005 to 1/1/2008.

We performed some simple tests in the Amibroker software [17], where we
optimized the period of moving average (opt. SMA) on the training sets and
then performed tests on test data. Then we compared the results also with the
typical 15 day SMA and with a buy and hold strategy. However, as it can be
seen from Table 1, the optimization of SMA does not cause any improvement
in the prediction results. Sample signals, which the network generated on the
Microsoft stock are shown in Fig 4. Only the MLP output signals that have the
value of 0.8 or more are interpreted as effective buy or sell signals and only these
signals are shown.

Table 1. The profit (in percent respect to the price on 1/3/2005) for the test period
on four stocks

stock APPL MSFT YHOO AMZN

buy and hold 518 33 -39 108

opt. SMA 12 17 -36 -1

SMA15 116 10 -20 8

Our Method 425 53 14 184
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Fig. 4. Closing prices for Microsoft stock with buy (top) and sell (bottom) signals
generated by the neural network

5 Conclusions

We presented a method for determining optimal buy and sell moments at stock
exchange using a neural network based prediction. The output of the training
set is either chosen automatically or determined by a user, who chooses the
optimal moments themselves. The input consists of past prices and a number
of technical indicators with 6, 9, 14 and 21 days each. The method seems to be
a very interesting approach that allows for including many different factors as
well past prices and technical indicators, as some other information (e.g. financial
condition of the company). We are currently working a feature selection method,
which seems to be the most important task in improving the method.

Also the modification to the backpropagation direction connected with an
approximate linear search along the modified step direction makes the back-
propagation algorithm much more efficient in the terms of better convergence
and convergence in cases where the standard backpropagation algorithms cannot
find a satisfactory solution.
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Abstract. Due to the remarkable technological developments experienced in 
recent decades, the vast amount of data had created new opportunities and 
challenges in the field of knowledge discovery and data mining. Factors like 
size and high dimensionality of databases adds difficulties to the complex task 
of discovering patterns hidden in masses of data. The feasibility of high-
dimensional data exploration depends on techniques known as dimensionality 
reduction methods. When class labels are available, an optimization function 
can be used to maximize intra class cohesion and inter class separation. 
However, in many practical situations information about class is not available. 
This paper focuses on unsupervised dimensionality reduction techniques, an 
important phase in exploratory data analysis. Six important methods are 
described: Principal components analysis, Sammon projection, Auto-associative 
Neural network, Kohonen maps, Isomap and Locally Linear Embedding. Three 
quality indexes are proposed to try to quantify to some degree the topology 
preservation between input and output spaces. Comparisons are performed 
using benchmark data sets. Results and tests focused two-dimensional 
projections for data visualization purposes.  

Keywords: dimensionality reduction, projections, data visualization, 
unsupervised methods, neural networks, data mining, intelligent systems. 

1   Introduction 

Dimensionality reduction (DR) is a fundamental operation to enable visualization of 
multidimensional data in the processes of knowledge discovery and data mining. DR 
methods are based on transformations on high dimension data projecting them into 
smaller spaces trying to keep topological relations among them [1]. These methods 
are used for various purposes, mainly as a preprocessing stage for other algorithms 
(e.g., classification or data clustering). An important application of DR is 
visualization of multidimensional data, typically used in exploratory data analysis to 
uncover clues about the structure of unlabeled data sets. Detailed and useful reviews 
of DR methods can be found in [13], [14], [15]. 
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Given the diversity of existing DR methods, this paper presents an empirical 
comparison of selected methods: Principal Component Analysis (PCA) [2]; Sammon 
projection [11]; Auto-associative Neural Network (AANN) [4]; Kohonen Self-
Organizing Maps (SOM) [5]; Isomap [6] and Locally Linear Embedding (LLE) [7]. 
PCA and Sammon are traditional methods. AANN and SOM are two classic and 
widely used connectionist methods. Isomap and LLE are two relatively new methods 
based on manifold preservation. The techniques were applied using synthetic and real 
databases. 

The work focuses particularly on the projections in two dimensions that can be 
viewed directly in two-dimensional graphics. The idea is to compare the methods 
among themselves, using indexes that aim to evaluate the preservation of data 
relations, with their neighborhoods, of the original space. The rest of the article is 
composed of the following sections: Section 2 briefly reviews the methods used. 
Section 3 describes the proposed indexes used to compare the techniques and section 
4 presents results and analysis. Section 5 concludes the paper with final remarks. 

2   Methods for Dimensionality Reduction 

The Sammon projection is a variety of Multidimensional Scaling (MDS), a traditional 
method for DR. MDS can be defined as the search for a set of points in a lower 
dimension space in which each point represents an object of the n-dimensional space. 
The aim of the operation is to make distances between points in the reduced space the 
most similar as possible to the distances (dissimilarities) between corresponding 
points in the input space [3]. The Sammon algorithm uses Newton's second order 
method to minimize a cost function, representing the global error of interpoint 
distances between the input and output spaces. 

Principal Component Analysis (PCA) [2] is a classical method of linear projection, 
still widely used in dimensionality reduction. The method applies a linear 
transformation on a set of n-dimensional data searching to represent it in a new 
coordinates system so that the projection of the largest variance of all possible input 
data coincides with the first axis of this new system (called the first principal 
component), the second largest variance, with the second orthogonal axis and so on, 
for n new axes. PCA can be used to obtain a reduction of an original dimension n to a 
lower dimension m by selecting the m first principal components of a given data set 
and ignoring the less important ones. 

Autoassociative networks (AANN) [4] are MLP (Multi-Layer Perceptron) artificial 
neural networks, presenting a particular type of architecture. The use of such 
networks in reducing the dimensionality of n-dimensional data is obtained by 
imposing a reduced number of neurons, m, in the hidden (or central) layer. The same 
data are applied to input and desired output (n features). Usually there are at least two 
hidden layers with nonlinear activation functions between the central layer and outer 
layers. The number m represents the desired output dimension. On a trained network, 
such a type of architecture provides a mechanism for reducing dimensionality, the 
projection of each input point been represented by the outputs of the m neurons of the 
middle layer. 
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The Self-Organizing Map (SOM) defines a mapping of an n-dimensional 
continuous data to a finite set of vectors, or neurons, usually arranged as a regular 
two-dimensional lattice. The main goal of SOM training is to reduce the 
dimensionality of the input patterns trying to preserve at most of the topology of the 
input space [5]. The lattice of the 2-D grid is either hexagonal or rectangular. 
Assuming that each input pattern xi from the set of patterns (X) is defined as a real 
vector xi = [xi1; xi2;…; xin]

T ∈ ℜn. Each neuron has a d-dimensional weight vector wu = 
[wu1;wu2; …;wun]

T ∈ ℜn, called a unit or prototype. Therefore, the proximity of points 
projected to the same neuron or neighboring neurons in the trained map tends to 
represent the similarity of the corresponding objects in the original space. 

The Isomap algorithm, proposed by Tenenbaum et al. [6], can be seen as an 
extension of the MDS method in which the dissimilarity between objects is 
represented by the geodesic distance, in principle more appropriate than the Euclidean 
distance. Given an input space, X, the matrix of distances dX(i, j) between all pairs of 
points <xi,xj> is obtained. The neighborhood of each point xi is found using its k 
nearest neighbors. Then a graph G is designed from all points of space X, by 
interconnecting each point to its neighbors, the edges weights being dX(i, j). The 
algorithm estimates the geodesic distance between each pair of points, calculating the 
shortest path dG(i, j) between these points in the graph G. In order to obtain a 
Cartesian projection of the input space into a smaller dimension, the classical MDS 
cost function is minimized by the gradient method. In this case, the distance dij 
between two points in the original space is replaced by its geodesic distance dG(i, j). 

Locally Linear Embedding method (LLE), proposed by Roweis and Saul [7], seek 
a global projection of the data, capturing the local characteristics of the manifold. 
LLE models the manifold by treating it as a union of several parts and assuming that 
the data stay on a manifold and that this manifold presents approximate local linearity 
in the proximity of each input point. Each data point xi Є Rn has a number of nearest 
neighbors indexed by the set N(i). Let yi Є Rm be the representation of xi in the low 
dimension. The idea is to express each xi as a linear combination of its neighbors and 
then reconstruct it as yi such that yi is expressed by the same linear combination of its 
corresponding neighbors, indexed by N(i). 

3   Proposed Indexes for Empirical Comparison of DR Methods 

This paper proposes some indexes for empirical comparison of DR methods. These 
indexes, by means of simple and intuitive definitions, aim to assess the degree of 
neighborhood relationships preservation between original and projected data on the 
reduced space as an approximate evaluation of topology preservation. 

The unordered neighborhoods coincidence (UNC) index, c(k) is defined as  1 ,   ,                                                            1  

where k is a free parameter that defines the size of the considered neighborhood 
around each point, i.e., the number of nearest neighbors of each point, either in the 
input or output space; p is the number of points of the data set (cardinality); i is the 
index indicating the position of each point within that data set; u1(i, k) is a function 
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that quantifies the index for each point xi in the input space (high dimension) 
compared to corresponding point yi in output (reduced) space. The function u1(i, k) 
depends on the size of the neighborhood and is defined for each point xi as u1( i, k) = 
# {Vk (xi) ∩ Vk (yi)}, where: #{A} is the operation that computes the cardinality of 
A; Vk (xi) is the neighborhood with size k from point xi, the set composed of the 
indexes of the points that are the k nearest neighbors of xi in the input space; and 
Vk(yi), the equivalent to the point yi of the output space. 

The UNC index has a simple interpretation: for a neighborhood size k, previously 
defined, the index reflects the number of neighbors of the points of the input space 
that once projected, are still neighbors of the corresponding points in the output space, 
respectively. The index c(k) can range from 0 to 1, being 1 the best case within the 
limits of the definition. 

The ordered neighborhoods coincidence (ONC) index, o(k), is defined in a similar 
fashion of UNC, however, with the modification in the function u(i, k) to reflect the 
requirement of order preservation within the vicinity of the output  points. Thus, we 
have:  1 ,  ,                                                       2  

being kept the same previous settings for the parameters p, k, i and for the sets Vk (xi) 
andVk(yi). Considering a certain point ordered i, taking only indexes that appear in 
the neighborhood Vk of that point in the input as well as in the output space at same 
time, two subsets are obtained containing the same elements (indexes), but not 
necessarily arranged in the same order. The value of the function u2(i, k) is then the 
number of perfect matches (values and position of the indexes) between these two 
subsets. It is noticed that this second index computes only the coincidence of the same 
neighbors in the same relative position. 

The joint neighborhood coincidence (JNC) is a modified version of the ONC index 
applying a Bezdek and Pal [9] idea of using rank correlation coefficients to assess 
maintenance of topology. The average count of coincidences between the neighbors 
corresponding to each of the input and output data could be replaced by applying a 
ranking correlation coefficient between vector r, grouping neighborhoods Vk(xi) of 
all input data points (xi) and the corresponding vector r*, grouping neighborhoods 
Vk(yi) of all output points (yi). The desired index g(k) is equivalent to ρ (r, r*), where 
ρ is a rank correlation coefficient like those by Spearman or Kendall. 

4   Experimental Results 

The experiments were conducted in a computer with Aton 1.67 GHz processor, 2GB 
RAM and also using MATLAB software. Some functions of the SOM Toolbox [12] 
and DR toolbox [8] were used. The databases used in our experiments were Wine 
recognition data (Wine), Synthetic Control Chart Time Series (Control) and 
Quadruped Mammals (Animals). These data sets are available for research in the UCI 
machine learning repository [10]. These data are composed by continuous attributes 
and represent actual or simulated measurements of real-world objects. All 
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experiments used unsupervised algorithms, consequently label informations were 
discarded in the learning process. 

The methodology for evaluating the selected methods in this study followed the 
sequence: (1) Each selected method was applied to all databases (with proper data 
normalization) in order to obtain the projected data in two dimensions; (2) The 
indexes here presented were computed comparing input and output data sets; (3) The 
results are presented in plots that reflects the variations of index values as a function 
of the size of the neighborhood. 

Hexagonal topology was used in output grid of SOM networks. Weights were 
initialized linearly and a limit of 1000 epochs was used in the first phase training. 
Initial neighborhood radius was set to 5 units and initial learning rate was 0.05. For 
the tuning phase the maximum number of epochs was set 10,000, an initial 
neighborhood radius of 5 units and the initial learning rate value was 0.01. In order to 
make the choice less arbitrary, the sizes of the maps used was: 11 x 6 for the Wine 
data base; 17 x 7 for the Control base; and 22 x 10 for the Animals data base. These 
sizes were obtained from estimative by using the formula m = 5 √ n, where n is the 
number of samples in the set. For the ratio between the sizes of the map used is 
obtained from the two largest eigenvalues of the covariance matrix of the samples. 

For LLE and Isomap methods, the only free parameter is the neighborhood size, k. 
In tests, the values were defined empirically by running the algorithms a number of 
times, using a wide range of values of k. The values chosen were the most favorable 
in each case. Thus, the values of k used were 12, 16 and 50 for the LLE method, and 
12, 15 and 100 for Isomap, respectively to Wine, Control and Animals databases.  

The architectures of AANN had 5 layers. The number of neurons of both the input 
and output layers as the hidden layers were determined according to the problem 
(dimension of input data and projected data). The architectures chosen were 
[13/4/2/4/13] neurons (Wine database), [60/5/2/5/60] (Control database) and 
[72/7/2/7/72] (Animals database). These architectures were defined empirically for 
each database through several tests to obtain the best relative convergence. 

The Wine database is the result of a chemical analysis of samples of wine produced 
in the same region of Italy, but from three different cultures. The database has 178 
samples with 13 continuous attributes and three classes. 

The observation of results presented in Figures 1 and 2 shows the same trend for 
the unordered and ordered neighborhood indexes. The best performance was observed 
in the algorithms Sammon, Isomap and SOM, with SOM better than others. The 
methods PCA and autoassociative network lie in an intermediate group and the LLE 
method presented the worst performance. SOM and Isomap methods presented best 
results regarding the joint ordered coincidence index (Fig. 3), followed by PCA and 
Sammon methods, both presenting equivalent performance. Regarding this index, 
LLE and RNA presented worst index results, LLE being the less favorable.  

The Control database consists of control charts synthetically generated by a 
simulated process control [11]. It contains 600 patterns, 100 per class, each 
representing a control chart with sampling at 60 regular sequential time intervals. It 
presents six classes for the different behaviors of the control system. Results are 
presented in Figures 4, 5 and 6. In these experiments, Isomap was discarded because 
it presented degenerated results, regarding topology preservation, when there is loss 
of an entire class. Considering the three indexes, the SOM presented overall superior 
performance. The other methods presented equivalent performance. 



442 C.J.F. de Medeiros, J.A.F. Costa, and L.A. Silva 

 

          Fig. 1. Unordered coincidence index 
          versus neighborhood size – Wine dataset 

           Fig. 2. Ordered coincidence index versus 
neighborhood size – Wine dataset 

 

          Fig. 3. Joint coincidence index versus  
          neighborhood size – Wine dataset 

          Fig. 4. Unordered coincidence index 
          versus neighborhood size – Control  
          dataset 

          Fig. 5. Ordered coincidence index 
          versus neighborhood size – Control  
          dataset 

            Fig. 6. Joint coincidence index versus 
            neighborhood size – Control dataset. 
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         Fig. 7. Unordered coincidence index 
         versus neighborhood size – Animals  
         dataset 

                Fig. 8. Ordered coincidence index      
                versus neighborhood size – Animals   
                dataset 

 

 

Fig. 9. Joint coincidence index versus neighborhood size – Animals dataset 

The Animals database represents four classes of mammals through 72 attributes 
mostly of morphological measurements of animals. The Isomap projection was 
discarded out again due to large data losses. According to figures 7, 8 and 9, SOM 
performed better for both ordered, unordered and joint coincidence index. RNAA and 
PCA presented intermediate performance. LLE and Sammon presented lowest 
performance values in this test. It is noticed superior results of SOM in figure 9. 

5   Conclusions 

This paper presented a comparative study of six different methods of dimensionality 
reduction, including some classical and recent methods, applied to UCI databases. 
The methods were selected because of their representativeness and scientific 
relevance. Performances evaluation took into account approximate topology 
preservation measures by means of three proposed indexes based on neighborhood 
preservation. These indexes have proved useful comparison tools, although the 
absolute numerical values alone do not say much.  
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Considering the experiments within the three databases, the most suitable methods 
for data visualizing after unsupervised DR were the adaptive (connectionist) methods 
SOM and AANN. Isomap and LLE methods did not present good results in the 
experiments. PCA, although not designed to maintain topology, also presented 
reasonable results. Naturally, these conclusions should be placed in context, since the 
performance depends on the application of the methods that are used. It has to be 
considered that the databases, with three (Wine), six (Control) and four (Animals) 
classes, differs from other experiments based on a single manifold. The experiments 
in this work pointed out some methods that tend to present best results in reducing 
dimensionality toward identifying the structure of natural data, especially as in the 
presented cases, with presence of clusters. 

Another important aspect is the difficulty of comparing elements that are not 
perfectly homogeneous, such as comparing SOM with other methods. Methods such 
as PCA perform a continuous mapping of the input data to the output space in contrast 
with discrete mapping performed by SOM. In the later case the output is always 
limited to the number of prototypes of the map. Even so, by establishing some 
appropriate conventions, it is possible to obtain a reasonable comparison. In this 
work, for example, it was agreed that the projected points on the same neuron would 
be considered neighbors and properly ordered. This is an optimistic approach that 
tends to be favorable to SOM, but is consistent with the visual perception of the 
projections. One alternative approach is to consider quantization error to establish an 
order within each unit. 

Possible extensions of this work include considering other DR methods and data of 
different types, such as image, voice, time series, and so on. Other possibilities 
include the study of the influence of map size on the results of SOM and adjustments 
to the proposed indexes. 
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Abstract. Clustering algorithms are attractive for the task of class identification 
in spatial databases. However, the application to large spatial databases rises the 
following requirements for clustering algorithms: minimal requirements of 
domain knowledge to determine the input parameters, discovery of clusters with 
arbitrary shape and good efficiency on large databases.DBSCAN clustering 
algorithm relying on a density-based notion of clusters which is designed to 
discover clusters of arbitrary shape. DBSCAN requires only one input parameter 
and supports the user in determining an appropriate value for it. DBSCAN 
cannot find clusters based on difference in densities. We extend the DBSCAN 
algorithm so that it can also detect clusters that differ in densities and without the 
need to input the value of Eps because our algorithm can find the appropriate 
value for each cluster individually by replacing Eps by Local cluster density. 

Keywords: Clustering, Arbitrary Shape, DBSCAN,  variable Densities. 

1   Introduction 

The density-based clustering approach is a methodology that is capable of finding 
arbitrarily shaped clusters, where clusters are defined as dense regions separated by 
low-density regions. A density-based algorithm needs only one scan of the original 
data set and can handle noise. The number of clusters is not required, since density-
based clustering algorithms can automatically detect the clusters, along with the 
natural number of clusters [1]. 

Basic density based clustering techniques such as DBSCAN [2] and DENCLUE 
[3] treat clusters as regions of high densities separated by regions of no or low 
densities. So they are able to suitably handle clusters of different sizes and shapes 
besides effectively separating noise (outliers). But they fail to identify clusters with 
differing densities unless the clusters are separated by sparse regions.  

We extend DBSCAN algorithm to discover clusters with different densities even if 
there is no low-density region separates them. Two adjacent spatial regions are 
separated into two clusters when the density difference violates a threshold. The 
proposed algorithm can automatically find Eps value for each cluster.  

1.1   Density Based Clustering (DBSCAN) 

DBSCAN is based on the concept of dense areas to form data clustering. The 
distribution of points in the cluster should be denser than that outside of the cluster. It 
defines a cluster as a maximal set of density-connected points. 
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The basic ideas of density-based clustering involve a number of new definition: 

─ The neighborhood within a radius Eps of a given object is called the ε -
neighborhood of the object. 

─ If the ε-neighborhood of an object contains at least a minimum number, MinPts, of 
objects, then the object is called a core object. 

─ Given a set of objects, D, we say that an object p is directly density-reachable from 
object q if p is within the ε-neighborhood of q, and q is a core object. 

─ An object p is density-reachable from object q with respect to Eps and MinPts in a 
set of objects, D, if there is a chain of objects p1, . . . , pn, where p1 = q and pn = p 
such that pi+1 is directly density-reachable from pi with respect to ε and MinPts, for  
1 ≤ i  ≤ n, pi ∈D. 

─ An object p is density-connected to object q with respect to Eps and MinPts in a set 
of objects, D, if there is an object O∈D such that both p and q are density-
reachable from O with respect to ε and MinPts. 

Density reachability is the transitive closure of direct density reachability, and this 
relationship is asymmetric. Only core objects are mutually density reachable [2]. 

 

Fig. 1. Density reachability and density connectivity in density-based clustering (Source: Data 
Mining Concepts and Tecniques, Secnd edition, p419) 

DBSCAN searches for clusters by checking the ε-neighborhood of each point in the 
database. If the ε-neighborhood of a point P contains more than MinPts, a new cluster 
with P as core point is created. DBSCAN then iteratively collects directly density-
reachable points from these core points, which may involve the merge of a few 
density-reachable clusters.  

2   Related Work 

Early efforts like GAM [7] and CLARANS [8] detect clusters within huge data sets 
but demand high CPU effort. Later, BIRCH [9] was able to find clusters in the 
presence of noise. DBSCAN [2] detect clusters of arbitrary shapes. Recently, 
CHAMELEON [10] report clusters of different densities when data sets exhibit 
bridges and high discrepancy in density and noise [6]. 

Another algorithm [4] has introduced a simple idea to improve the results of 
DBSCAN algorithm by detecting clusters with large variance in density without 
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requiring the separation between clusters.This algorithm adds a new point to the 
cluster depending on its core point density (the most dense point in the cluster ) which 
will cause a problem in nearly similar density neighbor clusters with large internal 
density variance, which is solved in our algorithm by calculating the average density 
of the cluster in a slow learning process. 

Another method [5], DDSC(A Density Differentiated Spatial Clustering 
Technique) detects clusters, which are having non-overlapped spatial regions with 
reasonable homogeneous density variations within them. If there is significant change 
in densities of adjacent regions then all are separated into different clusters. 

2.1   DBSCAN Limitation: Sparse Clusters Adjacent to High-Density Clusters 

For the data set  in Fig. 2, DBSCAN will fall in a trap since it depends on a single Eps 
value so it will extract  just one cluster from any adjacent clusters. 

 

Fig. 2. Three adjacent clusters with different densities for 4700 point dataset 

     

(a)     (b) 

Fig. 3. DBSCAN Result using MinPts=4 and: (a) small Eps value, (b) large Eps value 

 
As we mentioned above DBSCAN depends on single Eps, for small Eps (high 

density ) it will  extract only the dense class (Fig.3.a) and supposes that other classes 
are noise, but for large enough Eps (Fig.3.b) all clusters realize the density conditions 
and they are connected so it assumes that they are a single cluster. 
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3   The Proposed Algorithm 

As DBSCAN is sensitive to Eps we will use another variable: AVGDST which will 
represent the average distances between any point in the cluster and its kth-neighbors, 
that variable will be cluster dependent which means it will be varied from a cluster to 
another and it will be calculated automatically for each cluster. 

In the algorithm we use another concept, since DBSCAN collects the nearest 
neighbors using the predefined Eps value, here we calculate DSTp value by taking the 
average distance of the nearest kth-neighbors of any point p. The AVGDST of the 
cluster and the DSTp  will decide if this point belong to that cluster or not. 

The algorithm will follow these steps: 

1. Calculate the Euclidean distance between each two points of the dataset. 
2. For each point p, find the average distance between it and its kth nearest neighbors.  

∑
∈

=
pNq

p k

qpdist
DST

),(
 

Where Np is the group of kth nearest neighbors of p. 
3. Insert all points in the queue list. 
4. Starting from the most dense point in the queue which have the smallest  DST 

value and do the following: 
(a) Assign the point p to new cluster (Ci). 
(b) Remove p from the queue list. 
(c) The initial average distances of the cluster will be: 

AVGDSTCi = DSTp 

(d) Call: gather(Ci, p) 
5. gather (Ci, p): For each point q in the nearest kth-neighbors of p do the following: 

(a) if (q in queue list ) and ( DSTq ≤ var*AVGDSTCi) then: 
(i) Add q to Ci members 
(ii) Remove q from the queue list. 
(iii) Calculate AVGDSTCi from the equation: 

( )
i

qii
i N

DSTNAVGDST
AVGDST

+−
=

1*
 

(iv) Call: gather(Ci, q) 
(v) End if 

 

Where var is the distances variance in the class and its value must be ≥ 1, since we 
start with the most dense point and the new points added to the cluster will be the 
same DST or little larger, this variable will select the density variance in the same 
cluster, in other words the new added point to a cluster must has DST value the 
same as cluster AVGDST value or with some acceptable difference, this acceptable 
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difference defined by the variable var. (Ni – 1)  represent the number of Ci mem-
bers before adding the new point q.  
 

6. Eliminate very small clusters (noise). 
7. Finish. 

3.1   K-Value Problems 

Since the algorithm depends on k value to calculate the DST for each point, selecting 
this value must avoid two problems depending on the dataset we use. 

Bridges between two clusters 
With huge dataset, some noise points may create bridges between clusters, Fig.4.a, 
these bridges lead our algorithm to merge bridged clusters if we use small k value (4 
or 5 points), Fig. 4.b, but when increasing the value of k, Fig.4.c, the effect of the 
bridge will be eliminated since increasing the k value will increase the Eps value of 
the noise faster than the normal points and then the noise will be recognized. In the 
other side increasing the value of k leads to high processing time and complexity and 
will cause another problem, which is discussed in Fig.5. 

 

            (a)                                     (b)                                      (c) 

Fig. 4. (a) shows two clusters connected by a noise bridge, (b) using k=4, the noise point Eps 
value similar to the core points Eps, (c) increasing the value of k, will increase the Eps value of 
the noise 

Cracks within a cluster 
With huge non uniform datasets, cracks within clusters are a normal result, so fixing 
the k value to 4 or 5 will cause large clusters with cracks to be separated into two or 
more clusters, Fig.5.b, so as the dataset becomes huge the value of k must be 
increased to avoid the cracks problem, but a large value of k may cause to merge a 
well separated clusters. So the value of k must be large enough to eliminate noise 
bridges and connects cluster parts but not too large to merge well separated clusters. 

 

(a)   (b)   (c) 

Fig. 5. (a) cracked cluster, (b) choosing k=4 will separate this cluster into two clusters, (c) 
increasing the value of k will merge cluster’s parts 
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4   Experimental Results 

Here we evaluate the performance of the proposed algorithm. We implemented this 
algorithm in C#. We have used two dimensional datasets to test the algorithm. 

     

(a)    (b) 

Fig. 6. (a) 1028 points dataset with four clusters, (b) the result using 2.5 variance, k=15 

Fig.6.a shows four clusters of different size, shape, and density. The algorithm 
starts from the most dense point ( lies in the green cluster )  and collects the similar 
points around it until there is no more similar density around, then it starts from the 
most dense point in the remaining points (lies in the red cluster ) and starts over again.  
Note that choosing a large enough k value protects from separating the red cluster by 
its south crack. The variance value 2.5 chosen by experiments outputs best results.  

     

(a)    (b) 

Fig. 7. (a) 1572 points, with 4 clusters and (b) the result using 2.5 variance, k=15 

In Fig.7.b we see a slightly different density clusters (red and violet) attached each 
other but since the algorithm has no unique Eps value so it separates them easily de-
pending on the density of each cluster. This result may appear using DBSCAN but we 
need to select a critical value of Eps to ensure that neighbor clusters (Red and Violet) 
will not merge together. 
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(a)    (b) 

Fig. 8. (a) 2972 points, with 10 clusters and (b) the result using 2.5 variance, k=15 

In Fig.8.a, we have an artificial data set with 10 clusters differ in shape, size and 
density. While there is no Eps value that can help the DBSCAN to find the clusters 
due to the variety in densities, our proposed algorithm finds all the clusters success-
fully as shown in Fig.8.b  

In Fig.9 we have three clusters inside each other. DBSCAN will not be able to sep-
arate the clusters successfully due the variety in density. If DBSCAN finds the middle 
cluster, it will assume that the inner and outer clusters are noise. If we modify Eps in 
an attempt to allow DBSCAN to detect the inner and outer clusters successfully, then 
DBSCAN will merge all the clusters into one big cluster. Thus there is no value for 
Eps that allows DBSCAN to solve this data set. While the correct result will not ap-
pear in any Eps value using DBSCAN, the proposed algorithm can find the three clus-
ters easily as shown in Fig. 9.b. These results illuminate the purpose of this algorithm, 
where the DBSCAN failed to find the correct clusters. 

      

(a)    (b)      

Fig. 9. (a) 4600 points with three clusters and (b) the result using 1.5 variance, k=15 

5   Conclusion 

In this paper, we have introduced an idea to improve DBSCAN algorithm to solve 
two main problems in it, the derivation of Eps value and the problem of connected 
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clusters with different densities since DBSCAN depends on single Eps (threshold) 
value to all clusters. 

Our algorithm starts from the most dense point as the core of a cluster, that cluster 
will grow by  gathering similar density neighbor points, when it finishes that cluster it 
starts from the most remaining dense point as the core of another cluster an so on. The 
algorithm proves itself in many different densities, shapes, sizes, and clusters datasets 
with a very good result. In this paper, we show the problems of selecting small value 
of k in the large dataset, the noise bridge and the cracked clusters. We show that these 
problems can be solved by increasing the value of k. 
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Abstract. This ongoing interdisciplinary research is based on the application of 
genetic algorithms to simplify the process of predicting the mortality of a 
critical illness called endocarditis. The goal is to determine the most relevant 
features (symptoms) of patients (samples) observed by doctors to predict the 
possible mortality once the patient is in treatment of bacterial endocarditis. This 
can help doctors to prognose the illness in early stages; by helping them to 
identify in advance possible solutions in order to aid the patient recover faster. 
The results obtained using a real data set, show that using only the features 
selected by employing a genetic algorithm from each patient's case can predict 
with a quite high accuracy the most probable evolution of the patient.  

1   Introduction 

Dimensionality reduction methods [1] involve processes such as feature construction, 
space dimensionality reduction, and sparse representations among others, which are 
achieved by using a wide array of techniques such as genetic algorithms [2], fuzzy 
systems [3] and others that investigate complex real problems in fields as medicine 
[4], ecology [5], engineering [6] and so on. 

Infective endocarditis  is a serious infection and its morbidity and mortality rate is 
still high, with a reported overall mortality rate ranging from 16 to 37.1% The risk of 
acquiring infective endocarditis is higher among patients with underlying heart 
diseases including valvular heart disease and congenital heart disease, among those 
with prosthetic cardiac valves, and among intravenous drug abusers. Substantial 
questions remain regarding the risk factors for infective endocarditis in bacterial 
infection. The changing profile of Infective Endocarditis requires continuous 
epidemiological updating associated infection.Usually, the illness is caused by a 
growth of bacteria on the edges of a defected heart or on the surface of an abnormal 
valve; after the bacteria enter the blood stream most commonly from dental 
procedures, tonsillectomy or adenoidectomy, certain types of surgery on the 
respiratory passageways, but also from procedures involving the gastrointestinal or 
urinary tract. 
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The endocarditis can be diagnosed by many procedures [7, 8] such as transthoracic 
echocardiography, transesophageal echocardiography, Duke criteria, magnetic 
resonance, tomography miltislide and by embolisms, etc. 

Once the illness has been diagnosed, a rapid initiation of an adequate therapeutic 
regimen is important to prevent complications such as  arrhythmias, brain abscess, 
brain or nervous system changes, congestive heart failure, glomerulonephritis, 
jaundice, severe heart damage, stroke,.., and death. 

Patients with this condition usually need to be hospitalized to begin an aggressive 
treatment [7, 8] based on intravenously antibiotics. Initially, the treatment is empirical 
and the ideal situation is encountering the specific antibiotic for the organism causing 
the condition. This is determined by the blood culture and the sensitivity tests, which 
is not an immediate process.  

For all these reasons, the correct treatment of the patient in the earliest stages as 
possible, is considered as an interesting objective. To help achieving this objective, 
this research proposes the use of genetic algorithms [9] techniques to select the most 
important features of this illness once the patient is in treatment, helping to predict the 
mortality risk. 

The remaining of this paper is organised as follows. Section 2 introduces the 
decision genetic algorithms techniques used to realize feature selection. Section 3 
describes classification models; in section 4 the dataset is explained; Section 5 shows 
the experiments and results obtained. Finally, in Section 6, the conclusions are set out 
and comments are made on future lines of work.  

2   Feature Selection 

The objective of this study is the identification of the most important patient's 
characteristics or symptoms in order to determine the future evaluation of their illness. 
As explained in previous sections, some of those are obtained from medical tests that 
can take a relatively long time, so it is important to know in advance which of them 
must be given higher priority. This is therefore, a clear case where the application of 
feature selection algorithms can be of much use. 
In the case of this study, a Genetic Algorithm is employed as a mean for feature 
selection, enabling to guide the search among the most interesting combination of 
attributes (or dimensions) to obtain similar results of the ones obtained by using the 
whole set of attributes or characteristics for each patient. 

2.1   Genetic Algorithms (GAs) 

These kinds of algorithms are devised to solve search and optimization problems. 
They were originally proposed in [9] and are based in the evolution process of the 
biological species in nature. By imitating this behaviour, this family of algorithms is 
able to “evolve” a population of different solutions to the problem presented, until one 
of the generated solutions is fit enough to be considered as the final one [10]. 

The power of GAs comes from the fact that the basic technique is robust and can 
deal with a wide array of different problem statements. They are not guaranteed to 
find the global optimum solution for the given problem, but can achieve an 
“acceptably good” solution in a relatively low time [11]. 



456 L. Curiel et al. 

 

In the case of the present work, this algorithm has been used as a way of 
performing a guided search among the different attributes that could be used to 
classify future evolution of the patients. This is usually known in literature as a 
wrapper method [12]. Each individual represents a different subset of the features 
chosen among the whole of them; while the fitness of each individual is the 
classification rate obtained by a regular machine learning classifier. In order to test 
the method in combination with a wider array of models, tests have been performed 
with three different classifiers: Support Vector Machines, ID3 Decision Trees and 
Naïve Bayes with Kernel Density Estimation. 

3   Data Classification 

3.1   Support Vector Machines 

The Support Vector Machines (SVM) are supervised algorithms for the classification 
of multi-dimensional data samples or regression analysis. The most well-known 
version of the algorithm is the one proposed in [13]. 

It is based in the concept of hyper-planes used as decision boundaries. The 
algorithm is devised to find a high-dimensional plane that divides the data samples 
used as a training set into different classes, according to the labels provided. One of 
their main characteristics is that it will find the hyper-plane that accounts for the 
largest distance to the nearest training data points of any class, obtaining therefore the 
best possible generalization [14]. 

Mathematically expressed: if we consider the data samples d
ix ℜ∈  with their 

corresponding class labels { }1±yi ∈ ; the SVM performs a mapping to a higher 

dimensional Hilbert space ΗΦ d →ℜ: . In that space (H) the decision rule is 
governed by a simple hyperplane that separates xi into two different classes: 

 

+1=0 iii y,ξkb+x·ψ −≥  (1) 

11 −≤ =y,ξ+kb+x·ψ iii  (2) 

 
where ξi are positive slack variables introduced to handle the non-separable case and 
where k0 and k1 are typically defined to be +1 and -1 respectively. 

In those cases, the Ψ is calculated by minimizing the objective function: 
p
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subject to Eqs. (1) and (2), where C is a constant and p is usually chosen to be 2. A 

test vector ( ix ) is then assigned a class label depending on whether b+(x)Φ·ψ  is 

greater or less than (k0 + k1)/2. 
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3.2   The Iterative Dichotomiser 3 

The Iterative Dichotomiser 3 (ID3) [15] is a mathematical algorithm used to generate 
decision trees. This algorithm consists of constructing a tree from a random subset of 
the training set. The process must be repeated with the incorrect classifications values 
while the tree does not classify correctly the remaining cases of the training set.  

To achieve this, the algorithm extracts the attribute that best separates the given 
cases into targeted classes. The algorithm uses the statistical property called 
“information gain” to choose which attribute is the best to separate training examples. 
This gain of set S  on attribute A  is defined as follows: 

| |
| | )E(S
S

S
E(S)=A)G(S, v

t

=v

v∑−
1

 (4) 

Where  ∑ is each value v of all possible values of attribute A; Sv represents a subset of 
S which attribute A has value v; |Sv| and |S| are the number of elements in  Sv and in S, 
respectively; and E(S) is the information entropy of the subset  S expressed by: 

∑− p(I)p(I)=E(S) 2log  (5) 

Where p(I) is the collection of S  belonging to class I. 

3.3   Naïve Bayes with Kernel Density Estimation 

The naïve Bayes classifier is also a very widespread supervised classifier, known for 
its simplicity and relatively good performance [16]. It is based in the probability 
theory, more precisely in Bayes theorem [17]. This method has the particularity that it 
will assume that the probability of each of the different attributes, to determine the 
final class of the sample, can be considered independent of the rest. That is, are 
conditionally independent given the class label. Although this does not always happen 
to be true, it is a good way to simplify the calculations. It performs its classification 
by calculating the a priory probability and the Likelihood of a sample belonging to a 
class by using a set of previously labeled training data. 

Among many of the modifications that have been introduced to the basic 
algorithm, one of the most used is the inclusion of a kernel density estimator to 
calculate the true density of the continuous variables using kernels in the computation 
of the Likelihood of samples [18]. 

4   Data Description  

The data set contains 50 cases of bacterial endocarditis extracted from the evolution 
of different patients that were admitted into the Complejo Hospitalario Asistencial 
Universitario de Burgos (Spain).  

The following 14 input variables have been collected: 

 Diagnostic Tool: Shows how the endocarditis has been diagnosed. The 
variables considered are: transesophageal echocardiography, transthoracic 
echocardiography, Duke criteria or autopsy. 
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 Clinical Time: It is the number of days passed from the appearance of first 
symptoms to endocarditis diagnosis. 

 Patient’s age: Contains the patient's age, where there are cases ranging 
from 15 to 89 years old. 

 Patient’s sex: Male or female. 
 Complications: Resulting from infection during the treatment. It has been 

considered that the patient may suffer from heart failure, cardiogenic 
shock which is worse than heart failure, septic emboli and uncomplicated. 

 Septic shock: It is life-threatening low blood pressure due to the 
introduction of bacteria into the blood stream. 

 Catheter Sepsis: Indicates if sepsis is associated with intravascular 
catheters. 

 Appropriate treatment:  Once the illness is diagnosed, a rapid initiation of an 
adequate therapeutic regimen is required to prevent severe complications. 
The main treatment [7, 8] is through aggressive antibiotics. The problem is 
that the diagnosis of what kind of bacteria originated the infection is based 
on positive blood culture results with identical micro-organisms, which is 
not an immediate process. So, doctors in many cases have to begin the 
treatment before knowing the specific bacteria the patient is infected with. 
For this reason, sometimes, the treatment has to be changed once the blood 
culture results have been obtained. Then, this variable indicates whether the 
initial treatment is correct according to the bacteria.  

 Change Time: The number of hours that the patient has been with an 
incorrect treatment. 

 Previous valve: Indicates whether the affected patient's heart valve  was 
working properly before being infected 

 Valve type: Indicates the type of the infected heart valve. It is 
discriminated between native valve, prosthetic valve, pacemaker or 
prosthetic valve with pacemaker. 

 Infected valve: Indicates the valve or valves affected. Organism: Bacteria 
that causes the infection. Contains more than 10 different types and its 
variants; such us enterococcus faecalis, enterococcus faecium, 
Haemophilus parainfluenzae, staphylococcus Lugdunens, staphylococcus 
parasanguis,… 

 ICU: indicates whether the patient has been admitted to the intensive care 
unit. 

The output to be predicted is the patient's condition 30 days after being admitted to 
the hospital. To simplify the problem, only the differentiation between “Alive” and 
“Dead” has been considered.  

5   Experiments and Results 

The aim of the experiments is to determine the most interesting set of features to 
determine the future evolution of the patient. In order to validate and test the use of 
GAs in this study, a classification comparison is proposed. A classification has been 
performed only with the variables identified as most relevant by the GA, after 
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performing a wrapped search among all the features available on the dataset; then the 
results are compared with a classification performed using all the variables of the 
dataset.  

For all experiments, the initial dataset is the one described in Section 4. It is 
therefore, composed of 50 different cases, each corresponding to a different patient; 
and 14 possible variables or features. As the dataset is relatively small, all 
experiments have been performed using the standard 10-fold cross-validation, in order 
to obtain statistically significant measures.  

Table 1. Parameters used in the training of the models 

SVM ID3 Naïve Bayes 
Kernel type: Dot. 
Kernel cache: 200 
Convergence epsilon: 0.001 
Maximun iterations: 1000 
Complexity constant: 0 

Criterion: gain ratio 
Minimal size for split: 4 
Minimal leaf size: 2 
Number of threads: 2 
 

Estimation mode: Greedy. 
Bandwith: 0.1 
Number of kernels: 10 

Genetic Algorithm parameters 

Selection mode: Roulette wheel 
Population size: 5 
Selection scheme: Tournament 
Tournament size: 0.25 

Prob. initalization: 0.5 
Prob. mutation: -1 
Prob. crossover: 0.5 
Crossover type: Uniform 

Table 2. Classification results with the different algorithms 

 Feature Selection Classification Classification with all features 
SVM ID3 Naïve 

Bayes 
SVM ID3 Naïve 

Bayes 
Class 
recall 

Alive 94.87% 97.44% 97.14% 94.87% 76.92% 94.44% 
Dead 33.33% 22.22% 42.86% 11.11% 44.44% 12.50% 

Class 
precision 

Alive 86.05% 84.44% 89.47% 82.22% 85.71% 82.93% 
Dead 60% 66.67% 75.00% 33.33% 30.70% 33.33% 

Accuracy 83% 83.50% 88.50% 79.50% 71% 80.50% 

 
For the sake of comparison, three different classification algorithms have been 

applied both to the complete dataset and inside the GA wrapper to select the subset of 
features for classification. The results of the three have been compared and shown in 
Table 2; while Table 3 shows the variables discriminated in each of the tests.Table 1 
shows the parameters used for the training of each of the classifiers and for the 
Genetic Algorithm wrapper.  

Looking at Table 2, it seems clear that the model that best classifies the future state 
of the patients, when is only trained with the features extracted using the Genetic 
Algorithm, is the Naïve Bayes. In the experiments performed, this combination 
accounts for the highest classification accuracy and best recall and precision in all but 
one class precision. It is able to prognosticate future cases close to 89% with the 
features selected where other models achieve values close to 83%.  
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Table 3. Features selected by the wrapped search depending on the model 

 
 

SVM ID3 Naïve Bayes 

Features 
selected 

Age 
ICU 
Septic shock 
Complications 
Diagnostic Tool 
Previous valve 
Infected valve 
 

Sex 
Complications 
Previous valve 
Organism 
Septic shock 
Catheter Sepsis 
Diagnostic Tool 
Infected valve 
Valve type 
 

Sex 
AgeICU 
Septic shock 
Complications 
Appropriate treatment 
Change time 
Previous valve 
Valve type 
Infected valve 
Organism 

 
Analysing Table 3, in this case according with the doctors' expertise and previous 

medical publications [19]; the most interesting set of features is the one included in 
the third column.  

In the model adjusted for clinically important variables (age, sex, health care–
associated acquisition of infection, diabetes, cancer, long-term immunosuppressive 
therapy, Organism (S. aureus infection), Previous valve (paravalvular abscess, cardiac 
surgery, Complications (stroke, heart failure, and new conduction abnormality)), 
variables independently associated with higher mortality among patients with native 
valve endocarditis were age 60 years or older, health care–associated acquisition of 
infection, diabetes, S. aureus infection, paravalvular abscess, stroke, heart failure, and 
new conduction abnormality. In agreement with previous studies, the results point to 
the fact that advanced age and endocarditis complications (stroke, heart failure, and 
septic embolism) were associated with greater mortality in patients with native valve 
endocarditis. Independent predictors of in-hospital mortality among patients with 
endocarditis in the present study included increasing age, systemic embolism, heart 
failure, prosthetic valvular endocardidtis and clinical delay. So, it can be concluded 
that the mortality rate may be increased by patient factors such as age and comorbid 
conditions, rather than by intrinsic qualities of the organism. 

It is interesting to note that precisely the model combination that obtains best 
classification accuracy is the one proposed as having selected the most relevant 
features for the problem. This even outperforms the same classification algorithm 
when trained with all available features. Although this situation does not really add 
knowledge to what doctors already know, it proves that these models can successfully 
discard additional unimportant information and help to the prognosis of an illness 
using the patients’ symptoms as they were obtained for the presented tests.  

6   Conclusions and Future Research 

The present study describes an ongoing multidisciplinary research in which an 
application of classical models by means of genetic algorithms to a medical problem 
has been presented. The features selected through the genetic algorithms presented are 
consistent with the medical literature found [19] and the models tested have been able 
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to predict the mortality risk with a reasonable degree of accuracy using a relative 
small amount of samples. 

 This work proves that is possible to identify and discard the most uninteresting 
features for this analysis using automated learning algorithms, enabling doctors to 
concentrate in the remaining –most interesting– ones in the specific case of the 
endocarditis. In this application field, using this small amount of patients and 
reducing the features needed for each of them, seems as an advantageous feature; as 
such kind of real data are so costly to acquire. 

Future work will be focused on the collection and storage of more specific 
attributes for each patient. Results seem to point to the fact that with more detailed 
data the medical condition of each patient alongside enough amount of different 
patients better results could be obtained. These results may include better prediction 
of mortality risk based on detailed data obtained from simple tests performed as close 
to the admission time of the patient as possible. 

Another research line is the use of the information and experience gathered in these 
experiments for the development of a Case Base Reasoning system [20] to solve tasks 
related to the ones presented above. These would be able to handle the incorporation 
of new information with the treatment and monitoring the evolution of more patients.  
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Abstract. This study presents the application of an unsupervised neural 
projection model for the analysis of Human Resources (HR) from a Knowledge 
Management (KM) standpoint. This work examines the critical role that the 
acquisition and retention of specialized employees play in Hi-tech companies, 
particularly following the configuration approach of Strategic HR Management. 
From the projections obtained through the connectionist models, experts in the 
field may extract conclusions related to some key factors of the HR 
Management. One of the main goals is to deploy improvement and efficiency 
actions in the implantation and execution of the HR practices in firms. The 
proposal is validated by means of an empirical study on a real case study related 
to the Spanish Hi-tech sector. 

Keywords: Unsupervised Neural Networks, Knowledge Management, Human 
Resources Management, Acquisition & Retention. 

1    Introduction 

Knowledge Management (KM) enables organizations to capture, share, and apply the 
collective experience and the know-how (knowledge) of their staff. For KM to be 
successfully applied in organizations, it is necessary to develop and implement 
knowledge infrastructures [1]. These knowledge infrastructures consist of three main 
dimensions: people, organizational and technological systems. 

In recent years, the deployment of information technology has become a crucial 
tool for enterprises to achieve a competitive advantage and organizational innovation 
[2]. In keeping with this idea, Artificial Intelligence (AI) [3] can be applied in KM 
systems in order to speed up processes, classify unstructured data formats that KM is 
unable to organize, visualize the intrinsic structure of data sets, and select employee-
related knowledge from large amounts of data, among other processes. 

In keeping with this idea, the present study deals with Human Resource (HR) 
Management in Hi-tech companies that allows improving the interpretation and 
processing of the information related to HR practices in firms. In a more precise way, 



464 L. Sáiz et al. 

 

this work is intended for detecting situations of effective and ineffective management 
and diagnosing the most advisable actions for every case. 

To identify the position of a company according to its HR Management, neural 
projection models are applied in this research. The main goal is to identify the status 
of a company to perform subsequent corrective actions under the frame of a Hybrid 
Artificial Intelligence System, as proposed in [4]. This is an ongoing research that 
started with a wider analysis of HR features [5] and is now focused on the acquisition 
and retention settings related with R+D employees of high-tech firms. These are key 
issues as there is a lack of this kind of employees, according to the data provided by 
the Spanish National Institute of Statistics [6]. Decisions in this field are strongly 
related with rivalry. In this sense, KM provides us with valuable information to 
determine the most effective politics on HR acquisition and retention. This allows 
proposing to each firm the decision to be taken in order to improve an unsatisfactory 
or inefficient HR situation. 

The study is structured in the following way. Section 2 introduces the field of HR 
and KM, while section 3 describes the unsupervised neural projection model applied 
in this research. Section 4 covers the application to a real-world problem and the 
experimental study that has been carried out. Finally, Section 5 presents the 
conclusions and some proposals for future work. 

2   Knowledge Management and Human Resources 

In the present economic context, similar changes have occurred in almost every 
economic sector, cutting down the strategic importance of tangible resources. The 
more knowledge demanding a sector is (as the case of high technology), the more 
important knowledge-based resources are as value generators. Organizations investing 
in innovation obtain more benefits than those who do not [7]. 

Innovation is an important result for firms, mainly in technological industries [8]. 
Furthermore, in global and dynamic environments, the successful firms do need an 
explicit strategy involving innovation and KM for fast adaptation [9]. The main 
reason for this is that the introduction of new products and services depends on the 
capability to generate, combine and exchange the new knowledge [10]. Thus, the 
source of innovation is the integration of new knowledge with the knowledge 
previously stored by individuals in a specialized form [11].  

Organizations may achieve good performance results if they are able to both take 
advantage of the knowledge held by a group of people and to effectively organize 
them [12]. The processes of knowledge creation, transformation, integration and 
influence are related with the internal collaboration of employees. HR Management 
promotes and eases knowledge gathering, and at the same time it leads to implement 
the previously mentioned processes. It is especially critical when HR are strongly 
linked to technological resources. 

One of the ways to achieve the required level of HR is by employing those people 
who have previous experience and specialized knowledge. In keeping with this idea, 
HR planning, extensive recruiting, and selection practices are key factors to achieve a 
high level of HR. However, there is a lack of such employees and, as a result, there is 
a serious rivalry between firms. Thus, the firms that will get the employees with high 
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knowledge level would be those applying exhaustive recruiting policies such as 
multiple selection sources, a wide group of candidates, high salaries, among others. 

Employing specialized staff will only partially solve the associated problem 
because, at the same time, these HR may move away to a different firm. As a firm 
generates value through their employees, success partially relies on its ability to keep 
them [12]. As knowledge and knowledge creation take place in the individuals, it is a 
menace that abilities and specific knowledge may disappear, reducing the firm 
capability to generate new knowledge. 

It is important for knowledge acquisition that employees know who do they have 
to contact in order to find the required knowledge [13]. Hence, personnel stability is 
essential to perfect development of knowledge resources [14]. The stay of such 
employees may be guaranteed through HR management systems including 
compensations and rewards higher than average, comfortable working places, pleased 
and committed employees, social training, employee-organization connection, 
welcoming politics, labour safety, autonomy, participating culture, etc. 

Taking into account the above mentioned ideas, a wide research on analysis factor 
was carried out [5] ranging from starting advanced HR practices to explaining firm 
results. To do so, it focused on intermediate related indicators such as employee 
characteristics, organizational capabilities and some other internal features. The 
studied factors were: five settings for HR practices (acquisition, development, 
compromise, retention and flexibility), five features of employees (human, social and 
organizational capital, motivation and turn over), four organization capabilities 
(knowledge creation and application, organizational flexibility and information 
technologies) and some other internal features (strategic vision, HR emphasis, 
heterogeneity, and task-associated technology). From the above mentioned, the 
present study has only taken into account those decisions related to the acquisition of 
specialized personnel, employees retention and the configuration of these two ones 
(Strategic HR Management [15]). The remaining factors will be covered in future 
work. Some HR practices are coherent with the strategic objectives and greatly 
contribute to the achievement of firm results. Some of the features related with these 
practices have been considered in the present study to visually identify the situation of 
hi-tech firms according to their HR situation. 

3   Neural Projection Model 

Projection models perform changes to the spatial coordinates of high-dimensional 
data in order to project them onto a lower dimensional space. The main goal is to 
identify the patterns that exist across dimensional boundaries by identifying 
“interesting” directions in terms of any specific index or projection. Such indexes or 
projections are, for example, based on the identification of directions that account for 
the largest variance of a data set -as is the case of Principal Component Analysis 
(PCA) [16], [17]- or the identification of higher order statistics such as the skew or 
kurtosis index -as is the case of Exploratory Projection Pursuit (EPP) [18]. Having 
identified the most interesting projections, the data is then projected onto a lower 
dimensional subspace plotted in two or three dimensions, which makes it possible to 
examine its structure with the naked eye. 
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The combination of projection techniques together with the use of scatter plot 
matrices is a very useful visualization tool to investigate the intrinsic structure of 
multidimensional data sets, allowing experts to study the relations between different 
components, factors or projections, depending on the applied technique. 

The solution proposed in this research applies an unsupervised neural model called 
Cooperative Maximum Likelihood Hebbian Learning (CMLHL) [19]. It is based on 
Maximum Likelihood Hebbian Learning (MLHL) [19], and introduces the application 
of lateral connections [20], [21] derived from the Rectified Gaussian Distribution 
[22]. This connectionist model has been chosen because it reduces the data 
dimensionality while preserving the topology in the original data set. Considering an 
N-dimensional input vector ( x ), and an M-dimensional output vector ( y ), with 

ijW being the weight (linking input j  to output i ), then CMLHL can be expressed as:  

 
1. Feed-forward step: 
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4. Weight change: 
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Where: η  is the learning rate, τ  is the “strength” of the lateral connections, b  the 

bias parameter, p  a parameter related to the energy function [19], [21] and A  a 

symmetric matrix used to modify the response to the data [21]. The effect of this 
matrix is based on the relation between the distances separating the output neurons. 

4   Experimental Study 

To empirically validate the importance of the acquisition and retention factors, this 
study has covered 126 Spanish organizations related with high-technology. 267 R+D 
employees from these firms were surveyed in order to analyze the HR strategies and 
subsequently improve the status of the analyzed firms. 

The average profile of these hi-tech firms is that of an organization with 266 
employees, manufacturing products and services (111 out of the 126 studied 
organizations). 47% of the analyzed firms claim they innovate in both products and 
services, running 124 R+D annual programs. 44% of the analyzed firms are members 
of a corporate group, 16% of them being international. 
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As only the HR acquisition and retention factors are considered in the present 
study, features related with these two factors were analyzed from the surveyed data. 
These features are described in the following table. 

Table 1. Analyzed features for both acquisition and retention factors 

Acquisition factor Retention factor 

1.- There is a plan to find the required 
HR abilities. 

1.- Candidates are selected according to 
their fitting with the firm. 

2.- A wide group of candidates is 
considered for vacancies. 

2.- Employees match with the 
organization culture. 

3.- Initial salaries are higher than 
competitors to attract candidates. 

3.- New employees are supported. 

4.- A high amount of money is spent to 
contract the right person. 

4.- Social and outdoor activities are 
sponsored by the firm for employees 
to know each other. 

5.- Trainers of new employees are 
carefully chosen and prepared.  

5.- Higher salaries than competitors are 
offered to keep employees.   

 
Five features have been used to define each factor. The values for all these features 

are discrete ones and range from 1 (strongly low) to 5 (strongly high). As a result, five 
features from each firm (126) have been gathered in both dataset (acquisition and 
retention). 

4.1   Results 

This section comprises an analysis of the best projections obtained in the above-
described experimental study by applying the CMLHL model to the data related with 
the two HR factors. The visualized groups in each one of the projections has been 
labelled (1.1, 1.2 …) in Fig. 1 and Fig. 2 for easy referencing. 

Acquisition Factor 
Firstly, CMLHL was applied to the acquisition features, generating the projection in 
Fig. 1. An in-deep analysis of this projection allows us to define the common 
characteristics for each one of the clearly identified groups (labelled in Fig. 1) 
according to the dataset features. 

Considering the first feature for the acquisition factor (“There is a plan to find the 
required HR abilities”), the firms are decreasingly ordered from left to right in Fig. 1. 
Thus, firms in the left third of the projection (groups 1.1, 1.2, 2.1, 2.2, 2.3, and 2.4) 
are those with the highest values for this feature, which means that these firms have 
designed and applied the required abilities for the economic activity. Those firms in 
the middle of the projection identified this ability plan as incomplete and it is even 
worse in the case of companies in the right third of Fig. 1 (groups 4.1, 4.2, 4.3, 4.4, 
4.5, 5.1, 5.2, and 5.3). According to this result, it has been checked that most of the 
firms have not completed the staff ability plan that is required and critical in order to 
fulfil the criteria for the acquisition factor. 
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Fig. 1. CMLHL projection of the Acquisition Factor dataset 

Regarding the second feature for the acquisition factor, the CMLHL projection 
provides a clearer clustering of firms. The firms are horizontally ordered, taking the 
highest values for this feature in the left side of the projection and the lowest values in 
the right side of the projection. Most of the companies are in an intermediate location, 
twelve of the companies take the highest value for this feature (Groups 1.1 and 1.2 in 
Fig. 1) while nine of them take the lowest value (Groups 5.1, 5.2 and 5.3 in Fig. 1). 
The more precisely the ability requirements are defined, more candidates will apply 
for the vacancies. 

The third feature of the acquisition factor reveals a vertical ordering of the data in 
Fig. 1. The firms at the bottom of the CMLHL projection are those taking the highest 
values for this feature, while the ones at the top of the projection take the lowest 
value. After the visual analysis it can be concluded that many of the firms take high 
values regarding this feature, so they have the best employees from the market. 

The fourth feature shows a vertical ordering of the data in Fig. 1, as in the case of 
the previous one. It is coherent with the previous feature as those firms that care about 
the knowledge of beginner trainers do also pay higher initial salaries than competitors. 

 The fifth feature complements the previous ones in the study of acquisition factor. 
The grouping obtained through CMLHL (Fig. 1) is not as precise as previously 
indicated. However, there is a kind of ordering, as those firms in a better situation are 
in the left side of the projection and those in the worse situation are in the right side.  

From a general perspective, the projection organizes the firms in nineteen different 
groups (from 1.1 to 5.3). This global order leads to gather in group 1.2 those firms 
with the best policies regarding HR. On the other hand worst HR policies cause firms 
to be located in groups 5.1 and 5.2. Firms in an intermediate situation are gathered in 
groups 2.2, 2.3, 3.2, 3.3, 3.4, 4.2, 4.3 and 4.4. 

Retention Factor 
Fig. 2 shows the projection of firms by means of CMLHL and according to the 
retention factor. 
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Fig. 2. CMLHL projection of the Retention Factor dataset 

The first feature to be considered for this factor (Candidates are selected according 
to their fitting with the firm) is very important, and causes a vertical order of the data. 
Those firms at the top of Fig. 2 are the ones with the highest values for this feature, 
while the ones at the bottom are those whose fitting to new employees is almost 
inexistent. Two of the companies do not take this issue into account at all and are 
depicted at the very bottom of the projection. 

Regarding the second feature, the projection shows a horizontal distribution of the 
data. Most of the companies are in an intermediate situation, as only six of them take 
the highest value (in the right side of Fig. 2) and seven of them take the lowest value 
(in the left side of Fig. 2). This feature is related with the previous one as there is a 
coincidence between the global fitting and the firm culture. 

The third one of the retention features reveals a precise tendency in the projection. 
Firms at the bottom of Fig. 2 are the ones with highest values for this feature. The 
lowest values place firms at the top of the projection. There is not a big amount of 
firms taking the maximum value for this feature. On the contrary, most of the firms 
take medium/minimum values. This can be identified as a deficiency in the important 
task of new employee integration. Considering the previous features, those firms that 
get the highest value in the employee selection according to the global fitting with the 
company do not care about the successful integration of new employees. 

According to the fourth feature, the firms are ordered in a similar way as for the 
second one (highest scores in the right side and the lowest ones in the left side). This 
is coherent as the sponsoring of social activities for employees is part of the culture 
values of the company and leads to a high level of commitment that may be extended 
to other cultural components. The fifth variable shows a vertical tendency in the data 
ordering as in the case of the first feature related with the acquisition. 

From a general perspective, the whole dataset is split in fourteen different groups 
according to the retention factor. The best practices are performed by the firms in 
groups 6.1 and 7.1 (Fig. 2). On the other hand, firms in group 1.1 are those in the 

1.1 
3.1

2.1 4.1 5.1

6.1

7.1

3.2

3.3 
4.2

4.3 5.2 6.2 7.2



470 L. Sáiz et al. 

 

worst situation regarding the analyzed factor. Some other firms are in an intermediate 
situation and are located in groups 3.1, 3.2, 4.1, 4.2, 5.1 and 5.2 (Fig. 2). 

4.2   Comparative Study 

To compare the CMLHL projections with those obtained from some other 
unsupervised techniques, Principal Component Analysis (PCA) [17], MLHL and Self-
Organizing Map (SOM) [23] have been also applied to the HR dataset. The obtained 
projections are shown in Fig. 3. The PCA neural version [24], MLHL and CMLHL 
are compared below as the three of them are projection models based on unsupervised 
learning, aimed to provide a visual analysis of the internal structure of a data set. 

 

 

a) PCA projection of acquisition factor. b) MLHL projection of acquisition factor. 

 

c) PCA projection of retention factor. d) MLHL projection of retention factor. 

Fig. 3. PCA and MLHL projections of HR data (acquisition and retention datasets) 

The sum of the data variance accumulated by the two first principal components is 
67.8% for the acquisition factor (Fig. 3.a) and 66.9% for the retention factor (Fig. 3.c). 
As can be seen in Fig. 3 none of them reveals the inner structure of the data for any of 
the analyzed factors. On the other hand, the MLHL projections of both acquisition 
(Fig. 3.b) and retention (Fig. 3.d) factors allow a deeper analysis of the data. 

Regarding the acquisition factor, MLHL provides a less precise visualization of the 
data structure than CMLHL. However, a certain organization of the data can be 
identified. Firms in the left side of the projection (Fig. 3.b) take high values 
concerning the second, third and fifth features. Firms in the right side of the 
projection are in the opposite situation regarding the mentioned features. It is the 
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other way round considering the first and fourth features. Firms in the centre of the 
projection (Fig. 3.b) take intermediate values, whose situation improve if they are at 
the bottom of the projection. 

An in-deep analysis of the retention factor and the MLHL projection (Fig. 3.d), 
shows that firms in the left side of the projection take the highest values regarding the 
second, third and fourth features. Firms taking the highest values for the first and fifth 
features are located in the right side of the projection. 

On the other hand, SOM has also been applied to the above described dataset. For 
the sake of brevity, graphical results of the SOM mapping have not been included in 
this study. It can be said that the SOM does not provides with a clear clustering of the 
data, as neurons do not collectively respond to a certain kind of input data. 

While previous research [25] [26] [27] outlines the effectiveness of HRM practices 
(such as selective hiring, performance appraisal, self-managed team, extensive 
training and some others) to increase the firm's levels of knowledge acquisition, 
sharing and application, some other studies [5] [28] [29] reach evidence that KM 
capabilities play a mediating role between HRM practices and overall firm 
performance. 

5   Conclusions and Future Work 

The main target of the present study is to provide a powerful and robust (to be applied to 
disparate data) intelligent tool for researching on KM and HR, from purely theoretical 
formulations to applications allowing a diagnosis based on the captured data. 

This objective has been fulfilled as CMLHL has been able to visualize the data in 
an ordered way, leading to a fruitful analysis of the firms’ situation. The clear-cut 
grouping in the projections allows the definition of firms according to the acquisition 
and retention settings. Subsequent corrective actions can be proposed according to the 
firm strategy. 

In conclusion, the application of unsupervised neural techniques has contributed to 
successfully detect the HR practices in firms and how to evolve and progress toward a 
more efficient deployment and execution of them. This will greatly contribute to 
improve the efficiency and competitiveness of firms. Thus, CMLHL provides with a 
strategic viewpoint that allows us to identify the specific key characteristics for 
companies to improve their knowledge management status. 

Future work will focus on extending this study with some other factors that are 
important in the HR and KM fields (described in Section 2), and in the application of 
other unsupervised models such as the ViSOM [30]. 
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Abstract. Process mining uses event logs to learn and reason about
business process models. Existing algorithms for mining the control-flow
of processes in general do not take into account the probabilistic nature
of the underlying process, which affects the behaviour of algorithms and
the amount of data needed for confidence in mining. We contribute a first
step towards a novel probabilistic framework within which to talk about
approaches to process mining, and apply it to the well-known Alpha
Algorithm. We show that knowledge of model structures and algorithm
behaviour can be used to predict the number of traces needed for mining.

Keywords: Business process mining, probabilistic automata, Petri nets.

1 Introduction

Business processes describe sets of related activities which are carried out to solve
a business problem, or produce a service or product. As a process is executed,
the systems involved will record information in log files. Process mining [7] uses
these logs to discover and analyse models of business processes.

As a simple example, consider the process in Fig.1. An order is received,
stock checked, and either the item picked from the warehouse, or the order
rejected. Despatch and billing take place in parallel, then payment may be chased
repeatedly, before the order is closed. Abstracting from detail, the ‘trace’ of a
single enactment of the process may be recorded as a string abdefggh. Process
mining algorithms use logs of traces to produce models such as this Petri net.

Various techniques exist, reviewed in [7]. Other than [3,1], non-probabilistic
languages (e.g. Petri nets, BPMN) are usually used to represent processes. The
aim is usually to represent the control-flow structure in a model that is visually
understandable, using heuristics [10] or clustering [6,2] to abstract from exces-
sive detail or noise. Probabilities are generally not represented, and algorithms
assume a ‘complete’ log, for some notion of completeness. Comparison of models
is by syntactic methods such as replaying logs or Petri net token behaviour [5].

Little work has been done on systematically analysing process mining algo-
rithms to discover their fundamental properties, or analysing the completeness
of logs. Yet these aspects are of critical importance to enable confidence that the
log is an adequate sample of the underlying behaviour, and thus in the accuracy
of the mined model. While the core interest is in the control-flow of a process,
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a:Check
e:Bill

d:Desp. f:Paid?
b:Pick

g:Chase

h:Close
c:Reject

Fig. 1. Simplified Business Process for fulfilling an order

it must be appreciated that traces are generated randomly according to an un-
derlying probability distribution unknown to the process mining algorithm. Not
all activity sequences or decisions are equally likely, and their probabilities may
have a dramatic effect on the amount of data needed for mining.

This paper contributes a first step towards a novel probabilistic framework
within which to talk about approaches to process mining (section 2). We suggest
a radically new view on process mining algorithms, in which a process is viewed
as a distribution over traces of activities, and mining algorithms in terms of their
ability to learn such distributions. We use probabilistic automata as a unifying
representation, and compare models using distances between the probability
distributions which they generate.

As an illustrative example, we apply this framework in section 3 to the foun-
dational algorithm ‘Alpha’ [8]. Unlike previous methods, the framework allows
us to answer in a principled manner the question of the probability of identify-
ing the correct process from a given log of data. We show that a process model
can be broken into structures and the probability estimated of correct mining
of those structures, and thus of the original process model. Some experimental
results are presented in section 4, and section 5 concludes the paper.

2 Processes as Distributions over Strings of Symbols

Similar to the approach in [1], we view processes as probability distributions over
strings of symbols. Activities occur according to a “ground truth” process model
M which may be unknown. We consider only acyclic process models, and place
restrictions on processes equivalent to those used elsewhere, e.g. [8]: A process
has a single start task s and end task e; the events of activities’ occurrence are
atomic (take no time) and are recorded as they occur in a workflow log W ; and
the underlying process model is fixed. A sequence of activities from start to end
task is called a process trace. The log is therefore a multiset of traces.

Let Σ be an alphabet of symbols representing business activities. Process
traces are represented by strings {x ∈ Σ+}. M is therefore a stochastic regular
language, describing a probability distribution PM over Σ+. The probability
of trace x occurring is PM(x), such that

∑
x∈Σ+ PM(x) = 1. The set of valid

process traces is given by the finite support of PM. A process mining algorithm
can therefore be viewed as learning a probability distribution PM′ over strings,
to approximate PM, i.e. PM′(x) ≈ PM(x), ∀x ∈ Σ+. Learning is from the finite
sample W drawn i.i.d. from the distribution to be learnt, PM.
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For the purposes of analysis we use probabilistic deterministic finite automata
(PDFA) [9], which have the bare minimum needed to represent distributions
generated by business processes. A PDFA is a five-tuple A = (QA, Σ, δA, q0, qF ),
where QA is finite set of states including single start and end states q0, qF ; Σ is
an alphabet of symbols; and δA : QA × Σ × QA → [0, 1] defines the probability
function governing transition between states. The probabilities on transitions
from a state sum to 1, and the transition function is deterministic: given a
current state and symbol, the next state is certain, and there is a unique state
path through A for any string x that it can parse. All states are accessible from
the initial state, and from any state, it is possible to reach the final state.

PDFA A generates a probability distribution PA on Σ+:

PA(x) = δA(q0, s0, qs0) ×
( n−2∏

i=1

δA(qsi−1 , si, qsi)
)
× δA(qsn−2 , sn−1, qF ), (1)

where x is a string of symbols s0s1 . . . sn−1 which can be parsed by the automaton
to the unique final state qF , and qsi denotes the state reached after symbol si is
parsed. PA(x) = 0 for strings which cannot be parsed.

Processes characterised in this way are equivalent to those represented by
sound Workflow Nets [8], with the addition of probabilities on transitions. The
restricted Hidden Markov Models used in [3] are similar in behaviour to our
PDFA, since each state is restricted to a single output activity.

3 An Illustrative Example — The Alpha Algorithm

In this section we use this framework to analyse the behaviour of the process min-
ing algorithm ‘Alpha’ with regard to the probability of it correctly re-discovering
the process structures in a known ground truth, from a given log file.

The Alpha algorithm [8] makes a single pass through a workflow log to identify
which tasks directly follow each other. This information is used to infer three
basic relations between task pairs, which are used to construct a Petri Net:

– a → b (task b always follows a, never vice-versa),
– a # b (a and b never follow each other), and
– a ‖ b (both ab and ba occur in the log).

A single start and end place are assumed, and the remaining places inferred
using these relations. Two tasks are always related by →, →−1, # or ‖, and
these relations partition the set of tasks [8, Property 3.1]. Acting on a pair of
tasks, these relations also partition the set of all logs of n traces. Alpha is proven
to mine processes representable by a sub-class of Petri nets, from noise-free logs.

Business processes are composed of structures (Fig.2,3). For acyclic processes,
Alpha can discover sequences of tasks, exclusive (XOR) and parallel (AND) splits
and joins. We give examples of these structures and how they may be represented
by PDFA, and state the formulae for the probability of Alpha discovering them
from a log of n process traces.
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Fig. 2. Petri Net and PDFA fragments for Sequence a),b) and Parallel Split c),d)

We first state formulae for the probability of Alpha discovering each of the
basic relations, when acting on a log of n traces, based on the probabilities of
strings in the log. Let π(ab) be shorthand for PM(sΣ∗abΣ∗e), the probability of
ab occurring in a trace. We define πn(E) as “the probability of complex event E
holding true in a log of n traces”, and Pα(a →n b) as “the probability that Alpha
infers the relation a → b over n traces”, similarly for the other Alpha relations.
Alpha will then discover the basic relations with the following probabilities:

Pα(a →n b) =
(
1 − π(ba)

)n − (1 − π(ab) − π(ba) + π(ab ∧ ba)
)n

, (2)

Pα(a #n b) =
(
1 − π(ab) − π(ba) + π(ab ∧ ba)

)n
, and (3)

Pα(a ‖n b) =1 − (1 − π(ab)
)n − (1 − π(ba)

)n
+
(
1 − π(ab) − π(ba) + π(ab ∧ ba)

)n
. (4)

We next give exact formulae for the discovery of basic structures, and show
how these may be usefully simplified without loss of accuracy. Due to space
restrictions we do not provide full derivations; these will be published elsewhere.

3.1 Control-Flow Structures

Here we consider sequential activities, and exclusive and parallel splits and joins.

Sequential Activities: If a occurs, it is immediately followed in the model by
b (Fig.2). In the log, other parallel tasks may ‘interfere’, so the following will
hold: if a occurs in a trace, b will occur before the end of the trace. Discovery
simply requires discovery of the causal relationship a →n b (equation 2).

Splits and Joins: Alpha uses the relations →, # and ‖ between pairs of tasks to
locate places in the net, which characterises splits and joins as XOR or AND. As
the discovery of a relation is a complex event arising from Alpha’s interpretation
of a log of n traces, they are not independent: multiple relations may be inferred,
or not, from the log. Therefore to obtain exact probabilities for discovery of splits
and joins it is necessary to use the probabilities of sub-strings which ‘must’ and
“must not” be seen in the log, to build the formulae for larger structures.
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Fig. 3. Example Model as Petri Net and PDFA, Highlighting Structures

Exclusive Choice: XOR Split: An m-way XOR split (e.g. Fig.3 structure
A) occurs where there is a choice between m exclusive paths through the model
after task a, each path starting with a task {b1 . . . bm}. If a occurs in a trace,
then exactly one bi ∈ {b1 . . . bm} will be included in the remainder of the trace.

To discover this split, Alpha must infer each a →n bi and each bi #n bj . So the
log must contain at least one of each of m sub-strings abi, none of the m ‘reverse’
strings bia, and none of m!

(m−2)! pairs of ‘post-split’ tasks. Let N, Y ⊂ Σ×Σ be the
set of task pairs which must not (resp. must) be seen in the log. Sn(X) → [0, 1],
where X ⊆ Σ ×Σ, is the probability of not seeing any of the |X | task pairs in n
traces, and for Xi = (ti, t′i) ∈ X, π(Xi) = π(tit′i). Using the “inclusion-exclusion”
principle for calculating the probability of intersecting events, applied to both
strings within a trace, and traces within a log:

Pα

(
a →n b1# . . . #bm

)
= Sn(N) −

i=m∑
i=1

Sn(N ∪ {Yi})+

i,j=m∑
i,j=1:i<j

Sn(N ∪ {Yi, Yj}) − . . . + (−1)mSn(N ∪ Y ), where (5)

Sn(X) =
(

1 −
i=|X|∑
i=1

π(Xi) +
i,j=|X|∑

i,j=1:i<j

π(Xi ∧ Xj) . . . + (−1)|X|π(X1 ∧ . . . ∧ X|X|)
)n

.

Parallel Split: In an m-way AND split (Fig.2), after task a, m paths may
proceed in parallel. Each path starts with a task {b1 . . . bm}. If a occurs in a
trace, then the remainder of the trace will contain each bi ∈ {b1 . . . bm} before
the end of the trace, in one of m! permutations. Since PDFA do not explicitly
represent parallelism, the fragment using XOR splits is more complex than the
Petri net equivalent (Fig.2). After the first parallel task there are

(
m
1

)
possible

states,
(
m
2

)
after the second, and so on to

(
m

m−1

)
before the last parallel task.

The equations given for XOR splits can be modified to give the probability of
discovery of XOR joins, and AND splits and joins, with sets Y and N populated
with the required “must see” and “must not see” pairs of tasks.
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3.2 Simplifying the Formulae

Given knowledge of the ground truth, many terms in these equations may be
zero. Nevertheless, they can become cumbersome to work with, requiring knowl-
edge of many probabilities. Nor do they relate intuitively to the working of the
algorithm. Next we discuss how these formulae can be effectively simplified with-
out loss of accuracy to give formulae which intuitively follow from the working
of the Alpha algorithm, and are simpler to calculate. We denote the probability
of discovery of structure S by Alpha, as Pα(S).

Lemma 1. The probability of discovery of splits and joins may be usefully ap-
proximated by treating the probabilities of discovery of the Alpha relations over n
traces as independent, and multiplying. The probability is over-stated but the er-
ror rate decreases exponentially with increasing n. For a general split/join struc-
ture (B in Fig.3) where m paths of which p are XOR (the remainder parallel)
join and then split to n paths of which q are XOR (the remainder parallel):

Pα(S) ≤
i=m,j=n∏

i,j=1

Pα(ai →n bj) ×
i,j=p∏

i,j=1:i<j

Pα(ai #n aj) ×
i,j=q∏

i,j=1:i<j

Pα(bi #n bj)×

i,j=m∏
i,j=(m−p):i<j

Pα(ai ‖n aj) ×
i,j=n∏

i,j=(n−q):i<j

Pα(bi ‖n bj) (6)

Due to space restrictions the proof will be published elsewhere. In summary, the
error in the approximation is the difference between equations 5 and 6. Using
pi ∈ [0, 1] as shorthand for π(abi), etc., this error is bounded by the sum of terms
of the form (1−pi)n(1−pj)n−(1−pi−pj)n = (1−pi−pj +pipj)n−(1−pi−pj)n,
which decay exponentially in n, after a maximum at relatively low n.

These probabilities for discovery of structures in a model can be combined to
give the probability of successful mining by Alpha of a whole model.

4 Experiments

We designed a simple artificial process model (Fig.3) as the ground truth, and
used the original (section 3.1) and simplified (3.2) formulae to predict the number
of traces needed to mine a correct model (table 1). There is very little difference
between the predictions, the simplification giving a slight underestimate. Logs in
the MXML format were simulated from the automaton; 100 samples of logs from
10 to 300 traces in increments of 10, with a ground truth log of 10000 traces,
assumed to be complete and distributed approximately according to the ground
truth. Alpha in ProM (www.processmining.org) was used to mine these logs.
Since Alpha produces non-probabilistic Petri nets, to compare the structure of
the mined models with the ground truth structure, the nets were converted to
probabilistic automata using their Reachability Graphs and labelling splits with
maximum likelihood probabilities from the ground truth log.

www.processmining.org
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Table 1. Predicted vs. Actual Number of Traces for Probability of Successful Mining

Probability Exact Prediction Simplified Actual Traces

90% 132 131 90–100
95% 170 170 130–140
99% 263 262 280–290
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The d2 and Bhattacharyya [4] distances, and the Jensen-Shannon Divergence
(based on Kullback-Leibler) were used to calculate the average difference between
the ground truth and automata mined from each log size. These and the ‘Fitness’
(recall) and Behavioural Appropriateness (precision) metrics [5] were plotted
against number of traces (Fig.4). The graph shows that approximate correctness
of the mined models converges at approximately the predicted points.

The distance measures seem more discriminating, being distributed over a
clearer scale, compared with ‘Fitness’. This is more apparent in Fig.5, which
shows the probability of mining an approximately correct model, as measured by
‘Fitness’ (f) and the Bhattacharyya distance (DBhat), for various thresholds of
approximate correctness. This is only a rough measure, as a single data point is
calculated for each log file size; a count of the number of experiments from the
100 carried out for each size, for which the distance was below the threshold. The
probability distance measure seems less sensitive to the threshold used, whereas
‘Fitness’ indicates convergence too soon, except for the 99% threshold.

5 Conclusion

Most process mining algorithms attempt to mine structural models of activities
and relations between them, from a log that is assumed to be complete, and do
not model probabilities. This does not provide for a way to know how much data
is needed to be confident in mining results.
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We suggest a novel probabilistic framework for considering business processes
and process mining algorithms. The underlying business process is a distribu-
tion over strings of activities, and the primary task of mining the control-flow
of the process is to learn this “ground truth” distribution, from a finite random
sample of process traces which are drawn i.i.d. from the ground truth. Pro-
cess mining algorithms then secondarily address additional requirements such
as the representation language to use, or display detail or abstraction. Within
this framework, process models may be compared using distances between the
distributions which they generate, rather than ad-hoc or syntactic methods, and
the behaviour of algorithms in terms of their convergence to the ground truth.

Applying this framework to the Alpha algorithm [8] we showed that using
the structures in a model it is possible to accurately predict how much data will
be needed to, with a given level of confidence, mine a model that is correct to
a specified accuracy. We plan to apply this framework to other process mining
algorithms and develop deeper learning theory relating to process mining.
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ingham.
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2 Instituto Tecnoló de Castilla y León, Poligono Industrial de Villalonquejar, Burgos, Spain
javier.sedano@itcl.es

3 Computer Science and Automatica Department with the University of Salamanca,
Plaza de la Merced s/n 37008 Salamanca, Spain

escorchado@usal.es
4 Fundación Privada Ascamm, Avda. Universitat Autònoma,
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Abstract. It is known that the complexity inherited in most of the new real world
problems, for example, the cold rolled steel industrial process, increases as the
computer capacity does. Higher performance requirements with a lower amount
of data samples are needed due to the costs of generating new instances, specially
in those processes where new technologies arise. This study is focused on the
analysis and design of a novel decision support system for an incremental steel
cold shaping process, where there is a lack of knowledge of which operating con-
ditions are suitable for obtaining high quality results. The most suitable features
have been found using a wrapper feature selection method, in which genetic algo-
rithms and neural networks are hybridized. Some facts concerning the enhanced
experimentation needed and the improvements in the algorithm are drawn.

Keywords: Wrapper Feature Selection, Genetic Algorithms, Neural Networks,
Support Vector Machines, Incremental Cold Shaping.

1 Introduction

Over recent years there has been a high increase in the use of artificial intelligence
and Soft Computing methods to solve real world problems. Many different applications
have been reported: the use of Exploratory Projection Pursuit (EPS) [3] and ARMAX
for modelling the manufacture of steel components [4], EPS and neural networks for de-
termining the operation conditions in face milling operations and in pneumatic drilling
process [10], genetic algorithms and programming for trading rule extraction [5] and
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low quality data in lighting control systems [14], feature selection and association rule
discovery in high dimensional spaces [13] or neural networks (NN) and EPS in building
energy efficiency [11,12].

It is known that the complexity inherited in most of the new real world problems,
as for example, the steel cold shaping industrial process, is increasing as the computer
capacity does. Higher performance requirements with a lower amount of data samples
is needed due to the costs of generating new instances, specially in those processes
where new technologies arise.

In this sense, the steel cold shaping is a relatively new technology in the production
of low quantity lots steel pieces, which represents an effervescent area. Neural net-
works have been used to find relationships between the mechanical properties of the
cold-rolled sheets of interstitial free and the chemical composition of the steel and the
rolling and the batch annealing parameters [9]. Neural networks have been applied for
identification of the parameters for operating conditions [18,19]. Up to our knowledge,
no specific study has been published in steel iterative cold shaping.

This study focuses on determining the main parameters in an steel sheet incremental
cold shaping. The main objective is to find the most relevant feature subset; the second
objective is to obtain a decision support system in the operating conditions design, so
the costs of producing such lots with a low amount of pieces is reduced. The next
Section is concerned with the problem description. In Section 3 the algorithm used is
detailed, while Sect. 4 deals with the experiments carried out and the results obtained.
Finally, conclusions and future work are drawn.

2 Steel Incremental Cold Shaping

The metal incremental cold shaping is based on the concept of incremental deforma-
tion. This technology allows the manufacturing of pieces of metal sheet through the
iteration of small sequential deformation stages until the desired shape is achieved and
avoiding the axis-symmetric restrictions due to incremental rotatory deformation. Com-
paring incremental cold shaping with traditional deformation technologies it can be said
that the former reduces the cost of specific machine tools and the manufacturing costs
dramatically.

This type of technology has evolved from the well-known Rapid Manufacturing,
allowing to generate pieces with complex geometries in a wide spread of materials
without the need of frameworks or specific tools.

The main part of cold shaping has been controlled using numerical controlled tools
in order to reduce as much as possible the fast, reliable, and costless manufacturing of
lots with and small amount of metal pieces and prototypes.

The process of cold shaping starts with the design of a geometric shape in a 3D CAD
file. This file should include as many layers as desired, each layer represents the bounds
to be reached in each deforming step and are piled vertically. Consequently, the piece
should be generated using sequential and incremental layers, each one at a different
depth and constraint within the defined bounds.

Plenty of parameters have to be fixed to manufacture a metal piece, the force in each
of the three dimensions to be develop by the deforming head, the speed change, the
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trajectory of the head, the surface roughness, the sheet pressure stress, the incremental
step between layers, the number of steps or stages, the attack angle, the angle variation,
the depth variation, etc. In Table 1, the range of the values of several of the input features
is shown.

Table 1. Typical values of several of the variables involved in steel sheet incremental cold
shaping

Variable Units Range of values
Sheet pressure stress MPa [75, 180]
Surface roughness about the tool mm [0.1, 0.5]
Speed change mm/m [800, 6000]
Force to be applied in the x-axis for shaping N [250, 500]
Force to be applied in the y-axis for shaping N [250, 500]
Force to be applied in the z-axis for shaping N [500, 1000]
Depth variation mm [0, 9]
Angle variation degrees [3, 15]
Number of incremental layers [3, 6]
Incremental step between layers mm [0.3, 0.8]
Minimum thickness mm [0.28, 0.40]
Maximum depth achieved mm [-16.4, -39]

2.1 The Problem Definition

The first aim of this study is to evaluate if it is possible to model the operating conditions
so the suitability of the experiment could be established, in other words, to analyse
whether the operating conditions would generate a faulty piece or not while the most
relevant features involved are to be selected.

The second aim is to model the maximum suitable depth that can be achieved with
the given operating conditions. As in the former problem, the best feature subset is also
required.

Therefore, there are two problems to solve, both including a feature selection process
and a modelling process. While the former is a two-class problem, the second is a
regression problem.

3 Feature Selection and Neural Networks

In order to obtain a suitable feature subset some requirements are needed. As there
are integer features, nominal features and real valued features, the algorithm should
deal with any kind of data. Therefore, the same approach should be valid for the both
subproblems, the two-class problem and the maximum depth. Besides, not only the best
feature subset for each problem but also the best model are desired, a classifier in the
former case and a regression model in he latter.
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It is known that for this kind of problems the wrapper approach for feature selection
performs better than filter solutions [2,16]. These studies proposed wrapper feature se-
lection methods using genetic algorithms (GA) [2] for dealing with the feature subset
selection, that is, each individual is a feature subset. To evaluate individuals a modeling
technique has been applied: the former proposed a lazy learning model as the K-Nearest
Neighbour (KNN), the latter made use of a neural network (NN) method that iteratively
fix the number of hidden neurons.

Different approaches as to how the NN is learnt have been studied. In [1] a GA
approach to fingerprint feature selection is proposed and selected features are supplied
as input to NN for fingerprint recognition, while in [15] a similar approach has been
applied to automatic digital modulation recognition. Moreover, this type of approach
has been reported to perform bettern that using statistical models [17]. Despite this,
Support Vector Machines (SVM) have been also used in conjunction with evolutionary
feature selection to reduce the input space dimensionality [6,7].

Algorithm 1. IND EVALUATION: Evaluate an individual
Require: I the input variables data set
Require: O the output variable data set
Require: ind the individual to evaluate, with its feature subset

model {the best model learned for ind}
mse = 0 {the associated mean of Mean Square Error for ind}
indMSE = 0 {best MSE found in the cross validation}
for k = 1 to 10 do

{run the k fold in the cross validation scheme}
generate the train and test reduced feature data set
initialize the model indModel
train indModel with the train data set
indKMSE ← calculate the MSE for indModel with the test data set
mse+ = indKMSE
if k == 1 or indMSE > indKMSE then

indMSE = indKMSE
model = indModel

end if
end for
mse = mse/10
return [model,mse]

In this study we adopt two different solutions depending whether we are dealing with
the two-class or the maximum depth problem. An hybridized method of GA evolving
the feature subsets and a SVM classifier is chosen in the former case, while in the
latter an hybridized method of GA evolving the feature subsets and a NN for modeling
the desired output is used. TIn both modelling and feature selection problems the GA
is an steady state approach with the percentage of elite individuals to be defined as a
parameter. The algorithm is outlined in Algorithms [1,2].

The typical steady state GA parameters, like the crossover and mutation probabili-
ties, the number of generations, the population size and the elite population size, are all
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Algorithm 2. GA+ Feature Selection
Require: I the input variables data set
Require: O the output variable data set
Require: N the feature subset size

FS ←{ Ø} {the best feature subset}
model {the model learned for FS}
mse = 0 {the associated mean of Mean Square Error for FS}
Generate the initial population, Pop
for all individual ind in Pop do

[ind.model, ind.mse] = INDEVALUATION(I,O, ind)
end for
g ← 0
while g < G do

while size(Pop′) < (popSize−|E|) do
Generate new individuals through selection, crossover and mutation
add valid individuals to Pop′

end while
extract the elite subpopulation E ∈ Pop
for all individual ind in Pop′ do

[ind.model, ind.mse] = INDEVALUATION(I,O, ind)
end for
Pop = {E ∪Pop′}
sort Pop
g++

end while
FS ← Pop[0]
[model,mse] ← corresponding model and MSE
return [FS,model,mse]

of them given for each experiment. The individual representation is the string of indexes
of the chosen feature subset. The tournament selection is implemented and one point
crossover is used. After each genetic operation the validity of the off-prints is analy-
sis: repeated features indexes are erased and random indexes are introduced to fill the
individual feature subset.

Third order polynomials are used as kernel functions for the SVM. The number of
hidden nodes in the NN is set as a parameter. The NN models are generated randomly
and trained. In all cases, 10-fold cross validation is used, and the mean value of the
mean squared error in each fold is the fitness of an individual.

4 Experiments and Results

Generating data set samples is costly as each one of the samples needs a real case to be
carried out, that is, a sheet of steel has to be cold shaped; consequently, the smaller the
number of experiments, the lower the cost and the smaller the data set size.

The data set comprises 19 samples, each one with the whole set of parameters values.
Once the piece is processed as the corresponding sample establishes, then it is manually
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classified as {GOOD, BAD} according to the deformation or the quality faults that
could appear in the piece. Besides, the maximum depth in each case is also measured.
These two latter values are appended to each sample as the output variables.

As SVM and NN are to be used in the modelling part of the feature selection GA
method, then the data set is normalized with means 0 and deviations 1.

In the experimentation, the GA parameters have been fixed as follows: 50 individuals
in the population, 100 of generations, the probability of crossover equals to 0.75, while
the mutation probability is 0.25. An steady state GA evolutionary scheme is used, with
a number of 5 elite individuals that will be kept in the next generation.

The size of the feature subset has been fixed to three. The SVM kernel function is
fixed as third order polynomials and the feed forward back-propagation NNs includes
6 neurons in the hidden layer. The parameters of the SVM and the NN have been kept
constant during the feature selection and model learning.

As stated in the previous section, the 10-fold cross validation schema is carried out.
Only the validation results are used to compare individuals. For the two-class problem
the mean of the classification errors among the folds is used to evaluate the models
and the feature subsets. For the maximum depth estimation, each feature subset and its
corresponding model are evaluated with the mean of the mean squared error on each
fold.

In the case of the two-class problem, the best feature subset found includes the step
increment, the angle variation and the variation in depth, with a mean classification
error of 0.1. For the second problem, the best feature subset found includes the vari-
ables step increment, the number of stages and variation in depth, with a mean error of
0.0096.

It is worth mentioning that the reduced number of data samples induces relatively
high error values as the test data set includes only one or two examples. More accuracy
should be obtained if a bigger number of samples is given. However, the cost of the data
gathering increases considerably; this dilemma should be evaluated.

Moreover, the algorithms do not include local optimization of the models parameters.
So it is possible that better performance of the models and the feature selection process
could be more affordable if such local optimization were implemented.

Finally, the maximum depth have been found regardless of the two-class problem,
which was not the expected result in the expert opinion. It is though that the above
mentioned local optimization of the models parameters should improve the performance
and the experts confidence in the results.

5 Conclusions and Future Work

This study introduces a feature selection method for choosing the best feature subset
in a steel sheets cold shaping process divided in a two-class problem and a maximum
depth estimation problem. Moreover, a genetic algorithm is hybridized, on the one hand,
for the first case, with a support vector machine model to choose the best feature subset
and on the other hand, for the second case, with a feed foward back-propagation neural
network .

From the experimentation the best feature subset has been found for both problems,
and some relevant facts have arisen. Firstly, the data set size should be increased in
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order to obtain better models fitness values. Secondly, local optimization for the mod-
els parameters should improve the obtained results. Finally, it could be desirable that
the optimum number of features should be dynamically fixed, which represents an im-
provement in the individual representation and is left for future work. Future work also
includes evaluating the approach in more detail and including a comparison to the re-
lated work.
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Abstract. In this paper, we present the use of subspace modelling to find the 
basis features of illumination across human face images. Instead of using a real 
image data set we use computer-generated 3D models, which we have built. Us-
ing these models we can better investigate the effect of the recognition of faces 
under illumination not confined within a particular trained subset. With this we 
have designed a recognition system where we investigate how many training 
images are necessary to build an illumination subspace that gives robust recog-
nition. We aim to apply this technique to deal with the lighting problem in face 
recognition on mobile devices where some current methods are simply too 
complex to use. 

1   Introduction 

Face recognition has become a popular and preferred biometric means amid increased 
security applications. However, with over 25 years of research, illumination is still a 
major problem in face recognition standing in the way of a robust self-sufficient sys-
tem. At present 3D models and advanced representations of lighting conditions by 
spherical harmonics is being used [1, 2]. The initial work into illumination compensa-
tion began as a search to find all the images of a face under all types of illumination 
[3]. With the success of appearance-based methods such as PCA and LDA, there 
became a need to find all the images of a face under all possible illumination condi-
tions to be used for training [5]. Although promising results were obtained using li-
near subspaces and manifolds, there was too much offline processing and curse of 
dimensionality remained as the number and size of these subspaces increased.  

With the increase of handheld devices such as mobile phones and tablet PCs, there 
is more focus than ever to apply these practices to smaller devices, which, although 
increasing in their complexity rapidly, are still a challenge for real-time image 
processing. At present some of the most powerful devices contain 1000MHz 
processing with 750MB of RAM, large image processing tasks can simply breaks 
down and crashes. The emphasis is therefore placed on dimensionality reduction and 
efficient processing.  

Many literature studies of face recognition show that the problem is almost solved 
(under fixed lighting conditions). A recent Face Recognition Vendor Test demonstrat-
ed many systems with error rates of only 0.01. Although this seems promising many 
of these advanced methods cannot be applied to real-world systems where images are 
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of low-quality and often scaled or orientated in a way difficult to suit recognition. 
Several face recognition systems under test have further exposed the challenges in 
practical applications. 

We aim to deal with illumination problem by finding the basis vectors of a collec-
tion of images of single subjects taken under a wide variety of illumination condi-
tions. Using PCA on data gives a set of basis features that represent the variances in 
the data set. If a data set of face images varies by illumination conditions, PCA gives 
a set of principal lighting conditions from which all other lighting conditions can be 
reconstructed. This approach is well known and is used in a method known as sub-
space modeling [4, 6, 7]. The method of using PCA to create a low-dimensional col-
lection of images is combined with spherical harmonic representation and Morphable 
models to build recognition systems [7]. In most cases the subspaces are built using 
defined image sets, such as the PIE or YALE database. This approach involves syn-
thesis of new images of faces artificially under new or unseen illumination conditions. 
In this paper the aim was to investigate the ability of this subspace modeling using 
CGI 3D models. The 3D models can be illuminated under a combination of ambient 
lighting, diffuse spot lights, area lighting and representation of sun light. By building 
subsets of different combinations of these illumination conditions different sets can be 
used for training of the subspace and testing. The images taken using the 3D models 
represent illumination in an uncontrolled environment. While there are many sub-
space modeling algorithms that give high recognition results, they are tested on im-
ages from controlled environment and do not represent real world stimuli.  

For recognition, we use these basis features, which we term as Eigenlights, to de-
compose a novel image into the contribution of each basis feature to the unknown 
illumination in the image. We then apply these contributions to each subject in the 
gallery by building an image of that subject under the novel images illumination con-
ditions. This means we have an image of each subject in the gallery under the same 
illumination conditions as the novel image. Classification is conducted using the 
Nearest-Neighbour algorithm between the novel image and the constructed images 
from the gallery. For each experiment the type of illumination conditions are changed, 
as are the number of images used to construct the subspaces.  

2   Finding the Eigenlights 

Whereas previous methods have used selections of available image databases, in this 
approach we use rendered images of 3D models. At present these 3D models are con-
sidered life-like and robust enough for face recognition experiments where images of 
real individuals are usually processed and scaled into slightly less life-like appear-
ances. The true potential of using 3D models is that we have access to unlimited 
number of individuals, for which we can place them in numerous poses and expres-
sions, and can realistically account for changes in subjects’ age, weight and skin tone. 
This gives us a freedom not available when using any image database and is more 
efficient than taking our own images of real subjects under these varying conditions. 
3D models allow us to simulate a large number of lighting conditions using realistic 
ray-tracing and Lambertian and Phong reflectance function models which are used 
intensively in the literature [8]. 
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In our initial experiments we have a set of eight 3D models, which account for a 
wide selection of face shape, age and skin tone, all in a frontal pose with neural ex-
pression. For each subject, around 100 images were taken across a wide variety of 
lighting conditions by moving a single point light source across a region around the 
front hemisphere of the face. Once we had gathered enough images to cover a reason-
able amount of the entire possible variation of lighting, we can use PCA to find the 
basis features for all possible illumination conditions on a face.  

PCA in face recognition is widely used for dimensionality reduction [9]. PCA 
creates a set of basis vectors for which all the original data vectors can be recovered 
by a weighted linear combination of these basis vectors. 

 
1 2

1 2[ ... ]N
n n n n Nω φ ω φ ω φ ψΓ = + + + +                                     (1) 

 

where {φ1, φ2,…, φN} are the Eigenvectors calculated from the covariance matrix of 
the data, {ω1

n, ω2
n,…, ωN

n} corresponds to the weights or coefficients of an original 
vector projected onto the Eigenvector space, and ψ is the mean image.  

The Eigenvectors correspond to the directions of variances in the data set. There 
are as many Eigenvectors as dimensions of the data, ordered by their scalar equiva-
lent, known as the Eigenvalues. These scalar values show the amount of influence of 
a particular direction of variance on the data set. It is possible to only use those  
corresponding to the largest Eigenvalues for reconstruction as data can be faithfully 
restored with these most important Eigenvectors. This means we only need to store 
the most important Eigenvectors, whose number is usually much less than the dimen-
sions of the original data, and yet we can still recover each vector in the original data 
set with minimal loss of information. Fig. 1 shows the first five eigenvectors of an 
example. 

 

 
 

 
 
Once these Eigenvectors, the basis features or Eigenlights as we call them, are es-

tablished, a new vector, not in the original data set, can be projected on the space to 
create its own weights. This means we are able to recover a linear combination of the 
basis features for any novel vector. When a vector is projected onto the eigen space, 
its length along each dimension is calculated. In the face space each dimension is an 
Eigenface this case can be thought of as finding the contribution of each Eigenface to 
the novel image. Mathematically this is achieved by taking the dot product of the 
novel vector and all Eigenfaces. Once we have these contributions or weights, we can 
build an image using Eq. (1). 

Previous work has shown that subspaces can be formed for the collection of im-
ages of a face under varying lighting conditions [4]. These subspaces are calculated 
analytically and contain assumptions due to shadowing. We hope this approach, 
though simpler, will be more suited to being applied to real-time face recognition 

Fig. 1. The basis features of lighting 
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systems. With the image sets of eight different 3D face models, we calculated the 
basis images using PCA. The eigenvalues show how much of the variance of the data 
set is contained in the corresponding basis images. By ordering the Eigenvectors in 
descending Eigenvalues one can see how many of the most important vectors are 
needed to represent enough of the variance.  

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2 shows a plot of the Eigenvalues for all the subjects. The values have been 

sorted with the highest values at the first and the least important at end, 120-140, 
depending on the number of images of that subject. The y axis shows the scales, i.e. 
the amount of variance for each Eigenvector. As it can be seen most of the variance of 
all the subjects is contained within the first five Eigenvectors, consistent with pre-
vious findings [10]. Therefore these first five Eigenlights describe a subspace in the 
face space that contains nearly all of the possible images of a face under all lighting 
directions used in our tests.  

Therefore lighting on any face can be broken down to five main directions. This is 
addressed in many previous studies, where it is shown that the lighting conditions for 
any object should lie on a low-dimensional manifold in the vector space, [3]. It has 
also been noted that as there is an infinite number of lighting conditions, to calculate 
these by real images was too big a task. In our approach we believe that by using a 
large enough set of deformable 3D models we may be able find some patterns that 
cover enough variance of the lighting. To test how well these basis light images, or 
Eigenlights, perform we use some novel images of each subject under random single 
or multiple light sources and then projected these on these Eigenlights vector space. 
This creates weights for the novel image, corresponding to the contribution of each 
Eigenlight to the image. We then reconstruct the novel image from only these weights 
and the Eigenlight and compare with the original, as shown in Fig. 3. 

Fig. 2. Eigenvalues of corresponding Eigenvector, showing the amount of the variance of the
data set they contain 
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The recovered image shows that the illumination effect has been removed or sig-

nificantly reduced. However, one cannot use a subject’s Eigenlights on another as 
they depend on the geometry of the face. For each subject the Eigenlights found so far 
are similar in terms of the lighting directions. Therefore the Eigenlights form a 5D 
shape in the face space. However, due to the complexity and differences in shape and 
features in human faces, one is unable to directly predict this subspace for a new sub-
ject. It has been described [4] that it would be impossible to predict illumination sub-
spaces from real images. However recent papers in subspace modeling including [6], 
use statistically models to predict the lighting conditions of an unknown face. The 
initial subspace is contrasted with a bootstrapped set of cropped and aligned images. 
It is then possible to predict the lighting conditions of an unseen face by finding the 
best match in the subspace.  

3   Synthesis under Different Lighting Conditions 

It is intuitive that if a subspace has been built with a range of illumination conditions, 
any unseen image that comprises of lighting conditions contained within the scope of 
the training set can be recovered. It is more informative to test the subspace with 
images of lighting conditions far different to that observed in the training set. Using 
the 3D models gives a freedom to invite any sort of lighting conditions, including 
realistic representations of natural sunlight, or normal lighting found in buildings with 
multiple sources.  

 

 

Fig. 3. (a) novel face image, (b) the Eigenlights, (c) recovered face, and (d) weights 
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Fig. 4. Novel face image under sun and point source illumination and recovered image 

 
In Fig.4 a test image comprises of an overhead sun light source and a point light 

source below. This is far from any image taken in the training set. However, the re-
covered image clearly shows the correct identity of the subject with facial features 
enacted. There are shadows in the correct regions, esp. above the eyebrows however 
the lit areas in the test image appear as specular highlights in the recovered image.  

4   Recognition Experiment 

If the illumination condition of an image is known before recognition is performed, 
one can eliminate the variation in the image set due to the lighting. Therefore recogni-
tion can be purely based on the geometry of the face and hence the identity of the 
subject. At this stage we assume a standard pose and expression for all images. 

To remove variation due to lighting, we find the illumination conditions of the 
novel image, and then apply them to the images in the gallery set. For each subject in 
the set we have the 5D subspace. When a novel (test) image is presented, it is pro-
jected onto the Eigenlights of each subject. This gives the image’s weights for all 
basis light features. Then these weights are used to build a similar image of each sub-
ject in the gallery from their own Eigenlights. A nearest-neighbour classier is then 
used on the new images measured against the novel image. The novel image and each 
subject’s image all share the same illumination conditions and so the variation due to 
lighting is removed. The images of each subject are split into subsets, grouped by the 
amount of illumination ranging from normal frontal in subset 1, mild shadowing in 
subset 2, extreme shadowing in subset 3, etc. An example of the first three subsets is 
shown in Fig. 4.  

 
 
 
 
 
 
 
 

 
 
 

Fig. 5. Face images from subsets 1, 2 and 3 
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For evaluation of the method, the entire data set was randomly split into training 
and test sets. The Eignelights of each subject were subsequently learnt from the train-
ing set. Then the performance, or recognition rate, on the test set was measured. For a 
comparison we have also tested recognition using a standard Eigenface method, with 
Homomorphic filtering [11], using the same training and test sets. The experiment 
was repeated independently for ten times. The averaged results are listed in Table 1. 
Please note that Eigenface method is rarely directly applied to images of variable 
lighting conditions. The comparison here only serves as a reference. 

Table 1. Recognition performance 

Training/Testing Images 
% 

EigenLights (Recognition 
Rate)   

EigenFace (Recognition 
Rate) 

30:70 98.44% 30.5% 
10:90 87.9% 24.77% 

 
In these test only eight subjects were used. It is fair to say that a much larger set 

would be necessary to give more faithfully results, though as long as we have each 
subject Eigenlights we are able to recover a near perfect representation of an image of 
the subject under any lighting, so yielding good recognition rates.  

5   Conclusion and Future Work 

In this paper we investigate the method of subspace modeling to represent changes in 
illumination in face images as a low-dimensional manifold in the face space. Comput-
er-generated 3D models are used to test the robustness of the method by using a wide 
variety of different lighting conditions not usually found in controlled environments 
of any face image databases. The PCA methods in the literature have previously 
shown promising results when systems are trained with these face image database of 
little lighting variations and then tested with them. Extreme lighting and lighting from 
different or multiple sources is less well recovered. Our investigation has shown there 
are still a wide variety of illuminations conditions which are not confined within a 
simple 5-dimensional subspace, yet they are apparent to any real world facial recogni-
tion system.  

In the experiment we have shown that promising results are achieved by relighting 
the face images with the illumination conditions recovered from a test image, and that 
we can build a basis feature subspace without prior images of all possible illumination 
conditions. The method requires a hundred or so images of a subject under uniformed, 
variable lighting to build the 5D subspace which gives over 98% recognition. In a real 
world deployed system it would be expected to have even higher results. At present 
these images are unique to each subject. This may prove difficult if one wants to  
use these findings in a large recognition system as one would need to find a way to 
recover this subspace without so many images. Therefore instead of building a unique 
subspace for each subject we could design a normalized set of Eigenlights projected 
on a mean shape. Previous work has shown that faces can be deformed to the mean 
shape in a data set, and recovered by adjusted the variance [12]. If all faces are plotted 



 Eigenlights: Recovering Illumination from Face Images 497 

 

in a pdf curve, by adjusted the standard deviation you can move along the set of faces. 
Then, each novel face can be adjusted into this mean shape, projected onto the norma-
lized Eigenlights, and then the recovered illumination conditions can be applied to 
each subject in the gallery.  
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Abstract. Haseman-Elston (H-E) regression is a commonly used conventional 
approach for detecting quantitative trait loci (QTLs), which regulate the 
quantitative phenotype based on the Identical-By-Descent (IBD) information 
between twins in Genome-wide scan. However, this approach only considers 
genetic effect at individual loci, but not any interaction between genes. A Pair-
Wise H-E regression (PWH-E) and a Feature Screening Approach (FSA) are 
proposed in this paper to take gene-gene interaction into account when 
detecting QTLs. After testing these approaches with several series of simulation 
studies, they are applied to a real-world bone mineral density (BMD) dataset, 
and find three site specific sets of potential QTLs. Further comparison analyses 
show that our results not only corroborate the 14 findings from previous 
published studies, but also suggest 22 new QTLs of BMD.  

Keywords: Quantitative trait loci, Haseman-Elston regression, bone mineral 
density. 

1   Introduction 

The DNA regions that contain or link to genes influencing a quantitative phenotypic 
trait are known as quantitative trait loci (QTLs) and finding QTLs will help to 
understand the genetic structure and variations of a trait. Linkage analysis is an 
important analytical approach for identifying quantitative trait loci (QTLs). This paper 
presents two new approaches of linkage analysis to uncover QTLs that influence 
Bone Mineral Density (BMD). A real-world BMD dataset studied in this paper 
includes quantitative BMD phenotypes at three body sites (spine, hip and forearm) 
and genetic information relating to Identical-By-Descent (IBD) alleles in twins.  

Complex phenotypes are usually influenced simultaneously by multiple QTLs 
individually and/or their interactions, as illustrated in Fig. 1. Genetic influences from 
individual QTLs alone are usually referred as main genetic effects. Gene-gene 
interactions are increasingly recognized as important phenomena in the field of 
genetic epidemiological studies [1]. The presence of gene-gene interaction presents a 
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particular challenge in the search for QTLs, because if the effect from one QTL is 
altered or masked by effect from another QTL, the power to detect these two QTLs is 
likely to be reduced and unveiling the joint effects at the two loci will be hindered by 
their interaction [2]. The form of biological interactions between genes is complex, 
and there is often little prior information from biological research to inform the 
development of hypothetical models. Various statistical models can be hypothesized 
to represent the genetic interaction effect on quantitative phenotypes. A commonly 
used statistical interaction model is the multiplicative model [3], which is applied here 
in simulation studies. The conventional non-parametric linkage method, H-E 
regression [4, 5] is based on the process of estimating the main effects of individual 
genetic markers one by one in a genome-wide scan. It is not designed for detecting 
QTLs that may have gene-gene interactions.  

 

Fig. 1. Three typical situations of QTLs influencing a phenotype: 1) QTL1 and QTL2 have 
both main and interactional effects on the phenotype; 2) QTL3 has main effect on the 
phenotype; 3) QTL4 and QTL5 have interactional effect on the phenotype. 

This paper presents two new approaches, a Pair-Wise H-E regression (PWH-E) and 
a Feature Screening Approach (FSA), to detect QTLs allowing interactions. These 
two new approaches and the conventional H-E method are tested on simulated data 
generated under different models to verify their ability to detect QTLs that 
accommodate genetic interaction. These approaches are then applied to a real-world 
bone mineral density dataset of twins. The outputs are compared with the results of 
previous linkage and association analyses on BMD.  

The remainder of this paper is organized as following: Section 2 introduces the 
methods used in this research, including H-E, PWH-E and FSA. Section 3 presents 
simulation studies for verifying and comparing these three methods. In Section 4, a 
real-world data is analysed for uncovering the QTLs of BMD. 

2   Methods 

As the aim of this study is to use data of genome-wide microsatellite markers to  
find the chromosomal position of QTLs associated with BMD, we devised a  
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methodological framework as shown in Fig. 2. including two new methods (PWH-E 
and FSA) and one conventional method (H-E) as the comparison baseline. The PWH-
E and FSA were designed for detecting QTLs, especially when gene-gene interactions 
may dominate the genetic influences. They both involve a feature selection step.  

 

 

Fig. 2. Methodology framework for genome-wide linkage analysis, including three methods: 
H-E regression, PWH-E (Pair-Wise H-E regression), and FSA (Feature Screening Approach) 

2.1   Haseman-Elston Regression 

Haseman-Elston regression (H-E) [4, 6] is the conventional non-parametric linkage 
analysis method to detect the QTLs based on the genetic IBD information between 
siblings/twins. This study uses an updated H-E regression method [5], and 
implements it in the package Stata (StataCorp, version 10). 

H-E regression involves an evaluation of change in phenotypic intra-class 
correlation between the phenotype values of the first sibling X, and the second 
sibling, Y, given a change in genetic covariance, which is equivalently observed as 
the proportion of alleles shared IBD, π [6]. Given the population intra-class 
correlation, r, and the proportion of phenotypic variance explained by a QTL, Q, a 
linear relationship between phenotypic covariance and genetic covariance exists [7] 
(Var[S] = Var[X] = Var[Y]):   
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2 1                                             2 1 2             (1) 
 

The response of (X-Y)2 can be used to estimate Q. An estimate of Q and assessments 
of its significance can thus be generated by maximizing likelihood. In linkage 
analysis, Logarithm Of Odds (LOD) score is usually used to indicate the significance 
of the linkage of a locus. LOD score is equivalent to significance of Generalized 

Linear Model (GLM) regression test statistic   .  

2.2   New Approaches Considering Interaction 

We proposed two other approaches, PWH-E and FSA, to take gene-gene interactions 
into account. These approaches consider not only the individual main genetic effect of 
a single locus, but also the influence from the interaction between loci. Both the 
approaches include the feature selection to pre-select loci for further analysis.  

 
1) Feature Selection 
The feature selection method devised in this research consists of a searcher to 
generate feature subsets from the original data and an evaluator to evaluate the 
strength of the relationship between the feature subset and the target phenotype. 
Correlation-based Feature Subset Selection (CfsSelection) [8] based on the Subset 
Forward search (SFS) method [9] is used in this study.  

The Subset Forward Search (SFS) method introduced in [9] is a subset search 
strategy. The process of the SFS includes three major steps: (1) to produce a ranking 
by using an evaluator (i.e CfsSelection); (2) to carry out an interior k-fold cross-
validation. A Linear Forward Selection on each fold to determine the optimal feature 
subset-size by using the given evaluator; (3) to apply the Linear Forward Selection 
with the optimal subset size on the whole data.   

CfsSelection evaluates the worthiness of a subset of genetic features by 
considering the individual predictive ability of each locus along with the degree of 
redundancy between them. Subsets of genetic features that are highly correlated with 
the target phenotype while having low inter-correlation are preferred.  

After completing the selection, the selected loci will be presented to the two 
approaches to detect the significance of the main genetic effect of individual loci and 
the interactive genetic effect from all selected loci pairs.  

 

2) Pair-wise H-E regression (PWH-E) 
The PWH-E is designed based on H-E regression, and its functional diagram is shown 
in Fig. 2. The difference between this method and the conventional H-E regression is 
that it includes the stage of loci pairing before running H-E regression. All possible 
loci pairs are generated by multiplying the IBD values of two loci to represent the 
possible statistical interaction effect. Both individual loci and loci pairs are tested by 
H-E regression to calculate LOD scores which indicate the significance of linkage. 
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This approach is proposed to detect both main and interactional effects by taking 
advantage of the strength of H-E regression. 

 
3) Feature Screening Approach (FSA) 
The proposed FSA (Fig. 2) uses a feature screening based on an artificial neural 
network (ANN). ANN is used for its high flexibility in modelling non-linear functions 
between input and output variables and its pattern recognition capability. The 
proposed procedure relies on the predictive importance of loci (or loci pairs) on the 
phenotypic outcome and does not explicitly incorporate any specific type of gene-
gene interaction. It is based on the ANN input sensitivity analysis using the input 
screening technique [10, 11]. It compares the error made by the network with the 
original pattern to the error made when the selected inputs are blocked for all patterns. 
The greater increases in the error corresponds to the greater importance of a tested 
input [12]. 

In the process of this approach (FSA in Fig. 2), all the pre-selected genetic 
features are firstly presented to the modelling algorithm to generate a model to 
predict the target phenotypic value. The mean absolute error (MAE) between the 
predicted value and the true phenotypic value is calculated to be the performance 
benchmark (MAEa).  

Then a locus or loci pair is blocked from the modelling. ANN uses the remaining 
genetic features to predict the target phenotype. The performance of the modelling is 
evaluated by MAE (when the ith genetic feature is removed, then the output is 
recorded as MAEi). The change of the MAE is calculated by equation (2).  ∆                                        (2) 

∆MAEi is recorded as the score for the blocked locus or loci pair. A larger ∆MAEi 
indicates the greater importance of the locus or loci pair. Each of loci and loci pairs is 
tested by the above process, until all of them have been tested, respectively.   

As presented in Fig. 2., all individual loci and loci pairs are then ranked based on the 
generated ∆MAE. The top ranked loci or loci pairs suggest the potential QTLs of the 
target phenotype. The selected individual loci suggest they have strong main genetic 
effects, and the selected loci pairs reflect the strong genetic effect from the involved loci 
including the possible interaction effects between loci. This approach thus considers not 
only main effects of individual loci but also interaction effects between loci, without 
incorporating explicitly any specific type of gene-gene interaction. 

3   Simulation Studies 

3.1   Simulation Designs 

Simulation studies are designed to test the performance of the conventional and 
proposed new approaches, before applying them to real-world BMD data from the 
twins. The simulation is based on real-world genotypic data. Quantitative phenotypic  
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data are simulated according to different genetic models. The genotypic information 
of IBD alleles was measured at 756 microsatellite markers across 23 chromosomes of 
twins participating in the TwinsUK Registry. The values are the estimated proportion 
of identity by descent (IBD) alleles at each genetic marker of twin members. The 
number of IBD alleles is the number of identical copies of the same ancestral alleles 
at a marker locus that are shared by the members in a twin pair. It is the most 
commonly used measure of concordance of two individuals at a marker locus. Twin 
pairs sharing more alleles identical by descent (IBD) tend to have greater similarity in 
their phenotypes than pairs that share less [13].  

A simulated phenotypic variable P is generated based on the values of genetic 
effects and the individual environmental effect. The values of P are then appended to 
the genetic IBD data to form a complete dataset for further simulation tests. The 
model for simulating phenotype P, which is assumed to be influenced by two QTLs, 
is given below.  ,  

(Subject to: 1 and 1)                             (3) 

where vx, vy are the genetic variants at QTLs X and Y, their values are different for 
twin members in a twin pair according to genetic IBD values. a and b are the 
proportions of the heritability (H) for main genetic effects of X and Y respectively; c 
the proportion of the heritability (H) for genetic interaction effect between X and Y; E 
is the random individual environmental variant, and d is the coefficient of 
environmental effect E.  

 
/*For a given genetic dataset of n pairs of twins, produce the simulated phenotypic 
data for twins*/ 
1.  Set the parameters a, b, c, H (subject to the conditions for Equation (3)); 
2. Generate random genetic variants (vx and vy) for twin 1 and twin2; 
3. Generate random variants (r1 and r2) for unshared genetic variants between twin 1 
and twin 2; 
4. Generate genetic interaction variation (z1 and z2) between QTL X and QTL Y for 
twin1 and twin 2, using the corresponding shared IBD values x and y from the genetic 
data set. 
                
               1 1  
 5. Generate random variants (e1 and e2) for environmental variants of twin1 and 
twin2; 
 6. Generate phenotypic values for twin 1 and twin2 (P1 and P2) respectively. 
               z 1 e  
              1 1 1  
7. Append the phenotypic values P1 and P2 to the original twins’ genetic data; 
8. Repeat steps from 2 to 7 for n times. 

Fig. 3. Process of simulating phenotypic values 
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The process for generating the simulated phenotypic values is presented in Fig. 3., 
where x and y represent the proportions of shared IBD alleles at QTL X and Y, 
respectively; r1 and r2 are simulated random variation for unshared genetic variation 
between twin 1 and twin2; e1 and e2 are simulated random environmental variations 
for twin1 and twin 2. 

Five simulations were designed (D1-D5) with different combinations of values for 
coefficients a, b and c, as shown in Table 1. To generate a dataset, a simulated 
phenotypic variable is generated according to the process of phenotypic data 
generation (Fig. 3.) based on one of the simulation designs (Table 1) and then 
appended to the genetic IBD data.   

To test the performance consistency of these 3 methods, thirty datasets are 
generated for each of these five simulation designs (D1 - D5) and each of 3 particular 
heritability values (0.6, 0.8 or 1.0). The average power of each method for detecting 
both QTLs successfully is calculated.  

Table 1. Five simulated data designs (D1-D5) considering main and interaction genetic effects 
from two QTLs (X and Y). a, b and c indicate the proportions of the heritability for main 
effects (of X and Y), and interaction effects (between X and Y), respectively. 

D a  b  C Description 

D 0% 0% 100 Only interaction effect 
D 10 10 80 Strong interaction effect with weaker main 

D 33.3 33.3 33.3 Equal main and interaction effects 

D 40 40 20 Weaker interaction effect with stronger main 

D 50 50 0% Only main effects

3.2   Performance Evaluation and Comparison 

H-E, PWH-E and FSA are applied to the five simulated designs. Thirty datasets are 
generated based on each design, and the power (i.e. the ratio of detecting both 
hypothetical QTLs successfully) of all three approaches is calculated and presented  
in Fig. 4. 

According to Fig. 4, the results of simulations and evaluation, therefore, are clear 
enough to suggest that the performance of PWH-E is the best of the three approaches. 
For detecting both QTLs, PWH-E performs better than the H-E regression method 
especially in cases where only interaction effect or a strong interaction effect with 
weaker main effect dominates the genetic influence. For instance, the power of PWH-
E is higher (p-value = 0.03, using paired t-test) compared to H-E regression in D1 
with different heritability. When the heritability is fixed at 0.6, the power of PWH-E 
is also higher (p-value = 0.005) considering all five situations (D1-D5). The power of 
the FSA is calculated based on the ratio of QTLs appearing in the top 10 in the 
experiments. Fig. 4 shows the performance of FSA does not change much in the five 
simulation designs. For instance, the power is in the range [0.77-0.83] when 
heritability equals 1.0. Though its performance does not increase significantly with 
the increasing main genetic effect, and is slightly worse than the conventional H-E  
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especially at D5 (only main effects), its performance is better than H-E at D1 and D2 
(i.e., when interaction effect between two QTLs dominating the genetic influences in 
the phenotype). The average power of H-E is 0.38 at D1, while using FSA can 
achieves 0.68. FSA is not designed for considering any specific type of gene-gene 
interaction, but can still cope with multiplicative interactions. It means that FSA can 
be extended to reflect the genetic influence from other unknown types of interaction 
which can be validated in the further work.  

 

 

Fig. 4. The performance comparison between FSA, H-E and PWH-E. Different heritability 
values (H = 0.6, 0.8 or 1.0) are set to simulate the phenotype. The performance of H-E and 
PWH-E are based on the threshold of suggestive linkage (LOD>2).  

4   Application to Real-World Bone Mineral Density Data 

Bone mineral density (BMD) is a measure that indicates the amount of calcium per 
square centimetre of bones. It is a heritable complex phenotype often used to diagnose 
osteoporosis and assess the fracture risk. The conclusions generated by previous 
studies on BMD including genome-wide linkage and association studies are often 
inconsistent [14, 15]. Further genome-wide studies on BMD are required to produce 
more convincing evidences and conclusions to uncover the locations of genes 
regulating BMD phenotypes. 

Data used in this research were collected by the Department of Twin Research 
(DTR) of King’s College, London. It contains both phenotypic BMD values and 
genetic values of DZ (non-identical) twins. The BMD information (Table 2) was 
measured by DEXA at three body sites (spine, hip, and forearm) from DZ female  
twin pairs.  

In order to verify our findings, the outputs of PWH-E, and FSA are compared  
with approximate chromosomal locations suggested by six previous other studies  
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([14, 16-20]) on BMD. The consistent outputs including 14 chromosomal locations 
are presented in Table 3. Among them, six chromosomal locations are suggested by 
both PWH-E and FSA, and at least one previous study. They are in chromosomes 2, 
3, 6, 12, 13 and 23 respectively.   

The chromosomal location at 0-65.94 cM in chromosome 13 has the strongest 
evidence for containing the true QTLs of BMD. This is suggested by the results from 
all 3 methods in this study and also in 3 previous studies ([16], [18], and [14]). The 
chromosomal location at 50.7-85.36 cM in chromosome 3 also has strong evidence of 
containing QTLs suggested by the results from PWH-E and FSA in this study and 2 
previous studies ([16] and [20]). 

The good consistency of our results with the published research is a clear evidence 
to indicate that our methods are capable of detecting the true QTLs of BMD. Thus it  
 

Table 2. Statistical summary of the square difference (SD) values of BMD in twin pairs 

Variables Min Max Mean Std. Dev Valid records 

Spine (SD) 0 0.314 0.026 0.043 363 

Forearm (SD) 0 0.034 0.003 0.004 338 

Hip (SD) 0 0.194 0.018 0.028 363 

Table 3. Findings of conventional H-E, PWH-E and FSA confirmed by previous studies, 
Chromosomal locations suggested by both PWH-E and FSA, and at least one previous study 
are highlighted 

Chromosome Position 
(cM) 

Previous 
 studies 

H-E PWH-E 
 

FSA 

1 0-125.39 [16],[18]    Hip, Forearm 

2 82.95-93.56 [16]   Spine Spine 

127.4-135 [19]   Hip 

3 50.7-85.36 [16],[20]  Hip Hip 

4 83-115 [20]   Hip 

6 55.38-89.66 [18]  Forearm Forearm  

9 69 [20]  Hip  

11 73.2-81.22 [16]   Hip 

12 120-213.84 [14]  Forearm Forearm 

13 0-65.94 [16],[18],[14] Spine Spine, Hip, 
Forearm 

Spine, 
Forearm  

110 [20]  Forearm  

14 112.47-
118.70 

[17]  Forearm  

17 73.1-81.92 [16]  Spine   

23 140-167.84 [19]  Hip Hip, Spine 
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is reasonable to infer that 22 chromosomal locations (listed in Table 4), which are 
identified by our methods but not any of the known previous studies, are more likely 
new findings. The locations at 225cM in chromosome 1 and 50cM in chromosome 4 
are suggested containing QTLs of BMD at hip by both PWH-E and FSA. 10cM in 
chromosome 10, 85-90cM in chromosome 13, and 0cM in chromosome 23 are 
suggested influencing BMD at spine by both of our methods. The outputs of both 
PWH-E and FSA also suggest 0-5cM in chromosome 13 determining BMD at 
forearm. 

Table 4. New findings suggested by PWH-E and FSA (22 chromosomal locations are involved) 

Chromosome Position (cM) PWH-E FSA 
1 225 Hip Hip 

270  Spine  

2 145  Forearm 

45 Forearm  

3  205-215 Hip  

150  Spine 

4 50 Hip Hip 

6 130  Hip 

160  Forearm  

7 0  Spine 

8 110 Forearm Hip 

9 30  Forearm 

10 10 Spine Spine 

12 15  Spine 

13 85-90 Spine Spine  

0-5 Forearm Forearm  

15 50  Forearm  

16 70  Spine 

19 85  Spine 

20 0  Forearm 

22 55  Hip 

23 0 Spine Spine 

5   Summary 

Haseman-Elston (H-E) regression is a conventional approach for detecting QTLs that 
regulate the target quantitative phenotype based on IBD information between twins. 
However, this approach only considers the genetic effect from individual loci, but not 
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gene-gene interaction. We proposed two new approaches:  PWH-E and FSA, to detect 
the QTLs allowing interaction influence between different loci in genome-wide linage 
analysis.  

A series of simulation studies were carried out to test the abilities of the new 
approaches as well as the H-E method, to uncover QTLs, particularly the QTLs that 
have interaction effects on the phenotype. The result showed that, when significant 
main genetic effects regulate the phenotype, both the conventional H-E regression and 
the PWH-E method can detect QTLs with substantial power (which can reach 100% 
power when the heritability of the phenotype is larger than or equals 0.8). When gene-
gene interactions dominate the genetic influences on the phenotype, both new 
proposed methods PWH-E and FSA, performed better than the H-E. The performance 
of PWH-E is also better than FSA. The reasons may include that PWH-E was 
designed to consider multiplicative interaction relationships, and the gene-gene 
interaction was represented by multiplicative relationship in the simulation. FSA 
using ANN is not designed for considering any specific type of gene-gene interaction, 
but it can still cope with the multiplicative interaction. It can be extended to be used in 
more general situations to detect a genetic influence from other unknown types of 
interaction relationships. 

The new methods are then applied for a genome-wide linkage analysis on a real 
world dataset relating to bone mineral density at the spine, hip and forearm. Their 
results are compared with the findings of six previous studies on BMD. Apart from 
confirming that the previous findings, including 6 chromosomal locations (in 
chromosomes 2, 3, 6, 12, 13 and 23) that have been implicated as having strong 
influences on BMD, and further highlighting the importance of chromosome 3 cM 
50.7-85.36 and chromosome 13 cM 0-65.94, our methods also produced strong 
evidences to suggest 22 chromosomal locations as new findings of QTLs associated 
with BMD. Of course, the true influence of these QTLs on BMD needs to be studied 
in further genetic epidemiological and biological research and this research provides a 
basis for doing that. 
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Costa, José Alfredo Ferreira 437
Costa, Marcelo Azevedo 377
Cubero, Juan-Carlos 50
Curiel, Leticia 454
Cwiok, Andrzej 429

Davis, Luke 92
de la Iglesia, Beatriz 287, 317
de Medeiros, Claudio J.F. 437
de Oliveira, Osvaldo Luiz 34
Dess̀ı, Nicoletta 228, 337
Diaz-Sanchez, German 58
do Carmo Nicoletti, Maria 34
Doyle, Thomas K. 84
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Şair, Omer 421
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Szymański, Julian 108

Tarassenko, Lionel 220
Telec, Zbigniew 17
Theobald, Barry-John 92
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